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ABSTRACT

Entanglement is a fundamental principle in quantum mechanics, and is known
for its crucial part in quantum information science and quantum communica-
tion, among others. In attosecond science, the possible effects of entanglement
in light-matter interaction are receiving more and more attention. In this re-
search field, typically radiation in the extreme ultraviolet (XUV) or x-ray regime
is used to study time-dependent dynamics in time-resolved spectroscopy experi-
ments. The high photon energy of this radiation leads to ionization of any sample
placed in the way, thus creating multicomponent quantum systems with possible
entangled subsystems, e.g. ion and photoelectron. Entanglement between the
subsystems can have measurable effects on the outcome of an experiment, and
can even prevent the observation of time-dependent observables. This notion is
most prominent if the experiment includes only measurements in one of the sub-
systems, which means for example in the case of molecular photoionization, that
only the ion or photoelectron is measured.
This setting leads to interesting questions about the role of entanglement in at-
tosecond photoionization processes. In particular, what is the role of entangle-
ment between the ion and departing photoelectron regarding the observability of
coherence-based dynamics in the ion? Furthermore, is it possible to control the
degree of coherence in the ion and the degree of ion+photoelectron entanglement,
respectively, by alternating the pulse properties of the ionizing pulses?
To answer these questions, an experimental protocol is described in this thesis,
which utilizes two phase-locked XUV pulses together with a near-infrared pulse
(NIR) to dissociatively ionize hydrogen molecules. The main experiments pre-
sented here investigate the impact of entanglement between the cation and photo-
electron, first on vibrational coherence, and subsequently on electronic coherence
created in H+

2 . In the first experiment, a pair of phase-locked XUV pulses creates
a vibrational wave packet in the 1sσg state of H

+
2 , which is subsequently probed by

the NIR pulse dissociating the ion. The spectral properties of the ionizing pulses
are tailored by alternating the delay between the two XUV pulses, thus con-
trolling the degree of vibrational coherence and the degree of ion+photoelectron
entanglement, respectively. In the second experiment, the two XUV pulses create
an entangled ion+photoelectron system during the dissociative ionization of H2.
The NIR probe pulse can subsequently project the initially entangled system into
a coherent superposition of the first gerade (1sσg) and ungerade (2pσu) electronic
states of the H+

2 cation. The ability of the NIR pulse to convert the initially
entangled system into a coherent superposition of electronic states is controlled
by changing the time delay between the ionizing XUV pulses. These studies show
the crucial role of ion+photoelectron entanglement in attosecond science, espe-
cially in attosecond pump-probe experiments, and they present a first attempt to
link ultrafast science with quantum information theory.
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ZUSAMMENFASSUNG

Quantenmechanische Verschränkung ist ein grundlegendes Prinzip der Quanten-
mechanik, bedeutend unter anderem in der Quanteninformatik und -kommuni-
kation. In der Attosekundenphysik wird den möglichen Auswirkungen von Ver-
schränkung in der Licht-Materie-Wechselwirkung immer mehr Aufmerksamkeit
geschenkt. In diesem Forschungsbereich wird üblicherweise Strahlung im ex-
trem ultravioletten (XUV) oder Röntgenbereich verwendet, um zeitabhängige
Dynamiken in zeitaufgelösten Spektroskopieexperimenten zu untersuchen. Die
hohe Photonenenergie führt zur Ionisierung jeglicher Probe, die sich im Weg der
Strahlung befindet, wodurch multikomponentige Quantensysteme mit möglich-
erweise verschränkten Teilsystemen entstehen, z. B. Ion und Photoelektron. Die
Verschränkung zwischen den Teilsystemen kann messbare Auswirkungen auf das
Ergebnis eines Experiments haben und sogar die Beobachtung zeitabhängiger
Messgrößen verhindern. Dies ist vor allem dann der Fall, wenn das Experiment
nur Messungen in einem der Teilsysteme vorsieht, d. h. wenn beispielsweise nur
das Ion oder das Photoelektron gemessen wird.
Dies führt zu interessanten Fragen über die Rolle der Verschränkung in Attose-
kunden-Ionisationsprozessen. Insbesondere welche Rolle spielt die Verschränkung
zwischen dem Ion und dem emittierenden Elektron in Bezug auf die Beobacht-
barkeit von kohärenzbasierten Dynamiken im Ion? Ist es darüber hinaus möglich,
den Grad der Verschränkung zwischen dem Ion und Elektron und den Grad der
Kohärenz im Ion zu kontrollieren, indem die Eigenschaften der ionisierenden
Pulse geändert werden? Zu deren Beantwortung wird in dieser Arbeit ein ex-
perimentelles Protokoll präsentiert, bei dem zwei phasenverschränkte XUV-Pulse
zusammen mit einem nahinfraroten (NIR) Puls zur dissoziativen Ionisierung
von H2 verwendet werden. Die hier vorgestellten Experimente untersuchen die
Auswirkung der Verschränkung zwischen dem Kation und dem Photoelektron,
zunächst auf die Schwingungskohärenz, und anschließend auf die elektronische
Kohärenz in H+

2 . Im ersten Experiment erzeugen die XUV-Pulse ein Schwing-
ungswellenpaket im 1sσg-Zustand von H+

2 , das anschließend durch den NIR-
Puls, der das Ion dissoziiert, untersucht wird. Die spektralen Eigenschaften
der XUV-Pulse werden durch die zeitliche Verschiebung zwischen den beiden
variiert, wodurch der Grad der Schwingungskohärenz bzw. der Grad der Ionen-
und Photoelektronenverschränkung kontrolliert wird. Im zweiten Experiment
erzeugen die XUV-Pulse während der dissoziativen Ionisierung von H2 ein ver-
schränktes Ionen-Photoelektronen-System. Der NIR-Puls kann anschließend das
verschränkte System in eine kohärente Überlagerung des ersten geraden (1sσg)
und ungeraden (2pσu) elektronischen Zustandes des H+

2 -Kations projizieren. Die
Fähigkeit des NIR-Pulses, das ursprünglich verschränkte System in eine kohärente
Überlagerung elektronischer Zustände umzuwandeln, wird durch die Änderung
des Zeitabstandes zwischen den XUV-Pulsen kontrolliert. Diese Studien zeigen
die entscheidende Rolle der Ionen-Photoelektronen Verschränkung in der At-
tosekundenphysik und stellen einen ersten Versuch dar, die Physik der ultra-
schnellen Prozesse mit der Quanteninformationstheorie zu verbinden.
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Thesis in a nutshell

In the last three and a half years I conducted experiments in the scope of my PhD
thesis in the attosecond lab at the Max-Born-Institute in Berlin. My focus was to
rebuild and optimize the attosecond pump-probe setup, and perform experiments
to study the role of entanglement in attosecond science. These experiments and
their interpretation led to several publications [1–3].

The setup consists of a Ti:Sapphire laser system, a hollow-core fiber pulse com-
pression [4] (HCF) part, a pump and probe arm, where the pump arm is used
for high harmonic generation [5] (HHG), a velocity map imaging spectrometer [6]
(VMI) and an extreme-ultraviolet (XUV) spectrometer [7]. One of the special fea-
tures of this setup is a self-built passively and actively stabilized Mach-Zehnder
interferometer (MZI) in the pump arm for the generation of two phase-locked
XUV pulses.

In the first steps of my PhD work, I guided the Master thesis [8] of Laura Maikow-
ski, where we built, optimized and characterized the MZI. The initial development
of the MZI had already been done by Laura Maikowski and Tobias Witting. We
implemented the MZI in the setup, and performed autocorrelation experiments
to characterize the spectra of the two interfering XUV pulses. Afterwards, I
performed a Fourier transform spectroscopy experiment to determine the absolute
accuracy and long term stability of the MZI by retrieving the well known Rydberg
energies of helium. I prepared the experiments, and conducted and analyzed the
data under the supervision of Tobias Witting. This led to a publication in Optics
Express [1]. I wrote the manuscript together with Tobias Witting, and Marc
J. J.Vrakking internally reviewed the manuscript.

In the next experiment during the first year, the setup was used to investigate
the role of entanglement in attosecond pump-probe experiments, where hydrogen
molecules were ionized by the two phase-locked XUV pulses, and the vibrational
wave packet dynamics in the H+

2 were observed as a function of the delays between
both XUV pulses as well as an near-infrared (NIR) probe pulse. I preparation and
conducted the experiments, as well as analyzed the data under the supervision
of Tobias Witting. The experimental results in conjunction with the theoretical
work done by Marc J. J.Vrakking [9] led to a publication in Physical Review
Letters [2], as well as in the Proceedings of the ATTO 8 conference [3]. In the
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former I generated the main figures and internally reviewed the manuscript, and
in the latter I wrote the manuscript about the experimental results. Further, in
the second half of my PhD work, I presented these results at several conferences
as an invited (ATTO 9, DAMOP) as well as a contributed speaker (DPG, ATTO
8).

In the second year, I prepared a new experiment, which investigated ultrafast
electronic dynamics in H+

2 under the scope of ion+photoelectron entanglement
created during the ionization of the molecule by two phase-locked XUV and an
NIR pulse. This experiment was extremely challenging and required a lot of op-
timizations of the setup. For example, a carrier-envelope phase (CEP) stability,
attosecond phase-locking between all three pulses and isolated attosecond pulses
(IAPs) were required. Firstly, I helped our laser technician Ahmet Akin Uenal
to reinstall the CEP stabilization in the oscillator [10]. I built a spectrometer for
the f-to-2f interferometer [11, 12] to ensure CEP stability after the hollow-core
fiber. I adjusted the dispersion in the setup to create close to single-cycle NIR
pulses, and consequently to generate two phase-locked isolated attosecond pulses.
In addition, I rebuilt the NIR probe arm to ensure a higher intensity in the pump
arm for optimal HHG, as well as to correct the probe pulse compression. After
rebuilding the setup as described, I performed the experiments, and analyzed the
data. A manuscript about the experimental results in collaboration with the the-
oretical work (TDSE calculations) performed by A. Rubio, A. Palacios, R. Bello,
and F. Martin is in preparation. I presented the experimental results at several
conferences as an invited speaker (ATTO 9, DAMOP), as well as contributed
speaker (DPG).

All the laboratory work and analysis during my PhD was supervised by Tobias
Witting, who also implemented the initial setup and the used lab and analysis
software. The project supervision and the theoretical work for the interpretation
of the conducted experiments were provided by Marc J. J.Vrakking.

During the whole time of my PhD, my laboratory work consisted among other
things of the following:
optimizing the laser output pulses and the HCF pulse compression; performing
SPIDER measurements [13]; aligning the laser beam; handling the CEP stabiliza-
tion and the HHG; finding the temporal and spacial overlap of all pulses; handling
the VMI and XUV spectrometer. In addition, throughout the years I replaced
broken MCPs and HCFs, and repaired the VMI and the XUV spectrometer.
I performed the data analysis using Python scrips. The main analysis methods
were Abel inversions [14], Fourier analysis, data fitting and filtering. All the
experimental data shown in this thesis was taken by me.

Besides the experiments described in this thesis, I participated in several collab-
orations. My role was to prepare the setup to meet the requirements of newly
proposed experiments by the collaborators. Additionally I carried out the exper-
iments, acquired the data, and analyzed the data together with the collaboration
partners.
The first collaboration is with Peter Jürgens (MBI) et al., who proposed to gener-
ate high harmonics in different solids with two phase-locked collinear NIR pulses
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to investigate the samples dipole phase. The second collaboration is with Omer
Kneller, Nirit Dudovich, et al. (Weizmann Institute), where we performed tran-
sient absorption measurements with two phase-locked IAPs and an NIR pulse. In
the third collaboration we carried out RABBITT measurements in NH3 together
with Ignacio M. Casasús, Luis Bañares (Complutense University of Madrid) et
al.
In all the collaboration experiments publications are in preparation.
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Structure of thesis

This thesis begins with a detailed introduction, cf. chapt. 1, starting with a brief
overview of the history of quantum mechanics, a description of the most impor-
tant concepts as for example quantum superposition and entanglement, followed
by the invention of the laser, the beginning of ultrafast laser spectroscopy, as
well as attosecond science, and ends with the new research field of entanglement
in attosecond science. In the last part, the scope of this thesis and the open
questions, which are addressed in this work are presented.

Subsequently, in the first part of this thesis the theoretical background (cf.
chapt. 2) needed to understand the here presented experiments are explained,
summarizing the history, the most important theories, and tools of entanglement
(cf. sect. 2.1). After explaining the basic concepts of high harmonic generation
and pump-probe spectroscopy in sect. 2.2.2, and 2.2.3, respectively, the role of
entanglement in attosecond pump-probe experiments is emphasized.

An overview of the experimental setup is given in chapt. 3, and a detailed de-
scription on isolated attosecond pulse generation in chapt. 4.

Chapter 5 is dedicated to different Fourier transform spectroscopy experiments
to demonstrate the important features of the ultra-stable Mach-Zehnder inter-
ferometer (MZI), which was specially developed to create two phase-locked XUV
pulses. In the first section 5.1.2, the spectrum of the two phase-locked XUV
pulses is analyzed in detail, as well as the implications due to high harmonic
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generation by two collinear phase-locked NIR pulses. In the final section 5.2 the
stability, and the accuracy of the MZI is validated by retrieving the well known
Rydberg states of helium [1].

The main work of this thesis is presented in chapter 6 and 7. Here two exper-
iments are performed to investigate the coherence properties between different
intermediate states in H+

2 created during the photoionization of neutral H2 by
two phase-locked XUV pulses and an NIR pulse, and how ion+photoelectron
entanglement is affecting the observability of these coherence-based dynamics.
In the first experiment [2, 3], the coherence properties between different vibra-
tional states in H+

2 is explored, and in the second experiment electronic coherence
created during the XUV+NIR dissociative ionization of H2 is studied under the
scope of ion+photoelectron entanglement. The former experimental results are
validated by deriving the reduced ionic density matrix, and comparing the results
to theory [9].
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chapter 1

Introduction

“God runs electromagnetics on Monday, Wednesday, and Friday by the wave
theory, and the devil runs it by quantum theory on Tuesday, Thursday, and

Saturday.” - Lawrence Bragg

Light is all around us, light is the reason we exist, and live. Light is the fastest
entity in the universe, and light allows us to look into the past of the universe.
Understanding the properties, the essence of light is a desire older than Galileo.

Historical background of quantum mechanics Until the 1900s light was
thought of as a wave, whereas electrons and atoms were understood as particles.
Even though Isaac Newton advocated in the 17th century that light consists of
corpuscles [15], i.e. particles, Christian Huygens’s wave theory of light [16] was
mainly believed, and appeared to be fully validated in 1801 by Thomas Young’s
double-slit experiment [17]. In 1845, an experiment done by Michael Faraday first
linked light with electromagnetism [18], which inspired James Clerk Maxwell, who
claimed in 1862, that light is a form of electromagnetic radiation, and phrased in
1873 the famous Maxwell equations [19].

In 1901, Max Planck, who tried to explain black-body radiation, suggested that
even though light was a wave, it can only lose or gain energy in finite amounts,
in so called energy quanta [20]. In 1905, Albert Einstein elaborated the idea of
light quanta to describe the photoelectric effect [21]. He derived the formula of
the energy of a single quantum of light with the frequency f :

E = hf, (1.1)

where h is the Planck constant. Max Planck as well as Albert Einstein were once
again attributing particle properties to light.
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In 1924, Louis de Broglie formulated a groundbreaking hypothesis, namely that
matter has wave properties [22]. Elaborating de Broglie’s idea, in 1925 Werner
Heisenberg, Pascual Jordan, and Max Born developed matrix mechanics [23–25],
followed by the introduction of wave mechanics by Erwin Schrödinger, and the
derivation of the non-relativistic Schrödinger equation [26].

The new area of quantum mechanics was born, attributing to light, and par-
ticles, such as electrons and atoms, both wave-like and particle-like properties
(wave-particle duality). This phenomenon can be observed in double-slit ex-
periments [17], which shows the wave (interference signal after slit) and par-
ticle (measurement of single particles) character of light, electron, atoms, and
molecules [27–29].
Another milestone in this era was the phrasing of the uncertainty principle in
1927 by Heisenberg [30], stating that for a quantum particle either the position,
or the momentum can be known for certain, but never both at the same time.

One of the main quantum-mechanical foundations born during this time is known
today as quantum superposition, which describes that a quantum-mechanical mi-
croscopic system, for example an atom, molecule or condensed matter, can exist
in many possible states simultaneously. The total state of the whole system is
thus described by a linear combination of all possible states, and only after a
measurement is performed the system is found to be in a defined state. Werner
Heisenberg explained this in terms of a collapse of the wave function upon mea-
surement [30].

In the following years many famous scientists tried to interpret the mathemat-
ical concepts of quantum mechanics, which led to for example the Copenhagen
interpretation founded on the thoughts of Niels Bohr, Max Born, and Werner
Heisenberg, among others [31]. The Copenhagen interpretation is based on the
correspondence rule [32] (quantum-mechanical systems behave in the limit of
large quantum numbers classically), complementarity [33] (quantum-mechanical
objects have pairs of properties, which can not be observed/measured simultane-
ously, as for example the position and momentum, and in Bohr’s view also the
wave and particle character), the Born rule [25] (the probability of a measurement
outcome is contained in the wave function of the system), and indeterminacy [34]
(an experimental observable is given by a probability distribution leading to fun-
damental uncertainty of measurements, as well as the uncertainty principle).

Schrödinger’s cat In an attempt to show the paradoxicality of the Copen-
hagen interpretation in relation to reality, Erwin Schrödinger extended the con-
cept of superposition to a macroscopic system, which is today known as Schrö-
dinger’s cat [35]. In this thought experiment from 1935 an imaginary cat is
trapped inside a closed box. The box is opaque, and an outside observer can
only see the cat if the box is open. Inside the box together with the cat a small
amount of radioactive material is placed. The decay of one atom triggers the
release of a toxic chemical via a Geiger counter, leading to the death of the cat.
The amount of the radioactive material inside the box is so small that every hour
only one atom decays with a probability of 50 percent. The wave function of the
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atom can thus be described by a superposition of both possible states, i.e.

|atom⟩ = a1 |decayed⟩+ a2 |not decayed⟩ , (1.2)

where ai is the amplitude of each state i with a1 = a2 = 1/
√
2. An observer can

now come to the conclusion that after one hour the cat is either alive, if no atom
has decayed so far, or is dead if an atom has decayed. However, the observer can
only be certain about the state (|alive⟩ or |dead⟩) of the cat if they open the box
and look inside.

In an attempt to apply the superposition principle to the cat’s state as it is done
in the case of the atom, before the box is opened the state of the cat could be
written as (a more accurate expression follows, see Eq. 1.7)

|cat⟩ = 1/
√
2
(
|alive⟩+ |dead⟩

)
, (1.3)

which results in the probability of |1/
√
2|2 = 50% that the cat is alive or dead.

Accordingly, in line with the Copenhagen interpretation the cat is in a superim-
posed state of being alive and dead at the same time. After the box is opened
and an observation about the state of the cat is made, Eq. 1.3 becomes

|cat⟩ = |alive⟩ , (1.4)

or

|cat⟩ = |dead⟩ , (1.5)

and the cat is either dead or alive with a probability of 100%. Thus the for-
mer quantum superposition is turned into reality after performing a measure-
ment/observation. But how can the cat be both dead and alive at the same
time? This seems contradictory, since if the cat survives, it basically was alive
the whole time.

In reality, the quantum superposition of macroscopic systems rapidly decoheres
into statistic mixtures1, due to the strong interaction with the environment [36–
39]. As described in detail in [40], the decoherence time of a coherent superposi-
tion state of a particle is given by

τD ∼= τR

(
λdB
∆x

)2

, (1.6)

where λdB is the thermal de Broglie wavelength, τR = γ−1 is the relaxation
time2 (i.e. the time a particle needs to return back to its original state) inversely
proportional to the relaxation rate γ, x is the position, and ∆x ∼ x − x′ is
the spatial separation of pieces in the wave packet. The decoherence time for
macroscopic systems is quite short, e.g τD ∼ 10−23 s [40], whereas for microscopic
system the decoherence time is substantially longer, e.g. in the case of a rubidium
atom τD ∼ 10−5 s [41] or for an electron spin τD ∼ 10−3 s [42]. Accordingly, any
superposition character of the cat’s state would have been destroyed immediately.

1A statistic mixture is an ensemble of states described by a probability distribution function
2For example for radioactive materials the half-life, i.e. the time for one-half of the isotope

to decay is related to the relaxation time by t1/2 = ln(2) · τR
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Quantum-mechanical entanglement Around the same time, Albert Ein-
stein, Boris Podolsky and Nathan Rosen introduced another thought experiment
known today as the EPR paradox [43], which became the foundation of a further
quantum-mechanical principle, namely quantum-mechanical entanglement. The
basic concept of entanglement can be explained with Schrödinger’s cat by regard-
ing the whole system, i.e. the cat and the atom. The state of the total system is
given by

|cat+atom⟩ = 1/
√
2
(
|alive⟩ |not decayed⟩+ |dead⟩ |decayed⟩

)
. (1.7)

The state of the cat is entangled with the state of the environment, since the cat is
only dead if the atom has decayed and vice versa. Thus, by measuring or making
an observation of the one system, knowledge about the other system is gained.
Entanglement adapted to reality seems quite logical, however entanglement of
quantum-mechanical particles can become quite unintuitive.

The original EPR thought experiment [44] postulated the paradox that if two
particles, which are entangled in position and momentum, are measured (e.g. the
position of particle one and the momentum of particle two), both observables
would be known for both particles simultaneously. This would seemingly contra-
dict the uncertainty principle. Accordingly, entanglement violates local realism,
i.e. the theory that a physical object is completely characterized by individual
properties, which determine the outcome of a measurement (realism), and that
the result is not influenced by another measurement performed in a space sepa-
rated system (locality) [45]. That is why entanglement was first considered as an
indicator that quantum mechanics is incomplete [44,46].

Only thirty years after the phrasing of the EPR paradox, a protocol was pro-
posed, which could show experimentally the violation of local realism by the so
called Bell inequality [47, 48]. In 1972, Stuart Freedman and John Clauser first
showed the violation of the Bell inequality in an experiment using entangled pho-
tons [49]. After a decade Alain Aspect [50–52], and later Anton Zeilinger et
al. [53] improved the previous experimental design, which now avoided so called
‘locality loopholes’ [45]. However, only in 2015 the first completely loophole free
Bell experiments [54–56] were performed. These experiments proved the existence
of stronger quantum correlations than those allowed by local realism [57–59]. The
violation of the Bell inequality led to a high interest in quantum correlations [45],
and their possible technological applications, which are nowadays investigated
in quantum information science [60–62], quantum imaging [63, 64], cryptogra-
phy [65,66] or teleportation [67–69].

Giving quantum-mechanical mathematical concepts an interpretation not only
gave Albert Einstein, Werner Heisenberg, Erwin Schrödinger or Max Born a
headache, still today the principle of wave-particle duality or entanglement, among
others, seem hard to grasp.

Ultrafast laser spectroscopy Quantum mechanics not only aims at under-
standing the fundamental properties of light, and matter, but it also describes
their interaction. The interaction of light and matter can be encountered in every
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day life processes such as photosynthesis [70], visual perception [71] or radiation
therapy for cancer cells [72, 73]. The characteristic timescales of the motion of
atoms and molecules in such processes are in the femtosecond region [74] (1 fs
= 10−15 s), and of the motion of electrons in the attosecond region [5] (1 as =
10−18 s).

Only after the laser was invented in 1960 by Theodore Maiman [75], it became
possible to observe dynamics on these fast timescales. The development of contin-
uous wave (CW) lasers [76,77], and thus laser with an extreme narrow bandwidth,
allowed to characterize the properties of atoms and molecules with a high spectral
resolution [78–80]. Pulsed lasers [81–86] on the other side, enabled to disentangle
atomic and molecular temporal dynamics initiated upon the interaction with the
laser field [87–90]. In these experiments, induced effects are typically resolved by
a combination of a pump pulse, which initiates a certain process, and a second
pulse, which subsequently probes the evolved dynamics [91, 92]. As the pulse
duration of laser systems became shorter and shorter, in the 80s the develop-
ment of femtosecond lasers [93–96] created its own research field, namely the
field of femtochemistry [74]. Radiation in the extreme ultraviolet (XUV) regime,
with a pulse duration of a few hundred attoseconds, became accessible due to
the discovery of high harmonic generation [97, 98], which then allowed to study
photoelectron dynamics. The field of attosecond physics [5] started in 2002 with
Drescher et al. [99] directly measuring Auger decay times in krypton in a first
attosecond pump-probe experiment, and until today the research field of attosec-
ond science mainly studies the dynamics of valence or outer-shell electrons in
atoms and molecules [5, 100, 101]. However recently Einstein’s “spooky action at
a distance” gained interest, and the awareness about quantum-mechanical en-
tanglement in the field of attosecond physics has been renewed, sensitizing for
possible experimental implications as well as applications [102].

Entanglement in attosecond photoionization In general, quantum entan-
glement plays a crucial role in any experiment involving ionization. Due to the
high photon energy of the radiation typically used in attosecond science, any stud-
ied sample is ionized, thus creating a multicomponent quantum system, where the
subsystems can be entangled. In the case of molecular photoionization, for ex-
ample the ion and photoelectron can be entangled. Thus the total wave function
of the bipartite system is given as a sum of direct products [103]

|Ψtotal⟩ ∼
∑
i,j

|ϕion,i⟩ ⊗ |χphotoelectron,j⟩ , (1.8)

with i, j as a full set of quantum numbers, and can not be simplified as a single
direct product of individual parts

|Ψtotal⟩ ≠ |ϕion⟩ ⊗ |χphotoelectron⟩ , (1.9)

where |ϕion⟩ is the ionic, and |χphotoelectron⟩ is the photoelectronic wave function.
It should be noted that the same type of quantum entanglement arises in any
photoionization experiment, not only in ionization by attosecond pulses.
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Entanglement between the ion and photoelectron means that a measurement (or
just the possibility of a measurement) in one of the subsystems, i.e. measuring
the properties of the ion or photoelectron leads automatically to knowledge about
the properties of the other part, similarly to the cat and the atom. In attosecond
pump-probe experiments it is really common to only measure the dynamics of
the ion or the photoelectron, and thus integrating over the properties of the part,
which is not measured. These measurements strongly depend on the coherence
properties of the subsystem under investigation. In other words, a well-defined
phase relationship between the ionic wave functions

∑
i |ϕion,i⟩ and between the

photoelectronic wave functions
∑

j |χphotoelectron,j⟩, respectively, is required.
An example of coherence-based experiments are charge migrations [104–107],
where the electronic motion in the ion is observed after photoionization of the
molecule, and the electronic motion strongly depends on the electronic coherence
properties of the system. However, entanglement between different subsystems
(e.g. ion+photoelectron entanglement) can limit the coherence properties of the
investigated system (e.g. when measuring the properties of the ion), and thus
can even prevent the observation of specific time-dependent effects (e.g. charge
migration in the ion).

Thus, first questions arise, namely what is the role of entanglement in attosecond
experiments, specifically in atomic and molecular photoionization processes, and
how can one characterize and control entanglement in these processes?

The first papers [108, 109], which alerted to a possible role of entanglement in
attosecond science, pointed out that in the experimental work of Goulielmakis
et al. [110], which investigated coherent hole dynamics in Kr+, in fact entangle-
ment between the ion and photoelectron limits the electronic coherence in the
cation. This argument was extended to polyatomic molecules by Ruberti [111],
who introduced the limitation imposed on the observability of charge migration
dynamics due to ion+photoelectron entanglement.

Based on these early works, in the last years multiple research groups started
to investigate the importance of entanglement between different subsystems in
attosecond science. For example Nishi et al. [112] explored the role of entan-
glement between the photoelectron kinetic energy and the vibrational dynamics
in H+

2 , and Shobeiry et al. [113] demonstrated the control of electronic entan-
gled states in a single hydrogen molecule. He et al. [114] recently showed that
in the dissociative ionization of hydrogen molecules ion+photoelectron entangle-
ment can lead to double-slit interference in the momentum distribution of the
ion. Laurell et al. [115,116] implemented a quantum state tomography scheme to
characterize ion+photoelectron entanglement in the vicinity of a Fano resonance
in helium and argon. Morrigan et al. [117] designed a molecular frame quantum
tomography protocol for polyatomic systems, which was experimentally tested in
the case of electronic dynamics in ammonia, and can be useful as a measure of
electronic and nuclear entanglement. Busto et al. [118] studied entanglement be-
tween the photoelectron’s radial and angular degree of freedom, emerging during
the photoionization of an atom. In molecular photoexcitation entanglement be-
tween nuclear and electronic motion can occur, which was recently investigated by
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Figure 1.1: Schematic illustration of the two main experiments presented
in this thesis. In the first experiment (upper figure, cf. chapter 6) neutral
hydrogen molecules are ionized by two phase-locked XUV pulses, creat-
ing a photoelectron and a vibrational wave packet in the cation. The
dynamics of the vibrational wave packet, and thus the coherence prop-
erties between the vibrational states are subsequently probed by a NIR
probe pulse. In the second experiment (lower figure, chapter 7) neutral
hydrogen molecules are dissociatively ionized by two phase-locked XUV
pulses and a NIR probe pulse, creating a photoelectron and a coher-
ent superposition of electronic states in the cation. Electronic coherence
leads to the observation of electron localization, i.e. the remaining elec-
tron in the cation is localized at one of the protons. In both experiments,
it is investigated how entanglement between the ion and photoelectron
influences the experimental outcome, in particular the observability of
the coherence-based dynamics in the ion. It should be noted that in the
actual experiments all three pulses are collinear.
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Blavier et al. [119,120]. Furthermore, Maxwell et al. [121] investigated entangled
orbital angular momenta of photoelectrons in non-sequential double ionization
processes to improve attosecond imaging, and Eckart et al. [122] generated, and
studied two Bell’s state like neutral oxygen atoms with their valence electrons en-
tangled in magnetic quantum number. And recently Ruberti et al. [123] designed
a Bell test to directly probe entanglement in attosecond photoionization.

Scope of this thesis The main goal of this thesis is to highlight the important
role of entanglement in coherence dependent experiments, and to investigate its
limiting properties in detail. In particular, the following questions are addressed:

• What is the role of entanglement between the ion and photoelectron re-
garding the observability of coherence-based dynamics in the ion?

• Is it possible to control the degree of ion+photoelectron entanglement and
the degree of coherence in the ion, respectively, by alternating the pulse
properties of the ionizing pulses?

• How can the degree of entanglement, which arises in the ionization process,
be quantified?

In this thesis two pump-probe experiments are presented, which investigate the
role of ion+photoelectron entanglement towards the observability of vibrational
coherence [2] and electronic coherence, respectively, during the photoionization of
H2 by two phase-locked XUV pulses serving as a pump, and an NIR probe pulse
(cf. Fig. 1.1). It is further analyzed how the degree of ion+photoelectron en-
tanglement and the degree of vibrational, and electronic coherence, respectively,
depend on the delay between the two XUV pulses, and the delay between those
pulses and the NIR pulse. The former experiment is based on the theoretical
work of M. J. J.Vrakking [9].

In conclusion, all the here presented, and aforementioned scientific studies are
working towards a link between attosecond science and quantum information
theory, which imparts a new approach of describing and understanding ultrafast
processes, and in addition can even provide new tools for quantum technolo-
gies [124–126].

In the next chapter, the theoretical background of quantum-mechanical entan-
glement, photoionization dynamics and attosecond spectroscopy, which is needed
to better understand the following experimental results, is described in detail.



chapter 2

Theoretical background

2.1 Quantum-mechanical entanglement

For a better understanding of the later on presented experimental results, a brief
overview of the history and the basic concepts of quantum-mechanical entangle-
ment are presented in this chapter. In addition, the basic notions and different
methods of how entanglement within a system is quantified, are introduced. More
detailed descriptions of the measures, concepts and implications of entanglement
in different systems can be found in [103,127–130].

In general entanglement in atomic and molecular physics can deal with many-
body systems with rather large Hilbert spaces, facing the difficulty to actually
identify the subsystems, which are entangled [103]. The quantum-mechanical
systems handled in this thesis are few-body systems consisting of an ion and a
photoelectron created upon photoionization of a molecule. To simplify the rather
complex structure of the two subsystems, in the following chapters it is assumed
that the ion and photoelectron are fully described by one degree of freedom, which
can be for example the vibrational or electronic states in the ion or the kinetic
energy in the case of the photoelectron.

2.1.1 Historical background - EPR paradox

The beginning of quantum-mechanical entanglement is rooted in the thought
experiment [43] of Albert Einstein, Boris Podolsky and Nathan Rosen in 1935 as
described in detail in the introduction of this thesis. A more detailed overview of
the historical background of entanglement can be found in [131].
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In this first thought experiment two moving entangled particles are measured
using non-commuting operators1. Consequently, for each pair of observables with
non-commuting operators, the observables are incompatible, i.e. there exists an
uncertainty relation between them. So for example if one of the observable is
the position of a particle Â = x̂, and the other observable is the momentum of
the particle B̂ = (ℏ/i)d/dx̂, the two particles have to satisfy [x̂, p̂] = iℏ, which
is nothing else than the Heisenberg uncertainty principle [30]2 (cf. appendix A.1
for the derivation of the general uncertainty principle with non-commuting oper-
ators). Either the momentum or the position of the particle can be known, but
never both simultaneously.

In 1951 David Bohm proposed another experiment with two entangled spin-1/2
particles [46] (the total spin is zero). The spin operators Ŝi and Ŝj of the same

particle are non-commuting, and thus satisfy
[
Ŝi, Ŝj

]
= iℏϵijkŜk, where ϵ

ijk is the

Levi-Civita epsilon, which states total antisymmetry in the indices.

The spin wave function of the two spin-1/2 particles is maximally entangled in
the so called Bell’s state [133] given by

|ψ±⟩ = 1/
√
2 (|↑⟩ ⊗ |↓⟩ ± |↓⟩ ⊗ |↑⟩) . (2.1)

The two entangled spin-1/2 particles are send into opposite directions from the
source towards two independent detectors (Alice + Bob), and the spin component

of each particle is measured in a specific direction a⃗ (Alice), and b⃗ (Bob). Thus,

Alice measures
ˆ⃗
S · a⃗ and Bob is measuring

ˆ⃗
S · b⃗, respectively.

In the first example Alice and Bob are measuring the particles spin in the z-
direction, i.e. a⃗ = b⃗ = z⃗. Alice now finds the spin to be either up or down.
Bob however, finds his particle to have spin up, whenever Alice measured spin
down, or vice versa, since the orientation of the pair’s spin is perfectly anti-
correlated. This means, that Alice’s measurement leads to a result for both
particles, independent if Bob is actually measuring his particle or not. If Bob
now chooses to measure the spin in the x-direction instead, i.e. a⃗ ̸= b⃗ with a⃗ = z⃗
and b⃗ = x⃗ the combined measurement of Alice and Bob would lead to distinct
spin values in perpendicular directions, which paradoxically would be more precise
than allowed by the uncertainty principle [30].

This contradiction led to the believe that either the particles do not share the same
reality, or the theory that quantum mechanics is incomplete. A possible solution
to the latter could be given by so called local hidden variables [134,135], which are
predefined properties of a particle predetermining the result of a measurement.

This theory gave the cause for John Bell to formulate the first Bell inequality,
which showed mathematically that no hidden variable model would derive to
the same prediction as quantum mechanics [47]. This first inequality was only

1A commutator of two operators Â and B̂ is a measure of how non-commutative they are,
i.e. [Â, B̂] = ÂB̂ − B̂Â [132]

2Compatible observables are for example the momentum and the kinetic energy of the par-
ticle.
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applicable to a thought experiment, and thus was reformulated by Clauser, Horne,
Shimony and Holt [48], which then allowed to demonstrate the violation of the
inequality by an experiment with entangled photons [49].

2.1.2 Separable and entangled states

The Hilbert space of a two-body system is given by H = H1 ⊗ H2, where H1

and H2 are the Hilbert spaces of two well-separated subsystems with dimension
d1 and d2, respectively. The two subsystems could represent for example an ion
and a photoelectron created upon photoionzation of an atom or molecule. Now
it is assumed that the two-body system is a pure state, and thus any interaction
with the environment is neglected.

It then follows for the wave function of the bipartite quantum state

|Ψ⟩ ∈ H1 ⊗ H2, (2.2)

with

|Ψ⟩ =
d1,d2∑
j,k=1

cj,k |ϕj⟩ ⊗ |χk⟩ , (2.3)

where cj,k is the coefficient matrix with
∑d1,d2

j,k=1 |cj,k|2 = 1 , and |ϕj⟩ and |χk⟩ are
orthonormal single-particle states, according to ⟨ϕj|ϕk⟩ = δjk = ⟨χj|χk⟩.

Separable states If there exist single-particle states |ψi⟩ ∈ Hi, leading to

|Ψ⟩ = |ψ1⟩ ⊗ |ψ2⟩ , (2.4)

the total wave function of the bipartite system is described by a product state,
and thus is separable. Consequently, the coefficient matrix cj,k in Eq. 2.3 can be
written as a product, i.e. cj,k = cj ·ck, and each subsystem contains all information
about the possible states of the single-particle. Thus, a measurement of one of
the subsystems has no measurable effect on the other subsystem. [103]

Entangled states If the bipartite system is not separable, i.e.

|Ψ⟩ ≠ |ψ1⟩ ⊗ |ψ2⟩ , (2.5)

there is no further simplification of the total wave function (Eq. 2.3) possible since
cj,k ̸= cj · ck. This means that the total state |Ψ⟩ is entangled. Accordingly, the
result of a measurement performed in one of the subsystems predicts the state of
the other subsystem. [103]

For example for maximally entangled bipartite qubit states (i.e. Bell’s states [133],
where j and k can have the values 0 or 1, and d = 2), the wave function is given
by

|Ψ±⟩Bell =
1√
2
(|0⟩1 ⊗ |0⟩2 ± |1⟩1 ⊗ |1⟩2)

|Φ±⟩Bell =
1√
2
(|0⟩1 ⊗ |1⟩2 ± |1⟩1 ⊗ |0⟩2) . (2.6)
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The state of the single qubit is in general undetermined. However, if one performs
a measurement for example in subsystem 1, the result determines the outcome
of a possible measurement in subsystem 2, which guarantees to yield the same
value for a |Ψ±⟩Bell state and the opposite value for a |Φ±⟩Bell state.

Mixed states So far the two-body system was assumed to be a pure state.
However in reality it is quite likely to encounter a mixed state, since quantum
systems are difficult to completely isolate from their environment.

A mixed quantum system is a statistical ensemble, which is given by the probabil-
ity pi to find the system in the pure state |Ψi⟩. This is described by the system’s
density matrix [103,130], according to

ρmixed =
d∑
i

pi |Ψi⟩ ⟨Ψi| , (2.7)

with
∑d

i pi = 1, which is a fully mixed state that has no off-diagonal elements,
i.e. no coherence at all between different states |Ψi⟩. It is important to note
that the mixedness of the density matrix does not necessarily mean that the
system is entangled. In fact separable mixed states exhibit no entanglement, but
rather strong classical correlations. Thus differentiating between entangled and
separable mixed states is a non-trivial challenge, and much more complex than
in the case of pure systems. [103]

In the following the two-body system is considered to be a pure total state.

2.1.3 Schmidt decomposition and reduced density matrix

Retrieving the full representation of the total wave function of a given system and
thereby determining if the states of the system are entangled, poses an important
and complex problem.

Schmidt decomposition One possibility is to perform a Schmidt decompo-
sition [119, 130]. In this case the total wave function, i.e. Eq. 2.3, which is a
tensor product of two basis, is projected onto a single basis. Thus, the total wave
function can be written as a single sum

|Ψ⟩ =
N∑

n=1

cn |ϕn⟩ ⊗ |χn⟩ , (2.8)

where cn are the Schmidt weights (also known as Schmidt coefficients), with∑N
n=1 |cn|2 = 1, and |ϕn⟩ and |χn⟩ are the Schmidt vectors, which depend on the

given Ψ. The number of products N corresponds to the Schmidt rank.

In this wave function representation it can be easily recognized if the wave func-
tion is separable or entangled. Namely, if the Schmidt rank is 1, i.e.

|Ψ⟩ = |ϕ1⟩ ⊗ |χ1⟩ , (2.9)
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the wave function is separable.

If the Schmidt rank is 2 or higher, i.e.

|Ψ⟩ = c1 |ϕ1⟩ ⊗ |χ1⟩+ c2 |ϕ2⟩ ⊗ |χ2⟩+ ..., (2.10)

the states |ϕn⟩ and |χn⟩ are mixed, and the total wave function is entangled.
The Schmidt weights cn are a measure of the degree of entanglement between the
states (cf. sect. 2.1.4).

The Schmidt vectors can be found via a singular-value decomposition [136] (SVD),
which allows to factorize a m× n matrix according to

M = uσv†, (2.11)

where σ is a m × n rectangular diagonal matrix, and σii are non-negative real
numbers, which correspond to the singular values of M. The factor u is a m×m
matrix, and v is a n× n complex unitary matrix with its conjugated transposed
v†. This representation is useful since the matrices u and v correspond directly
to the Schmidt-vector bases, i.e.

u = (ϕ1 ϕ2 ϕ3...)

v = (χ1 χ2 χ3...), (2.12)

where ϕn and χn are column vectors. The singular-value matrix encodes the
Schmidt weights, according to σii = cn (with i = n).

Thus, it follows

uσv† = (ϕ1 ϕ2 ϕ3...)


c1 0 0 ...
0 c2 0 ...
0 0 c3 ...
... ... ... ...




χ†
1

χ†
2

χ†
3

...

 =
N∑

n=1

cnϕnχ
†
n.

(2.13)

Reduced density matrix More generally, the quantum state of the given
system can be described via the density matrix [103,130], i.e.

ρ = |Ψ⟩ ⟨Ψ| =
N∑

n=1

N∑
n′=1

cnc
∗
n′ |ϕn⟩ ⟨ϕn′| ⊗ |χn⟩ ⟨χn′ | . (2.14)

The reduced density matrix of the system is then given by taking the partial trace
over the degree of freedom of |ϕ⟩, i.e.

ρχ = Trϕ(ρ) =
N∑

n=1

|cn|2 |χn⟩ ⟨χn| , (2.15)

since Tr(|ϕn⟩ ⟨ϕn′ |) = δnn′ . Accordingly, |χn⟩ are the eigenvectors, and |cn|2 are
the eigenvalues of the reduced density matrix ρχ, with ⟨χn|χn′⟩ = δnn′ .
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The same conclusion is retrieved by taking the partial trace over the other sub-
systems degree of freedom, i.e.

ρϕ = Trχ(ρ) =
N∑

n=1

|cn|2 |ϕn⟩ ⟨ϕn| , (2.16)

where now |ϕn⟩ are the eigenvectors, and |cn|2 are the eigenvalues of the reduced
density matrix ρϕ.

2.1.4 Quantification of entanglement

After deriving a convenient representation of the total wave function, the next
important question arises, namely how to quantify entanglement?

In general there exist different methods. Firstly, the amount of entanglement
within a system, and especially its dimensionality, is encoded in the entanglement
spectrum, which is given by the Schmidt weights. Furthermore, the Schmidt
weights can be used to calculate the entanglement entropy [103,137]. In addition,
the purity [62] of the system can be calculated via the reduced density matrix,
which is a measure of how mixed the states are. However, the latter does not
allow to distinguish the dimensionality of entanglement.

2.1.4.1 Entanglement spectrum

As aforementioned the Schmidt weights cn allow to quantify the degree of en-
tanglement between the states. The entanglement spectrum of the state |n⟩ is
defined by the population given by the Schmidt weights, i.e. |cn|2.

In the Schmidt decomposition representation, the total wave function of a pure
two-body system is given in Eq. 2.8, i.e.

|Ψ⟩ =
N∑

n=1

cn |ϕn⟩ ⊗ |χn⟩ (2.17)

with the Schmidt rank N .

One can now consider exemplary two different cases with different entanglement
spectra. Firstly, if |c1|2 = |c2|2 = 1/2 and

∑N
n>2 |cn|2 = 0, there exist two Schmidt

weights with the same value. Accordingly, the total state is maximally entangled
in two dimensions. Secondly, if there exists one Schmidt weight, which dominates
all others, i.e. |c1|2 ≫

∑N
n>1 |cn|2, the total state is in good approximation a

product state, and the degree of entanglement is close to zero. The ratios between
the Schmidt weights is thus a measure of the amount of entanglement over the
dimensionality, and accordingly quantifies the degree of entanglement within the
system.
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2.1.4.2 Entanglement entropy

The entanglement entropy is given as the von Neumann entropy [138,139] of the
reduced density matrix, as

SvN(ρϕ) = −Tr(ρϕlog2ρϕ) = −Tr(ρχlog2ρχ) = SvN(ρχ), (2.18)

which corresponds to the Shannon entropy [140] of the entanglement spectrum [141],
i.e.

SS = −
N∑

n=1

|cn|2log2|cn|2. (2.19)

If the entropy is zero, the system is non-entangled, and the state is separable.
Whereas if the entropy has a maximum value of log2N , with N as the Hilbert
space dimension, the degree of entanglement within the system is maximal.

2.1.4.3 Purity

Before determining the purity, let’s derive the reduced density matrix for a bipar-
tite system, which can emerge in photoionization experiments, i.e. an ion+photo-
electron system [9,112,119,142–144].

Commonly it is assumed that the wave function of the ion |ϕv⟩ is fully described
by a set of vibrational quantum numbers v, and the wave function of the photo-
electron |χk⟩ is described by the kinetic quantum number k.

Thus, the Hilbert space is Nv × Nk dimensional, and the total wave function is
given by the pure total state

|Ψ⟩ =
Nv∑
v=0

Nk∑
k=1

cv,k |ϕv⟩ ⊗ |χk⟩ . (2.20)

The density matrix of the ion+photoelectron system is

ρ = |Ψ⟩ ⟨Ψ| =
Nv ,Nk∑
vv′,kk′

cv,kc
∗
v′,k′ |ϕv⟩ ⟨ϕv′| ⊗ |χk⟩ ⟨χk′ | , (2.21)

and the reduced ionic density matrix is retrieved by taking the trace over the
photoelectron coordinates, i.e.

ρion = Trphotoelectron(ρ) =
Nv∑

v,v′=0

Nk∑
k=1

cv,kc
∗
v′,k |ϕv⟩ ⟨ϕv′| . (2.22)

The diagonal elements of the reduced ionic density matrix (ρion)vv represent
the population probability of each vibrational state. The off-diagonal elements
(ρion)vv′ are a measure of the coherence between two vibrational states v and
v′. [142]



16 Quantum-mechanical entanglement

The purity P [62] is given by taking the trace over the squared reduced ionic
density matrix, i.e.

P = Tr
(
ρ2ion
)
=

Nv∑
v,v′=0

Nk∑
k,k′=1

cv,kc
∗
v′,kcv′,k′c

∗
v,k′ . (2.23)

The maximum value of the purity is Pmax = 1. In this case the vibrational
states are maximally coherent, all off-diagonal matrix elements are non-zero, i.e.
(ρion)vv′ > 0 for all v and v′, and the degree of entanglement is zero. The mini-
mum value of the purity is Pmin = 1/Nv, which corresponds to the case that all
vibrational states are equally populated, i.e. (ρion)vv = 1/Nv for all v. There is
no coherence between the vibrational states, (ρion)vv′ = 0, for all v ̸= v′, and the
system is maximally entangled. [112]

Consequently, an increase of the degree of entanglement between the ion and
photoelectron inevitably leads to a decrease of the degree of coherence between
the vibrational states. The same conclusion can be derived by calculating the
reduced photoelectronic density matrix [112].

2.1.4.4 Mixed states

Quantifying the amount of entanglement for mixed states is much more complex
and complicated, since methods are necessary, which allow to distinguish between
classical and non-classical correlations. In this thesis mainly pure states occur,
thus only a few examples of entanglement measures applicable to mixed states
are listed here, and a detailed overview can be found in [103,145].

Entanglement in mixed states can be quantified for example by entanglement
of formation [146], distillable entanglement [147], concurrence [146], logarithmic
negativity [148], and entanglement witnesses [149,150], among others.

In the following only pure states are treated.

As explained before, entanglement plays a crucial role in any experiment involving
ionization. Due to the high photon energy of the radiation used in attosecond sci-
ence, photoionization is a common process occurring in attosecond experiments.
This makes it quite likely for entanglement to emerge between different subsystem,
for example between an ion and the departing photoelectron. Thus, investigating
the role of entanglement in attosecond experiments is an active research topic. An
interesting question, for example, is to what extend ion+photoelectron entangle-
ment influences the observability of coherence-based dynamics in an experiment,
since an increase of the degree of ion+photoelectron entanglement leads to a de-
crease of the degree of coherence in the ion as described in sect. 2.1.4.3. In the
following chapter, the fundamental principles of attosecond science, the genera-
tion of high harmonics, as well as the basic concept of attosecond pump-probe
experiments is described, before emphasizing the role of entanglement in those
type of experiments.
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2.2 Photoionization dynamics and attosecond

spectroscopy

In attosecond science the main goal is to study ultrafast nuclear and electronic dy-
namics in atoms [151–156], molecules [157–162] or condensed matter [163–166].
To experimentally resolve these ultrafast processes, a high temporal resolution
is required, which is achieved using short laser pulses in pump-probe exper-
iments [91, 92]. The shortest pulses achieved so far are generated via high-
harmonic generation (HHG) [98, 167] leading to pulse duration of as short as 43
attoseconds [168] in the extreme ultra-violet (XUV) to soft-X-ray regime. HHG
is a strong-field process, which creates high order harmonics of a driving laser
field through non-linear interaction with a medium, which is most commonly a
gas [169–171], but can also be a solid [172–176]. HHG requires among other things
driving pulses with a short pulse duration, i.e. in the femtosecond (fs) regime,
and a high peak intensity of around 1014W/cm2 with a high pulse energy of at
least a few hundred µJ.

In the following chapters the basic concepts of ultrashort laser pulses, the gen-
eration of high harmonics, and their implementation in attosecond pump-probe
spectroscopy experiments is described.

An overview of the fundamentals of ultrashort laser pulses and/or high harmonic
generation, and their applications can be found for example in [5, 170,177–179].

2.2.1 Ultrashort laser pulses

The electric field of an ultrashort laser pulse can in general be described in the
time domain according to

E(t) =
1

2

√
I(t) exp

(
i (ω0t− φ(t))

)
+ c.c., (2.24)

where k is the wavevector, ω0 is the carrier frequency, φ(t) is the temporal phase
of the pulse, and I(t) ∝ |A(t)|2 is the temporal intensity, which is proportional
to the absolute squared of the pulse amplitude A(t). The pulse amplitude can
in most cases be approximated as a Gaussian pulse with zero phase, i.e. A(t) =
A0 exp(−2 ln 2(t/∆τ)2), where ∆τ is the pulse duration, which is given by the
full width at half-maximum (FWHM) of the temporal intensity.

Furthermore, the pulse can be represented in the frequency domain in means of
a Fourier transform (FT)

E(ω) =
1√
2π

∫ +∞

−∞
E(t) exp(−iωt)dt

=
1

2

√
S(ω) exp

(
− iϕ(ω)

)
+ cc., (2.25)

where S(ω) is the spectral intensity centered around ω0, and ϕ(ω) is the spectral
phase.
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Accordingly, the pulse duration ∆τ , i.e. FWHM of the temporal intensity, and
the spectral bandwidth ∆ω, i.e. the FWHM of the spectral intensity are related
through a Fourier transform following

∆τ∆ω ≥ 2πcB, (2.26)

where cB is a constant, which has for example the value of 0.441 in the case of a
Gaussian pulse envelope [177].
The lower limit of Eq. 2.26 can only be achieved if the phase of the pulse is flat,
i.e. φ(t) = 0, and ϕ(ω) = 0 for all t and ω. It follows that a 2.7 fs gaussian pulse
centered at 800 nm has to have a minimal bandwidth of ∼ 370 nm.

In the time domain the phase is defined as

φ(t) = arg (A(t)) , (2.27)

and can be Taylor expanded around an initial time t0 leading to

φ(t) = φ0 +
∞∑
n=1

φn(t− t0)
n

n!

= φ0 +
∂φ(t)

∂t

∣∣∣∣
t=t0

(t− t0) +
1

2

∂2φ(t)

∂t2

∣∣∣∣
t=t0

(t− t0)
2

+
1

6

∂3φ(t)

∂t3

∣∣∣∣
t=t0

(t− t0)
3 + ..., (2.28)

with n = 1, 2, 3.... In Eq. 2.28 the time independent term φ0 = φ(t0) corresponds
to the carrier-envelope phase (CEP), which is the phase between the carrier wave
and the position of the amplitude envelope of the pulse (cf. Fig. 2.1 (e)).

The first order term φ1t, represents an instantaneous frequency, which leads to a
shift in the frequency domain as can be seen in Fig. 2.1 (j). The second order term
φ2t

2 corresponds to a linear chirp of the pulse, where a positive chirp means that
the pulse frequency linearly increase with time, i.e. dω/dt > 0 (cf. Fig. 2.1 (g)).
The third order term φ3t

3 leads to a quadratic chirp, i.e. the pulse frequency
changes quadratically with time (cf. Fig. 2.1 (h)).

Equivalent to the time domain, the spectral phase can be Taylor expanded around
the carrier frequency ω0, i.e.

ϕ(ω) = ϕ0 +
∞∑
n=1

ϕn(ω − ω0)
n

n!
, (2.29)

with n = 1, 2, 3..., and ϕn =
∂nϕ(ω)

∂ωn

∣∣∣∣
ω=ω0

.

The first term ϕ0 is the same in the time and frequency domain. The first order
linear term ϕ1ω represents the group velocity of the pulse, and accordingly a
linear phase in ω leads to a time delay of the pulse. The second order term ϕ2ω

2

is the group delay dispersion (GDD), which leads to an increase of the pulse
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Figure 2.1: Illustration of the electric field of a gaussian pulse with a
pulse duration of 6 fs centered at 800 nm, and how different order phase
terms φn with n = 0, 1, 2, 3 affect the temporal properties of the pulse.
In addition the spectral intensity of the pulse is shown, by performing
a Fourier transform of the time dependent electric field. In (a)-(d) the
different order phase terms as a function of time are shown. In (e)-(h)
the electric field of the pulse for the different order phase terms is shown,
and in (i)-(l) the corresponding Fourier transform of the electric field is
plotted. In (e) the electric field of a pulse with a flat phase φn = 0
for n = 0, 1, 2... is shown in black. In addition, the same pulse with a
CEP of 0.6π, i.e. φ0 = 0.6π is plotted in blue leading to a shift of the
carrier wave underneath the envelope in time. In the frequency domain
(i) the corresponding spectral intensity is centered at ω0 = 2.35 rad/fs,
which corresponds to a wavelength of 800 nm with a FWHM of ∆ω =
0.46 rad/fs, i.e. a bandwidth of 158 nm. In (f) the electric field of the
pulse with a non-zero first order phase term φ1 is shown. A first order
phase term in time leads to an instantaneous frequency, and thus to a
shift of the central frequency in the frequency domain shown in (j). In (c)
the electric field of a pulse with a non-zero second order phase term φ2t
is shown, which give rise to a linear chirp, and thus to a broadening of
∆ω in the frequency domain (k). In (h) the electric field of a pulse with
a non-zero third order phase term φ3t is shown, leading to additional
frequency components as shown in (l).
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duration. The third order term ϕ3ω
3 corresponds to the third-order dispersion

(TOD) leading to small pre- or post-pulses in time.

Accordingly, in order to create short driving laser pulses for a sufficient HHG,
especially the higher order phase terms have to be zero, i.e ϕn = 0 for n ≥ 2 for
all ω.

2.2.2 High harmonic generation

The first high harmonics were found experimentally by A. McPherson et al. [97],
and M. Ferray et al. [98], where a picosecond laser pulse was focused in a rare gas
medium, and the emitted light was recorded. They discovered that the emitted
light is composed of odd high order harmonics of the driving laser frequency.
The spectrum showed few harmonics at low photon energies with fast decreasing
intensities (pertubative regime). These harmonics are then subsequently followed
by a plateau with constant intensity, and at high energies the harmonics displayed
a sharp cut-off.
A. L’Huillier et al. [167], and J. Macklin et al. [180] found a cut-off extending
even to the 40th harmonic order.

The formation of a plateau as well as a cut-off at such high photon energies can
not be explained by perturbation theory, which describes light-matter interaction
by the non-linear polarization of the medium:

P⃗ = ϵ0

(
χ(1)E⃗ + χ(2)E⃗2 + χ(3)E⃗3 + ...

)
, (2.30)

where χ(N) is the N -th order electric susceptibility of the material, ϵ0 is the
vacuum permittivity, and E⃗ is the electric light field.

After the experimental discovery of high harmonics multiple research groups
tried to understand the underlying mechanism of HHG [181–183]. In 1991, A.
L’Huillier, K. Schafer, and K. Kulander [184] were able to theoretically reproduce
the spectral shape of HHG by numerically solving the time-dependent Schrödinger
equation (TDSE). Furthermore, they predicted that HHG comes from a single
electron effect.

In 1992, J. L. Krause et al. [185] formulated a scaling law derived empirically from
numerical TDSE simulations, which allowed to predict the HHG cut-off energy
from atoms and ions, and which was precisionized later [186] to be

Ωmax = 3.17Up + Ip, (2.31)

where Ip is the ionization potential of the atom. The ponderomotive potential
Up corresponds to the kinetic energy of an electron gained in an oscillatory laser
field over half an oscillation cycle according to

Up = q2E2
0/4meω

2
0, (2.32)

where E0 is the electric field amplitude, and q and me are the charge and mass
of the electron. According to Eq. 2.32 a higher cut-off energy can be achieved by
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Figure 2.2: Schematic illustration of high harmonic generation. In (a)-(c)
the three-step model is described, showing that in a first step the atomic
potential is bend by the driving laser electric field shown in (d). After the
electron tunnels out, it is accelerated in the laser field, and subsequently
recombines again with the ion, releasing it’s gained kinetic energy in form
of an XUV photon. In (d) the electric field of the driving laser is shown in
red. Additional, the schematic electron trajectory leading to the emission
of a XUV photon with the highest energy is shown in blue, and the long
(dark green) and short (light green) electron trajectories are illustrated,
which both lead to the same lower photon energy. In (e) the driving laser
field is shown together with the field of the generated attosecond pulse
train (APT).

using a longer driving laser wavelength or a higher pulse intensity. However, there
are some limitations, since the efficiency of HHG decreases with ∼ λ−6 [187,188],
and if the intensity of the driving laser is too high for a given pressure of the
HHG gas medium, phase matching throughout the medium is limited [189].

In 1993, Kulander and Schafer [190], Paul Corkum [186], and later Lewenstein et
al. [191] introduced the semi-classical three step model explaining the fundamen-
tal principle of HHG.

An illustration of the three-step model can be found in Fig. 2.2 (a)-(c). In the
first step, in Fig. 2.2 (a) the electric field of the driving laser bends the atomic
potential leading to tunnel ionization of the atom. In general tunnel ionization
occurs, whenever γ < 1, where γ is the Keldysh parameter, which is given by γ =√
Ip/2Up [192]. In contrary, if γ > 1 the atom is ionized through multi-photon

absorption [192]. In the second step, Fig. 2.2 (b) the free electron is accelerated
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away from the ion core gaining kinetic energy while following the electric laser
field. As soon as the laser field changes sign the electron is redirected towards the
ion. In the third step, Fig. 2.2 (c) the electron recombines with the ion releasing
its kinetic energy in form of an XUV photon.

The amount of energy the electron gains while moving in the laser field depends
on the time of the tunneling in respect to the extrema of the laser electric field.
For all emitted photons with a energy smaller than the maximal possible energy
Ωmax, there exist two electron trajectories leading to the same final energy. These
trajectories are called short and long trajectories [5], and are shown schematically
as light and dark green curves in Fig. 2.2 (d).

The three-step process repeats at every extremum (half-cycle) of the driving elec-
tric field (cf. Fig. 2.2 (e)). Consequently, for a few fs driving pulse a train of
attosecond pulses (APT) with a distance of half a laser cycle between individ-
ual pulses occurs. The interference of the attosecond pulses leads to peaks at
odd-number harmonics ω = Nω0, with N = 2n+ 1, in the frequency domain.

It is also possible to create single isolated attosecond pulses (IAP), which was first
demonstrated by Hentschel et al. [193]. A detailed description of IAP generation
is given in section 4.

2.2.3 Theory of pump-probe spectroscopy

In attosecond pump-probe spectroscopy a XUV pulse photoionizes a target, for
example an atom or molecule. The absorption of one XUV photon initiates a
time-dependent process in the emerging fragments, for example the launch of a
vibrational wave packet in the ion [194–198] or a phase shift of the photoelectron
wave packet [151, 199, 200]. The time evolution of these processes can then be
probed by the interaction of the system with a NIR pulse.

In Fig. 2.3 (a) the schematic principle of XUV-NIR pump-probe spectroscopy is
illustrated. First of all, the attosecond XUV pulse project the initial state of a
target, for example an atom or moleclule, onto an intermediate state. Since the
bandwidth of the probe pulse is rather large, multiple intermediate states are
excited simultaneously, thus creating a coherent superposition of intermediate
states. After a variable time delay these states are then projected onto a final
state by the NIR probe pulse. The time evolution of the intermediate states can
be mapped by scanning the delay between the pump and the probe pulse.

Quantum-mechanical description Similar derivations can be found for ex-
ample in [89,92,194,201–203].
A quantum-mechanical system with the total wave function |Ψ(t)⟩ is determined
by the time-dependent Schrödinger equation (TDSE), i.e.

iℏ
∂

∂t
|Ψ(t)⟩ = Ĥ(t) |Ψ(t)⟩ . (2.33)

Here the total Hamiltonian Ĥ includes two parts,

Ĥ(t) = Ĥ0 + ĤMR(t). (2.34)
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Figure 2.3: Schematic illustration of XUV-NIR pump-probe spectroscopy.
The XUV pulse excites/ionizes the target, and projects the initial state
onto a coherent superposition of intermediate states. After a certain time
delay the NIR probe pulse project the excited states onto a final state. (a)
Two different pathways, which originate from the same initial state, and
resulting in the same final state. Accordingly the two pathways interfere
in the final state. (b) Two different pathways, which do not interfere,
because they originate from different initial states or end up in different
final states.

The time-independent radiation-free Hamiltonian Ĥ0 fully describes the unper-
turbed system with the eigenstates |n⟩ and eigenvalues En, i.e.

Ĥ0 |n⟩ = En |n⟩ . (2.35)

The time-dependent matter-radiation interaction Hamiltonian

ĤMR(t) = −d̂E⃗el(t) (2.36)

includes the scalar product of the laser electric field E⃗el(t) interacting with the

system at time t′ and the dipole operator d̂.

The electric field in general contains multiple frequencies ωq, and is defined as

E⃗el(t) =
∑
j

(
E⃗el,jfj(t)e

−iωjt + c.c.
)
, (2.37)

where fj(t) is the envelope at each frequency ωj. In particular, the term e−iωjt is
responsible for the absorption and e+iωjt for the emission of photons.
The field can now be applied to a pump-probe sequence. Here the pump pulse is
centered at time zero, with the envelope fq(t) and the carrier frequency ωq. The
probe pulse has the envelope fp, and the carrier frequency ωp. The probe pulse
is delayed by a time τD, accordingly its envelope can be written as fp(t− τD):

E⃗q(t) =
(
E⃗qfq(t)e

−iωqt + c.c.
)
,

E⃗p(t) =
(
E⃗pfp(t− τD)e

−iωp(t−τD) + c.c.
)
. (2.38)

The delayed probe pulse has a phase shift in the carrier proportional to τD, which
ensures that the carrier oscillations remain locked to the shifted envelope while
the delay is changed.
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Now, one can assume that the pulses are linearly polarized, and thus the dipole
operator only includes components parallel to the pump and the probe pulses.
Accordingly, the vectors can be dropped for simplicity of notations.

The field-unperturbed solution is described by solving the zero-order TDSE with-
out the laser field, yielding the time-dependent wave function as

|Ψ(0)(t)⟩ =
∑
n

b(0)n (t) |n⟩ =
∑
n

b(0)n (ti) |n⟩ e−iEn(t−ti)/ℏ (2.39)

where bn(t) are the amplitudes to find the system in the eigenstates |n⟩, with the
phases given by the energy factors e−iEn(t−ti)/ℏ. If the system is initially in its
ground state, only |b(0)g (ti)| = 1 remains, since |b(0)n ̸=g(ti)| = 0. It should be noted
that in the following atomic units are used, i.e. m = e = ℏ = 1.

The interaction of the system with an XUV pump pulse can excite the system to
an intermediate excited state |k⟩. The first-order perturbation theory yields

b
(1)
k (t) = −i

∫ t

ti

dt′e−iEk(t−t′)Eq ⟨k|d̂|g⟩ fq(t′)e−iωqt′b(0)g (ti)e
−iEg(t′−ti),

(2.40)

which can be written as

b
(1)
k (t) = −ie−iEktb(0)g (ti)e

iEgtiEq ⟨k|d̂|g⟩
∫ t

ti

dt′e+i(Ek−Eg−ωq)t′fq(t
′).

(2.41)

The initial phase factor in the amplitude of the ground state b
(0)
g (ti)e

iEgti is
arbitrary, while the modulus is equal to unity in the zero-order perturbation.
Thus, the phase factor does not affect the final observables and can be set to
b
(0)
g (ti)e

iEgti = 1.

After the end of the pump pulse the excitation amplitude becomes

b
(1)
k (t) = −ie−iEktEq ⟨k|d̂|g⟩

∫ +∞

−∞
dt′e+i(Ek−Eg−ωq)t′fq(t

′) (2.42)

The remaining integral is a Fourier transform of the pump pulse envelope fq at
the frequency ∆kg = Ek − Eg − ωq. This corresponds to the complex spectral
amplitude Eq(ωkg) of the pump pulse at the transition energy ωkg = Ek−Eg from
the ground state |g⟩ to the intermediate state |k⟩. Accordingly the amplitude can
be written as

b
(1)
k (t) = −ie−iEktEq(ωkg) ⟨k|d̂|g⟩

Eq(ωkg) =

∫ +∞

−∞
dt′e+iωkgt

′
Eqe

−iωqt′fq(t
′). (2.43)

Subsequently, a probe pulse with carrier frequency ωp excites the system from
the intermediate state |k⟩ to a final state |f⟩. The excitation amplitude for the
pathway |g⟩ → |k⟩ → |f⟩ is
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b
(2)
f ;kg(t) = −i

∫ t

−∞
dt′e−iEf (t−t′)Epe

−iωp(t′−τD)fp(t
′ − τD) ⟨f |d̂|k⟩ b(1)k (t′)

= −ie−iEf tEpe
iωpτD ⟨f |d̂|k⟩

∫ t

−∞
dt′ei(Ef−ωp)t′fp(t

′ − τD)b
(1)
k (t′)

= −e−iEf tEpe
iωpτD ⟨f |d̂|k⟩ ⟨k|d̂|g⟩Eq(ωkg)

×
∫ t

−∞
dt′ei(Ef−Ek−ωp)t′fp(t

′ − τD) (2.44)

After the end of the second pulse the new integration variable t′′ = t′ − τD is
introduced, and the second order amplitude becomes

b
(2)
f ;kg(t) = −e−iEf (t−τD)e−iEkτDdfkdkgEq(ωkg)

∫ +∞

−∞
dt′′eiωfkt

′′
Epe

−iωpt′′fp(t
′′)

= −e−iEf (t−τD)e−iEkτDdfkdkgEq(ωkg)Ep(ωfk) (2.45)

where Ep(ωfk) is the complex spectral amplitude of the probe pulse at the fre-
quency ωfk = Ef − Ek of the transition from the intermediate state |k⟩ to the
final state |f⟩, since the remaining integral in Eq. 2.45 corresponds to the Fourier
transform of the probe pulse envelope fp at the frequency ∆fk = Ef − Ek − ωp.

In addition, the used abbreviations are dfk = ⟨f |d̂|k⟩, and dkg = ⟨k|d̂|g⟩.

Further, one can assume that there exist two pathways involving two intermediate
states |k⟩ and |k′⟩, each resulting in the same final state |f⟩. Accordingly, the
total population of the final state |f⟩ is given by

|b(2)f (t)|2 = |b(2)f ;kg(t) + b
(2)
f ;k′g(t)|

2 (2.46)

= |b(2)f ;kg(t)|
2 + |b(2)f ;k′g(t)|

2 +
[
b
(2)
f ;kg(t)b

(2)∗
f ;k′g(t) + b

(2)∗
f ;kg(t)b

(2)
f ;k′g(t)

]
The first two terms give the probability to populate |f⟩ via |k⟩ or |k′⟩, respec-
tively. The expression in the squared bracket is the interference term between
both possible pathways.

Thus, the population is

|b(2)f (t)|2 = Dfkg|Eq(ωkg)|2|Ep(ωfk)|2 +Dfk′g|Eq(ωk′g)|2|Ep(ωfk′)|2 +
+Eq(ωkg)Ep(ωfk)E

∗
q (ωk′g)E

∗
p(ωfk′) dfkdk′fdkgdgk′e

i(Ek′−Ek)τD

+E∗
q (ωkg)E

∗
p(ωfk)Eq(ωk′g)Ep(ωfk′) dfk′dkfdk′gdgke

i(Ek−Ek′ )τD

(2.47)

with dk′f = ⟨k′|d̂|f⟩, dgk′ = ⟨g|d̂|k′⟩, Dfkg = dfkdkfdkgdgk = |dfkdkg|2, andDfk′g =
dfk′dk′fdk′gdgk′ = |dfk′dk′g|2.
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In general, the signal measured in an experiment can involve multiple intermedi-
ate states

S(t) = |bf (t)|2 =
∣∣∣∣∑

k

b
(2)
f ;kg(t)

∣∣∣∣2, (2.48)

and is dominated by the phase difference between different intermediate states,
according to

S(t) ∼
∑
k

∑
k′ ̸=k

2ℜ{Eq(ωkg)Ep(ωfk)Eq(ωk′g)Ep(ωfk′)}

×ℜ{dfkdk′fdkgdgk′} cos((Ek′ − Ek)τD). (2.49)

The measured signal consists of beat frequencies between pairs of intermediate
energy levels of the wave packet, due to the interference between different com-
peting pathways leading to the same final state.

Pathways initiating from different initial states or resulting in different final states
do not interfere (cf. Fig. 2.3 (b)), and thus in a measurement the time-dependent
information is lost.

Role of entanglement The temporal evolution of a process in an atom or
molecule becomes resolvable due to the interference between competing path-
ways, which depend on the energy difference between the involved intermediate
states (cf. Eq. 2.49). For example in the case of photoionization of an atom or
molecule, in order to observe these processes, a measurement of the dynamics in
the ion (photoelectron) relies on the coherence properties of the ion (photoelec-
tron) intermediate states.

However, as discussed in detail in sect. 2.1, if the ion and the photoelectron are
entangled, a possible measurement of the photoelectron (ion) would allow to
distinguish between the intermediate states of the ion (photoelectron). Thus,
the ion+photoelectron states are in a coherent superposition, but there is no
or only limited coherence between the ion (photoelectron) intermediate states.
Accordingly, the observed interference signal (i.e. Eq. 2.49) is strongly limited or
even absent, and therefore the retrieval of time-dependent information from that
measurement is restricted (cf. Fig. 2.4).

In this thesis, two experiments are presented (cf. chapter 6 and 7), where H2 is ion-
ized by two phase-locked XUV pulses and an NIR pulse, creating an ion+photo-
electron bipartite system. In the first and second experiment, different coherence-
based dynamics are observed, i.e. the vibrational coherence and electronic coher-
ence, respectively, in H+

2 . It is analyzed how entanglement between the ion and
photoelectron limits the observability of these coherences, and in particular how
the degree of coherence in the ion and the degree of ion+photoelectron entan-
glement, respectively, relies on the pulse properties of the ionizing pulses (i.e.
pulse delays). Before turning to the main experimental results, in the following
chapter, the setup is described, in which the experiments were conducted.
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Figure 2.4: Cartoon to illustrate schematically how ion+photoelectron
entanglement affects the observability of a coherence-based process, which
is in the current case the dynamics of a vibrational wave packet in H+

2

(cf. chapter 6). Here a bipartite system consisting of an ion and a pho-
toelectron are created through photoionization of H2 by a pump (here
2 XUV pulses) and probe (here 1 NIR pulse) pulse. An observer now
wants to observe the motion of the vibrational wave packed created in
the ion, which strongly depends on the vibrational coherence properties
of the system. If the ion and photoelectron are not entangled (upper
figure), the observer is able detect the dynamics of the wave packet as
a function of the pump-probe delay. However, if the ion (in particular
the vibrational states of the ion) and the photoelectron are entangled, an
observer will have difficulties to see the vibrational wave packet dynamics
(lower figure), and can be even completely blind towards it. It should be
noted that all pulses are in fact collinear in the actual experiment.
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chapter 3

Experimental setup

In the previous chapter the theoretical basics of attosecond pump-probe spec-
troscopy are introduced, as well as the limiting role of ion+photoelectron entan-
glement regarding the observability of time-dependent dynamics, which rely on
certain coherence properties of the system under investigation. These theoretical
predictions are now tested experimentally, by photoionizing hydrogen molecules
with a pair of phase-locked XUV pulses, where the coherent superposition of inter-
mediate states in the ion are investigated in correlation with ion+photoelectron
entanglement.
In the following chapter the experimental setup, in which these experiments are
performed, is described. This beamline was the foundation for a variety of ex-
perimental discoveries in the last years [2, 156, 204–207]. The overview of the
experimental setup, as well as the description and characterization of the ultra-
stable Mach-Zehnder interferometer (MZI) are published in Optics Express [1].
Short summaries of the setup can also be found in the other publications associ-
ated with this thesis [2, 3].

Publication information

Parts of this chapter are published as

• Phase-locking of time-delayed attosecond XUV pulse pairs by L.-M.Koll,
L.Maikowski, L.Drescher, M. J. J.Vrakking, and T. Witting in Optics Ex-
press, vol. 30, no. 5, pp. 7082–7095 (2022) [1]. DOI: https://doi.org/
10.1364/OE.452018

Author contributions: The Mach-Zehnder interferometer (MZI) was de-
veloped by L.Maikowski and T.Witting. The experiments were conceived
by L.-M.Koll, T.Witting and M. J. J.Vrakking. The MZI was character-
ized by L.-M.Koll and L.Maikowski. The further experiments were per-

https://doi.org/10.1364/OE.452018
https://doi.org/10.1364/OE.452018
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formed and the data was analyzed by L.-M.Koll under the supervision of
T.Witting. The manuscript was written by L.-M.Koll and T.Witting with
the help and discussion of the other co-authors.

Short summaries of the setup are published in

• Experimental control of quantum-mechanical entanglement in an attosecond
pump-probe experiment by L.-M.Koll, L.Maikowski, L.Drescher, T.Witting,
and M. J. J. Vrakking in Physical Review Letters, vol. 128, no. 4, p. 043201
(2022) [2]. DOI: https://doi.org/10.1103/PhysRevLett.128.043201

Author contributions: The experiments were performed and the data
was analyzed by L.-M.Koll under the supervision of T.Witting. The con-
ceptual idea and the theoretical work were developed by M. J. J.Vrakking.
The main figures of the manuscript were produced by L.-M.Koll, and the
manuscript was written by M. J. J.Vrakking with the help and discussion
of the other co-authors.

• Control of photoelectron-ion entanglement in attosecond laser-induced pho-
toionization of H2 by L.-M.Koll, T.Witting, and M. J. J.Vrakking in Pro-
ceedings of the 8th International Conference on Attosecond Science and
Technology (ATTO 8). Springer Proceedings in Physics, vol 300. Springer,
pp. 155-165 (2024) [3].
DOI: https://doi.org/10.1007/978-3-031-47938-0_15
This chapter is licensed under the terms of the Creative Commons Attribu-
tion 4.0 International License (http://creativecommons.org/licenses/
by/4.0/).

Author contributions: The experiments were performed and the data
was analyzed by L.-M.Koll under the supervision of T.Witting. The con-
ceptual idea, the theoretical work and calculations were developed by M. J. J.
Vrakking. The manuscript was written by L.-M.Koll and M. J. J.Vrakking,
where the part about the experimental results was mainly written by L.-
M.Koll, and the part about the theoretical calculations was mainly written
by M. J. J.Vrakking.

3.1 Overview

The laser system used in all presented experiments consists of a Ti:Sapphire
oscillator, which has the option to operate in the carrier-envelope phase (CEP)
stabilized regime [10,208] using a feed-forward scheme for stabilization [209] (cf.
sect. 3.3).

The oscillator pulses are amplified by a multi-stage chirped-pulse amplification
(CPA) Ti:Sapphire laser system (Aurora, Amplitude Technologies). Dispersion
in the amplification stages are controlled by compression grating and an acousto-
optical modulator (DAZZLER [210]).
In addition, an intra-cavity acousto-optical absorber (MAZZLER [211]) is used
to actively broaden the pulse spectrum by spectral hole burning [212]. The final

https://doi.org/10.1103/PhysRevLett.128.043201
https://doi.org/10.1007/978-3-031-47938-0_15
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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near-infrared (NIR) pulses at a repetition rate of 1 kHz have a center wavelength
of 790 nm with an output power of up to 20W. The final pulse duration is between
20 − 25 fs (FWHM). Even though higher pulse energies are available, only 3mJ
is used for the experiments described in the following chapters.

In Fig. 3.1 an overview of the experimental setup is shown. For the following
experiments few cycle-pulses are required, thus a pulse duration of 20 fs is not
sufficiently short (the laser cycle is around 2.6 fs long). A decrease of the pulse
duration can be achieved by hollow-core fiber pulse (HCF) compression [4]. Here
1.8 - 2mJ of the output power are coupled into a 1m long fused silica waveguide
(1002562, Hilgenberg GmbH). The core of the HCF has a diameter of 340µm.
The fiber is filled with neon gas in gradient pressure [213] up to 3 bar. This leads
to spectral broadening of the pulses by self-phase modulation [214] increasing the
NIR bandwidth up to a full octave (cf. sect. 3.2). The pulse energy after the HCF
is 1.4mJ.

The pulses are subsequently compressed by double angle technology chirped mir-
rors (PC70, Ultrafast Innovations GmbH) [215, 216] and a pair of fused silica
wedges with variable thickness (OA925, Spectra-Physics Vienna). A 3mm long
z-cut potassium dihydrogenphosphate (KDP) crystal compensates for any third-
order dispersion obtained during the non-linear compression of the pulses [216,
217]. The compressed pulses are characterized by a spectral shearing interfer-
ometer (SEA-F-SPIDER) [218]. The final pulse duration is typically around 5 fs
with a gas pressure of 2 bar in the HCF. By increasing the neon gas pressure to
3 bar a pulse duration of 3.2 fs can be achieved, which is quite close to a NIR
single-cycle pulse.

Subsequently the pulses are send to a phase-stabilized Mach-Zehnder type inter-
ferometer. A beam splitter (BS) splits 80% of the initial pulse, which are used
for the generation of an XUV pump pulse, and the remaining 20% serve as a NIR
probe pulse. It should be noted that for the last experiment, which is described in
chapter 7, the setup was modified to a 90% (pump) - 10% (probe) splitting ratio.
The XUV pump and NIR probe pulse can be delayed relative to each other by
a stick-slip piezo stage (SLC-1730-LC-ST, Smaract GmbH). Just below the NIR
beam a frequency stable 761 nm cw laser (BrixX 761-10, omicron Laser GmbH)
co-propagates through the interferometer to actively stabilize the delay between
both interferometric arms. A tilt between the two arms of the cw beam is intro-
duced to create vertical aligned spatial fringes, which are recorded by a CMOS
camera. Phase changes are extracted after fast Fourier transform (FFT) pro-
cessing, generating a feedback signal, which actively stabilizes the interferometer
achieving a delay jitter with a standard deviation of σ < 50 as.

Inside the XUV arm of the main interferometer, a passively and actively stabilized
Mach-Zehnder interferometer (MZI) is placed to generate two phase-locked NIR
pulses. A detailed description of the MZI is given in section 3.4.

The two phase-locked NIR pulses are then focused by a spherical mirror with a
focal length of f = 750mm into a 3mm long gas cell filled typically with around
40mbar of argon gas to generate two phase-locked attosecond XUV pulses via
HHG. The intensity of the two driving NIR pulses is kept below 1× 1014W/cm2
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Figure 3.1: Overview of the experimental setup. The NIR laser out-
put pulses propagate through a hollow-core fiber, chirped mirrors, fused
silica wedges, and a z-cut potassium dihydrogenphosphate (KDP) crys-
tal leading to a final pulse duration between 3.2− 5 fs centered between
770 − 790 nm. Subsequently, the NIR pulses are split by a fused silica
beam splitter (BS) in two parts, one part is used for XUV generation and
the other part serves as the NIR probe pulse in pump-probe experiments.
The HHG driving pulse is send through a passively and actively sta-
bilized Mach-Zehnder interferometer creating a phase-locked NIR pulse
pair. The two generated phase-locked XUV pulses are recombined with
the NIR probe pulse by a drilled mirror (DM). The recombined pulses
are then focused by a toroidal mirror (TM) into a velocity map imaging
(VMI) spectrometer. The spectrum of the two XUV pulses is detected by
an XUV spectrometer. Abbreviations: BF: bandpass filter, DM: drilled
mirror, BS: beam splitter, WG: wedge, CAM: camera, ALF: aluminum
filter, EX: Extractor electrode, REP: Repeller, MCP: microchannel plate,
VLG: variable line-spacing grating, PID: proportional-integral-derivative
feedback.
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to ensure that the ionization of the gas medium by the first NIR pulse does not
disturb the HHG by the second pulse [219]. After the HHG process the remaining
NIR pulse is filtered out by a 200 nm thin aluminium foil (ALF), with a bandpass
between 15 eV to 72 eV. In addition, the ALF compensates the GDD induced by
HHG (attochirp, [220]).

The XUV pulses are then recombined collinearly with the NIR probe pulse by a
drilled mirror (DM). With a gold-coated toroidal mirror (TM) the focus of the
combined XUV and NIR pulses is then 2f − 2f re-imaged into the velocity map
imaging (VMI) spectrometer chamber (cf. sect. 3.5). A nozzle integrated in the
repeller electrode of the VMI spectrometer [221] ejects a neutral gas medium,
which serves as a target of any pump-probe experiments. The polarization of the
pulses are in the plane of the detector, and after ionization of the target either the
ions or electrons can be detected with a micro-channel plate (MCP) and phosphor
screen recorded by a USB3 CMOS camera (ace acA2440-75um, Basler AG). After
the VMI chamber the XUV spectra is split into its frequency components by a
variable line-space grating (VLG, 001-0640, Hitachi) and the spectra are resolved
by a flat-field XUV spectrometer [7].

3.2 Hollow-core fiber pulse compression

As described above, the NIR pulses after the CPA Ti:Sapphire laser system have
a pulse duration between 20− 25 fs centered at 790 nm (cf. Fig. 3.2). To increase
the spectral bandwidth of the pulses, and then subsequently decrease the pulse
duration as close as possible to the Fourier limit (cf. Eq. 2.26) to create few- or
even single-cycle pulses, the NIR pulses are first send through a hollow-core fiber
filled with up to 3 bar of neon gas in a gradient pressure configuration [213]. Pulse
compression with a HCF was first demonstrated by Nisoli et a. [4], paving the
way to apply this technique to pulses with a variety of different parameters [213,
222–224].
In the HCF the bandwidth of the pulses is increased up to a full octave by the
non-linear process of self-phase modulation (SPM) [214].

Equation 2.30 describes the interaction of a medium with an electric field in terms
of the non-linear polarization of the medium. The third order polarization term
leads to an intensity dependence of the total refractive index

n(ωNIR, t) = n0(ωNIR) + n2(ωNIR) · INIR(t), (3.1)

where n0 is the linear, and n2 · INIR is the non-linear refractive index of the
medium, INIR(t) is the time-dependent pulse intensity, and ωNIR is the carrier
frequency of the NIR electric field.

While the pulse propagates through the medium over a distance l, the time-
dependent pulse intensity leads to a change of the refractive index, and thus to a
shift of the phase of the pulse.

The NIR phase is given by

ϕNIR(t) = ωNIRt− kNIRz = ωNIRt−
ωNIR

c
· n(INIR) · l, (3.2)
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Figure 3.2: (a) Spectrum of the NIR pulse at the output of the CPA
Ti:Sapphire laser system, and corresponding (b) pulse in time with a
duration of 25.5 fs measured by SPIDER [13], which is close to the Fourier
limit of 23.1 fs based on the bandwidth.

Figure 3.3: (a) Spectrum of the NIR pulse after hollow-core fiber pulse
compression. (b) Temporal pulse shape with a duration of 3.3 fs, which is
measured at FWHM by SEA-F-SPIDER [218] averaged over ten measure-
ments. Based on the bandwidth, the Fourier limit of the pulse duration is
3.2 fs. Accordingly, a successful pulse compression is achieved, and only
the small maximum at 5 fs indicates that the pulse still has a small finite
third-order dispersion (TOD).

where c is the speed of light.

As a consequence, the pulse frequency is shifted to lower values at the front of the
pulse (dINIR(t)/dt > 0), and to higher frequencies at the back (dINIR(t)/dt < 0),
according to

ωnew(t) =
dϕNIR(t)

dt
= ωNIR − ωNIR

c
· n2

dINIR(t)

dt
· l. (3.3)
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The amount of bandwidth broadening depends on multiple factors, for example
the length and the core diameter of the fiber, the input laser intensity or the gas
itself, as well as the gas pressure in the fiber [224–226].

After the HCF broadening the NIR pulses are positively chirped, leading to a
pulse duration in the picosecond range. Thus, the acquired GDD due to SPM
has to be compensated in order to create few-cycle pulses. This is achieved by
multiple chirped mirror pairs in double angle configuration [215,216] followed by
a pair of fused silica wedges with variable thickness. The chirped mirrors con-
sist of multiple dielectric-coated layers with varying width. As a result different
wavelengths have different penetration depths, i.e. long wavelengths reach deeper
into the material than the short ones, which induces a negative chirp on the
pulses. In contrary, fused silica has a GDD of +37 fs2 for a thickness of 1mm at
790 nm [227,228]. Accordingly, the pulses after the chirped mirrors are supposed
to have a small negative chirp, which is subsequently controlled by a variable
positive chirp induced by the propagation of the beam through the fused silica
wedges (cf. sect. 4.1). The third-order dispersion is compensated by a 3mm thick
KDP crystal.

In Fig. 3.3 the spectrum, and the pulse duration of the NIR pulses after HCF
compression is shown. The bandwidth of the pulses is increased from initially
750 − 840 nm to 510 − 1030 nm, which decreases the measured pulse duration
from 25.5 fs to 3.3 fs (FWHM) after compression.

3.3 Carrier-envelope phase stability

As described in detail in section 2.2.1, the CEP is the phase between the carrier
wave and the position of the amplitude envelope of the pulse (cf. Fig. 3.4). When
the CEP is not actively controlled, the phase alternates from pulse to pulse, thus
leading to different waveforms for consecutive pulses. For relatively narrowband
pulses (∆ω/ω0 ≪ 1, where ∆ω is the bandwidth and ω0 the central frequency of
the pulse) a change of the CEP has no measurable physical consequence. However,
this changes as soon as the bandwidth of the pulses become large, and the pulses
are close to single-cycle in duration. In this regime, a change of the CEP changes
significantly the temporal evolution of the few- or single-cycle pulses, e.g. if the
CEP jumps by π/2 an originally cosine-shaped pulse becomes a sine-shaped one,
or vice versa (cf. Fig. 3.4).

Accordingly, it is important to stabilize the CEP in any experiment, which re-
quires short pulses.

CEP stabilization already starts in the oscillator. A mode-locked laser produces
a train of pulses, which are separated in time by one round trip within the laser
cavity. From pulse to pulse the CEP changes by ∆φ0. If now the change of the
CEP is ∆φ0 = 2π/n (with n as an integer), every n-th pulse has the same CEP
value. A train of pulses leads to a comb in the frequency domain, which typically
spans over a full octave in the current system.
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Figure 3.4: Illustration of a 3.2 fs pulse centered at 800 nm with a carrier-
envelope phase (CEP) of ∆φ0 = 0, which corresponds to a cosine-shaped
pulse (grey dashed line), and a CEP of ∆φ0 = π/2, i.e. a sine-shaped
pulse (green dashed line).

Each comb frequency is defined by

fi = nfrep + fCEO, (3.4)

with n as an integer, frep as the repetition rate, and fCEO = frep∆φ0/2π corre-
sponds to the carrier-envelope offset (CEO) [229]. Accordingly, if fCEO = frep/n
the CEP is the same for every n-th pulse.

The fCEO is measured in terms of f-to-2f interferometry [10]. Thereby a low-
frequency comb line f1 is frequency-doubled (i.e. second harmonic generation,
SHG [230]) fSHG = 2f1, and the beat frequency, i.e. the difference between a
high-frequency f2 = n2frep + fCEO (with n2 = 2n1), and frequency-doubled 2f1
comb line is measured with a photodiode, according to

2f1 − f2 = 2n1frep + 2fCEO − (n2frep + fCEO) = fCEO. (3.5)

In terms of a feed-forward scheme [209], the measured CEO frequency is sub-
tracted from each spectral line in the comb in an acousto-optic frequency shifter
achieving the same phase for each single pulse.

Unfortunately, while the oscillator pulses pass through the amplifier system, the
CEP stability degrades substantially, due to the variation of the dispersion of
different optical elements caused by vibrations, thermal drifts or energy fluctua-
tions of the pump lasers. To compensate for these additional accumulated CEP
instabilities, an additional out-of-loop f-to-2f interferometer [11,12] was built and
set up after the chirped mirrors (cf. Fig. 3.1).
In Fig. 3.5 the out-of-loop f-to-2f interferometer is illustrated. A small fraction of
the NIR pulse (back reflection of the fused silica wedges) is focused into a 100µm-
thick BBO crystal generating the second harmonic of the NIR spectrum [231].
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Figure 3.5: Schematic illustration of the f-to-2f interferometer, which was
built to measure the carrier-envelope phase (CEP) of the NIR pulse at
1 kHz after the hollow-core fiber (HCF). (a) A small reflection of the NIR
pulse is focused into a BBO crystal, and a λ/2-polarizer. A slit is then
re-imaged by a concave grating (CG) into a camera (CAM). (b) Photo
of the self-built f-to-2f interferometer.

Figure 3.6: (a) Interference fringes of the fundamental and the second
harmonic as a function of time. The vertical axis is given as pixel units
of the camera, which corresponds in a linear way to the wavelength. (b)
Values of the carrier-envelope phase (CEP) as a function of time, which
result in an averaged CEP stability of σ = 581.3mrad.
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After the BBO a λ/2-polarizer is placed, which is necessary to match the po-
larization of the fundamental and second harmonic beam [232]. The two beams
then pass a slit, and incident on a 320 l/mm concave grating (Zeiss, concave
grating polychromator mounting, 264510-2951-624), which focuses both beams
into a camera (Basler, acA800-510µm). The camera records CEP-dependent
wavelength-resolved fringes (cf. Fig. 3.6 (a)), which emerge due to the interfer-
ence of the fundamental and the second harmonic in the overlapping frequency
region.
The spectrometer is self-built, since it allows to record images at a 1 kHz rate,
which is usually not achievable with conventional spectrometers.
With the Takeda algorithm [233] the phase of the spectral fringes is measured
shot-by-shot relative to a user-defined set point, which corresponds directly to
the relative CEP of the NIR driving pulses according to Eq. 3.5. Thus, an error
signal relative to an user-defined set value is generated, and is fed back to the
DAZZLER using a feedback loop 234–236. This leads to the compensation of any
CEP fluctuations, and the CEP is kept constant over time at a set value.

In Fig. 3.6 (b) the CEP is recorded shot-by-shot for a set value of ∆φset = 0 over
a duration of 15 s. The averaged CEP stability is σ = 581.3mrad. The best
stability achieved with this setup is σ = 450mrad.

3.4 Passively and actively stabilized Mach-Zehn-

der interferometer

Performing experiments with multiple pulses in the XUV regime received in-
creasing attention in the last years. The main challenge is to create pairs of XUV
pulses, without loosing too much pulse intensity or increasing the pulse duration
and remaining high phase-stability between the pulses. There are a couple of
approaches in literature describing how to achieves this. In general, there are
two main techniques, either the XUV beam can be split directly in two identical
parts, or the NIR beam is split, and the pair is then used to generate two XUV
beams via HHG.

The XUV beam can be split directly with a mirror pair [237–244], which leads to
a small delay jitter between the two XUV pulses, since both beams share the same
pathway. However, a sharp cut in the spatial profile compromises the quality of
the focus, since the XUV beam is split by two halves of a mirror pair. In addition,
the beams are non-collinear after the splitting leading to spatial fringes [245].

An alternative method is to split the NIR pulse before the HHG process, which
can be done in several ways. A first example is the splitting of the NIR pulse by
two pairs of birefringent wedges [246, 247]. The drawback of this method is that
it is limited to > 10-cycle pulses, due to the high dispersion difference of the e-
and o-axes of the birefringent material.

NIR pulse pairs with shorter time duration can be achieved via spatial wavefront
pulse shaping [248], however here the delay range is limited to a few optical cycles.
LCD based 4f-line polarization pulse shaping [249] can lead to pulse pairs with a
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delay range of up to 120 fs and a high phase-stability, i.e. a delay jitter of 300 zs
(zeptoseconds). However, this method suffers from poor transmission, pixelation
and satellite pulses, due to phase wrapping artifacts [250].

The easiest way to realize large delay ranges is with a Michelson or Mach-Zehnder
interferometer [251–256]. However, the main challenge is to maintain a high
phase-stability between the two pulses resulting in a phase-locked XUV pulse
pair upon HHG.

In the following section, our self-built Mach-Zehnder interferometer (MZI) is pre-
sented, which is few-cycle compatible, has a variable delay range over 400 fs and
a delay stability of under 10 as.
The here achieved interferometer with a combination of high stability and flexi-
bility is at the forefront of what is currently feasible.

3.4.1 Technical description

One of the main features of the self-built MZI is the compatibility with few-cycle
pulses. Therefore, the beamsplitters used to split the NIR beam and recombine
the two pulses again, are custom low-dispersion ultrabroadband coated (Layertec)
with a reflectivity R = 50% over a range of 440−1020 nm, and a < 5 fs dispersion.
Losses are reduced and residual surface bend due to unilateral stress to the glass
are minimized by coating the backside of the beamsplitter with an antireflection-
coating.

The system is passively and actively stabilized to achieve phase stability with
attosecond precision between the two interferometer arms. Passive stabilization
is introduced by building the interferometer on the smallest possible area on a
breadboard measuring 200 by 200mm. The interferometer arm length is only
around ∼ 50mm. The interferometer is decoupled from the main laser table by
attaching Viton O-rings at the underside of the MZI. As a consequence the MZI
’floats’ on top of the table, which decouples the breadboard from any laser table
vibrations around 100Hz.

The retro-reflecting mirrors of arm A (cf. Fig. 3.7) are mounted on a time-delay
stage (piezo stage PIHera P-620.10L, Physik Instrumente), which is attached
to a thick stainless steel plate to increase the weight of the stage. Thus, the
resonant frequency of the delay stage is shifted below dominant noise sources in
the laboratory.

The retro-reflecting mirrors of arm B are mounted to a piezo stick-slip stage
(SLC-1730-S, Smaract) with a range of 21mm. Accordingly, the delay range is
extended, and finding the overlap between the two arms becomes more convenient.
In addition, a second SLC-1730-S stage in arm B at a 90 degree angle to the first
stage gives the possibility to introduce and control a lateral beam offset between
the two arms. The two arms can be overlapped with high precision, since the
recombining beamsplitter is attached to a piezo mirror mount (Polaris-K05P2,
Thorlabs).

The additional degree of freedom, due to the movable beamsplitter, allows for a
non-collinear geometry by introducing an angle between the two arms [257]. The
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Figure 3.7: Passively and actively stabilized Mach-Zehnder interferometer
(MZI) used to create two phase-locked NIR pulses. The two arms can be
delayed relative to each other by a piezo stage in arm A (solid red line).
A translation stage in arm B allows to control the lateral beam position.
The overlap between the pulses is ensured by a second beamsplitter,
which can also introduce a tilt angle between both beams, or can be used
to operate the interferometer in a non-collinear manner (transparent red
line). After the focusing element (here lens), a tilt angle in the beam
becomes a lateral shift of the beam and vice versa. Below the NIR pulse
a cw laser is co-propagating trough the MZI for active phase stabilization.
A wedge placed in arm B introduces a fixed angle between the two cw
beams leading to tilt fringes in the overlap, which are recorded by a
CMOS camera (CAM). The phase drift is estimated, and a feedback
signal is created, and is send to the delay stage in arm A.

combination of a controllable tilt angle with a lateral beam offset enables the
adjustment of the angle between the two beams in the far field as well as in the
focus. This allows one to switch easily between a collinear and non-collinear ge-
ometry, depending on the requirements of the current experiment. In the collinear
geometry, for example, Fourier transform experiments with highest interference
contrast can be performed. In the non-collinear geometry two independent foci
in the HHG chamber can be created leading to two independent HHG sources for
two source interferometry.

In conclusion, the flexibility of the MZI allows to perform a variety of interferom-
etry experiments [258–261] and Fourier transform experiments [251–253,255,256].
In the work presented in this thesis, the MZI is always used in a collinear geom-
etry.
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3.4.2 Phase stability of NIR pulse pair

A short term delay stability of the pulse pair between σ = 5 and 10 as is achieved
by passive stabilization. However, the delay will slowly drift over time, due to
air currents as well as thermal effects, since the different optical elements in the
MZI have different thermal expansion coefficients (cf. Fig. 3.8 (a)).

This is why active phase stabilization is introduced, which is achieved by a fre-
quency stable cw laser (Cobolt Blues, Hübner Photonics) co-propagating through
the interferometer (just below the NIR pulse) as an absolute path length refer-
ence.

The center wavelength of the cw laser is 473.36 nm with a linewidth of < 1MHz,
and a > 8 hours stability of < 1 pm (0.001 nm). The cw laser propagates through
the interferometer in the opposite direction as the NIR beam, i.e. entering through
the backside of the recombination beamsplitter and exiting through the beam-
splitter the NIR pulse enters. The cw beam is reflected off and transmitted
through the same optics (two beamsplitter, four silver mirrors) as the NIR pulse.

In arm B a wedge is placed at a 30 arcmin face angle just below the NIR beam to
introduce a small angle α between both cw arms. This leads to a difference of the
wavevectors in the x-direction ∆kx,cw = kz,cw sinα, where kz,cw is the wavevector
along the propagation direction of the laser beam. The plane of the wedge is
re-imaged by a lens onto a CMOS camera recording the emerging tilt fringes.
Accordingly, the beam is cos(ϕτ +∆kx,cwx) modulated leading to spatial fringes,
where ϕτ is the phase shift, which is due to a slow drift of the delay over time. Via
FFT processing using the Takeda algorithm [233], the phase jitter term ϕτ can be
extracted. This phase jitter leads to an error-signal, i.e. a phase difference to an
user-defined set point. The error-signal is then send to a software proportional
differential (PID) controller, which controls the delay τXUV-XUV (cf. arm A in
Fig. 3.7).

To scan the time delay between the two NIR pulses, and accordingly the two
XUV pulses, the set delay τXUV-XUV is converted to a phase ϕτ = τXUV-XUV/Tcw2π,
where Tcw is the period of the cw laser. The piezo stage is moved slowly at a 20Hz
servo rate ensuring a continuously phase tracking, and avoiding any vibrations.
The absolute time zero τXUV-XUV = 0 is found by scanning the XUV spectrum as
a function of τXUV-XUV before each experimental campaign.

To successfully sample an XUV spectrum up to Emax = 100 eV a minimal delay
stepsize of δτmin = λmin/2c = 20 as (Whittaker-Nyquist-Shannon sampling the-
orem), i.e. a minimal wavelength of λmin = 12.4 nm is required. Accordingly, a
delay stability with a 1-σ jitter of 10 as is aimed for. In the case of a 473 nm cw
laser this corresponds to a phase stability of 40mrad. The cw laser has a phase
detection noise given by δϕ = π/

√
N/2 = 2µrad, with N = 5 · 1012 being the per

frame detected photons at a 1.5 kHz detection rate, and 3mW laser power. This
leads to a wavelength error of δλ = 1pm, which can be converted to a delay error
of ∆τδλ/λ = 0.8 as for a delay range of ∆τ = 400 fs. Thus, any delay jitters due
to the phase detection noise of the cw laser are negligible.
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Figure 3.8: Investigation of the phase drift of the interferometer by mea-
suring the cw fringes over time with (a) passive stabilization, and (c)
passive + active stabilization of the Mach-Zehnder interferometer. (b)
and (d) are the corresponding phase jitter histograms.

In Fig. 3.8 the fringe pattern of the cw beam is recorded for over half an hour
to investigate the stability of the MZI in the case of the different stabilization
schemes. In Fig. 3.8 (a) the interferometer is only passively stabilized resulting in
a short term jitter of σ < 10 as, however the delay drifts over many attoseconds
in a short amount of time. Thus the overall delay jitter becomes σ = 32 as.
In Fig. 3.8 (b) the active feedback is turned on leading to a delay jitter of σ =
(8.6±1.1) as rms without any time-dependent drifts, and which is below the aimed
for 1-σ jitter of 10 as.

In conclusion, the combination of the passive and active stabilization leads to an
absolute phase-lock of 6 to 9 as rms. This phase-stability is kept stable for many
hours of measuring, scanning over multiple delay points.

3.4.3 Stability and phase dependence of the XUV
pulse pair

The two phase-locked NIR pulses propagating through the Mach-Zehnder inter-
ferometer are used to generate two phase-locked XUV pulses via HHG.
In Fig. 3.9 (a) and (b) the XUV spectra for two different delays τXUV-XUV are
shown. The spectra exhibit the typical HHG features, i.e. broad peaks at an
odd multiple of the NIR driving laser frequency. In addition the spectra show a
cos(ωXUVτXUV-XUV)-modulation, due to the interference of the two pulses, with a
fringe period δωXUV = 2π/τXUV-XUV inversely proportional to the time delay (cf.
sect. 5.1). Note, that the fringe contrast is reduced by the limited resolution of
the XUV spectrometer, especially at higher photon energies. For a photon energy
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Figure 3.9: a) and (b) XUV spectra for two different XUV-XUV time
delays, which are measured with the XUV spectrometer.

of 12.36 eV the resolution is approximately 25meV, and becomes lower for higher
photon energies [206].

To validate that the high phase stability between the two NIR pulses is remained
throughout the HHG process, the phase jitter of the XUV fringes for a delay of
τXUV-XUV = 26.5 fs is investigated over time (cf. Fig. 3.10 (a)). The phase, i.e.
delay jitter of each harmonic is extracted using the Takeda algorithm [233]. In
Fig. 3.10 (b) the retrieved delay values are shown for the harmonics q = 17− 27.
The corresponding standard deviations are σ = 5.7, 5.9, 7.4, 5.7, 6.9, 5.5 as, which
result in an averaged delay jitter of σ = (6.2± 0.7) as. As expected the dynamics
of the delay values as a function of the acquisition time are in good approximation
the same for all harmonics. Accordingly, this measurement validates that the high
phase stability of the two NIR pulses remained throughout the HHG leading to
a phase-locked XUV pulse pair.

Furthermore, the phase dependence of the XUV pulse pairs on the phase of
the two NIR pulses is investigated. The two interfering NIR pulses create two
interfering XUV pulses, according to

ENIR,A(t)e
iϕNIR,A + ENIR,B(t)e

iϕNIR,B −→ EXUV,A(t)e
iϕXUV,A + EXUV,B(t)e

iϕXUV,B ,
(3.6)

where ENIR,A(t) and ENIR,B(t) are the NIR electric fields, and EXUV,A(t) and
EXUV,B(t) are the electric fields of the two XUV pulses.

In the HHG medium the driver NIR laser and the generated harmonics move with
different phase velocities, since vphase = λν = ω/k, where k is the wavevector.
Thus, the phase velocity of the NIR pulse is given by vNIR = ωNIR/kNIR, and ac-
cordingly for the q-th harmonic the phase velocity is vq = ωq,XUV/kq = qωNIR/kq.
To create attosecond XUV pulses, all rays of XUV light generated at different
positions in the HHG medium have to interfere constructively. Accordingly, the
phase matching condition ∆kq = kq − qkNIR = 0 has to be fulfilled [189]. Thus,
the phases ϕXUV,A/B of the two XUV pulses depend on the phases ϕNIR,A/B of the
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Figure 3.10: XUV pulse pair phase stability validated by measuring the
XUV spectra over time. (a) XUV pulse spectra at a delay of τXUV-XUV =
26.5 fs acquired for a set of 100 images averaged over 5 s. (b) Delay jitter
of each harmonic q, which are extracted with the Takeda algorithm.
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Figure 3.11: Experimental test of the phase transfer from the NIR pulses
to the XUV pulses. (a) Phase change of the different harmonic orders
∆ϕq,XUV = ϕq,XUV,A − ϕq,XUV,B by scanning the NIR phase ϕNIR over a
range of 0.45πrad. The measured data points ∆ϕq,XUV are given as dots
and the linear fit is shown as a line. (b) Phase of the different harmonics
normalized by the harmonic order q.
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NIR pulse pair according to ϕq,XUV,A/B = q×ϕNIR,A/B. A delay scan between the
two NIR pulses, i.e. a scan of the NIR phase ∆ϕNIR = ϕNIR,A − ϕNIR,B leads to a
phase difference between the two XUV pulses ∆ϕq,XUV = ϕq,XUV,A − ϕq,XUV,B for
each delay point τXUV-XUV.

The phase values ϕq,XUV can be extracted for the harmonics individually, which
is shown in Fig. 3.11 (a). As the NIR phase increases, i.e. for longer τXUV-XUV,
the phases of the harmonics also increase, and the slopes become steeper for
higher harmonic orders q. In Fig. 3.11 (b) the order normalized harmonic phases
ϕq,XUV/q are plotted showing that the phase ϕNIR of the NIR pulse is transferred
to the q-th harmonic according to ϕq,XUV = q × ϕNIR. The linear fits shown in
Fig. 3.11 (b) result in slopes of 1.084, 1.087, 1.060, 1.020 for the harmonics q = 15
to 21. As expected the slopes are close to 1. This validates the phase dependence
of the XUV pulse pair on the phase of the NIR pulse pair.

3.5 Velocity map imaging spectrometer

In the experiments presented in this thesis, atomic and molecular dynamics are
investigated. Accordingly, the setup needs to provide the possibility to measure
the momenta of photoelectrons and ions. As described in section 3.1 this is
realized by a velocity map imaging (VMI) spectrometer [6]. Detailed descriptions
of the given VMI can be found in [162,262].

The gas target of interest is ionized by the XUV+NIR pulses in the focus in
the center of the VMI chamber (cf. Fig. 3.12). The charged particle exhibit a
three-dimensional (3D) distribution, which is projected via an electrostatic lens
onto a 2D detector. The VMI imaging apparatus consists of an repeller and
extractor electrode, as well as a flight tube. The repeller has an incorporated
50µm diameter nozzle [221], which provides the gas target (cf. Fig. 3.1).

The gas nozzle is pulsed, i.e. opens and closes at the same frequency as the laser
pulses arrive, providing a fresh target for each laser shot. An electrostatic lens is
achieved by applying voltages to the electrodes. By changing the polarity of the
voltages, either the ions or photoelectrons are detected.

To protect the trajectories of the charged particles from distortion due to external
magnetic fields, the system is covered with a µ-metal shield.

The charged particle detector consists of a dual micro-channel plate (MCP) stack
as an particle amplifier, a phosphor screen, and a USB3 CMOS camera, which
records the position of the particle impact. The MCP consists of a 1mm thick
dielectric plate with many small channels leading in a small angle from the one
side to the other side of the plate [263]. The channels are made out of an electrical
resistant material, mostly glass with semiconducting walls. In addition, a 1 kV
accelerating voltage is applied at the front and back side of the MCP. If a charged
particle incidents on one of these channel walls an avalanche of secondary electrons
is produced. The amplified signal then interacts with a phosphore screen and the
resulting fluorescence signals are recorded by a camera.

From the recorded 2D projection of the charged particles, the 3D momentum
distribution can be retrieved with an inverse-Abel transform [14], since it is cylin-
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Figure 3.12: Schematic illustration of the VMI imaging system. A gas tar-
get is ejected through a repeller integrated nozzle into the VMI chamber,
where the gas is ionized by the laser beam. Depending on the polarity
of the voltages applied to the repeller and extractor electrodes, either
the ions or photoelectrons are accelerated towards a phosphor detector
(PSD), i.e. MCP + phosphor screen, re-imaging the 3D velocity distri-
bution of the particles onto a 2D detector.

drically symmetric, and the symmetry axis is parallel to the laser polarization,
which is in the plane of the detector.

3.5.1 Abel inversion

The wave function of an hydrogen-like atom, i.e. an atom with a single valence
electron can be described as [132]

Ψnlm(r, θ, ϕ) = Rnl(r)Ylm(θ, ϕ), (3.7)

where R is a radial function, Ylm are spherical harmonics of degree l and order
m. The polar angle θ can take values between 0 and π, whereas 0 ≤ ϕ ≤ 2π.
The principle quantum number is given by n = 1, 2, 3... , with the orbital angular
momentum of l = 0, 1, 2, ..., n − 1. The magnetic quantum number m, i.e. the
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projection of the orbital angular momentum on the z-axis can take values between
m = −l, ..., l.
It should be noted that the Schrödinger equation HΨ = EΨ can only be solved
exactly for hydrogen-like atoms, and thus systems with multiple electrons or
atoms require approximation methods (e.g. Hartree-Fock method [264–266]).

In multi-photon ionization processes the angular distribution of an ion or photo-
electron momentum can be described as a superposition of Legendre polynomi-
als [267–271]. This gives a direct physically meaningful interpretation, since Leg-
endre polynomials are spherical harmonics with m = 0. The magnetic quantum
number can be set to zero, since the 3D momentum distribution is cylindrically
symmetric. The order of the multi-photon process determines the highest order
of the polynomial involved [270].

Accordingly, the cylindrically symmetric 3D momentum distribution of the charged
particles is given by

P3D(v3D, cos(θ3D)) = 2πv23D
∑
L

α3D,LPL(cos(θ3D)), (3.8)

where PL(cos(θ3D)) is the L-th order Legendre polynomial, v3D is the velocity,
and θ3D is the angle between the particles velocity and the laser polarization
direction. The coefficient α3D,L depends on the dynamics of the photoionization
process, the atomic or molecular orbital, the spatial distribution of the sample
and the photoionizing energy. [267–271]

The velocity distribution is given by

P3D(v3D) = 4πv23Dα3D,L=0, (3.9)

where α3D,L=0 is the angle-integrated coefficient, and the kinetic energy distribu-
tion is

P3D(E3D) = (4π/m)v3Dα3D,L=0, (3.10)

where m is the mass.

The angular distribution is given by higher order Legendre polynomials, and is
expressed by the so called anisotropy or asymmetry parameter βL,v3D , i.e.

β2,v3D = α3D,L=2/α3D,L=0

β4,v3D = α3D,L=4/α3D,L=0

β6,v3D = α3D,L=4/α3D,L=0

...

(3.11)

For example, β2 can have values between [−1, 2] [269,270], where β2 = −1 corre-
sponds to a particle ejection orthogonal to the laser polarization, β2 = 0 presents
an uniformal emission, and β2 > 0 results from an emission along the laser po-
larization. Odd-order asymmetry parameters can occur when for example the
ionizing pulses are circularly polarized or the molecule under investigation is chi-
ral [270].
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The 2D momentum distribution can be expressed in the same manner, and is
related to the 3D distribution by means of a matrix multiplication [272]:

b⃗2D = M · a⃗3D
a⃗3D = M−1 · b⃗2D

(3.12)

Note that the matrix M only depends on the maximum value of the velocity
v2D/3D, i.e. the 2D/3D radius of the VMI images (the number of pixels from the
center of the image (v = 0) to the edge (v = max)) and the highest occurring
Legendre order Lmax. Consequently, the matrix M has to be determined only
once and can be used for all subsequent inversions.

In most of the experiments presented in this thesis, the algorithm rBASEX [273,
274] is used to invert the recorded VMI images.



chapter 4

Isolated attosecond pulses

In this chapter, a more detailed overview of the steps necessary to generate iso-
lated attosecond pulses (IAPs) is given. In particular, the occurring challenges
are emphasized by explaining how dispersion as well as the carrier-envelope phase
(CEP) of the driving NIR pulses affects the generation of IAPs. In the last sec-
tion, a pump-probe scheme is presented, which allows one to verify if an IAP is
successfully created.

As described in detail in section 2.2.2, HHG leads to the emission of an attosecond
pulse every half-cycle of the driving pulse. The interference of multiple attosec-
ond pulses in a train results in distinct harmonics in the frequency domain at
odd-multiple of the driver frequency. However, some experiments require a single
isolated attosecond pulse (IAP) with a continuous spectrum over a large band-
width.

In general, there exist different methods of IAP generation. Firstly, the driving
laser pulse can be compressed close to a single-cycle. If the electric field strength
exceeds the ionization potential of the atom only once, one attosecond pulse
is generated at the maximum of the driving pulse. This can be achieved by
shaping the driving pulse cosine-like (cf. Fig. 3.4). Accordingly, stabilizing the
CEP is crucial, since ∆φ0 = π/2 would lead to a sine-shaped pulse, and thus to
the emission of two attosecond pulses. This so called cut-off method was first
demonstrated in [275–277].

In the following years other methods were discovered, which allow to use driving
pulses with longer pulse duration. The first example is polarization gating [278–
282]. In this case the initially linear polarized pulse is split by a quartz plate
into two delayed and orthogonal polarized pulses. A λ/4-plate then creates two
elliptically polarized pulses with opposite helicity. In general circular polarized
light can not generate harmonics, because the freed photoelectrons will never
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come back to the ions. However, an elliptically polarized field exhibits exactly
one linearly polarized cycle, which can generate an IAP.
The main problem of the cut-off method, and of polarization gating is the low
efficiency, and the corresponding low XUV intensity.
Slightly more efficient methods are double optical gating [283], generalized double
optical gating [284], and attosecond lighthouse effect [285].
Another scheme is ionization gating [286–290], which confines the XUV pulse gen-
eration to the leading edge of the pulse by highly ionizing the HHG gas medium
when the driving pulse intensity becomes sufficiently large. The time-dependent
intensity increase at the beginning of the driving pulse induces a steady increase
of the ionization level in the HHG gas, which at one point rises above the critical
level for HHG. This leads to a loss of phase-matching [291], and thus a suppression
of HHG at that point.
A comparison of the IAP, and driving NIR pulse properties between the different
generation methods can be found in [292].

In this thesis, the NIR driving pulses are compressed close to single-cycle, i.e. to
3.2 fs centered at 770 nm. The CEP is stabilized to ensure a cosine-shape, leading
ideally to the generation of a single IAP emitted at the maximum of the NIR
electric field. In addition, the NIR intensity is high enough to highly ionize the
HHG gas medium, and thus ionization gating is achieved suppressing the HHG
generation after the maximum of the NIR pulse envelope.

4.1 Dispersion dependency of XUV pulse

Few-, and especially single-cycle pulses are extremely sensitive to small dispersion
changes in the beam path. Accordingly, before every measurement the dispersion
in the beam path has to be adjusted to ensure a NIR driving pulse with zero
GDD, and thus a NIR pulse duration of around 3.2 fs.

This is achieved by measuring the XUV spectra (τXUV-XUV = 0 fs) as a function
of the position of the fused silica wedges relative to each other (cf. Fig. 3.1). The
position of the first wedge is fixed, whereas the second wedge is attached to a
motorized stage, which allows to move the position of the second wedge parallel
to the first one. Accordingly, by scanning the position of the wedges the amount
of fused silica the NIR pulse has to propagate through is de- or increasing.

In Fig. 4.1 the XUV spectrum (τXUV-XUV = 0 fs) as a function of the wedge posi-
tion is shown. When the wedge position is increase, the second wedge moves out
of the beam path, and the amount of fused silica is decreased. The fused silica
wedges have an angle of 2.48°, and thus a position change of +1mm decreases
the amount of fused silica by 0.04mm leading to a GDD decrease of 1.54 fs2 for
a 770 nm beam.

In Fig.4.1 (a) it can be seen that the cutoff energy, the intensity and the continuity
of the spectrum strongly depends on the wedge position, i.e. the amount of fused
silica, and thus the induced GDD. If the NIR pulse is properly compressed the
GDD is zero, the pulse is close to a single-cycle pulse, and thus only one IAP
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Figure 4.1: XUV spectra as a function of the wedge position, i.e. the
amount of fused silica in the NIR beam path, which controls the NIR
pulse compression and IAP (isolated attosecond pulse) generation, re-
spectively. (a) Dependence of the XUV cutoff, spectral shape and in-
tensity on the induced GDD (group delay dispersion) by increasing or
decreasing the amount of fused silica in the beam path (increase of wedge
position correspond to a decrease of the amount of fused silica). (b) XUV
spectra for three different wedge positions. A position of 10mm (green)
correspond to a positively chirped NIR driving pulse, 14.92mm (orange)
a non-chirped pulse, and 19mm (blue) a negatively chirped pulse.

is generated at the maximum of the driving pulse during HHG. This leads to a
continuous XUV spectrum with a high cutoff energy.

In Fig.4.1 (b) the XUV spectra for three different wedge positions are shown. The
best pulse compression is achieved for a wedge position of 14.92mm, leading to
a continuous spectrum with a high cutoff energy of around 65 eV. On top of the
continuous spectrum harmonic peaks are observable for an energy ≤ 50 eV, which
is due to the interference with a small pre-IAP. The magnitude of the second IAP
is small enough to not sufficiently influence any experimental results. A fringe
contrast of 50% already occurs, when the second IAP has a peak intensity of 5%
of the main IAP.

At a wedge position of 10mm the amount of fused silica is maximal, the NIR
driving pulse is positively chirped, and the XUV spectrum exhibits distinct har-
monics. The XUV intensity is substantially decreased and the cutoff energy is
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much lower compared to the non-chirped case, since the chirp increased pulse
duration results in a much smaller maximum electric field peak amplitude [293].

At a position of 19mm the fused silica amount is minimal, the NIR driving pulse
is negatively chirped leading to a continuous spectrum with a low intensity.

The dependence of the harmonic’s bandwidth on the sign of the chirp has been
studied in [293–296], and its origin can be found in the harmonic chirp [297]. As
described above, HHG occurs at every half-cycle of the NIR driving pulse. If the
driving pulse is positively chirped, the pulse frequency ωNIR and the intensity INIR

increase in time. Accordingly, the ponderomotive potential given by Eq. 2.32, i.e.
Up ∼ INIR/ω

2
NIR stays constant over the duration of the pulse, and the harmonics

are always emitted around the center of each NIR half-cycle. The interference of
all attosecond pulses with constant phase relations between individual harmonics
in consecutive pulses, lead to narrow harmonic peaks in the frequency domain.
If however the pulse is negatively chirped, the frequency decreases while the
intensity increases in time. As a consequence Eq. 2.32 increases over the duration
of the pulse, and the harmonics are emitted earlier in time with increasing NIR
half-cycle order. The interference of all pulses, which now have a decreasing
phase relation between individual harmonics in consecutive pulses, result in broad
harmonics in the frequency domain.

4.2 Carrier-envelope phase dependency of XUV

pulse

Once the NIR pulse is properly compressed, the CEP value has to be set, and
kept stable, so that a cosine-shaped NIR pulse is given at all times. In Fig. 4.2
the XUV spectrum (τXUV-XUV = 0 fs) is shown as a function of the set CEP value
∆φ0, which is controlled by the DAZZLER as described in section 3.3. The XUV
cutoff energy alternates as a function of the CEP repeating whenever the CEP
changes by π.

The highest harmonic energy emitted at an half-cycle of the NIR driving pulse
is called half-cycle cutoff (HCO) energy, which depends on the NIR electric field
strength at that particular half-cycle (cf. Eq. 2.32) [286,291,298,299]. The highest
cutoff energy overall emerges at the half-cycle at the maximum of the NIR pulse
envelope, leading to a photon energy Ωmax according to Eq. 2.31. Neighboring
half-cycles produce photons with a lower cutoff energy, i.e. Ω < Ωmax.

In Fig. 4.2 at a CEP of ∆φ0 = 0 the XUV spectrum exhibits the highest cutoff
energy. Thus, the NIR driving pulse is cosine-shaped exhibiting one dominant
half-cycle at the maximum of the NIR pulse envelope, which generates one IAP
with a maximal harmonic cutoff energy Ωmax. In contrast, at ∆φ0 = π/2 the
NIR driving pulse is sine-shaped exhibiting two prominent half-cycles with less
electric field strength compared to the former case, which leads to XUV photons
with an energy according to Ωmin < Ωmax. Thus, by changing the CEP the HCO
is gradually altered between the two extrema Ωmin ≤ Ω ≤ Ωmax.
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Figure 4.2: XUV spectrum (τXUV-XUV = 0 fs) as a function of the carrier-
envelope phase (CEP) to illustrate the dependence of the harmonic cutoff
energy on the sub-cycle evolution of the NIR driving pulse.

In general, a measurement of the shift of the individual HCOs as a function of
CEP allows one to determine the time-dependent ponderomotive potential Up

over a portion of the driving laser pulse, and thus the driver pulse duration, and
intensity can be retrieved, which was demonstrated in [286,291,298,299].

4.3 Attosecond pulse streaking vs RABBITT

To clarify once and for all if an IAP or an APT is generated, a pump-probe ex-
periment in a neutral atom can be performed. The atom is ionized by absorption
of 1-XUV-photon, leading to photoelectrons with a kinetic energy distribution
depending on the initial XUV spectrum. Subsequently, the photoelectrons inter-
act with a time-delayed NIR probe pulse, alternating the kinetic energy of the
photoelectron.

RABBITT [301–303] Assumingly the XUV beam is an attosecond pulse train
(APT) with distinct individual harmonics in the frequency domain. Conse-
quently, the photoelectrons after XUV ionization have a distinct kinetic energy
distribution following the shape of the XUV spectrum according to

Ee−,XUV = ℏωq − IP, (4.1)

where q = 2n±1 is the harmonic order, with n as an integer. These contributions
are called harmonic bands (cf. Fig. 4.3 (a)).

The interaction with the NIR pulse during the temporal overlap of both pulses
leads to a shift of the photoelectron energy, and to the appearance of so called
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Figure 4.3: Schematic illustration of a (a) RABBITT measurement, and
(b) streaking measurement. In (a) an attosecond pulse train (APT) ion-
izes neutral argon atoms leading to a photoelectron yield (blue peaks)
with an energy distribution following the XUV spectrum. Accordingly,
harmonic bands (HB) at an energy of E2n±1 = ℏω2n±1− IP appear due to
XUV ionization (argon ionization potential IPAr = 15.7 eV [300]). The
interaction of the system with the NIR probe pulse leads to the absorp-
tion or emission of a NIR photon ωNIR by the photoelectron. Accordingly
sidebands (SB) emerge, i.e. photoelectron contributions at an energy of
E2n = ℏω2n− IP (red peaks). The interference of two quantum pathways
resulting in the same SB induces a τXUV-NIR-dependent oscillation of the
photoelectron yield with a period given by the cycle period of the NIR
probe pulse. In (b) the argon atom is ionized by an single isolated at-
tosecond pulse (IAP). When the XUV pulse coincides with the maximum
of the NIR vector potential (purple solid line), i.e. a zero-crossing of the
electric field, the photoelectron yield generated by XUV ionization (blue
peak) is shifted to higher energies (green peak). In contrary, when the
XUV is temporally overlapped with a zero-crossing of the vector potential
(purple dashed line), the initial photoelectron energy distribution (green
peak) is broadened (light green peak).
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sidebands (SB) at a kinetic energy of

Ee−,XUV+NIR = ℏω2n − IP, (4.2)

with n as an integer. The SB are located energetically in between two harmonic
bands q1 = 2n+ 1, and q2 = 2n− 1. The signal of the SB oscillate as a function
of the pump-probe delay τXUV-NIR with a period T = π/2ωNIR given by the fun-
damental of the NIR probe pulse ωNIR. The SB oscillate, due to the interference
of two quantum pathways (E2n+1 − ℏωNIR, and E2n−1 + ℏωNIR) resulting in pho-
toelectrons with the same kinetic energy E2n. This is illustrated schematically in
Fig. 4.3 (a).

This pump-probe technique is called RABBITT (Reconstruction of Attosecond
Beating By Interference of Two photon Transitions), which allows to retrieve
the underlying pulse properties of an APT, as the relative phase and intensity
between the harmonics can be extracted [301–303].

Attosecond streaking [276, 304–307] In contrary, if the XUV beam is a
single isolated attosecond pulse (IAP), the photoelectron kinetic energy spectrum
is continuous after XUV ionization, and an interaction with the NIR pulse can
lead to the following:

At τXUV-NIR, where the IAP is temporally overlapped with a zero-crossing of the
NIR electric field (maximum of vector potential), the photoelectron yield is shifted
to higher energies by the amount associated with the change in the photoelectron
momentum at the detector, i.e.

pe−,XUV+NIR = pe−,XUV(t)− eANIR(t), (4.3)

where ANIR(t) is the vector potential of the electromagnetic field of the NIR pulse,
which is related to its electric field FNIR(t) as follows: FNIR(t) = −∂ANIR(t)/∂t.
Further, e is the corresponding unit vector, and pe−,XUV is the photoelectron
momentum after ionization by the XUV pulse (cf. Fig. 4.3 (b)). Thus, ionization
at the zero-crossing of the electric field corresponds to the maximum of the vector
potential, and the maximum shift in the photoelectron velocity and energy at the
detector.

However, at a temporal overlap of the IAP with a maximum of the NIR electric
field (zero-crossing of vector potential) leads to an increase of the bandwidth of
the photoelectron energy. In this case the photoelectrons before the maximum of
the electric field (zero-crossing of vector potential) are decelerated, and the photo-
electrons after the maximum (zero-crossing) are accelerated, thus the bandwidth
of the photoelectron energy distribution is increased without shifting its initial
energy.

This pump-probe scheme is called attosecond streaking, which allows to retrieve
the CEP, intensity and chirp of an IAP [276,304–307].

In the following experiment, the goal is not to fully reconstruct the temporal XUV
pulse structure, but rather to investigate the influence of the CEP on HHG. If
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Figure 4.4: Photoelectron yield created by ionizing argon atoms with
only XUV pulse A for two different settings of the carrier-envelope phase
(CEP), i.e. (a) ∆φ0 = 0, and (b) ∆φ0 = π. A NIR probe pulse (25 fs
pulse duration, centered at 800 nm with a bandwidth of 40 nm) interacts
with the photoelectrons after τXUV-NIR alternating their kinetic energy.
The photoelectrons are recorded with the VMI spectrometer averaging
over 5000 laser shots. The raw VMI images are Abel inverted using
rBASEX [273, 274] for a delay range of over 8 fs with a stepsize of 0.2 fs.
The CEP stability is 550mrad. The inset of the images show in (a) a
cosine-, and (b) sine-shaped NIR pulse with a pulse duration of 3.2 fs
centered at 800 nm, leading to an (a) IAP and (b) APT, respectively.

the photoelectron spectrum as a function of τXUV-NIR exhibits the same dynamic
as in a streaking measurement, the NIR pulse is cosine-shaped, and a single IAP
is generated. In contrast, if the photoelectron spectrum shows the same behavior
as in a RABBITT measurement, an APT is generated, and accordingly the NIR
driving pulse is sine-shaped.

In Fig. 4.4 the photoelectron spectrum emerging due to the XUV ionization (using
only one of the XUV pulses, i.e. pulse A) of neutral argon gas as a function of
τXUV-NIR, and the kinetic energy is shown for two different CEP settings. In
Fig. 4.4 (a) the CEP is set to ∆φ0 = 0, and the photoelectrons shift up and down
in energy as a function of τXUV-NIR resembling a streaking trace. In Fig. 4.4 (b) the
CEP is set to ∆φ0 = π/2, the photoelectron yield shows a clear oscillation of the
harmonic bands at E2n+1 = ℏω2n+1 − IP, and sidebands at E2n = ℏω2n − IP with
n as an integer as a function of τXUV-NIR following the dynamics of a RABBITT
trace.

In conclusion, by changing the CEP of the driving NIR pulse by π/2, one can
switch between an IAP and APT. It has to be noted, that the streaking trace in
Fig. 4.4 (a) is not perfectly continuous, but shows harmonic peaks on top of the
continuous part. This indicates that in addition to the main IAP, there exists a
small pre-IAP generated at the half-cycle prior to the half-cycle at the maximum
of the NIR envelope [308]. The contrast of the fringes in the photoelectron spec-
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trum is around 50% leading to a pre-pulse with approximately 5% of the intensity
of the main IAP, which is consistent with the observation made in sect. 4.1. The
intensity of the pre-pulse is much smaller compared to the main one, so that the
second IAP does not disturb the experimental results.
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chapter 5

Fourier transform
spectroscopy

Multidimensional spectroscopy is a well established method in the visible to in-
frared spectral range, where collective dynamics and correlations in matter are
explored by using a sequence of phase-locked femtosecond pulses [309–318]. In
these experiments a non-linear signal is measures as a function of the pump-probe
delay, and the Fourier transform of this signal gives insight into the frequency-
dependent dynamics, which are related to the interaction of the system with the
pump and/or probe pulse. The coupling between different quantum states are re-
vealed, since all non-linear optical signals are recorded at the same time. Recently
multidimensional spectroscopy started to become an important tool in attosecond
science, where either an XUV pulse is combined with multiple NIR pulses [319] or
where multiple XUV sources are established [237, 242–244, 254]. These methods
allow for linear and non-linear Fourier transform spectroscopy [238,240,251–253,
255,256,320–322], attosecond-gated interferometry [323], measuring the temporal
coherence of XUV radiation [241] or their pulse duration in means of non-linear
autocorrelation [239]. In addition, first advances were made to extend the two
XUV pulse generation scheme to solids to gain deeper insight into the underlying
dynamics [166].

In the following chapter, different Fourier Transform spectroscopy experiments
are presented. Firstly, the autocorrelation signal of the two phase-locked NIR, and
XUV pulses is investigated in detail to fully understand the dynamics and impli-
cations, due to the generation of high harmonics with two phase-locked collinear
NIR pulses. In addition, the two XUV pulses are used in a Fourier transform
spectroscopy experiment measuring the Rydberg energies in helium. This exper-
iment demonstrates the high stability and accuracy of the self-developed Mach-
Zender interferometer, and it highlights the high variety of possible applications
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of this setup. The main results of the latter experiment are published in Optics
Express [1]. A further investigation of NIR, and XUV autocorrelation measure-
ments in the collinear and non-collinear geometry of the self-built MZI can be
found in the master thesis of Laura Maikowski [8].

Publication information

Parts of this chapter are published in Phase-locking of time-delayed attosecond
XUV pulse pairs by L.-M.Koll, L.Maikowski, L.Drescher, M. J. J.Vrakking, and
T. Witting in Optics Express, vol. 30, no. 5, pp. 7082–7095 (2022) [1]. DOI:
https://doi.org/10.1364/OE.452018

Author contributions: The Mach-Zehnder interferometer (MZI) was developed
by L.Maikowski and T.Witting. The experiments were conceived by L.-M.Koll,
T.Witting and M. J. J.Vrakking. The MZI was characterized by L.-M.Koll and
L.Maikowski. The further experiments were performed and the data was analyzed
by L.-M.Koll under the supervision of T.Witting. The manuscript was written
by L.-M.Koll and T.Witting with the help and discussion of the other co-authors.

5.1 Autocorrelation measurements

An autocorrelation measurement can reveal the underlying spectral information
of an optical pulse by measuring and Fourier transforming the delay-dependent
interference signal of the original pulse with a delayed replica of itself.
The first-order autocorrelation function [324] of two identical pulses is

S(1) (τ) =

∫ +∞

−∞

∣∣E(t) + E(t− τ)
∣∣2dt, (5.1)

where E(t) is the electric field of the pulses, and τ is the time delay between
them. Equation (5.1) can be further expressed as

S(1)(τ) =

∫ +∞

−∞
dt

(∣∣E(t)∣∣2+∣∣E(t−τ)∣∣2+2
∣∣E(t)∣∣∣∣E(t−τ)∣∣ cos (ω · τ + ϕ)

)
, (5.2)

where ω is the frequency of the pulses, and ϕ the relative phase between them.
According to Eq. (5.2) the spectrum of two interfering pulses shows a cos(ωτ)-
modulation with a fringe period of δω = 2π/τ . In Fig. 5.1 the simulated inter-
ference signal for two collinear gaussian beams at a center frequency of 26 eV is
shown for three different time delays τ . The spectral fringe spacing decreases
with increasing τ .

5.1.1 Collinear NIR pulse pair

Firstly, an autocorrelation measurement of the two collinear NIR pulses passing
through the MZI is performed to retrieve the underlying spectral NIR pulse in-

https://doi.org/10.1364/OE.452018
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Figure 5.1: Exemplary calculation of the interference signal of two iden-
tical gaussian beams with mean energies of 26 eV. This signal is an ex-
emplary spectrum, which is expected to be measured in a similar shape
with the XUV spectrometer. The signal is plotted as a function of the
pulse energy and the spatial coordinate of the beam for three different
time delays τ . For τ > 0 fs a fringe modulation along the energy axis is
observed, where the fringe spacing becomes narrower for longer delays.

formation. This measurement was performed in the scope of Laura Maikowski’s
master thesis [8], and the results can also be found in chapter 4.1 of her thesis.

In Fig. 5.2 (a) the autocorrelation signal of the two interfering NIR pulses is shown.
The time delay τNIR-NIR is scanned from -100 fs to 100 fs in δτNIR-NIR = 200 as
steps, and the intensity of the two interfering beams is recorded with a CMOS
camera (asA1929-25µm, Basler AG) after the MZI. The interferogram is thus re-
trieved by spatially integrated the intensity distribution for each delay point. A
Fourier transform (FT) of the measured autocorrelation signal retrieves the NIR
frequency spectrum. In Fig. 5.2 (b) the result of the FT is compared with the
spectrum of both pulses (arm A and B) separately measured with a spectrom-
eter (Ocean Optics, FLAME-S-VIS-NIR). The FT energy resolution is δE =
0.02 eV according to the Whittaker–Nyquist–Shannon sampling theorem [325]
(δE = h/∆τNIR-NIR, with ∆τNIR-NIR = 200 fs). As a consequence, the resolution
of the spectrum retrieved via autocorrelation measurement, and the two spectra
recorded by the spectrometer (resolution of the spectrometer δEspec = 0.003 eV)
depict slight, but negligible differences.

5.1.2 Collinear XUV pulse pair

In this section, the interferogram of two collinear phase-locked XUV pulses is
investigated.

Coherence time In general, the quality of an interferogram relies first of all
on the coherence length of the pulses, however it also depends on the coherence
properties of the interferometer, and the detection scheme itself, which are defined
by for example the stability of the setup, as well as the resolution of the detector.
So for example to sample a cutoff energy of the harmonics of around Emax =
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Figure 5.2: (a) Autocorrelation measurement of the two phase-locked NIR
pulses. (b) Reconstruction of the NIR spectrum by performing a Fourier
transform (FT) of the autocorrelation signal (blue dashed line) compared
with the NIR spectrum of the two individual pulses of the interferometer
measured with a spectrometer (green and orange line). This data was
taken in the scope of Laura Maikowski’s master thesis [8], and can also
be found in chapter 4.1 of her thesis.

45 eV a 1-σ-delay stability of 22 as is required. The coherence time of a pulse
is given by tcoh ≈ 2π/∆ωXUV [324], which is determined by the bandwidth of
the pulses ∆ωXUV. In the current setup the XUV spectrometer is wavelength
resolved, with a resolution much smaller than the bandwidth of the pulses, i.e.
δωSpec << ∆ωXUV. Accordingly, the coherence time of the detected signal is
not given solely by the bandwidth of the pulses, but is rather determined by the
resolution of the spectrometer. As aforementioned the resolution of the XUV
spectrometer is 25meV for a photon energy of 12.36 eV [206] becoming less for
higher energies. Now one can assume an averaged spectral resolution of 40meV,
which corresponds to a coherence time of tcoh ≈ 2π/δωSpec ≈ 100 fs. In other
words, at τXUV-XUV ≥ 100 fs the spectral fringe modulation of the XUV spectrum
becomes so narrow, that multiple fringes fall within one pixel of the camera, and
thus can not be resolved anymore.

If however, the two XUV pulses not only interact with themselves, but also with
an atomic or molecular resonance, the temporal coherence of the measured signal
increases. The resonance introduces a “memory” in the system, and since an
atomic or molecular resonance normally has a much narrower bandwidth than the
XUV pulses or as the spectral resolution of any detector, the coherence length
of the measured signal is defined by the energetic width of the resonance (cf.
experiment presented in the next section 5.2).

Autocorrelation function of two XUV pulses If the two XUV pulses are
generated independently, Eq. 5.1 can be written as

S(1)
q (τXUV-XUV) =

∫ +∞

−∞

∣∣Eq,XUV(t) + Eq,XUV(t− τXUV-XUV)
∣∣2dt, (5.3)
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where Eq,XUV(t) is the q-th harmonic electric field.

However, for sufficient small τXUV-XUV the two driving NIR pulses interfere in the
focus during the HHG [219,253,326]. Consequently, the two XUV pulses are not
created independently, and Eq. 5.3 has to be modified.

Thus, the first-order becomes a high-order autocorrelation function of the NIR
driving pulses [253], i.e.

S(p)
q (τXUV-XUV) =

∫ +∞

−∞

∣∣∣(ENIR(t) + ENIR(t− τXUV-XUV)
)p∣∣∣2dt, (5.4)

where ENIR(t) is the electric field of the NIR pulses, and p is the effective order
of nonlinearity. As a result the total NIR laser intensity oscillates as a function
of τXUV-XUV with a period of Tosci = 2π/ωNIR, and thus the amount of generated
XUV radiation is altered.

The measured interferogram of the XUV pulse pair as a function of τXUV-XUV is
shown in Fig. 5.3 (a). It should be noted that the harmonics in this experiment
are generated by a 3.2 fs NIR pulse, thus leading to a broad continuous harmonic
spectrum (cf. Fig. 5.3 (a) white inset). The optical frequency axis corresponds to
the frequency given by the XUV spectrometer. The XUV spectrum is recorded
for a delay range of ∆τXUV-XUV = 150 fs in steps of δτXUV-XUV = 25 as.

The interference signal exhibits a strong modulation of the XUV intensity around
delay zero, which fades out with larger delay and disappears completely for
τXUV-XUV ≥ 100 fs. This delay corresponds to the limit of the coherence time
of the measured signal given by the resolution of the XUV spectrometer. Below
τXUV-XUV < 40 fs the spectral fringe modulation of the XUV spectrum can be
seen as horizontal stripes. In addition, the higher the XUV intensity, the higher
is the cutoff energy, which is directly correlated to the intensity of NIR driving
pulse.

The Fourier transform of the interferogram along τXUV-XUV is shown in Fig. 5.3 (b).
The most pronounced signal is independent of the optical frequency, and occurs
at around 1.6 eV, which is in good approximation the photon energy of the NIR
driving pulse.
In addition, contributions at high frequencies emerge, which depend linearly on
the optical frequency, i.e. ωopt = ωFT, and can be assigned to the frequencies of
the individual harmonics ωq. Furthermore multiple artifact peaks to the left and
right side of the harmonic peaks occur at a distance, which is a multiple of the
NIR driving frequency ωq ± n · ωNIR, with n as an integer. The artifact peaks as
well as the strong signal at ∼ 1.6 eV are due to the fact, that the two driving NIR
pulses interfere in the focus during the HHG process [253].

The oscillation of XUV photon flux, due to the NIR pulse interference can be
seen in detail in Fig. 5.4, where the interferogram shown in Fig. 5.3 (a) is summed
over the optical frequency between 20 eV and 40 eV. The XUV intensity is shown
for three different delay ranges, and is fitted to a cosinusoidal function to retrieve
the period of the τXUV-XUV-dependent oscillation of the harmonic flux, i.e. THHG.
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Figure 5.3: (a) Interference signal of two phase-locked XUV pulses cre-
ated by HHG with two collinear phase-locked NIR pulses. The spectrum
plotted in white corresponds to the HHG spectrum recorded with the
XUV spectrometer at τXUV-XUV = 145 fs. (b) Fourier transform of the in-
terference signal shown in (a). There is a strong contribution at around
1.6 eV visible corresponding to the NIR driving frequency, as well as a
signal at high frequencies, which can be assigned to the frequencies of the
individual harmonics in the pulse spectrum. In addition artifact peaks
appear to the left and right side of the main harmonics. These artifacts
are due to a τXUV-XUV-dependent modulation of the harmonic yield.

At τXUV-XUV = 0 fs the intensity of the harmonic flux is maximal, whereas it
is minimal for τXUV-XUV ∼ ±1.4 fs (cf. Fig. 5.4 (a)). As τXUV-XUV increases the
intensity of the maxima decreases until it reaches a value of 1/4 ·Imax(τXUV-XUV =
0 fs). The intensity of the minima increase with increasing τXUV-XUV until at
τXUV-XUV ≥ 100 fs the signal becomes delay independent with a constant intensity
of 1/4 · Imax(τXUV-XUV = 0 fs). The harmonic yield oscillates with a period of
THHG = (2.84± 0.02) fs, which corresponds to an energy of 1.5 eV, i.e. in good
approximation the NIR photon energy.

In Fig. 5.4 (c) for τXUV-XUV ≥ 15 fs the XUV intensity has a comparable oscil-
lation period of THHG = (2.78± 0.01) fs. However, in Fig. 5.4 (b) for 5 fs ≤
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Figure 5.4: Normalized XUV intensity as a function of τXUV-XUV for three
different delay ranges. The intensity is retrieved by summing over the
recorded XUV spectrum between 20 eV and 40 eV. The harmonic yield
oscillates along τXUV-XUV with the period THHG (see inset), which is re-
trieved by fitting the intensity to a cosinusoidal curve (dashed green line).

τXUV-XUV ≤ 20 fs the harmonic yield oscillates with a slightly longer period of
THHG = (3.27± 0.01) fs. This time corresponds to an energy of 1.26 eV, and
a wavelength of 980 nm, which is at the upper limit of the NIR bandwidth
(∼ 510 − 1030 nm). In this delay range predominantly the tail of the first NIR
pulse interferes with the leading part of the second NIR pulse. Commonly these
close to single-cycle pulses have a flat zero phase at the center of the pulse, but
have a small non-zero phase at the edges (cf. Fig. 3.3). If the period in this delay
range is defined by the dominant frequency within the tails, depending on the
tails chirps, this could possibly result in a de- or increase of THHG.

To investigate the ωNIR-modulation of the signal in more detail, in Fig. 5.5 the
Fourier spectrum at low frequencies is shown as a function of the two pulse delay
τXUV-XUV, which is retrieved by performing a Gabor analysis [327]. This repre-
sentation allows to disentangle the temporal evolution of the ωNIR-component. It
can be seen that for small delays τXUV-XUV < 25 fs the Fourier spectrum exhibits
a strong peak at the NIR driving frequency ωNIR. In this temporal region the
interference of the two NIR pulses during HHG is maximal, and consequently the
XUV interferogram is fully determined by Eq. 5.4. As the time delay between
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Figure 5.5: Fourier spectrum as a function of τXUV-XUV to visualize
the time dependence of the low frequency components. Therefore, the
recorded XUV spectrum is summed between 20 eV and 40 eV, and Fourier
transformed with a window function with a width of 15 fs (Gabor analy-
sis [327]).

the two pulses increase (25 fs ≲ τXUV-XUV ≲ 65 fs), the NIR interference modu-
lation decreases, and the XUV interferogram can be described by a combination
of Eq. 5.4 and Eq. 5.3. This leads to a ωNIR-modulation of the harmonics signals,
and to artifact peaks at ωq ± ωNIR in the Fourier spectrum.

In Fig. 5.5 this can be seen as a slight decrease of the strength of the ωNIR-
contribution. At τXUV-XUV ∼ 65 fs the signal strength of the ωNIR-contribution
increases again, which is due to the interference of a small pre-pulse with one
of the main pulses in the HHG. Only at long delays τXUV-XUV ≳ 100 fs the two
pulses are far enough apart, that the second NIR pulse is not affected by the
first or pre-pulse during the HHG process. Consequently the two XUV pulses
are generated independently, and the XUV interferogram can be described by
Eq. 5.3. However, this delay is already at the limit of the coherence time of the
interference signal.

Accordingly, the reconstruction of the XUV spectrum by means of an autocorre-
lation measurement as it is done for the NIR spectrum in the previous section,
is strongly limited by the ωNIR-modulation of the harmonic signal, and conse-
quently the appearance of multiple artifact peaks in the Fourier spectrum. The
amount of artifact peaks can be reduced or even completely depleted, if the MZI
is used in a non-collinear geometry [8, 253], and thus realizing two independent
foci in the HHG chamber. In that case the Fourier transform spectrum of the two
interfering pulses exhibits no artifact peaks if the distance between the two foci
is sufficiently large. Accordingly the XUV interference signal can be described
by a first-order autocorrelation function, i.e. Eq. 5.3 for all τXUV-XUV, allowing to
reconstruct the underlying XUV spectral information.
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However, the use of the MZI in a non-collinear geometry brings other challenges,
as for example the two foci do not overlap in the VMI spectrometer, due to
the 2f − 2f re-imaging of the HHG foci in the current setup. Furthermore, the
temporal fringes due to the two pulse delay overlap with spacial fringes due to
the induced angle between both beams, which can make the data analysis rather
complicated.

Thus, in this thesis the MZI is always used in a collinear geometry avoiding the
delays τXUV-XUV close to 0 fs, to avoid the region with the strongest NIR-NIR
interference modulation.

5.2 Excitation of the Rydberg states of helium

In this section, a Fourier transform spectroscopy experiment is presented, which
determines the accuracy, and the long term stability of the passively and actively
stabilized Mach-Zehnder interferometer, by retrieving the Rydberg energies of
helium. These energies are very well known, and therefore present a perfect
physical verification of the absolute accuracy of the MZI. The main results shown
in this section are published in Optics Express [1].

5.2.1 Experimental results

In the current experiment the two phase-locked XUV pulses (two attosecond pulse
trains, 5 fs NIR driving pulses) are focus into a neutral helium gas jet, which is
located in the VMI chamber. The spectrum of the two XUV pulses is shown in
Fig. 3.9 for two different τXUV-XUV.

In Fig. 5.6 a schematic illustration of the energy levels of helium is shown, as
well as possible population transfers induced by the XUV pulse pair, and NIR
probe pulse. The ionization potential (IP) of helium is ∼ 24.6 eV [328], thus
each harmonic with an order q ≥ 17 has enough photon energy ωq≥17 to directly
ionize the helium atoms. Moreover, the photon energies of harmonics q = 13, and
q = 15 are sufficient to populate different Rydberg states, i.e. harmonic q = 13
can excite the 1s2p state, whereas harmonic q = 15 can populate the 1s4p state
and the ones above. The Rydberg state 1s3p is not populated, since there are no
XUV photons with this energy.

As described in the previous chapter, the XUV spectra exhibits a modulation,
which is inversely proportional to the time delay τXUV-XUV between the two XUV
pulses. As a consequence, the spectral intensity for a given ωXUV oscillates with
τXUV-XUV. For a time delay of τXUV-XUV = nπ/ωXUV, with n as an integer the
spectral intensity is maximal, whereas for τXUV-XUV = (n + 1/2)π/ωXUV it is
zero. Consequently, the population of the Rydberg states oscillate as a function
of τXUV-XUV.
The exited Rydberg states are subsequently ionized by a NIR probe pulse de-
layed by 1 ps relative to the second XUV pulse B, which is fixed in time (for
τXUV-XUV > 0 fs XUV pulse A comes prior to XUV pulse B). With the VMI spec-
trometer the photoelectrons are then measured as a function of τXUV-XUV. One
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Figure 5.6: Schematic illustration of energy levels in helium. The Ry-
dberg states are populated by harmonic q = 13, and 15, and are sub-
sequently ionized by the NIR pulse (red). The XUV spectrum (purple)
exhibit a fringe pattern with a spacing inversely proportional to τXUV-XUV.
Accordingly, the population of the Rydberg states depend on τXUV-XUV.
The data for the energy levels are taken from [328].

VMI image is integrated over 5000 laser shots and is Abel inverted using the
rBASEX method [273,274].

In Fig. 5.7 (a) an example of a raw VMI image is shown, and in Fig. 5.7 (b) the
corresponding inverted image is illustrated. The main contribution in the data
are several bands becoming narrower to the edge of the picture, which are due
to direct 1-XUV-photon ionization. These bands are a representation of the
initial XUV spectrum, and have an energy according to Ee− = ℏωXUV − IP. In
Fig. 5.7 (c) a magnified view of the bands of the inverted VMI image is shown,
which reveals a τXUV-XUV-dependent fringe modulation corresponding to the fringe
pattern of the XUV spectrum. The fringes are only resolvable at low energies and
τXUV-XUV ≲ 20 fs, due to the fact that the resolution of the VMI detector decreases
towards higher energies.

The photoelectron signals, which result from direct 1-XUV-photon ionization are
not of interest here, and rather the signal corresponding to the two-color ioniza-
tion (excitation of the Rydberg states by absorption of 1-XUV-photon followed by
ionization of the atom through the absorption of 1-NIR-photon) is investigated.
The corresponding features show up as sharp lines close to the center of the VMI
image.
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Figure 5.7: (a) Measured VMI image of the momentum resolved photo-
electron fragment yield. (b) Abel inverted image of the recorded image
shown in (a) using the rBASEX method [273,274]. (c) Magnified view of
(b) to emphasize the fringe modulation, due to the delay between the two
XUV pulses, with a fringe spacing according to δωXUV = 2π/τXUV-XUV

with τXUV-XUV = 15 fs.

As described in sect. 3.5.1 the 3D photoelectron momentum distribution can be
expressed by a superposition of Legendre polynomials as

P (pe− , τXUV-XUV, cos θ) = β0(pe− , τXUV-XUV)×
{1 + β2(pe− , τXUV-XUV)P2(cos θ)+

β4(pe− , τXUV-XUV)P4(cos θ)} , (5.5)

where θ is the angle between the polarization of the XUV+NIR beams and
the photoelectron momentum pe− . The particle velocity distribution is β0(pe− ,
τXUV-XUV), and the photoelectron angular distributions are β2,4(pe− , τXUV-XUV),
respectively. Since the ionization of the Rydberg states is a two-photon process,
the signal of the photoelectrons can be fully described by βL(pe− , τXUV-XUV) with
L = 0, 2, 4.

5.2.1.1 Broadband NIR probe pulse

In the first measurement campaign the VMI images are recorded for a delay range
of ∆τXUV-XUV = 250 fs in δτXUV-XUV = 25 as steps. The NIR probe pulse has a
pulse duration of ∼ 5 fs, centered at 790 nm.

In Fig. 5.8 (a)-(c) the different parameters β0,2,4(pe− , τXUV-XUV) are shown as a
function of τXUV-XUV, and the photoelectron momentum (in arbitrary units). In
Fig. 5.8 (b)&(c) the photolines of the 1s2p, 1s4p, and 1s5p Rydberg states are
clearly visible, and the intensities of these photoelectron signals oscillate as a
function of τXUV-XUV. In Fig. 5.8 (a) the angle integrated β0(pe− , τXUV-XUV) does
not show the photolines as clearly, and the contributions of the different states
largely overlap.

The corresponding Fourier transform power spectra (FTPS) FSβ0,2,4(pe− , ωFT)
with ωFT as the Fourier frequency, are shown in Fig. 5.8 (d)-(e), where the time-
dependent signal in Fig. 5.8 (a)-(c) is Fourier transformed along τXUV-XUV. The
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Figure 5.8: Photoelectron yield as a function of τXUV-XUV emerging due
to the excitation of neutral helium atoms by the phase-locked XUV
pulse pair, and ionization by a broadband NIR pulse 1 ps later. (a)-(c)
βL(pe− , τXUV-XUV) parameters with L = 0, 2, 4 as a function of τXUV-XUV.
The vertical axis is given in pixel units of the CCD camera recording
the VMI images, which correspond to the photoelectron momentum in
arbitrary units. (d)-(e) Corresponding Fourier transform power spectra
(FTPS) FSβ0,2,4(pe− , ωFT). The peaks in the FTPS can be assigned to the
excitation energies ωRyd of different Rydberg states in a helium atom.

pronounced peaks in the FTPS appear around 24 eV corresponding to the exci-
tation energies ωRyd of the 1s2p, 1s4p, 1s5p, and 1s6p Rydberg states in helium.
The signal of the peaks overlap along the photoelectron momentum, due to the
broad bandwidth of the NIR probe pulse. The FTPS FSβ0,2,4(pe− , ωFT) of all
three β0,2,4(pe− , τXUV-XUV) parameters agree well, which confirms that the photo-
electron signal corresponding to the Rydberg states, originate from a two-photon
process.

In Fig. 5.9 the normalized momentum-integrated FTPS of all three β0,2,4(pe− ,
τXUV-XUV) are shown. The main signal shows the aforementioned four peaks
corresponding to the different Rydberg states. The Fourier frequencies of the four
peaks are in good agreement with literature values [329], as listed in table 5.1.

The FWHM of the different Rydberg peaks is given in table 5.1 third column and
is between 17.25meV and 18.64meV. The errorbars of the Fourier frequency, and
the FWHM are derived by the standard deviation of the experimental data for
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Figure 5.9: Normalized momentum-integrated FTPS FSβ0,2,4(pe− , ωFT)
for the different β0,2,4(pe− , τXUV-XUV) parameters. In addition to the main
Rydberg peaks at ωRyd, artifact peaks at ωRyd ± 1.6 eV appear.

Rydberg
state

Fourier frequency
ωFT (eV)

FWHM (meV) ωRyd (eV) [329]

1s2p 21.2217 ± 0.0004 17.35 ± 0.61 21.2180
1s4p 23.7448 ± 0.0002 18.64 ± 1.07 23.7421
1s5p 24.0481 ± 0.0001 17.56 ± 0.31 24.0458
1s6p 24.2145 ± 0.0014 17.89 ± 1.67 24.2110

Table 5.1: Fourier frequencies of the Rydberg states in helium found in
the experimental data by exciting the atoms with two phase-locked XUV
pulses, and subsequently ionizing the atom with a broadband NIR pulse.
In the last column the experimental found energies are compared with
the corresponding literature values ωRyd [329].

the three different β0,2,4(pe− , τXUV-XUV) parameters. According to the Whittaker-
Nyquist-Shannon sampling theorem [325] δE = h/∆τXUV-XUV the expected FW-
HM is 16.5meV for a delay range of 250 fs, which is smaller than the found
FWHM.

The average of the deviation of the experimentally retrieved energies of the Ry-
dberg states from the literature values is 0.013%.

The accuracy found in this experiment can be improved by using a narrowband
NIR probe pulse to disentangle the photolines along the momentum in the time
domain, and thus to isolate the individual peaks in the Fourier domain, as de-
scribed in detail in the next section.

5.2.1.2 Narrowband NIR probe pulse

In this experiment the bandwidth of the NIR probe pulse is limited by transmit-
ting the pulse through a 25 nm bandwidth interference filter centered at 800 nm
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Figure 5.10: β0(pe− , τXUV-XUV) as a function of τXUV-XUV, and the photo-
electron momentum zoomed in to highlight the oscillation of the photo-
electron yield as a function of the pulse delay. The vertical axis is given
in pixel units of the CCD camera, which records the VMI images, and
which correspond to the photoelectron momentum in arbitrary units.

(leading to a pulse duration of approximately 38 fs). The VMI images are recorded
over a delay range of ∆τXUV-XUV = 280 fs in δτXUV-XUV = 25 as steps.

In Fig. 5.10 β0(pe− , τXUV-XUV) is shown as a function of τXUV-XUV, and the photo-
electron momentum in arbitrary units. The figure zooms into a small portion of
the delay range to highlight the oscillation of the photoelectron yield as a func-
tion of τXUV-XUV. The photolines of the 1s4p, 1s5p, and 1s6p are pronounced,
and disentangled from each other. Clearly the photoelectron yield oscillates with
a period given by 2π/ωXUV=Ryd, overlapped by a second oscillation with a longer
period of 2π/ωNIR, which is due to the NIR-NIR interference during the HHG
process as described in detail in the previous sect. 5.1.

In Fig. 5.11 (a)-(c) the parameters β0,2,4(pe− , τXUV-XUV) are shown as a function of
the photoelectron momentum (arbitrary units), and τXUV-XUV. In Fig. 5.11 (d)-
(e) the corresponding FTPS FSβ0,2,4(pe− , ωFT) are displayed. The photolines in
the time domain, and the peaks in the frequency domain correspond to the ex-
citation energies ωRyd of the 124p, 1s5p, 1s6p, and 1s7p Rydberg states (the last
one only visible in the Fourier domain). The photolines are well separated, and
the peaks in the Fourier domain not only occur at a defined Fourier frequency,
but also a defined photoelectron momentum. This allows for a 1-to-1 relation
between the measured photoelectron momentum and the helium Rydberg exci-
tation energies ωRyd. This is in contrast to the former experiment (cf. Fig. 5.8),
where the broad bandwidth of the NIR pulse leads to an overlap of the signal
along the photoelectron momentum. A signal corresponding to the energy of the
1s2p Rydberg state is not observed in this experiment, since the NIR probe pulse
has not enough photon energy to ionize the atom from this state. The FTPS of
all three β0,2,4(pe− , τXUV-XUV) parameters agree nicely.

In Fig. 5.12 the normalized momentum-integrated FTPS FSβ0,2,4(pe− , ωFT) of all
three β(pe− , τXUV-XUV) are shown. The main peaks correspond to the energy
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Figure 5.11: Photoelectron fragment yield created by two-XUV-pulse ex-
citation of neutral helium, and subsequent ionization of the atom by a nar-
rowband NIR pulse after 1 ps. (a)-(c) β0,2,4(pe− , τXUV-XUV) as a function
of τXUV-XUV, and the photoelectron momentum (arbitrary units) given in
pixel units of the CCD camera recording the VMI images. (c)-(d) Corre-
sponding Fourier transform power spectra (FTPS) FSβ0,2,4(pe− , ωFT) re-
trieved by Fourier transforming the signal in (a)-(c) along τXUV-XUV. The
spectra exhibit pronounced peaks, which can be assigned to the energies
of different helium Rydberg states ωRyd.

of the aforementioned Rydberg states, which are in good agreement with the
literature values presented in table 5.2.

Here one has to note, that prior to the experiment the exact wavelength λcw of the
blue cw laser was not known, leading to a small offset of the peaks in the Fourier
frequency, since λcw is actively used to control and scan the time delay between the
two XUV pulses (cf. sect. 3.4.2). However, λcw can be determined by minimizing
χ2, i.e. the summed squared deviations of the experimentally found Fourier peaks
from the literature values, and thus the overall offset can be corrected. The cw
wavelength is found to be λcw = 473.36 nm. This offset is also subtracted from
the peaks found in the previous experiment.

The FWHM of the different Rydberg peaks (cf. table 5.1 third column) is be-
tween 14.39meV and 15.18meV, which agrees nicely with the expected FWHM
of 14.8meV for a delay range of 280 fs (Whittaker-Nyquist-Shannon sampling the-
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Figure 5.12: Normalized momentum-integrated FTPS FSβ0,2,4(pe− , ωFT)
of β0,2,4(pe− , τXUV-XUV). The main peaks ωRyd correspond to the energies
of a series of Rydberg states in helium. In addition artifact peaks at
ωRyd ± 1.6 eV and ωRyd ± 2.62 eV appear.

Rydberg
state

Fourier frequency
ωFT (eV)

FWHM (meV) ωRyd

(eV) [329]
1s4p 23.7423 ± 0.0004 15.18 ± 0.27 23.7421
1s5p 24.0459 ± 0.0003 14.55 ± 0.04 24.0458
1s6p 24.2105 ± 0.0001 14.47 ± 0.08 24.2110
1s7p 24.3096 ± 0.0009 14.39 ± 0.56 24.3107

Table 5.2: Experimental found Fourier frequencies of the Rydberg states
in helium retrieved by first exciting the atoms with two XUV pulses, and
subsequently ionizing the atoms with a narrowband NIR probe pulse. The
experimentally found values are compared with the literature ωRyd [329].

orem [325] δE = h/∆τXUV-XUV). The error bars of the Fourier frequency and the
FWHM are once more calculated by the standard deviation of the experimental
data for all three β0,2,4(pe− , τXUV-XUV) parameters. The mean of the deviation of
the experimentally found energies of the Rydberg states from the literature values
is 0.002%, which is much better than in the former case with a broadband NIR
probe pulse. The found value of 0.002% can thus be regarded as the absolute
accuracy of the delay axis.

Analysis of the artifact peaks In the FTPS FSβ0,2,4(pe− , ωFT) additional
peaks at ωRyd±1.6 eV and ωRyd±2.62 eV are visible (cf. Fig. 5.12). The first set of
peaks occur at Fourier energies of (22.1401 ± 0.0007, 22.4417 ± 0.0004, 22.5978 ±
0.0015) eV and (25.3562 ± 0.0019, 25.6549 ± 0.0003, 25.8393 ± 0.0006) eV, corre-
sponding to somewhat broadened replicas of the three most pronounced Rydberg
states 1s4p, 1s5p and 1s6p displaced by (1.612 ± 0.009) eV, respectively. This
energy difference is in good approximation the central photon energy of the NIR
laser, which indicates a ωNIR-modulation of the experimental measured signal. As
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Figure 5.13: Normalized momentum-integrated FTPS FSβ0,2,4(pe− , ωFT)
of β0,2,4(pe− , τXUV-XUV) after Fourier transforming only the signal, which
is recorded at τXUV-XUV ≥ 80 fs.

described in detail in the previous section 5.1.2, the NIR laser intensity oscillates
in the focus of the HHG medium as a function of τXUV-XUV, and consequently the
XUV photon flux oscillates correspondingly [253,326].

Thus, the τXUV-XUV-dependent amplitude of the XUV field given by Eq. 5.4 is
imprinted on the photoelectron momentum distribution. For simplicity, lets con-
sider the modulation of the XUV field at the helium Rydberg transition frequency
ωRyd. The amplitude of the XUV field at ωRyd can be Fourier transformed along
τXUV-XUV. The signal in the FTPS is then given by

S(p)(ωRyd, τXUV-XUV) =

∣∣∣∣∣
[∫ +∞

−∞

(
ENIR(t) + ENIR(t− τXUV-XUV)

)p
eiωtdt

]
ω=ωRyd

∣∣∣∣∣
2

(5.6)
and oscillates with ωRyd, leading to a peak at the helium transition frequency
ωRyd in the FTPS.

In addition, the main signal carries a modulation with ωNIR (cf. Fig. 5.10), which
leads to artifact peaks at a distance of ωRyd ± ωNIR. The ωNIR-modulation of the
photoelectron fragment yield can be seen in Fig. 5.11 (a)-(c) for small τXUV-XUV ≲
10 fs, and a similar ωNIR-modulation of the yield appears at τXUV-XUV ∼ 50 fs,
which is due to the interference of one of the main pulses with a small pre-pulse,
that arrives 50 fs before the main pulse. The artifact peaks substantially decrease,
and even disappear when the data with the strongest ωNIR-modulation is excluded
from the FT processing. This can be seen in Fig. 5.13, where the normalized
momentum-integrated FTPS FSβ0,2,4(pe− , ωFT) of β0,2,4(pe− , τXUV-XUV) is shown,
after Fourier transforming only the measured photoelectron fragment yield for
τXUV-XUV ≥ 80 fs.

The next sequence of peaks emerge at (21.1262 ± 0.0023, 21.4280 ± 0.0004,
21.5968±0.0007) eV and (26.3635±0.0005, 26.6689±0.0007, 26.8380±0.0014) eV,
which is consistent with the energies of the Rydberg states displaced by ±(2.620±
0.005) eV. This energy corresponds to the central wavelength of the blue cw laser
(473.24 ± 0.83) nm, which actively stabilizes the MZI. As described in sect. 3.4.2
the set time delay τXUV-XUV is converted to a phase ϕτ = τXUV-XUV/2πTcw, which
depends on the cw laser period Tcw, and thus on the wavelength of the stabi-
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Figure 5.14: Normalized momentum-integrated FTPS FSβ0,2,4(pe− , ωFT)
of β0,2,4(pe− , τXUV-XUV) zoomed into (a) the low Fourier frequency region,
and (b) the high Fourier frequency region to visualize additional peaks
occurring in the FTPS.

lization laser. The set delay, i.e. phase is then fed into a PID controller, and is
reached slowly by scanning over multiples of 2πTcw.

Ideally, the set phase ϕτ and the actual phase ϕactual, i.e. the phase read out by
the interference of the two arms of the cw laser are identical. However, in reality
the actual delay position ϕactual can have a finite phase-dependent deviation from
the set delay ϕτ , i.e. ϕactual ̸= ϕτ . In the current case the actual phase has a small
random (rnd) modulo-2π modulation depending on the wavelength of the blue
cw laser, i.e. ϕactual = ϕτ + rnd · ϕτ (mod2π). This modulation leads to artifact
peaks at ωRyd ± 2.62 eV . It should be noted that the intensities of the artifact
peaks are at least two orders of magnitude smaller than the Rydberg peaks, and
thus do not jeopardize the practicality of the setup.

FTPS at high and low energy In Fig. 5.14 the normalized momentum-
integrated FTPS FSβ0,2,4(pe− , ωFT) of β0,2,4(pe− , τXUV-XUV) are shown in (a) at
low, and in (b) at high Fourier frequencies.

In Fig. 5.14 (a) the most pronounced peak is labeled as peak 4 at an energy corre-
sponding to the photon energy of the NIR probe pulse centered at ∼ 1.55 eV. Peak
1, and 2 have an energy of (0.1699± 0.0014) eV and (0.2954± 0.0017) eV, respec-
tively, which corresponds in good approximation to the energy of the quantum
beat between state 1s5p and 1s6p, i.e. ∆E5p-6p = 0.1652 [329], and the quantum
beat of the 1s4p and 1s5p Rydberg states, i.e. ∆E4p-5p = 0.3037 [329], respec-
tively. Peak 3 emerges at (0.5453 ± 0.0051) eV, which is close to the energy of
the quantum beat between the 1s4p and 1s7p state, i.e. ∆E4p-7p = 0.5686 [329].
Peak 5 appears at a center energy of (3.2768±0.0020) eV, which is approximately
twice the NIR photon energy.

In Fig. 5.14 (b) the first three peaks labeled as 6, 7, and 8 occur at an energy of
(47.4850 ± 0.0028) eV, (48.0925 ± 0.0028) eV, and (48.6152 ± 0.0006) eV, which
are twice the energies of the 1s4p, 1s6p, and 1s7p Rydberg states, respectively.
Peak 9 has an energy of (50.1021± 0.0032) eV, which corresponds to an artifact
peak at 2 · ω1s4p + 2.6 eV.
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The harmonic peaks with energies of twice the energies of the Rydberg states or
twice the NIR photon energy are artifact peaks due to the Fourier transform.

5.3 Conclusion

In this chapter, different Fourier transform spectroscopy experiments are pre-
sented. The autocorrelation measurements of the NIR pulse pair as well as XUV
pulse pair allowed to retrieve the underlying spectral information of the pulses.
In addition, the dynamics, and consequences occurring due to the inference of the
two phase-locked driving NIR pulses during HHG are investigated. In general,
the phase-locked pair of attosecond pulses can be scanned over a 400 fs delay
range with a sub-10-as residual jitter. Hence, with another Fourier transform
spectroscopy experiment the well known helium Rydberg energies are measured
with an absolute accuracy of 0.002%. This paves the way to use this setup for
experiments investigating the implications of entanglement in bipartite quantum
systems, as is described in the next chapters.
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chapter 6

Ion+photoelectron
entanglement vs vibrational

coherence

In the next chapters the main experimental results of this thesis are presented,
where the crucial role of entanglement between different subsystems in attosec-
ond pump-probe experiments is investigated. In the following experiment, the
vibrational wave packet dynamics in H+

2 formed during the ionization of H2 by
two-phase locked XUV pulses are analyzed. In particular, it is studied how the
observability of the coherence-based vibrational dynamics in the ion is limited by
entanglement between the ion and the departing photoelectron, created during
the photoionization process. In particular, the vibrational states of the ion are
entangled with the kinetic energy of the photoelectron. It is further analyzed how
the degree of vibrational coherence in the ion and the degree of ion+photoelectron
entanglement, respectively, depend on the delay between the two ionizing XUV
pulses, and how the degree of entanglement can be quantified.

The main results presented here are published in Physical Review Letters [2], and
the Proceedings of the ATTO 8 conference [3]. The accompanying theoretical
work was performed by M. J. J. Vrakking, and can be found in [9], and [143].
Recently a paper by Y. Nabekawa et. al [144] was published, which extends
the aforementioned theoretical work by solving the time-dependent Schrödinger
equation (TDSE) analytically.

Publication information

Parts of this chapter are published in
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6.1 Vibrational wave packet and bond-softening

In the current experiment two phase-locked attosecond pulse trains (APTs) (cf.
Fig. 3.9 in chapt. 3) are used to ionize H2 creating a coherent superposition of
vibrational states in the 1sσg state of H

+
2 (cf. Fig. 6.1). The emerging vibrational

wave packet then oscillates within the 1sσg potential curve until a NIR probe
pulse dissociates the molecule. The dynamics of a vibrational wave packet in
the 1sσg state of H

+
2 upon XUV ionization were first investigated by Kelkensberg

et al. [196]. General descriptions and investigations of vibrational wave packet
dynamics in different molecules can be found in [194, 330–338]. The following
equations, and corresponding explanations are based on these references.

Vibrational wave packet In general, a vibrational wave packet represents a
coherent superposition of intermediate ionic states, which can be expressed as

|ψv(t)⟩ =
∑
v

bv |v⟩ exp(−iEvt/ℏ), (6.1)

https://doi.org/10.1103/PhysRevLett.128.043201
https://doi.org/10.1007/978-3-031-47938-0_15
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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Figure 6.1: Illustration of the XUV+NIR dissociative ionization of a hy-
drogen molecule. The XUV pulse launches a vibrational wave packet
(WP) in the 1sσg state of H+

2 , which is subsequently projected onto the
repulsive 2pσu state by the NIR pulse, leading to H++H dissociation
(here: low NIR laser intensity). The bandwidth of the XUV pulses in the
current experiment is between 15 and 42 eV, and is thus high enough to
excite all vibrational states. The NIR pulse is approximately 5 fs long,
and it’s photon energy is centered at 1.55 eV (red arrow). Consequently,
the probe pulse can only probe the highest vibrational states at the outer
turning point of the 1sσg potential. The data points for the X1Σ1

g, and
1sσg potential curve in H2 and H+

2 , respectively, as well as the 2pσu poten-
tial curve are taken from [339]. The Franck-Condon region1corresponds
to the H2 vibrational ground state vg = 0. The vibrational energy levels
are calculated according to Eq. 6.3 with the constants from [340].
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where |v⟩ is the wave function of the vibrational state v with the energy Ev, and
bv is a constant coefficient. The NIR probe pulse now projects these intermediate
vibrational states after a variable time t to a final state |f⟩. The detailed deriva-
tion of such a pump-probe scheme can be found in sect. 2.2.3. The final detected
signal is given according to Eq. 2.49 by

S(t) ∼
∑
v,v′ ̸=v

2pvpv′ cos((Ev − Ev′)t/ℏ), (6.2)

where pv = ℜ
{
Eq(ωvg)Ep(ωfv) ⟨f |d⃗|v⟩ ⟨v|d⃗|g⟩

}
, which describes the transition of

the system from an initial ground state |g⟩ to an intermediate ionic state |v⟩ by
absorbing a photon of the pump pulse with an energy of ωvg = Ev − Eg, and
subsequently the transition from |v⟩ to a final state |f⟩ by absorbing a photon
of the probe pulse with an energy of ωfv = Ef − Ev. Here Eq(ωvg), and Ep(ωfv)
are the spectral amplitudes of the pump and probe pulse, respectively, at the
frequencies ωvg, and ωfv. The dipole operator is d⃗.

It should be noted that the system starts in one common ground state, and
ends up in one final state. However, multiple intermediate vibrational states
can be excited simultaneously, due to the broad bandwidth of the XUV pulses
(here: 15−42 eV). Consequently, the measured signal consists of beat frequencies
between pairs of intermediate vibrational levels.

In H+
2 the 1sσg energy potential well can be approximated as an anharmonic

oscillator (i.e. Morse potential [342]), with energy levels at

Ev = ℏωvib(v − αv2), (6.3)

where ωvib is the fundamental frequency, and α is the anharmonicity parameter
(ωvib = 2321.7 cm−1 and ωvibα = 66.2 cm−1 [340]). The energy difference between
consecutive vibrational levels decreases with increasing v, and Eq.6.3 is valid until
an upper limit vmax, where Evmax+1 − Evmax ≤ 0.

Each vibrational eigenstate evolves in time with a particular phase factor ϕv(t) =
Evt/ℏ, given by the state’s energy. The phase of the quantum beats between the
two vibrational states v and v′ is given by

ϕv,v′(t) = (Ev − Ev′)t/ℏ = 2π
t

Trev

(
v − v′

α
− v2 + (v′)2

)
, (6.4)

and the vibrational period of the quantum beat ∆Ev,v′ is ∆t = 2πℏ/∆Ev,v′ , which
is for example ∆t8,9 = 28.5 fs for ∆E8,9 = 0.16 eV. After a few vibrational periods,
the initially well localized wave packet dephases, since ≥ 3 states contribute and

1The Franck-Condon principle [341] states that the excitation from one vibrational level to
another is more probable the more the wave functions overlap. In general, the total molecular
wave function can be expressed as a superposition of an electronic |ϕe⟩ and vibrational |ϕv⟩
wave function, i.e. |Φ⟩ = |ϕe⟩ |ϕv⟩. The probability amplitude of the transition from |Φ⟩ to |Φ′⟩
is given by P ∝ ⟨ϕ′

e|d̂|ϕe⟩ ⟨ϕ′
v|ϕv⟩. The term ⟨ϕ′

v|ϕv⟩ describes the overlap between the initial
and final state of the vibrational wave function, and is known as the Franck-Condon factor. In
other words a transition with a minimal change in the nuclear coordinates is favored.
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Figure 6.2: Illustration of the bond softening process in a hydrogen
molecule. At high NIR probe laser intensities the molecule becomes
“dressed” in photons (dashed line), leading to adiabatic dressed states
(green dashed line, only approximated for low TW/cm2 intensity), which
results in new dissociation pathways. The NIR photon energy is ωNIR =
1.55 eV. The data points for the 1sσg, and 2pσu potential curves are taken
from [339], and the vibrational energy levels are calculated after Eq. 6.3
with the constants from [340].

the energy difference ∆Ev,v′ between consecutive vibrational levels is not constant.

The revival time of the wave packet, i.e. the time after the wave packet reaches
again its initial phase is given by Trev = 2π/ωvibα, which is Trev ≈ 509 fs in the
case of H+

2 . Prior to a full wave packet revival, the wave packet can break into
sets of sub-wave packets at times of t/Trev = n/m, with n and m as integers. At
these fractional revival times the vibrational eigenfunctions have a defined phase
between each other in such a way that the total wave function behaves as two
interfering wave packets with a certain phase ∆ϕ between them.

For example at a half-revival time t = Trev/2, a wave packet made out of all even-
v eigenstates is phase shifted by ∆ϕ = π in respect to a wave packet consisting of
all odd-v eigenstates, and as a result the total vibrational wave packet is phase
shifted by π compared to the initial total wave packet at ∆ϕ = 0.
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A fractional revival occurs at for example t = Trev/4. Here the phase shift is
∆ϕ = π/2, and the wave packet is split into two sub-wave packets, resulting in
the same probability to find the wave packet at the inner turning point as well
as the outer turning point of the potential.

Bond softening The created vibrational wave packet oscillates between the
inner and outer turning point of the 1sσg potential curve, until after a variable
time delay τXUV-NIR the NIR probe pulse projects the wave packet onto the re-
pulsive 2pσu state leading to the H++H dissociation of the H+

2 molecule. If the
NIR laser intensity is high enough typically around and above 1013Wcm−2 the
dissociation occurs via the process of bond softening [343–348], which is beyond
the derivation in section 2.2.3.

Bond softening describes the effect that the energy of the potential curves in
H+

2 are altered in the presence of an intense laser field, i.e. the molecular states
become “dressed” in photons. In Fig. 6.2 the basic mechanism of bond softening
with a laser center frequency of ωNIR = 1.55 eV is illustrated. Due to the high laser
intensity the molecule constantly absorbs and re-emits photons leading to a nωNIR

shift (with n as an integer) of the potential curves, which is shown for the two
cases 2pσu−1ωNIR, and 2pσu−3ωNIR in Fig. 6.2. The crossing of the dressed states
with the 1sσg potential curve corresponds to a 1-photon and 3-photon resonance,
respectively. In order to calculate the new energy curves of the system in the
presence of the laser field, the perturbation has to be included in the Hamiltonian,
which commonly introduces off-diagonal matrix elements. The eigenvalues of
the perturbed system are calculated by diagonalising the matrix. As a result,
at a former crossing point two eigenvalues are found, turning the crossing into
avoided crossings, which leads to new adiabatic dressed states in the perturbed
system [349–351]. The gap in between the two resulting dressed states becomes
larger the higher the laser intensity is for a given photon energy [345, 347]. As
the vibrational wave packet propagates within the 1sσg potential, and eventually
reaches a crossing point, the molecule dissociates along the adiabatic dressed state
by absorbing one or more NIR photons. This leads to H+ fragments with higher
kinetic energies than in the case of a NIR probe pulse with low intensity, and
thus dissociative ionization without bond softening.

For example in Fig. 6.2 the adiabatic dressed state at a 1-photon resonance
leaves all vibrational levels v ≥ 6 unbound. Accordingly, the H+ fragments
with the lowest kinetic energy observed initiate from v = 6, with an energy of
EH+ = 1/2(Ev=6 − IPH+

2
+ ωNIR) = 0.21 eV, where IPH+

2
= 18.1 eV [352] is the

dissociative ionization threshold, ωNIR = 1.55 eV, and Ev=6 = 16.96 eV (calcu-
lated after Eq. 6.3 with the constants from [340]). Without bond softening H+

fragments from v = 6 wouldn’t even be observed in the current case, since in
order to project the vibrational eigenfunction from v = 6 to the 2pσu state at the
outer turning point of the 1sσg potential a photon energy of 2.4 eV is necessary.
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6.2 Experimental results

In this experiment, two phase-locked APTs, created via HHG by two identical
phase-locked NIR pulses with a pulse duration of 5 fs, are used to ionize hydrogen
molecules. An example of the XUV spectra can be found in Fig. 3.9 in chapt. 3
for two different τXUV-XUV, showing an XUV energy up to 42 eV with a fringe
modulation δωXUV = 2π/τXUV-XUV inversely proportional to the XUV pulse delay.

The two XUV pulses are scanned over a range of 11 fs to 102 fs in δτXUV-XUV = 3 fs
steps. The lower limit of τXUV-XUV is chosen in a way, that the regime is avoided
where the interference of the two driving NIR pulses during the HHG process is
most pronounced (cf. section 5.1.2). The upper limit is restricted by the total
duration of the whole measurement. The delay τXUV-XUV is measured relative to
XUV pulse B, which is fixed in time. For τXUV-XUV > 0 fs XUV pulse A comes
prior to XUV pulse B.

The NIR probe pulse has a pulse duration of ∼ 5 fs, a center wavelength of
790 nm, and an intensity of ∼ 1013 W/cm2. The time delay τXUV-NIR is measured
in respect to the fixed XUV pulse B. For τXUV-NIR < 0 fs the NIR probe pulse
comes prior to the XUV pulse B. The pump-probe delay is scanned in a certain
range between −100 fs and 800 fs in δτXUV-NIR = 4 fs steps.

After the XUV+NIR dissociative ionization of the hydrogen molecules, the H+

ions are measured using the VMI spectrometer. Each image is recorded for 2000
laser shots as a function of τXUV-XUV and τXUV-NIR repeated for up to 8 pump-
probe scans.

In Fig. 6.3 (a) a recorded VMI image is shown. The H+ momentum distribution
exhibits a signal at the center of the image, which results from direct dissociative
ionization from the 1sσg potential by a single XUV photon, and is independent of
the NIR probe pulse. The high XUV photon energy allows to populate all vibra-
tional states within the 1sσg potential creating a vibrational wave packet, which
starts to oscillate between the inner and outer turning point of the potential.

Firstly, the 1sσg potential is bonding and the vibrational wave packet seems to
be trapped without the interaction with a probe pulse. However, with a certain
probability the vibrational wave packet can tunnel out at the outer turning point
of the potential, and the molecule can dissociate into fragments with low kinetic
energy, which results in the signal shown at the center of the VMI image. This
signal is used to normalize each VMI image, since it depends linearly on the
density of the H2 gas, and the XUV photon flux.

The 3D H+ momentum distribution is retrieved by Abel inversion [14] (cf. sec-
tion 3.5.1). The corresponding inverted VMI image is shown in Fig. 6.3 (b). The
probability distribution can be expressed as a superposition of Legendre polyno-
mials, and since the XUV+NIR dissociative ionization is a two-photon process,
the distribution is given by

P (vH+ , cos θ, τXX, τXN) = β0 (vH+ , τXX, τXN)

× [1 + β2 (vH+ , τXX, τXN)P2 (cos θ)

+β4 (vH+ , τXX, τXN)P4 (cos θ)] , (6.5)
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Figure 6.3: (a) Measured VMI image of the H+ fragment yield. (b)
Abel-inverted H+ VMI image, corresponding to a cut through the 3D
momentum distribution.

where τXX = τXUV-XUV and τXN = τXUV-NIR. Furthermore P2 (cos θ) and P4 (cos θ)
are the Legendre polynomials of the 2nd and 4th order.

In Fig. 6.4 (a) the H+ fragment yield summed over a small region (30 pixels)
around kx = 0 at a delay of τXUV-XUV = 22 fs and as a function of τXUV-NIR is
shown to illustrate the vibrational dynamic of the molecule. It can be seen that
for τXUV-NIR < −22 fs, i.e. the NIR probe pulse comes prior to both XUV pulses,
the VMI images show mainly a contribution at the center (cf. Fig. 6.4 (b)). Since
the NIR pulse is too weak to ionize the H2 molecule, only H+ fragments resulting
from direct dissociative ionization by the XUV pulses are observed. For a delay
of τXUV-NIR ≥ 0 fs, i.e. the probe pulse comes at the same time or after the pump
pulses, the interaction of the NIR pulse with the XUV ionized H+

2 then leads to
the dissociation of the molecule on the 2pσu potential.

In Fig. 6.4 (c) the H+ fragments resulting from the two-color dissociative ioniza-
tion can be seen at high momenta (half-ring shaped signal). The XUV+NIR
dissociative ionization signal oscillates as a function of τXUV-NIR with a period of
Tvib ∼ 30 fs for τXUV-NIR ≥ 0 fs (cf. Fig. 6.4 (a)). The dissociation of the vibra-
tional wave packet only occurs at the outer turning point of the 1sσg potential
curve, due to the limited NIR photon energy. Accordingly, the period Tvib cor-
responds to the time the vibrational wave packet needs for one full oscillation
within the 1sσg potential. After a few clearly visible oscillations, the vibrational
structure of the wave packet washes out at τXUV-NIR ∼ 100 fs, and revives again
at τXUV-NIR ∼ 250 fs. Accordingly in Fig. 6.4 (a) the dephasing and rephasing of
the vibrational wave packet can be observed. The delay of the first occurring
revival τXUV-NIR ∼ 250 fs agrees nicely with the calculated half-revival time in H+

2

of Trev/2 = 254.5 fs.

Main experimental results The main experimental results are presented
in Fig. 6.5, showing the experimentally retrieved β0 (vH+ , τXX, τXN) parameter
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Figure 6.4: H+ fragment yield as a function of the pump-probe delay
for τXUV-XUV = 22 fs exemplary. (a) Inverted VMI image summed over a
small region of 30 pixels around kx = 0 as a function of τXUV-NIR, which
highlights the dependence of the different H+ contributions on the delay.
The vertical axis is given in pixel units of the CCD camera, which is
linearly related to the H+ momentum. The two dashed vertical lines
show the position of the two XUV pulses A and B, where B is fixed
in time. (b) and (c) Inverted VMI image for τXUV-NIR = −80 fs, and
300 fs, showing that the contribution at high momentum (H+ fragments
resulting from XUV+NIR dissociative ionization) only occurs if the NIR
pulse comes at the same time or after the XUV pulse (τXUV-NIR ≥ 0 fs).

as a function of τXUV-NIR and vH+ for different τXUV-XUV. In Fig. 6.5 (a)-(d)
β0 (vH+ , τXX, τXN) is shown exemplary for four different delays, i.e. τXUV-XUV =
29 fs, 35 fs, 44 fs and 56 fs. Here again the oscillation of the vibrational wave
packet with a period of ∼ 30 fs, as well as dephasing and rephasing of the wave
packet every ∼ 250 fs is clearly visible. The delay dependent signal is then Fourier
transformed along τXUV-NIR, and the corresponding Fourier transform power spec-
tra (FTPS) FSβ0(vH+ , τXX, ωFT), with ωFT as the Fourier frequency, is shown in
Fig. 6.5 (e)-(h).

The FTPS is dominated by nearest- and next-nearest-neighbor quantum beats
∆Ev,v′ ≡ ∆E(v, v′), which are due to the interference of the dissociative ioniza-
tion pathways involving the two vibrational states v and v′. The most pronounced
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Figure 6.5: Measurement of the vibrational wave packet dynamics upon
ionization of H2 by two phase-locked XUV pulses with a time delay of
τXUV-XUV = 29 fs, 35 fs, 44 fs, and 56 fs. (a)-(d) β0 (vH+ , τXX, τXN) parame-
ter retrieved by Abel inversion of the measured VMI images. The vertical
axis corresponds to the H+ velocity in arbitrary units, which is given in
pixel units of the CCD camera recording the VMI images. Each figure
shows the averaged trace over four consecutive pump-probe scans. (e)-(h)
Fourier transform power spectra FSβ0(vH+ , τXX, ωFT) of the corresponding
β0 (vH+ , τXX, τXN) parameter retrieved by Fourier transforming the data
in (a)-(d) along τXUV-NIR. Each figure shows the averaged FTPS of four
consecutive pump-probe scans. Pronounced quantum beats ∆E(v, v′) are
visible, which are due to the interference of dissociative ionization path-
ways involving the two vibrational states v and v′. The found frequency
ωFT, XUV-NIR of each quantum beat is listed in table 6.1 in column 2.
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quantum beats are assigned to nearest-neighbor vibrational level (8,9), (7,8), and
next-nearest-neighbor vibrational states (8,10), (7,9) by comparing the found val-
ues to the literature [353]. As aforementioned, the XUV photon energy is high
enough to populate all vibrational states, however the population probability de-
creases with increasing v, due to the Franck-Condon principle [341]. Accordingly
the measured signal decreases with increasing v, limiting the highest observable
quantum beat. On the other hand, the lowest vibrational states, which can be
observed is defined by the NIR probe bandwidth and intensity, and is v = 7 in
the current experiment, which agrees in good approximation with the theoretical
prediction of bond softening (cf. Fig. 6.2).

The Fourier frequencies ωFT,XUV-NIR of the different experimentally observed quan-
tum beats can be found in column 2 in table 6.1, where they are compared to the
literature values in the last column. In addition, the dynamics of the vibrational
wave packet can be compared for the four different τXUV-XUV. It can be seen that
the oscillatory structure is different in the first three cases (cf. Fig. 6.5 (a)-(c)),
whereas the structure in Fig 6.5 (a), and (d) are comparable. In the FTPS (cf.
Fig. 6.5 (e)-(h)) the strength of the nearest- and next-nearest-neighbor quantum
beats for the four different τXUV-XUV can be compared. In the first three cases (cf.
Fig. 6.5 (e)-(g)) the strength of the nearest-neighbor quantum beats decrease with
increasing τXUV-XUV. In Fig. 6.5 (h) the strength of the nearest-neighbor quantum
beats is comparable to the ones in Fig. 6.5 (e).
The strength of the next-nearest-neighbor quantum beats are comparable for the
delays τXUV-XUV = 29 fs, and 44 fs, as well as τXUV-XUV = 35 fs, and 56 fs, whereas
the signal of the next-nearest-neighbor quantum beats at τXUV-XUV = 35 fs, and
56 fs is decreased in intensity compared to τXUV-XUV = 29 fs, and 44 fs.

Fourier
Peak

ωFT,XUV-NIR

(cm−1)
(Fig. 6.5)

TFT,XUV-NIR

(fs)
(Fig. 6.5)

ωFT,XUV-XUV

(cm−1)
(Fig. 6.6,6.9)

Assign-
ment
(v, v′)

Literature
value [353]
(cm−1)

A 1138± 7 29.3± 0.3 1141± 7 (8, 9) 1130.1
B 1252± 7 26.6± 0.3 1259± 6 (7, 8) 1262.5
C 2168± 16 15.3± 0.2 2167± 11 (8, 10) 2127.8
D 2396± 17 13.9± 0.2 2387± 13 (7, 9) 2392.6

Table 6.1: Comparison of the experimentally obtained Fourier frequencies
with the literature values [353]. In column 2 ωFT,XUV-NIR is the Fourier
frequency retrieved by Fourier transform of the pump-probe scan, and
integrating FSβ0(vH+ , τXX, ωFT) over vH+ , using the data for only β0 (see
Fig. 6.5), and in column 3 the found ωFT,XUV-NIR are converted into the
corresponding oscillation periods TFT,XUV-NIR. In column 4 ωFT,XUV-XUV

is retrieved by fitting the peak intensities of the FTPS as a function of
τXUV-XUV to a sinusoidal curve (see Fig. 6.6, and Fig. 6.9).

A pump-probe scan as shown in Fig. 6.5 is carried out for τXUV-XUV between
11 fs and 102 fs in 3 fs steps. The intensities of the different quantum beats are
then determined as a function of τXUV-XUV, which is shown in Fig. 6.6. The
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Figure 6.6: Intensity of the four quantum beats found in the Fourier
transform power spectrum as a function of τXUV-XUV. The FTPS intensi-
ties FSβ0(vH+ , τXX, ωFT) of the β0 (vH+ , τXX, τXN) parameter are shown for
(a) the nearest-neighbor quantum beat ∆E(8, 9), where ωFT corresponds
to the energy difference between vibrational state v = 8 and v′ = 9, (b)
the nearest-neighbor quantum beat ∆E(7, 8), where ωFT corresponds to
the energy difference between vibrational state v = 7 and v′ = 8, (c) the
next-nearest-neighbor quantum beat ∆E(8, 10), where ωFT corresponds
to the energy difference between vibrational state v = 8 and v′ = 10,
and (d) the next-nearest-neighbor quantum beat ∆E(7, 9), where ωFT

corresponds to the energy difference between vibrational state v = 7 and
v′ = 9. The experimental data are shown as points, and are fitted to a
sinusoidal curve (A+B sin(2π(τXUV-XUV− τc)/T ) with the fit parameters
A,B, τc, T ), which is given as a dashed line. The standard deviation of
the fit parameters is presented as a shaded area. The oscillation period T
retrieved by the fit is shown at the top of each figure, and the correspond-
ing oscillation frequency ωFT,XUV-XUV is listed in column 4 in table 6.1.
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Figure 6.7: Sinusoidal curve fit of the intensities
FSβ0(vH+ , τXX, ωFT,XUV-XUV) of the β0 (vH+ , τXX, τXN) parameter for
all four quantum beats ∆E(8, 9), ∆E(7, 8), ∆E(8, 10), and ∆E(7, 9)
as in Fig. 6.6 to compare the phase and amplitude of the individual
quantum beat oscillations. The shaded area is the standard deviation
of the fit parameters. The data points and corresponding error bars are
not plotted here to make the comparison more convenient.

intensities of the quantum beats oscillate as a function of τXUV-XUV with a period,
which is inversely proportional to the frequency of the individual quantum beats
ωFT,XUV-XUV, i.e. the energy difference between the two involved vibrational states
∆E(v, v′). The period of the oscillation for each quantum beat is shown on top
of each figure, and is retrieved by a sinusoidal curve fit of the experimental data
points.

In Fig. 6.7 the fit of the experimental data points of β0 (vH+ , τXX, τXN) is com-
pared for the different quantum beats. It can be seen that the minimum for
all quantum beats is in good approximation the same. Furthermore the ampli-
tude, and consequently the contrast between the minimum and maximum value
of the intensity of the nearest-neighbor quantum beats is higher than for the
next-nearest-neighbor quantum beats. This is expected since the probability for
two vibrational states to be in a coherent superposition should decrease the more
consecutive vibrational states are in between them.

In addition, it seems that the amplitude of the quantum beat ∆E(8, 9) is slightly
higher than for ∆E(7, 8), as well as the amplitude of ∆E(8, 10) is slightly higher
than for ∆E(7, 9). However given the error bars of the data points in Fig. 6.5
these small differences are insignificant.

For small τXUV-XUV the nearest-neighbor as well as next-nearest-neighbor quan-
tum beats, respectively, oscillate in phase, however the nearest-neighbor quantum
beat oscillation is shifted by π compared to the next-nearest neighbor quan-
tum beat oscillation. With increasing τXUV-XUV the phase difference between
the nearest-neighbor and next-nearest-neighbor quantum beat oscillations, re-
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Figure 6.8: Vibrational wave packet dynamic for τXUV-XUV = 29 fs, and
44 fs. (a)-(b) β2 (vH+ , τXX, τXN), and (c)-(d) β4 (vH+ , τXX, τXN) parameter
retrieved through Abel inversion of the raw VMI images. The vertical
axis corresponds to the H+ momentum, and is given in pixel units of the
CCD camera. Each figure shows the averaged trace over four consecutive
pump-probe scans. (e)-(h) shows the corresponding Fourier transform
power spectra FSβ2,4(vH+ , τXX, ωFT), which shows pronounce quantum
beats ∆E(v, v′) between nearest- and next-nearest neighbor vibrational
states. Each figure shows the averaged FTPS of four consecutive scans.

spectively, increase. At the longest measured delay ∆E(8, 10) and ∆E(7, 9) are
shifted by π relative to each other.

In addition to β0 (vH+ , τXX, τXN), the β2 (vH+ , τXX, τXN), and β4 (vH+ , τXX, τXN)
parameters can be investigated as a function of τXUV-NIR and τXUV-XUV. In
Fig. 6.8 (a)-(d) the β2,4 (vH+ , τXX, τXN) parameters are shown for τXUV-XUV = 29 fs,
and 44 fs, and in Fig. 6.8 (e)-(h) the corresponding FTPSs FSβ2,4 (vH+ , τXX, ωFT)
are plotted. The delays of τXUV-XUV = 29 fs, and 44 fs are chosen, since in Fig. 6.5
the oscillatory structures of the vibrational wave packet is most different for these
two delays.

It can be seen that β2 (vH+ , τXX, τXN), as well as β4 (vH+ , τXX, τXN) show again the
oscillation of the vibrational wave packets within the 1sσg potential, as well as
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Figure 6.9: Intensity of the nearest- and next-nearest-neighbor quan-
tum beats from the FTPS as a function of τXUV-XUV. From the up-
per to the lower row the FTPS intensities FSβ2,4(vH+ , τXX, ωFT) of the
β2,4 (vH+ , τXX, τXN) parameters are shown for (a)&(e) the quantum beat
∆E(8, 9), where ωFT corresponds to the energy difference between vi-
brational state v = 8 and v′ = 9, (b)&(d) ∆E(7, 8), (c)&(g) ∆E(8, 10),
and (d)&(h) ∆E(7, 9). The measured data is shown as points and are
fitted to a sinusoidal curve (A + B sin(2π(τXUV-XUV − τc)/T ) with the
fit parameters A,B, τc, T , and shown as a dashed line). The standard
deviation of the fit parameters is illustrated as a shaded area. The fit
retrieved oscillation periods T are shown at the top of the figures, and
the corresponding oscillation frequency ωFT,XUV-XUV is listed in column 4
in table 6.1.

the dephasing and rephasing of the wave packet, in agreement with the behavior
observed for β0 (vH+ , τXX, τXN). Furthermore the τXUV-XUV-dependent observation
in the FTPS of the three parameters FSβ0,2,4(vH+ , τXX, ωFT) agree nicely, i.e. the
strength of the signal of the nearest-neighbor quantum beats decrease from a delay
of τXUV-XUV = 29 fs to 44 fs, whereas the strength of the next-nearest-neighbor
quantum beats stay comparable.

In Fig. 6.9 the strength of the different quantum beats is plotted for β2,4 (vH+ ,
τXUV-XUV, τXUV-NIR) as a function of τXUV-XUV, in the same manner as in Fig. 6.6
for β0 (vH+ , τXX, τXN). Again the intensities of the quantum beats oscillate as
a function of τXUV-XUV, with a period which is inversely proportional to the fre-
quency of the individual quantum beats ωFT,XUV-XUV corresponding to the energy
difference between the two vibrational states ∆E(v, v′). The periods are retrieved
from a sinusoidal curve fit of the data, and are shown at the top of each figure.
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Figure 6.10: Comparison of the normalized intensities
FSβ0,2,4(vH+ , τXX, ωFT) of all three βL (vH+ , τXX, τXN) parameters
(L = 0, 2, 4) as a function of τXUV-XUV for the quantum beat ∆E(8, 9).
The dashed line is the sinusoidal curve fit of the data points with the
shaded area as the standard deviation of the fit parameters.

The values for ωFT,XUV-XUV are presented in column 4 of table 6.1 after a weighted
averaging of the found values for the different β0,2,4 (vH+ , τXUV-XUV, τXUV-NIR) pa-
rameters. The values show a nice agreement with the literature.

In Fig. 6.10 the intensities of the quantum beat ∆E(8, 9) are compared for all
three βL (vH+ , τXX, τXN) parameter (L = 0, 2, 4). It can be seen that the three
parameters oscillate in the same manner, i.e. in good approximation with the
same phase and period. The agreement of the three β-parameters, as well as the
fact that βL (vH+ , τXX, τXN) for L ≥ 6 depicts only noise (not shown), is consistent
with the fact that the observed dynamics are based on a 2 photon process.

6.3 Discussion

Firstly, it should be noted that in the following atomic units are used, i.e. m =
e = ℏ = 1. Secondly, the following is based on the corresponding theory2 given by
solving the time-dependent Schrödinger equation (TDSE), which was performed
by M. J. J.Vrakking and is published in [9].

The signals of the vibrational quantum beats are observed whenever the delay
between the two ionizing XUV pulses is τXUV-XUV = 2nπ/∆E(v, v′), with n as an

2In the corresponding paper [9], the TDSE is solved in two dimensions, one dimension
corresponds to the internuclear motion, and the other to the photoelectron motion. With
the time-dependent surface flux (TSURFF) method [354, 355], the nuclear and photoelectron
resolved H+ fragment yield are obtained. In general, the calculation reproduced the exper-
imental outcome, i.e. the oscillation of the intensity of the individual quantum beats as a
function of τXUV-XUV, with a minimum at τXUV-XUV = (2n+ 1)π/∆E(v, v′), and a maximum
at τXUV-XUV = 2nπ/∆E(v, v′). A detailed description of the computational method can be
found in [143].
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integer, and the signals of the quantum beats are absent or only weakly observable
whenever τXUV-XUV = (2n+1)π/∆E(v, v′), with n as an integer. The observation
of a quantum beat relies on the coherence properties between the two vibrational
states. Consequently, if the quantum beats are only weakly observable, the degree
of coherence between the two corresponding vibrational states is low.

According to sect. 2.1.4.3, the degree of vibrational coherence can be limited due
to entanglement between the ion and photoelectron formed during the photoion-
ization of H2. So far the study of the quantum beats neglected the fact, that
the system also includes a photoelectron. However, the correlation between the
strength of the quantum beats, i.e. the degree of vibrational coherence, and the
degree of ion+photoelectron entanglement can only be fully understood, if the
properties of the photoelectron, which accompanies the formation of the different
vibrational states are taken into account.

Let us consider the formation of two cationic vibrational levels H+
2 (v) and H+

2 (v
′).

First of all, the accompanying photoelectron spectra are sensitive to the ionizing
XUV spectrum, which exhibits a fringe pattern with a fringe spacing δωXUV =
2π/τXUV-XUV. Furthermore, due to energy conservation, the photoelectron spectra
accompanying the formation of H+

2 (v) are shifted by ∆E(v, v′) to higher energies
(if v < v′) compared to the photoelectron spectra accompanying H+

2 (v
′).

In Fig. 6.11 the schematic photoelectron spectra, which accompany the formation
of H+

2 (v = 0) and H+
2 (v

′ = 1) for two different τXUV-XUV are shown following the
theoretical results from [9]. The photoelectron spectra are retrieved by simply
assuming a gaussian distribution with a FWHM bandwidth of 5 eV, and a fringe
modulation with a spacing of δωXUV, thus following the XUV spectra, and de-
pending on τXUV-XUV. The photoelectron spectra accompanying the two different
vibrational states v = 0 and v = 1 are shifted by ∆E(v = 0, v′ = 1) towards each
other.

In Fig. 6.11 (a) the pulse delay is τXUV-XUV = (2n + 1)π/∆E(v, v′) with n = 0,
which results in a fringe spacing of δωXUV = 2∆E(v = 0, v′ = 1). Since the
photoelectron spectra accompanying the formation of H+

2 (v = 0), and H+
2 (v

′ = 1)
are shifted by ∆E(0, 1) relative to each other, the additional fringe modulation of
the spectra due to the two pulse delay leads to a total shift of half-integer number
(2n+1)/2 fringes (here with n = 0) between both spectra. Thus, a measurement
of the photoelectron kinetic energy (or just the possibility of such a measurement)
allows to distinguish between the formation of the cationic vibrational state H+

2 (v)
and H+

2 (v
′).

Accordingly the wave function of the ion+photoelectron system is given by

|Ψtotal⟩ = cv,ε |v⟩ ⊗ |ε⟩+ cv′,ε′ |v′⟩ ⊗ |ε′⟩ , (6.6)

where cv,ε is the coefficient matrix, |v⟩ is the vibrational eigenstate with the vibra-
tional quantum number v, and |ε⟩ is the corresponding photoelectron eigenstate.
In this case, the ion+photoelectron are entangled and the degree of coherence
between the two vibrational states H+

2 (v) and H+
2 (v

′) is very low, limiting the
observation of the quantum beat ∆E(v, v′) in a pump-probe experiment.
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Figure 6.11: Schematic photoelectron spectra accompanying the forma-
tion of the cationic vibrational states H+

2 (v = 0) and H+
2 (v

′ = 1) for two
different τXUV-XUV following the theoretical results derived in [9]. The
here plotted spectra is a simplified model, i.e. a gaussian distribution
with a FWHM bandwidth of 5 eV and a fringe spacing δωXUV, which is
inversely proportional to τXUV-XUV. The spectra of v = 0 (orange) is
shifted to higher energies by ∆E(0, 1) = 0.27 eV (calculated after Eq. 6.3
with the constants from [340]) compared to the spectra of v = 1 (blue).
(a) The delay of the two XUV pulses is τXUV-XUV = (2n+1)π/∆E(v, v′),
with n = 0. The two spectra are shifted relative to each other in such
a way, that a possible measurement of the photoelectron kinetic energy
allows to determine whether H+

2 (v = 0) or H+
2 (v

′ = 1) is formed. Con-
sequently, the ion+photoelectron are entangled limiting the degree of
coherence between the two vibrational states v and v′. (b) The delay is
τXUV-XUV = 2nπ/∆E(v, v′), with n = 1. The two spectra largely overlap,
making it impossible to distinguish between the formation of H+

2 (v = 0)
or H+

2 (v
′ = 1) with a possible measurement of the photoelectron. Accord-

ingly, the two vibrational states are in a coherent superposition, and the
degree of ion+photoelectron entanglement is low. The figure is inspired
by Fig. 3 in [9].
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Conversely, if τXUV-XUV = 2nπ/∆E(v, v′), as shown in Fig. 6.11 (b) for n = 1, the
fringe spacing is δωXUV = ∆E(v = 0, v′ = 1), and the photoelectron spectrum
accompanying H+

2 (v = 0) is shifted by n fringes (here n = 1) compared to the
photoelectron spectrum accompanying H+

2 (v
′ = 1). The two photoelectron spec-

tra largely overlap, and a possible measurement of the photoelectron would not
allow to distinguish between the formation of H+

2 (v = 0) and H+
2 (v

′ = 1).

In this case the wave function can be written as

|Ψtotal⟩ ∼
(
cv |v⟩+ cv′ |v′⟩

)
⊗ |χε⟩ , (6.7)

with |χε⟩ =
∑

ε cε |ε⟩ as the photoelectron wave function. The two vibrational
states H+

2 (v) and H+
2 (v

′) are in a coherent superposition, and consequently in
an pump-probe experiment the ionizing pathways towards the final state involv-
ing the intermediate ionic states |v⟩ and |v′⟩ interfere constructively or destruc-
tively depending on the pump-probe delay leading to observable quantum beats
∆E(v, v′) in the Fourier frequency domain.

It should be emphasized that the two XUV pulses are not used to resonantly
tailor excited state population [332]. Generally, it is quite common to use a two-
pulse sequence to control the excitation of bound states in atoms or molecules (as
it is discussed for helium atoms in section 5.2). These experiments are based on
Ramsey-type Fourier transform spectroscopy [356], and are used for example in
coherent control experiment [357], multidimensional spectroscopy [310] or hyper-
spectral imaging [358, 359]. In the current experiment the vibrational states are
not formed in a resonant bound-to-bound transition, but in an ionization pro-
cess, and consequently the population of the vibration states do not depend on
τXUV-XUV [9]. Except for the τXUV-XUV dependent fringe modulation, this is also
true for the accompanying photoelectron spectrum. However, what changes with
τXUV-XUV is the degree of entanglement between the photoelectron and the cation,
and the degree of coherence between the different vibrational states, respectively.

6.3.1 Derivation of the reduced ionic density matrix

The dependence of the degree of coherence between different vibrational states
on the time delay τXUV-XUV, due to ion+photoelectron entanglement can be rec-
ognized directly in the reduced ionic density matrix of the system.
As described in detail in section 2.1.4.3, the off-diagonal elements of the reduced
ionic density matrix are a quantification of the coherence between different vibra-
tion states, and the diagonal elements correspond to the population probability
of the individual vibrational states.

The total wave function obtained in the current experiment can be expressed as
a set of ion+photoelectron states

|Ψtotal⟩ =
Nv∑
v=0

∫
dεcv,ε |v⟩ ⊗ |ε⟩ , (6.8)

consisting of an ionic part, which is fully described by the vibrational quantum
number v and the eigenstates |v⟩, plus a photoelectronic part, which is fully
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characterized by its kinetic energy ε and the corresponding eigenstate |ε⟩. The
coefficient matrix is cv,ε.

The electric field of the first XUV pulse in the time domain is given by,

E1,XUV(t) = Re
{∫

E0,XUV(ωXUV) exp(−iωXUVt)dωXUV

}
, (6.9)

where ωXUV is the XUV frequency, and E0,XUV(ωXUV) is the spectral amplitude.
The second pulse is just a replica of the first pulse delayed by τXUV-XUV = τXX, i.e.

E2,XUV(t) = E1,XUV(t− τXX) (6.10)

= Re

{∫
E0,XUV(ωXUV) exp(−iωXUV(t− τXX))dωXUV

}
.

The spectral amplitude of both interfering pulses is given by

EXUV(ωXUV) = E1,XUV(ωXUV) + E2,XUV(ωXUV)

= E0,XUV(ωXUV)(1 + exp(iωXUVτXX))

= 2E0,XUV(ωXUV) exp(iωXUVτXX/2)

× cos(ωXUVτXX/2). (6.11)

The term exp(iωXUVτXX/2) is linear in ωXUV, and corresponds to a shift of the
t = 0 origin, i.e. instead of one pulse being at t = 0 and the other at t = τXX, the
pulses are now at t = ±τXX/2. Accordingly, after shifting the origin of the time
axis, the spectral amplitude of both interfering pulses can be expressed as

EXUV(ωXUV) = 2E0,XUV(ωXUV) cos(ωXUVτXX/2). (6.12)

Now it can be assumed, that the total ionic energy Ev plus photoelectron kinetic
energy ε equals the energy of the absorbed XUV photon, i.e. ωXUV = ε+ Ev.

Thus, the total ion+photoelectron wave function is given by

|Ψtotal⟩ =
Nv∑
v=0

∫
dε c′v,ε |v⟩ ⊗ |ε⟩EXUV(ε+ Ev), (6.13)

The corresponding reduced ionic density matrix ρion is given according to Eq. 2.15
by

ρion =
Nv∑

v,v′=0

∫
dε c′v,εc

′∗
v′,ε |v⟩ ⟨v′|EXUV(ε+ Ev)E

∗
XUV(ε+ Ev′),

(6.14)

where the product EXUV(ε + Ev)E
∗
XUV(ε + Ev′) = C can be written as a sum

using a trigonometric identity, according to

C = 4E0,XUV(ε+ Ev)E
∗
0,XUV(ε+ Ev′) (6.15)

×
{
cos((ε+ Ev)τXX/2) cos((ε+ Ev′)τXX/2)

}
= 2E0,XUV(ε+ Ev)E

∗
0,XUV(ε+ Ev′)

×
{
cos(∆Ev,v′τXX/2) + cos(((Ev + Ev′)/2 + ε)τXX)

}
,



Ion+photoelectron entanglement vs vibrational coherence 99

with ∆Ev,v′ = Ev − Ev′ .

Now the question is, when are the off-diagonal elements of the reduced ionic
density matrix (i.e. (ρion)vv′ , where v ̸= v′) zero?

The first term, i.e. cos(∆Ev,v′τXX/2) in Eq. 6.15 is zero, whenever

∆Evv′τXX = (2n+ 1)π, (6.16)

which agrees with the condition for entanglement derived with the experiment.

But what about the second term? The integral of the second term, i.e.∫
dεE0,XUV(ε+ Ev)E

∗
0,XUV(ε+ Ev′) cos(((Ev + Ev′)/2 + ε)τXX) = I2,

(6.17)

can be written as

I2 =

[
E0,XUV(ε+ Ev)E

∗
0,XUV(ε+ Ev′)

× 1

τXX

sin((Ev + Ev′)/2 + ε)τXX)

]εmax

εmin

+

∫
dε

(
d
(
E0,XUV(ε+ Ev)E

∗
0,XUV(ε+ Ev′)

)
dε

× 1

τXX

sin((Ev + Ev′)/2 + ε)τXX)

)
,

(6.18)

using integration by parts.

For a sufficient large integration interval [εmin, εmax], the spectral amplitude goes
to zero at the edges of the interval, and the first term in Eq. 6.18 becomes zero.
The integral in Eq. 6.18 contains a multiplication with 1/τXX, leading to a rather
small amplitude of the sine function and spectral amplitude, since τXX is in the
order of a few up to a hundred femtoseconds. Furthermore, the spectral amplitude
can be defined as a gaussian, thus the derivative can be approximated as∣∣∣∣d

(
E0,XUV(ε+ Ev)E

∗
0,XUV(ε+ Ev′)

)
dε

∣∣∣∣ ≲ ∆tXUVE0,XUV(ε+ Ev)E
∗
0,XUV(ε+ Ev′),

where ∆tXUV is the XUV pulse duration, which is on the order of a few hundred
attoseconds. Thus, the characteristic frequency scale of the spectral amplitude
is given by the pulse duration of the XUV pulse, whereas the frequency scale of
the sine is given by τXX. Accordingly, the sine oscillates multiple times within
the bandwidth of the spectral amplitude, and the value of the integral over the
derivative and the sine function should be small.

In conclusion, Eq. 6.18 is sufficiently small, and can be neglected in Eq. 6.15.
The values of the off-diagonal reduced density matrix elements are determined
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by the first cosine term in Eq. 6.15, i.e. cos(∆Evv′τXX/2), which oscillates in the
same manner as the experimental observables. Accordingly, if cos(∆Evv′τXX/2) =
0, which is given whenever ∆Evv′τXX = (2n + 1)π (with n as an integer), the
degree of coherence is zero, since the off-diagonal matrix elements are in good
approximation zero, i.e. (ρion)vv′ → 0, where v ̸= v′, and consequently the degree
of entanglement is maximal. Contrary, if cos(∆Evv′τXX/2) = 1, which is fulfilled
whenever ∆Evv′τXX = 2nπ (with n as an integer), the degree of coherence is
maximal (i.e. (ρion)vv′ → max, where v ̸= v′), and the degree of entanglement is
minimal, respectively.

6.3.2 Reduced density matrix from TDSE calculation

The aforementioned TDSE calculation [9] gives access to the 2D ion+photoelec-
tron wave function, which allows to quantify the degree of entanglement between
the ion and the photoelectron by calculating the purity or performing a Schmidt
decomposition, as described in section 2.1.3 and 2.1.4.3. The here presented
calculations were performed by M. J. J.Vrakking, and are summarized in [3]. The
detailed derivation of the reduced ionic density matrix, and the calculation of the
purity can be found in [9].

Reduced ionic density matrix The reduced ionic density matrix is shown in
Fig. 6.12 (a) and (b) for τXUV-XUV = 7.2 fs, and τXUV-XUV = 15.7 fs, respectively.
The diagonal matrix elements corresponding to the population probability of the
vibrational states are independent of τXUV-XUV, which agrees with the aforemen-
tioned statement that the two XUV pulses are not used to resonantly tailor the
excited state population, but are rather used to control the degree entanglement
between the ion and the photoelectron.
The population probability of the vibrational state v = 0 is the highest (red color
of matrix element→ 1), which decreases with higher vibrational quantum number
(blue color→ 0). The Franck-Condon principle [341] states, that if initially the H2

molecule is in the vibrational ground state vg = 0, after ionization the population
probability is the highest for vibrational state v = 0 in H+

2 , and decreases with
increasing v-number.

In Fig. 6.12 (a) the reduced density matrix for a delay of τXUV-XUV = 7.2 fs is
shown. The first off-diagonal matrix elements representing the degree of coher-
ence between nearest-neighbor vibrational states are zero, whereas the second
off-diagonal matrix elements, which correspond to the degree of coherence be-
tween next-nearest-neighbor vibrational states are non-zero. Consequently, only
vibrational states with odd- or even-vibrational quantum numbers, respectively,
are in a coherent superposition.

In Fig. 6.12 (b) the reduced ionic density matrix for a delay of τXUV-XUV = 15.7 fs
is shown. The diagonal as well as all off-diagonal matrix elements have a non-zero
value, which concludes that all vibrational states are in a coherent superposition.

Decomposition of the reduced ionic density matrix Now the ionic density
matrix can be diagonalized, which corresponds to a “Schmidt” decomposition
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Figure 6.12: (a)-(b) Reduced ionic density matrix of the
ion+photoelectron system as a quantification of the coherence properties
between neighboring vibrational states in H+

2 after ionization with two
phase-locked XUV pulses with a delay τXUV-XUV of 7.2 fs and 15.7 fs.
The diagonal matrix elements represent the population probability of
the different vibrational states, which are independent of τXUV-XUV.
Whereas the off-diagonal elements indicate the degree of coherence
between the different states (dark blue color → zero, i.e. no vibrational
coherence). The values of the off-diagonal matrix elements are different
for the two τXUV-XUV, due to ion+photoelectron entanglement. (c)-(d)
Schmidt decomposition of the reduced ionic density matrix presented
in (a)-(b). (c) The total ion+photoelectron system is in a mixed state,
with Schmidt rank 2, and the Schmidt vectors contain predominantly all
the even-number vibrational states, and odd-number vibration states,
respectively. (d) The ion+photoelectron system can be described as a
pure state, with Schmidt rank 1, and the Schmidt vector contains all
vibrational states. This figure is taken from [3]. The figure was made
by M. J. J.Vrakking, and is reproduced with permission from Springer
Nature.
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of the reduced density matrix (typically a Schmidt decomposition refers to the
decomposition of the total ion+photoelectron entangled system, cf. section 2.1.3),
and gives

ρion =
N∑

n=1

λn |ϕn⟩ ⟨ϕn| , (6.19)

where λn is the Schmidt coefficient, |ϕn⟩ is the Schmidt vector, and N corresponds
to the Schmidt rank. In Fig. 6.12 (c) and (d) the Schmidt vector is shown as a
function of the vibrational quantum number for τXUV-XUV = 7.2 fs and τXUV-XUV =
15.6 fs, respectively.
In Fig. 6.12 (d) the Schmidt coefficient is λ1 = 0.964, and thus the Schmidt rank
is in a good approximated (within 4%) N = 1. The reduced ionic density matrix
becomes

ρion = |ϕ1⟩ ⟨ϕ1| . (6.20)

Accordingly the ion+photoelectron wave function is separable, and the Schmidt
vector |ϕ1⟩ contains all even- and odd-number vibrational states. The system can
be described as a pure state.

Contrary, in Fig. 6.12 (c) the Schmidt rank is in good approximation 2, with the
Schmidt coefficients λ1 = 0.579 and λ2 = 0.411. Consequently, the reduced ionic
density matrix has to be written as

ρion = λ1 |ϕ1⟩ ⟨ϕ1|+ λ2 |ϕ2⟩ ⟨ϕ2| , (6.21)

where the Schmidt vector |ϕ1⟩ contains predominantly all even-number vibra-
tional states, and the Schmidt vector |ϕ2⟩ contains all the odd-number vibrational
states. Accordingly, the even-v and odd-v states form a mixed quantum state.
However, within the two subsystems the even-v vibrational states, and the odd-v
states, respectively, are in a coherent superposition.

This agrees nicely with the former observation made in Fig. 6.12 (a), where the
first off-diagonal elements of the reduced ionic density matrix are zero, whereas
the second off-diagonal matrix elements are non-zero. Accordingly only vibra-
tional states with the same parity are in a coherent superposition.

In conclusion, for certain τXUV-XUV all vibrational states are in a coherent su-
perposition (Schmidt rank 1), and for other delays only the even-v, and odd-v
vibrational states, respectively, are in a coherent superposition (Schmidt rank 2),
due to ion+photoelectron entanglement, which is in agreement with the experi-
mental observation.

6.3.3 Comparison of developed theory with experimental
results

Finally, the experimental results can be analyzed in the light of the described
theory.
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Figure 6.13: Theoretical prediction of the dynamics of the normal-
ized intensities of different quantum beats ∆E(v, v′) as a function of
τXUV-XUV following the equation ρvv′ ∼ cos(∆E(v, v′)τXUV-XUV/2) for the
off-diagonal elements of the reduced ionic density matrix as derived in
section 6.3.1. The dashed black line in (a) are at τXUV-XUV = 15 and
30 fs, and in (b) at τXUV-XUV = 7.2 and 15.7 fs. It can be seen that the
delays for which all vibrational states or only the even-v, and odd-v,
respectively, are in a coherent superposition is quite different for high-,
and low-number vibrational states. The energies of the quantum beats
∆E(v, v′) are calculated after Eq. 6.3 with the constants from [340].

In Fig. 6.6, and 6.9 the main experimental results are presented, showing the
intensities of the different quantum beats as a function of τXUV-XUV oscillating
with a period of Texp = 2π/∆E(v, v′) inversely proportional to the energy of the
corresponding quantum beat.

The intensity of a quantum beat is a relative measure of the coherence properties
of the two involved vibrational states. Accordingly, the intensities of the nearest-
neighbor quantum beats represent the first off-diagonal, and the intensities of
the next-nearest-neighbor quantum beats correspond to the second off-diagonal
elements of the reduced ionic density matrix.

Thus, the experimental results can be compared to the theory presented in
sect. 6.3.1. The derivation of the reduced ionic density matrix predicts an os-
cillation of the off-diagonal matrix elements according to Eq. 6.16, i.e. ρvv′ ∼
cos(∆E(v, v′)τXUV-XUV/2) with v ̸= v′. In Fig. 6.13 different normalized off-
diagonal matrix elements (ρvv′ with v ̸= v′) as a function of τXUV-XUV are shown,
which represent the arbitrary τXUV-XUV-dependent intensities of different quan-
tum beats ∆E(v, v′). As predicted the intensities oscillate with a period of
Ttheory = 2π/∆E(v, v′), which agrees nicely with the experimental observation
(i.e. Ttheory = Texp).

In addition the TDSE calculation presented in sect. 6.3.2 illustrates two signifi-
cant different cases for two τXUV-XUV. In the first case all vibrational states are in
a coherent superposition, whereas in the second case only the odd-v, and even-v,
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respectively, are in a coherent superposition. This can be seen in the experimen-
tal results in Fig. 6.7. For a delay of τXUV-XUV = 30 fs the intensities of all four
quantum beats are high, accordingly all vibrational states are in a coherent super-
position. In contrast, for τXUV-XUV = 15 fs the intensities of the nearest-neighbor
quantum beats are minimal, whereas the intensities of the next-nearest-neighbor
quantum beats are maximal. Accordingly, only vibrational states with same par-
ity are in a coherent superposition.
The experimental delays for the two cases agree nicely with the delays found in
the theoretical prediction as illustrated in Fig. 6.13 (a).

The first case occurs again for τXUV-XUV ∼ 43 fs, and the second scenario repeats
at τXUV-XUV ∼ 58 fs. For longer delays the pattern becomes more difficult to
describe. At a delay of for example τXUV-XUV = 90 fs (cf. Fig. 6.7) the intensity
of the quantum beat ∆E(7, 8), and ∆E(7, 9) is minimal, wheres the intensity of
∆E(8, 9), and ∆E(8, 10) is maximal. Here one could imagine the scenario that
for example only vibrational levels with high enough v-number are in a coherent
superposition.

It should be noted that the delays τXUV-XUV found in the TDSE calculation
(τXUV-XUV = 7.2, and 15.7 fs) are different to the experimental found delays
(τXUV-XUV = 15, and 30 fs), since in the TDSE calculation the population of
the vibrational states above v ≥ 5 is negligible, whereas in the experiment only
the vibrational states v = 7, 8, 9, 10 are observed. All found delays are consistent
with the prediction derived in sect. 6.3.1 for the respective vibrational levels (cf.
Fig. 6.13).

6.4 Conclusion

In this chapter an experiment is presented, which shows that the degree of vibra-
tional coherence in H+

2 resulting from the ionization of H2 by two phase-locked
XUV pulses is controlled by the degree of ion+photoelectron entanglement cre-
ated during the ionization process. A high degree of ion+photoelectron entangle-
ment and a low degree of vibrational coherence, respectively, is observed when-
ever τXUV-XUV = (2n + 1)π/∆E(v, v′), with n as an integer. A low degree of
ion+photoelectron entanglement, i.e. a high degree of vibrational coherence oc-
curs whenever τXUV-XUV = 2nπ/∆E(v, v′), with n as an integer. Consequently
by changing the time delay τXUV-XUV between the two ionizing pulses, the degree
of ion+photoelectron entanglement, and conversely the degree of vibrational co-
herence is altered. The experimental results are interpreted by presenting the
reduced ionic density matrix of the system, comparing the measurements to the
reduced ionic density matrix retrieved by TDSE calculations [9], and the degree
of entanglement is quantified by decomposing the latter. This study is a first
demonstration of the limiting consequences of entanglement in attosecond pump-
probe experiments, and is a first attempt to link ultrafast science with the basics,
and fundamental theories of quantum information science.



chapter 7

Ion+photoelectron
entanglement vs electronic

coherence

In this chapter, the crucial role of quantum-mechanical entanglement in attosec-
ond science is further emphasized, by performing a second pump-probe experi-
ment, which investigates coherence-based electron dynamics in the cation created
during the dissociative photoionization of hydrogen molecules by a phase-locked
pair of isolated attosecond pulses (IAPs) and a near-infrared (NIR) pulse. In par-
ticular, the role of entanglement between the ion and the departing photoelectron
towards the observability of ultrafast electronic dynamics in the ion is studied.
Furthermore, it is explored how the degree of electronic coherence in the ion and
the degree of ion+photoelectron entanglement, respectively, depend on the delay
between the two XUV pulses, as well as those pulses and the NIR probe pulse.
In particular, in the current case, the electronic states of the ion are entangled
with the orbital angular momentum and the kinetic energy of the photoelectron.

The experimental results presented here are accompanied by TDSE calculations
performed by A. Rubio, A. Palacios, R. Bello and F. Martin. A manuscript about
the experimental and theoretical results is in preparation.

7.1 Electron localization

Firstly, in this type of experiments an XUV pulse dissociatively ionizes neutral
hydrogen molecules creating an entangled ion+photoelectron quantum system
(cf. Fig. 7.1).
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Figure 7.1: Illustration of the different states, which can be excited upon
photoexcitation of a neutral hydrogen molecule with an XUV pulse (here:
bandwidth 15 − 45 eV) . Firstly, the doubly excited Q1

1Σ+
u (red) and

Q2
1Πu (blue) states of H2 can be excited. These states lead to autoion-

ization of the molecule leaving H+
2 in the 1sσg or 2pσu state, respectively.

In addition the XUV pulse can directly ionize the molecule projecting
the initial wave packet onto the 1sσg or 2pσu potential curve of H+

2 . The
subsequent dissociation of the molecule leads to H + H+-fragments with
a kinetic energy distribution (KER) given by the difference between the
initial energy on the excited potential curve and the dissociation poten-
tial of H+

2 (IPH+
2

= 18.1 eV [352]), which is shown exemplary in grey.

The data points for the X1Σ1
g, and 1sσg potential curve in H2 and H+

2 ,
respectively, as well as the 2pσu potential curve are taken from [339].
The data for the Q1

1Σ+
u and Q2

1Πu states are extracted from [360]. The
Franck-Condon (FC) region [341] (green dashed line) corresponds to the
H2 vibrational ground state vg = 0.
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As aforementioned, the ion+photoelectron wave function can be written in its
most general form according to Eq. 2.20 for a certain ion kinetic energy release
(KER) and photoelectron kinetic energy (EKE) as

|ΨEKE+KER⟩ =
∑
i=0,1

∑
l=0,1,...

cil |ϕi⟩ ⊗ |χl⟩ , (7.1)

where cil is the coefficient matrix, |χl⟩ is the wave function of the photoelectron
with the orbital angular momentum l, and |ϕi⟩ is the nuclear wave function
moving along a specific electronic potential curve.

In the current case, the nuclear wave function dissociates on the electronic state
1sσg (first gerade electronic state in H+

2 ) or 2pσu (first ungerade electronic state in
H+

2 ), respectively. Thus, the assignments of the ion electronic states are according
to |ϕ0⟩ → 1sσg, and |ϕ1⟩ → 2pσu, and Eq. 7.1 has to be adjusted accordingly.

In particular, before ionization the neutral hydrogen molecule is in its ground
state with an even parity. After ionization, and thus absorption of 1-XUV-photon,
the parity of the ion+photoelectron system has to become odd, due to dipole
selection rules (Laporte Rule [361]). Thus, the wave function after XUV ionization
is given (for a specific EKE+KER) by

|ΨEKE+KER,XUV⟩ =
∑

l=1,3,...

c0l |ϕ1sσg⟩ ⊗ |χl⟩+
∑

l′=0,2,...

c1l′ |ϕ2pσu⟩ ⊗ |χl′⟩ .

(7.2)

The formation of an ion with even parity, i.e. the gerade electronic state 1sσg is
accompanied by a photoelectron with odd orbital angular momentum l. Respec-
tively, the formation of an ion with odd parity, i.e. ungerade electronic state 2pσu
is accompanied by a photoelectron with even angular momentum. If the weights
c0l and c1l are comparable, the total system is maximally entangled, and thus
strongly resembles a Bell’s state [133].

Subsequently, a NIR probe pulse interacts with the entangled ion+photoelectron
system during the dissociation process of the molecule. The NIR pulse can either
change the parity of the ion, i.e. c0l ↔ c1l, or of the photoelectron, i.e. c0l → c0l±1,
or c1l → c1l±1. In both cases, under the condition that {c0l ̸= 0, c1l ̸= 0}, a
coherent superposition of the gerade and ungerade electronic state in the ion is
created for a given EKE and KER, i.e.

|ΨEKE+KER,XUV+NIR⟩ =
∑

l=even/odd

(
c0l |ϕ1sσg⟩+ c1l |ϕ2pσu⟩

)
⊗ |χ′

l⟩ . (7.3)

The loss of a well defined parity of the ion+photoelectron system leads to electron
localization, namely a favored localization of the bound electron in the ion at
one of the two protons with the corresponding experimental observation of an
asymmetry in the ejection of the ionic fragments in the laboratory-frame.

If the two ion electronic states are evenly populated, Eq. 7.3 can be adjusted
accordingly, and the corresponding wave functions for the electron being on the
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upper |Ψup⟩ or lower |Ψdown⟩ proton becomes

|Ψup⟩ = 1/
√
2
(
ϕ1sσg + ϕ2pσu

)
⊗

 ∑
l=even/odd

cl |χ′
l⟩


|Ψdown⟩ = 1/

√
2
(
ϕ1sσg − ϕ2pσu

)
⊗

 ∑
l=even/odd

cl |χ′
l⟩

 . (7.4)

This describes that the experimental observation of an up and down asymmetric
emission of the ionic fragments is based on the fact that the two electronic states
1sσg and 2pσu of H+

2 are brought into a coherent superposition.

Electron localization was and is still extensively studied in the laboratory- and
molecular frame [113, 262, 362–368] starting with the pioneering experimental
work by Kling et al. [160], followed by Singh et al. [369], and Sansone et al. [360].
Kling et al. [160] and Singh et al. [369] both investigated electron localization in
D+

2 . Kling et al. [160] dissociatively ionized the molecule with an intense NIR
pulse followed by Coulomb explosion or sequential excitation, whereas Singh et
al. [369] used an attosecond pulse train (APT) including even and odd harmonics,
and a many-cycle NIR probe pulse. Sansone et al. [360] investigated electron
localization in H+

2 using an IAP pump in combination with a NIR probe pulse.
They observed an asymmetric emission of the dissociating ionic fragments as a
function of the pump-probe delay (or in [160] the carrier-envelope phase) in the
laboratory-frame, due to the formation of electronic coherence in the ion during
the dissociation process, and the localization of the bound electron at one of the
protons.

In the following experiment two phase-locked IAPs with variable delay τXUV-XUV

serving as a pump pulse, and a many-cycle NIR probe pulse with variable pump-
probe delay τXUV-NIR are used to dissociatively ionize H2, and the asymmetry of
the emission of the ionic fragments as a function of both delays is analyzed. The
role of entanglement between the electronic states of the ion and the departing
photoelectron (to be precise the orbital angular momentum and the kinetic en-
ergy of the photoelectron) is investigated towards the observability of ultrafast
electronic dynamics in the ion by comparing the strength, i.e. the amplitude of
the observed asymmetric ejection of the ionic fragments, as a function of τXUV-XUV

and τXUV-NIR. In particular, it is studied how the degree of electronic coherence
in the ion and the degree of ion+photoelectron entanglement, respectively, de-
pend on the delay τXUV-XUV between the two ionizing XUV pulses, as well as the
pump-probe delay τXUV-NIR.

This experiment is in a way similar to the experiment described in the previous
chapter 6, since in both experiments the role of ion+photoelectron entanglement
towards the observability of coherence-based dynamics in the ion is investigated.
The main difference between both experiments is the coherent dynamics under
investigation. In chapter 6, the vibrational coherence in H+

2 is observed, whereas
in this chapter the electronic coherence in H+

2 is studied. The here presented ex-
periments are in fact more challenging than before, since electronic dynamics in
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H+
2 are measured, which occur on a much faster timescale, i.e. on an attosecond

timescale (chapter 6: nuclear motion, which occur on a femtosecond timescale).
In this experiment, isolated attosecond pulses, a carrier-envelope phase (CEP)
stability and attosecond phase-locking between all three pulses, i.e. not only be-
tween the two pump pulses, but also between the pump and probe pulse, were
required.

7.2 Experimental results

In this section, first the experimental methods and the data processing are de-
scribed. Then, the first experimental results are shown, where only a single XUV
pulse (τXUV-XUV = 0 fs) and an NIR pulse is used to dissociatively ionize the hy-
drogen molecules (cf. sect. 7.2.2). Afterwards the main experimental results are
presented, where two XUV pulses τXUV-XUV > 0 fs and an NIR pulse are used to
dissociatively ionize H2, and the results are analyzed as a function of τXUV-NIR,
τXUV-XUV and the KER (cf. sect. 7.2.3). The dependence of electronic coherence
on the ionizing pulse properties, i.e. τXUV-NIR and τXUV-XUV is shown, and is dis-
cussed in detail together with the role of ion+photoelectron entanglement in the
second part of the discussion 7.3.

7.2.1 Experimental method

In the current experiment two phase-locked IAPs with a main bandwidth between
15− 45 eV are used (cf. Fig. 7.2). The NIR probe pulse passes a 40 nm bandpass
interference filter centered at 800 nm to decrease its bandwidth and thus to in-
crease its pulse duration to approximately 25 fs (FWHM). The NIR probe pulse,
as well as the two NIR pulses used for HHG are CEP stabilized (cf. sect. 3.3). All
pulses are phase-locked relative to each other. The achieved stability between the
two XUV pulses is below 8 as, and between the XUV and NIR pulses is below
50 as.

After the neutral H2 are ionized by the XUV+NIR pulses the H+ fragments are
measured with the VMI spectrometer as a function of the two XUV pulse delay
τXUV-XUV (≡ τXX, pump) and XUV-NIR delay τXUV-NIR (≡ τXN, probe), where
each image is recorded for 10 000 laser shots.

The delay τXUV-XUV between the two XUV pulses is scanned in a certain range in
between 4 and 17 fs in 0.5 fs steps. The delay is measured with respect to XUV
pulse B, which is fixed in time, and for a positive delay XUV pulse A comes prior
to pulse B (cf. Fig. 7.3).
The pump-probe delay τXUV-NIR is scanned in a certain range in between 0 and
22 fs in 200 as steps with an uncertainty of τXUV-NIR ± 1 fs, since it was rather
difficult to define the exact time zero for such a long pulse. The pump-probe delay
is measured with respect to XUV pulse B, and a positive τXUV-NIR corresponds
to the NIR probe pulse coming after XUV pulse B (cf. Fig. 7.3).
The lower limit of τXUV-XUV is chosen to keep the optical interference of the two
NIR pulses during the high harmonic generation process as small as possible (cf.
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Figure 7.2: XUV spectra for two different τXUV-XUV recorded with the
XUV spectrometer.

Figure 7.3: Depiction of the pulse sequence of the two XUV (pump)
and the NIR (probe) pulse. For illustration purposes the NIR pulse has
a pulse duration of only 5 fs (FWHM), instead of the actual 25 fs. All
delays are measured with respect to XUV pulse B, which is fixed in
time. For τXUV-XUV > 0 fs XUV pulse A comes before pulse B, and for
τXUV-NIR > 0 fs the NIR pulse comes after XUV pulse B.

sect. 5.1.2; similar as in chapter 6), and the upper limit guarantees that for all
chosen τXUV-NIR and τXUV-XUV the two XUV pulses are temporally overlapped
with the NIR pulse.

In Fig. 7.2 (a) and (b) the XUV pulse spectra for two different τXUV-XUV are shown.
The spectra are mostly continuous as expected for IAPs, and exhibit the typical
fringe modulation with a fringe spacing inversely proportional to the XUV time
delay δωXUV = 2π/τXUV-XUV. The two spectra have a cutoff at around 45 eV,
although for certain delays, e.g. τXUV-XUV = 12 fs there is a small tail, which
stretches up to an energy of 65 eV. This tail is due to the interference of the
two NIR pulses during the HHG process (cf. sect. 5.1.2). However, it is much
smaller in magnitude than the main HHG spectrum, and thus can be ignored
when analyzing the experimental results.
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Figure 7.4: (a) Example of a measured VMI image of the H+ fragment
yield for a specific τXUV-XUV = 5.5 fs and τXUV-NIR = 10.8 fs. The prop-
agation direction of all pulses is along the x-direction, and the pulse
polarization is along the y-direction. (b) Abel-inverted VMI image corre-
sponding to a slice through the 3D momentum distribution. The vertical
axis is given in pixel units of the CCD camera, which corresponds lin-
early to the H+ momentum (arbitrary units). (c) Normalized fragment
yield of the H+ flying upwards (along positive ky-axis) with respect to the
laser propagation direction as a function of the KER, which corresponds
to the probability distribution of the image shown in (b) at an angle of
θ = 0, i.e. P (vH+ , θ = 0, τXUV-XUV = 5.5 fs, τXUV-NIR = 10.8 fs). The angle
θ is between the absolute H+ velocity and the XUV+NIR polarization
direction.

In Fig. 7.4 (a) an example of a measured VMI image is shown. Especially towards
high momentum the H+ yield becomes quite low. Thus, a Savitzky-Golay fil-
ter [370] is applied to the recorded images, with a window range of 21 pixels and
a filter order of 2, which removes high frequency noise, smoothens the data, and
compensates for the low signal.

Furthermore, the MCP detector has a lower efficiency at the lower half compared
to the upper half of the detector due to an asymmetric wear, which leads to
an τ -independent asymmetry of the strength of the signal between the lower and
upper half of each VMI image. To compensate for this effect, the static asymmetry
∆(x, y) is calculated for each τXUV-XUV by averaging over the raw images for all
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Figure 7.5: Static asymmetry ∆(x, y) for two different τXUV-XUV, which
is retrieved by averaging over the recorded VMI images for all τXUV-NIR

for a given τXUV-XUV, and subtracting the lower from the upper half of
the image.

τXUV-NIR, and subtracting the lower from the upper half of the averaged image,
i.e. ∆(x, y) = Savg(x, y)− Savg(x,−y) .

The static asymmetry ∆(x, y) exemplary for τXUV-XUV = 6 fs, and 8 fs is shown
in Fig. 7.5. It can be seen that the structure of the static asymmetry is in-
dependent of the delay, and only the strength of ∆(x, y) varies slightly with
τXUV-XUV depending on the HHG photon flux (higher HHG photon flux leads to
a slightly more pronounced static asymmetry). Subsequently, the new images
composed of the upper half Snew(x,+y) = Soriginal(x,+y)− 1/2∆(x, y) and lower
half Snew(x,−y) = Soriginal(x,−y) + 1/2∆(x, y) are retrieved.

Finally the VMI images are inverse Abel transformed [14] using rBASEX [273,
274]. As in the previous chapters, the probability distribution of the XUV+NIR
dissociative ionization is described by a series of Legendre polynomials [270]

P (vH+ , θ, τXX, τXN) = β0 (vH+ , τXX, τXN) (7.5)

×
[
1 +

4∑
n=1

βn (vH+ , τXX, τXN)Pn (cos θ)

]
,

with τXUV-XUV = τXX, τXUV-NIR = τXN, and where θ is the angle between the ab-
solute H+ velocity vH+ and the XUV and NIR polarization direction (cf. Fig. 7.4,
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polarization is along the y-axis), and Pn(cos θ) is the n-th order Legendre poly-
nomial. Since the XUV+NIR dissociative ionization is a two-photon process,
Legendre polynomials until the 4th order are included.
In Fig. 7.4 (b) the inverted VMI image is shown, which corresponds to the raw
VMI image in Fig. 7.4 (a) after applying the Savitzky-Golay filter, and compen-
sating for the static asymmetry ∆(x, y) of the detector before Abel inverting the
image.

Photoexcitation of H2 In Fig. 7.4 the H+ signal consists of a contribution at
the center of the image, which corresponds to a low H+ momentum, and results
from the direct dissociation from the 1sσg potential energy curve by absorption
of 1-XUV-photon as already seen in the previous chapter.

In general, as described nicely for example in [360] and [371], the dissociative
ionization of H2 due to the absorption of 1-XUV-photon leads to H+ fragments
with different kinetic energies depending on the absorbed XUV photon energy (cf.
Fig. 7.1). The fragments with the lowest KER (KER < 2 eV) are due to direct
ionization from the 1sσg potential by absorption of a photon with an energy of
18.1 eV ≤ ℏωXUV ≤ 25 eV [360,371], where the energy of 18.1 eV [352] corresponds
to the dissociative ionization threshold of H+

2 .
For photon energies between 25 eV < ℏωXUV < 36 eV, ion fragments are created
with a KER between 0−20 eV [360] (primarily between 4−14 eV [372,373]). These
fragments are due to the autoionization of the doubly-excited states Q1

1Σ+
u in H2

to the 1sσg state in H+
2 , which subsequently dissociates.

If the H2 is in the vibrational ground state, the 2pσu state can be populated
directly for photon energies of ℏωXUV > 28 eV, and for ℏωXUV ≳ 38 eV the
whole Franck-Condon region participates, thus ion fragments with high energy,
i.e. KER ∼ 10− 20 eV are created [360,371].

Subsequently, the interaction of the system with the NIR probe pulse can change
the energy of the observed ion fragments, as for example bond softening can
occur in the low KER region (KER < 2 eV) as described in detail in sect. 6 (cf.
Fig. 7.4 (a) and (b) upper and lower half circle around ky ∼ ±0.25 arb. u. ).
In Fig. 7.4 (c) the H+ fragment yield as a function of the KER after XUV+NIR
dissociative ionization of the H2 molecules is shown.

Asymmetry parameter As mentioned earlier electron localization is the lo-
calization of the bound electron in the ion at one of the two protons, and a cor-
responding asymmetric ejection of the ionic fragments in the laboratory-frame.
Thus, the observable of electron localization can be described by an asymmetry
parameter

A(KER, τXX, τXN) =
N+(KER, τXX, τXN)−N−(KER, τXX, τXN)

N+(KER, τXX, τXN) +N−(KER, τXX, τXN)
, (7.6)

which represents the normalized difference between the H+ fragments flying up
N+ and downwards N− with respect to the laser propagation direction (i.e. flying
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Figure 7.6: D+ asymmetry parameter A(KER, τXUV-XUV = 0, τXUV-NIR),
i.e. normalized difference of the experimentally observed D+ fragments
flying up and downwards with respect to the laser propagation direction
after the dissociative ionization of neutral D2 by two phase-locked XUV
pulses, and the interaction of the system with a NIR probe pulse as a
function of the kinetic energy of the ion fragments (KER) and τXUV-NIR

for τXUV-XUV = 0 fs.

parallel along the laser polarization) as a function of the delays, and ion kinetic
energy distribution (KER). The H+ fragments flying up and downwards are given
by the probability distribution, i.e. Eq. 7.5 at an angle of θ = 0◦ and θ = 180◦,
respectively, (cf. Fig. 7.4 along positive and negative ky-axis).

7.2.2 Asymmetry using a single XUV pulse

In the first step the asymmetry parameter is investigated using only a single IAP
to ionize the molecules as a function of τXUV-NIR. This is achieved by setting
τXUV-XUV = 0 fs. Accordingly, the results can be compared with the work of
Sansone et al. [360].

It should be noted, that for this measurement only, the NIR probe pulse did
not propagate through a bandpass filter, and thus the NIR pulse in this case
is broadband with a pulse duration of approximately 5 fs. In addition, for this
measurement, D2 instead of H2 is used, since the later experiments required larger
amounts of gas, and only a small bottle of D2 was available at that time. In general
D2 and H2 lead qualitatively to the same experimental results [360, 363], only a
π-shift of the τXUV-NIR-dependent oscillation was observed between H+ and D+

in [262].
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In Fig. 7.6 the D+ asymmetry parameter A(KER, τXUV-NIR) as a function of the
KER and τXUV-NIR is shown.
Firstly, it can be seen that the asymmetry parameter oscillates as a function
of τXUV-NIR, with a period given by the sub-cycle duration of the NIR probe
pulse, i.e. TNIR = 2π/ωNIR ∼ 2.7 fs, and a phase strongly depending on KER.
During one NIR sub-cycle evolution the sign of the asymmetry alternates from a
positive value (more D+ fragments fly upwards in respect to the laser propagation
direction) to zero (uniform distribution) to a negative value (more D+ fragments
fly downwards).
In addition, three different structural KER regions (high ≳ 7 eV, middle, low
≲ 2 eV) are visible. Below KER ≲ 2 eV no τXUV-NIR-dependent asymmetry oscil-
lation is visible, whereas at a KER of ∼ 7 eV, a π-phase shift of the asymmetry
oscillation can be observed.
These results are similar to the observations done by Sansone et al. [360]. Ac-
cordingly, electron localization is successfully observed, and the conditions are
given to further alter the experiment.

7.2.3 Asymmetry using an XUV pulse pair

The main goal of the current experiment is to investigate the oscillatory behavior
of the asymmetry parameter as a function of τXUV-NIR, when the time delay
τXUV-XUV between the two ionizing XUV pulses is changed, and thus the XUV
spectrum is tailored.
It should be noted that now the NIR probe pulse passes through a 40 nm bandpass
filter increasing its pulse duration to approximately 25 fs centered at 800 nm.
Furthermore H2 instead of D2 is used, which is as mentioned before mainly due
to availability reasons of the gas. As aforementioned D2 and H2 lead qualitatively
to the same experimental results.

In Fig. 7.7 the H+ asymmetry parameter A(KER, τXUV-XUV, τXUV-NIR) exemplary
for four different τXUV-XUV as a function of the KER and τXUV-NIR are shown.
In Fig. 7.7 (a) and (c) the H+ asymmetry parameter is shown for τXUV-XUV =
6.0 fs, and τXUV-XUV = 9.5 fs, respectively, displaying the same behavior as already
observed in Fig. 7.6 for D+ and τXUV-XUV = 0 fs. The main difference is that now
a τXUV-NIR-dependent asymmetry below KER ≲ 2 eV is visible, with a phase shift
of the asymmetry oscillation as a function of τXUV-NIR at around 2 eV marking
the transition from the low to the middle KER region. In addition, a second
π-phase shift occurs at KER ∼ 7 eV as seen before marking the middle from the
high KER region.
In Fig. 7.7 (b) and (d) the asymmetry parameters for τXUV-XUV = 8 fs and τXUV-XUV

= 11.5 fs are shown. The amplitude of the τXUV-NIR-depending oscillation of the
asymmetry parameter is clearly suppressed especially at the middle KER region.

To further compare the amplitude of the asymmetry oscillation as a function of
τXUV-NIR, the asymmetry parameter for all four τXUV-XUV is averaged exemplary
between a KER of 4.2 − 5.1 eV, and the signal is fitted to a cosinusoidal fit as
shown in Fig. 7.8. The asymmetry oscillates as a function of τXUV-NIR with a
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Figure 7.7: Asymmetry parameter A(KER, τXUV-XUV, τXUV-NIR) as a func-
tion of the kinetic energy of the ion fragments (KER) and τXUV-NIR for dif-
ferent τXUV-XUV delays, i.e. (a) τXUV-XUV = 6.0 fs , (b) τXUV-XUV = 8.0 fs,
(c) τXUV-XUV = 9.5 fs, (d) τXUV-XUV = 11.5 fs.

period of TNIR = 2π/ωNIR ∼ 2.7 fs. The amplitude of the asymmetry AXN is
substantially smaller for τXUV-XUV = 8 and 11.5 fs than for τXUV-XUV = 6 and
9.5 fs.

In the following the amplitude of the asymmetry is analyzed in different KER
regions as a function of τXUV-XUV. Therefore, similar pump-probe scans as shown
in Fig. 7.7 were performed for τXUV-XUV between 4 fs and 12.5 fs in 0.5 fs steps,
and the amplitude of the oscillation of the asymmetry parameter as a function of
τXUV-NIR is retrieved as described before for all τXUV-XUV in the three dominant
KER regions separately.

In addition, to validate the consistency and reproducibility of the experimental
observations multiple scans as in Fig. 7.7 were performed on different days (cf.
Fig. 7.10). Each measurement campaign was carried out under slightly differ-
ent experimental conditions, for example slightly different CEP stabilities (cf.
table 7.1 in column 2) or τXUV-NIR, and τXUV-XUV ranges. The results of all mea-
surement campaigns are compared in table 7.1.
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XUV XUV  = 8.0 fs, TNIR = (2.78 ± 0.11) fs, AXN = 0.018 ± 0.003
XUV XUV  = 9.5 fs, TNIR = (2.69 ± 0.03) fs, AXN = 0.061 ± 0.003
XUV XUV  = 11.5 fs, TNIR = (2.75 ± 0.07) fs, AXN = 0.016 ± 0.003

Figure 7.8: Asymmetry parameter as a function of τXUV-NIR for four differ-
ent τXUV-XUV averaged between a KER of 4.2−5.1 eV, and fitted to a cos-
inusoidal function (solid line) CXN +AXN cos(2π(τXUV-NIR − τc,XN)/TNIR)
with the fit parameter CXN, Ac,XN, τc,XN and TNIR. The asymmetry oscil-
lates as a function of τXUV-NIR with a period of TNIR, and an amplitude
AXN. Both values are given at the top of the figure for the corresponding
τXUV-XUV.

Cam-
paign

CEP
(mrad)

Middle KER
Tasym (fs)

High KER
Tasym (fs)

Low KER
Tasym (fs)

THHG (fs)

1. 580 3.23± 0.12 – 3.11± 0.20 3.11± 0.15
2. 600 3.10± 0.15 3.24± 0.10 3.13± 0.16 3.05± 0.07
3. 650 3.50± 0.19 3.71± 0.12 – 3.20± 0.07

Table 7.1: Comparison of three different measurement campaigns. In
column 2 the CEP values of the different campaigns are presented. The
periods of the τXUV-XUV-dependent oscillation of the amplitude of the
τXUV-NIR-dependent asymmetry oscillation at a middle KER, i.e. 3.8 −
5.6 eV are given in column 3 (cf. Fig. 7.7, 7.10 (b) and (d), in the first
campaign no oscillation in this KER region is visible), at high KER, i.e.
6.1 − 7.7 eV in column 4 (cf. Fig. 7.11), and at low KER, i.e. ∼ 1 eV in
column 5 (cf. Fig. 7.12, in the third campaign no oscillation is observed
in this region). In column 6, THHG is the period of the HHG photon
flux as a function of τXUV-XUV, which is given by a sinusoidal curve fit
of the averaged XUV intensities as a function of τXUV-XUV as shown in
Fig. 7.15,and A.4, respectively.
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Figure 7.9: Middle KER region: Amplitude of the oscillation of the asym-
metry parameter at middle KER as a function of τXUV-NIR plotted as a
function of τXUV-XUV. The amplitude of the asymmetry is retrieved by av-
eraging the τXUV-NIR-dependent asymmetry parameter in a KER region
between 3.8 − 5.6 eV, and fitting the averaged signal to a cosinusoidal
curve fit (cf. Fig. 7.8). The error bars of each data point (dots) correspond
to the standard deviation of the cosinusoidal fit. The data points includ-
ing the error bars are then fitted with a sinusoidal curve with a damped
amplitude (C2+A2 exp(−n2τXUV-XUV) sin(2π(τXUV-XUV−τc2)/Tasym) with
the fit parameter C2, A2, n2, τc2, Tasym), illustrated as a dashed line. The
amplitude of the asymmetry oscillates as a function of τXUV-XUV with a
period of Tasym = (3.23 ± 0.12) fs retrieved by the fit. The shaded area
represents the standard deviation of the fit.

Middle KER region Firstly, the asymmetry parameter at middle KER region
is investigated in detail as a function of τXUV-XUV. In the first campaign, for each
τXUV-XUV the asymmetry parameter is averaged in a KER between 3.8 eV and
5.6 eV. This region is chosen, since here the asymmetry parameter as a function
of τXUV-NIR depends in good approximation linearly on the KER, and the upper
and lower limits are far enough from the π-phase shifts of the τXUV-NIR-dependent
asymmetry oscillation. As described before, the averaged signal is then fitted
to a cosinusoidal curve, and the amplitude of the τXUV-NIR-dependent asymmetry
oscillation is retrieved.

In Fig. 7.9 the amplitude of the asymmetry is plotted as a function of τXUV-XUV.
The standard deviation of the amplitude retrieved by the cosinusoidal fit (cf.
Fig. 7.8) is shown as error bars of the individual data points. The asymmetry
amplitude oscillates as a function of τXUV-XUV with a period of Tasym = (3.23 ±
0.12) fs, which is found by a sinusoidal curve fit of the data points. The sinusoidal
function includes a damped amplitude, since the amplitude of the asymmetry
decrease with increasing τXUV-XUV. The shaded area represents the standard
deviation of the sinusoidal curve fit.

In Fig. 7.10 the experimental results of two further campaigns are shown. In
Fig. 7.10 (a) and (c) the H+ asymmetry parameter A(KER, τXUV-XUV, τXUV-NIR)
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Figure 7.10: Results of a second (a)-(b), and third (c)-(d) measurement
campaign investigating electron localization as a function of τXUV-XUV.
(a)&(c) H+ asymmetry parameter A(KER, τXUV-XUV, τXUV-NIR) at
τXUV-XUV = 6 fs as a function of τXUV-NIR, which shows the oscillation
of the asymmetry parameter as a function of τXUV-NIR depicting three
different structural KER regions. (b)&(d) Amplitude of the τXUV-NIR-
dependent oscillation of the asymmetry parameter at middle KER re-
gion as a function of τXUV-XUV. The amplitude of the asymmetry is
retrieved by averaging the asymmetry parameter between 3.8 eV and
5.6 eV, and fitting the signal to a cosinusoidal curve. The amplitude
of the asymmetry oscillates as a function of τXUV-XUV with a period of
(b) Tasym = (3.10± 0.15) fs, and (d) Tasym = (3.50± 0.19) fs, which are
retrieved by a weighted sinusoidal curve fit with a damped amplitude
(dashed line) of the data points (symbols) as before. The shaded area
corresponds to the standard deviation of the sinusoidal fit.
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as a function of τXUV-NIR exemplary for τXUV-XUV = 6 fs is shown, depicting the
three different τXUV-NIR-dependent KER regions. However here the upper π-phase
shift occurs at a lower KER of ∼ 6 eV.

It should be noted that slight energy difference between measurement campaigns
can be explained by small calibration inaccuracies. Unfortunately, the current
measurements do not allow to calibrate the y-axis directly. Thus an independent
measurement of photoelectrons by XUV+NIR ionization of helium atoms was
used to calibrate the energy axis of the VMI spectrometer, since the helium Ryd-
berg states are very well known (cf. sect. 5.2). The retrieved energy axis can then
be adapted to the current measurement by taking the voltages applied to the VMI
spectrometer (repeller and extractor electrodes) of the different experiments into
account. The voltages are important, since the maximal energy of the particles
observed on the detector scales linearly with the applied voltages. Unfortunately,
this indirect calibration is just an approximation method, which leaves some un-
certainty within the energy axis (approx. ±1 eV). A detailed description of the
energy calibration can be found in the appendix A.2.

In Fig. 7.10 (b) and (d) the amplitude of the asymmetry parameter at the middle
KER region is plotted as a function of τXUV-XUV similar to the results shown in
Fig. 7.9. It can be seen that the amplitude oscillates with a period of Tasym =
(3.10± 0.15) fs, and Tasym = (3.50± 0.19) fs, respectively. The periods of the
amplitude asymmetry oscillations of all three measurements agree within their
error bars as can be seen in table 7.1 in column 3. In Fig. 7.10 (b) the data
point at τXUV-XUV = 12.5 fs deviates from the overall behavior of the rest. One
measurement campaign takes several hours, and an outlier can thus be explained
by a short-term instability of the system, e.g. a drop of the CEP stability, the
loss of IAPs, or a loss of the phase-locking between all three pulses. Nevertheless
a clear oscillation of the amplitude of the asymmetry as a function of τXUV-XUV

can be seen.

High KER region Secondly, the τXUV-XUV-dependence of the asymmetry pa-
rameter is investigated at high KER. Therefore, in the second, and third campaign
the asymmetry as a function of τXUV-NIR is averaged between 6.1 − 7.7 eV, and
the signal is fitted to a cosinusoidal function. The upper value is chosen to avoid
the highest energy region, where the measured H+ fragment yield becomes too
low for a τXUV-XUV with low photon flux, and the lower value is just above the
π-phase shift of the τXUV-NIR-dependent asymmetry oscillation.
As before the standard deviations of the cosinusoidal fits are given as error bars
of the corresponding data points.

The retrieved amplitude of the τXUV-NIR-dependent oscillation of the asymme-
try is plotted as a function of τXUV-XUV in Fig. 7.11 for the (a) second, and (b)
third measurement campaign, respectively. It should be noted that in the first
campaign (cf. Fig. 7.7) there is no clear oscillation of the amplitude of the asym-
metry as a function of τXUV-XUV observable in this KER region (first campaign:
7.7 − 9 eV, since π-phase shift is at a higher energy). The amplitude of the
asymmetry stays rather constant with a mean value of 0.03± 0.01.
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Figure 7.11: High KER region: Amplitude of the τXUV-NIR-dependent
oscillation of the asymmetry parameter at a high KER as a function of
τXUV-XUV for two different measurement campaigns ((a) second, (b) third
campaign). Similar to before the amplitude is retrieved by averaging the
asymmetry parameter as a function of τXUV-NIR between 6.1 − 7.7 eV,
and subsequently fitting the averaged signal to a cosinusoidal function.
The standard deviation of each curve fit is given as error bar of the
corresponding data point. The amplitude of the asymmetry oscillates as
a function of τXUV-XUV with a period of (a) Tasym = (3.24± 0.10) fs, and
(b) Tasym = (3.71 ± 0.12) fs, which is retrieved by a weighted sinusoidal
curve fit with a damped amplitude as before. The shaded area is the
standard deviation of the sinusoidal fit.
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Figure 7.12: Low KER region: Amplitude of the oscillation of the
asymmetry parameter as a function of τXUV-NIR plotted as a function
of τXUV-XUV for the (a) first, and (b) second measurement campaign
by averaging the asymmetry parameter around 1 eV. The amplitude is
given as points for each τXUV-XUV, which is retrieved by a cosinusoidal
curve fit of the averaged signal. The error bars of the data points are
the standard deviations of the cosinusoidal curve fits. The amplitude of
the asymmetry oscillates as a function of τXUV-XUV with a period of (a)
Tasym = (3.11±0.20) fs, and (b) Tasym = (3.13±0.16) fs, which is retrieved
by a weighted sinusoidal curve fit with a damped amplitude as before.
The shaded area is the standard deviation of the sinusoidal fit.

In Fig. 7.11 (a) the data point at τXUV-XUV = 14 fs deviates from the rest. Nev-
ertheless, it can be seen that the amplitude of the asymmetry oscillates as a
function of τXUV-XUV with a period of (a) Tasym = (3.24 ± 0.10) fs, and (b)
Tasym = (3.71± 0.12) fs.

The periods are compared to the times retrieved for the middle KER region in
table 7.1 column 3, and 4. In both campaigns the period at high KER is around
20 as longer than the period at middle KER, however they still agree within their
error bars.



Ion+photoelectron entanglement vs electronic coherence 123

Low KER region Finally, the amplitude of the τXUV-NIR-dependent asymme-
try parameter oscillation is extracted at a low KER, i.e. around 1 eV. Once again
the averaged signal is fitted to a cosinusoidal curve and the retrieved ampli-
tude is plotted as a function of τXUV-XUV, which is shown in Fig. 7.12 (a) for the
first (cf. Fig. 7.7), and in Fig. 7.12 (b) for the second measurement campaign (cf.
Fig. 7.10 (a)).

The asymmetry amplitude oscillates as a function of τXUV-XUV with a period of
(a) Tasym = (3.11 ± 0.20), and (b) Tasym = (3.13 ± 0.16) fs, which is retrieved by
a sinusoidal curve fit of the data points as before.

In the second measurement campaign, already a few outliers can be observed,
and for the third measurement campaign no clear oscillation of the amplitude of
the asymmetry as a function of τXUV-XUV is visible in this KER region. In the
latter the asymmetry amplitude stays constant over all τXUV-XUV with a mean
value of 0.01± 0.003.

7.3 Discussion

In the following section the different experimental observations as a function of
τXUV-NIR, τXUV-XUV and KER are discussed. In the first part, the results and
effects that have already been studied in the literature [160,360,362,363,369] are
explained. In the second part, the newly found results are discussed, in particular
regarding the degree of electronic coherence and the degree of ion+photoelectron
entanglement, respectively, as a function of τXUV-XUV as well as τXUV-NIR.

7.3.1 Dependence of the asymmetry parameter on the
pump-probe delay τXUV-NIR

The dependence of the asymmetry parameter on τXUV-NIR is typical for electron
localization [360, 369]. The asymmetry parameter is determined by the phase
relation between the XUV pulse and the sub-cycle evolution of the NIR pulse,
which can be explained as follows (i.e. following the explanation given by Sansone
et al. [360], and the dissertation of F. Kelkensberg [366]):

At the start of the dissociation process, the splitting ω0(R) between the gerade
and ungerade electronic state is large compared to the NIR-laser-induced dipole
coupling between them, i.e. ω0(R) ≫ µ(R)ENIR(t), where µ(R) is the electronic
dipole moment, and ENIR(t) is the electric field of the NIR pulse. In this case
the transition probability between the two electronic states is small, the nuclear
wave packet is in an adiabatic state, and is defined.

When ω0(R) ≈ µ(R)ENIR(t), the wave packet passes through a mixed adia-
batic/diabatic region slowly merging into a coherent superposition of the two
electronic states.

Close to the end of the dissociation process, i.e. ω0(R) ≪ µ(R)ENIR(t), the wave
packet is in a diabatic state, and jumps between the gerade and ungerade elec-
tronic state. At this point the localization acquired before is fixed, and the



124 Discussion

electron can no longer switch between the upper and lower proton, which defines
electron localization.

Thus, the observed asymmetry parameter depends on the internuclear distance,
where the nuclear wave packet is created upon XUV ionization and the phase
relative to the NIR probe pulse. As a result, the asymmetry parameter oscillates
as a function of τXUV-NIR with a phase depending on KER.
Accordingly, stabilizing the CEP is crucial in order to observe electron localiza-
tion.

7.3.2 Different mechanisms leading to electron localiza-
tion

In general, upon XUV dissociative ionization and interaction of the NIR pulse
with the system different mechanisms exist, which all result in electron localiza-
tion. Each mechanism describes the interference of two pathways in the final
state involving the two ionic intermediate states, i.e. gerade and ungerade elec-
tronic state in H+

2 (cf. sect. 2.2.3). The pathways lead to ion fragments with the
same KER, and photoelectrons with the same EKE and orbital angular momen-
tum (l = even or odd), thus making them indistinguishable. Hence a coherent
superposition of the gerade and ungerade electronic state is created according to
Eq. 7.3.
Different mechanisms, i.e. interfering pathways, which lead to electronic coherence
and the observation of electron localization have been studied extensively in the
literature, and can be found for example in [160,360,362,363,369].
In the following five different mechanisms are listed, and illustrated in Fig. 7.13,
which are based on the ones found in the aforementioned TDSE calculation per-
formed by Rubio et al. In each mechanism pathway 1 and 2 interfere in the final
state, leading to electronic coherence. One of the pathways includes an interac-
tion with solely the XUV pulse, whereas the other one involves an interaction
with the XUV+NIR pulse sequence.

• Mechanism I:

– 1. pathway: H2 ground state
XUV−−−→ 1sσg + e− with l = 1, 3, ...

– 2. pathway: H2 ground state
XUV−−−→ 1sσg + e− with l = 1, 3, ...

NIR−−→ 2pσu + e− with l = 1, 3, ...

• Mechanism II:

– 1. pathway: H2 ground state
XUV−−−→ 2pσu + e− with l = 0, 2, ...

– 2. pathway: H2 ground state
XUV−−−→ 2pσu + e− with l = 0, 2, ...

NIR−−→ 1sσg + e− with l = 0, 2, ...

• Mechanism III:

– 1. pathway: H2 ground state
XUV−−−→ 2pσu + e− with l = 0, 2, ...
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– 2. pathway: H2 ground state
XUV−−−→ Q1

1Σ+
u (H2)

decay−−−→ 1sσg

+ e− with l = 1, 3, ...
NIR−−→ 1sσg + e− with l = 0, 2, ...

or:

– 1. pathway: H2 ground state
XUV−−−→ 2pσu + e− with l = 0, 2, ...

NIR−−→ 2pσu + e− with l = 1, 3, ...

– 2. pathway: H2 ground state
XUV−−−→ Q1

1Σ+
u (H2)

decay−−−→ 1sσg

+ e− with l = 1, 3, ...

• Mechanism IV:

– 1. pathway: H2 ground state
XUV−−−→ Q1

1Σ+
u (H2)

decay−−−→ 1sσg

+ e− with l = 1, 3, ...

– 2. pathway: H2 ground state
XUV−−−→ 1sσg + e− with l = 1, 3, ...

NIR−−→ 2pσu + e− with l = 1, 3, ...

• Mechanism V:

– 1. pathway: H2 ground state
XUV−−−→ Q1

1Σ+
u (H2)

decay−−−→ 1sσg + e−

with l = 1, 3, ...

– 2. pathway: H2 ground state
XUV−−−→ Q1

1Σ+
u (H2)

decay−−−→ NIR−−→ 2pσu

+ e− with l = 1, 3, ...

The first two mechanisms sketch the interaction of the NIR pulse with the ion. In
Fig. 7.13 (a) mechanism I is shown, displaying a wave packet dissociating in the
1sσg state by direct XUV ionization, which interferes with a wave packet in the
2pσu state created due to the absorption of 1-NIR-photon during the dissociation
process (NIR: c0l → c1l, l = odd).

The second mechanism II (cf. Fig. 7.13 (b)) describes the interference of a wave
packet created by direct 1-XUV-photon ionization of H2 dissociating in the 2pσu
state with a wave packet in the 1sσg state by stimulated emission of 1-NIR-photon
during the dissociating process (NIR: c1l → c0l, l = even). [360]

On the other hand, mechanism III describes the interaction of the NIR pulse with
the photoelectron (cf. Fig. 7.13 (c)). Here a wave packet in the 2pσu state of H+

2

launched by direct XUV ionization of H2 interferes with a wave packet in the 1sσg
state created through autoionization of the Q1

1Σ+
u states. The wave packet in the

1sσg state is accompanied by a photoelectron with odd-number orbital angular
momentum (l = odd), whereas the wave packet in the 2pσu state is accompanied
by a photoelectron with l = even. The NIR pulse can either interact with the
photoelectron from the first or second pathway, thus changing the photoelectrons
parity from even to odd or vice versa (NIR: c0l → c0l±1, or c1l → c1l±1). [360]

The next mechanisms also include the autoionizing states, however here the NIR
interacts again with the ion. The fourth mechanism IV describes a wave packet in
the 1sσg state due to the autoionization of the Q1

1Σ+
u states upon 1-XUV-photon
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Figure 7.13: Schematic representation of different mechanisms [160, 360,
362, 363, 369] in H+

2 leading to electron localization. (a) Mechanism I
shows the interference of a wave packet created by direct XUV ionization,
which dissociates in the 1sσg state, and a wave packet in the 2pσu state
by absorption of 1-NIR-photon during the dissociation. (b) Mechanism
IIdisplays the interference of a wave packet in the 1sσg state caused by
stimulated emission of 1-NIR-photon during the dissociation on the 2pσu
state, and a wave packet in the 2pσu state upon direct XUV ionization.
(c) Mechanism III describes the interference of a wave packet stemming
from direct XUV ionization of H2 dissociating in the 2pσu state of H+

2

with a wave packet in the 1sσg state originating from autoionization of
the Q1

1Σ+
u states. The NIR pulse then interacts with the photoelectron

changing its parity from even to odd or vice versa. (d) Mechanism IV
shows a wave packet in the 2pσu state originating from 1-NIR-photon
absorption during the dissociation of the 1sσg state upon 1-XUV-photon
ionization of the molecule, which interferes with a wave packet in the 1sσg
state due to the autoionization of the Q1

1Σ+
u states. (e) Mechanism V

firstly includes a wave packet in the Q1
1Σ+

u states due to the absorption of
1-XUV-photon. Subsequently, during the autoionization of the molecule
the absorption of 1-NIR-photon can lead to the projection of the wave
packet from the Q1

1Σ+
u states to the 2pσu state. The interference of the

latter with a wave packet due to the autoionization of the molecule into
the 1sσg state is described by mechanism V.
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ionization of H2, which interferes with a wave packet in the 2pσu state due to
1-NIR-photon absorption during the dissociation of the 1sσg state launched by
1-XUV-photon ionization of the neutral molecule (NIR: c0l → c1l, l = odd).

The last mechanism V describes a wave packet in the 1sσg state resulting from
autoionization of the Q1

1Σ+
u states by 1-XUV-photon absorption (photoelectron

with l = odd), which interferes with a wave packet in the 2pσu state. The
latter comes from the 1-XUV-photon autoionization of the Q1

1Σ+
u states and

the subsequent absorption of 1-NIR-photon before the state has decayed. In
particular, the pathways H2 → pre-decay Q1

1Σ+
u → 2pσu is accompanied by a

photoelectron with l = odd.

In general each mechanism describes the launch of a wavepacket in different elec-
tronic states. As described in detail in the paragraph about the photoexcitation
of H2, the ionic fragments with the highest KER are due to direct dissociation
of the 2pσu state, whereas the fragments with the lowest KER are from direct
dissociation of the 1sσg state. Accordingly, the five mechanisms result in ion frag-
ments with different KERs. The ion fragments with the lowest KER should occur
predominantly due to mechanism I and IV, where the maximal fragment energy
for mechanism IV should be higher than for mechanism I. The ion fragments
with the highest KER should emerge due to mechanism II, III, and V, where the
minimal fragment energy out of those three should occur from mechanism V.

As aforementioned the phase of the asymmetry oscillation depends on the in-
ternuclear distance, where the wave packet is created and the phase relative to
the NIR probe pulse [360]. In addition, autoionizing states have a defined life-
time (e.g. lifetime of Q1

1Σ+
u is ∼ 2 fs [374]) leading to a delayed ionization of the

molecule. Thus, each mechanism should be responsible for an asymmetry param-
eter oscillating as a function of τXUV-NIR with a specific KER dependent phase.
Accordingly, a phase shift of the τXUV-NIR-dependent asymmetry oscillation could
possibly mark the transition between different KER regions (low, middle, high),
where the asymmetry parameters due to different mechanisms overlap (e.g. low
KER: mech. I and IV; middle KER: mech. IV and V; high KER: mech. II,III and
V).

It should be noted that an involvement of the autoionizing Q1
2Πu states can not be

ruled out as mentioned in [360]. For a better signal-to-noise ratio the evaluation
of the asymmetry parameter includes H+ fragments within a ∼ 22.5 ° cone around
the laser polarization axis, due to the fact that the inversion to retrieve the full
3D probability distribution is done with a highest Legendre polynomials order of
4. As discussed in sect. 3.5.1, the zero order corresponds to an angle-integrated
signal, and with increasing order, the angle, which is integrated over decreases
(e.g. 2nd order =̂ 45 °).
As a consequence, not only contributions of molecules aligned along the laser
polarization axis are taken into account, but also ion fragments resulting from
perpendicular transition excitation [360]. Above an XUV photon energy of 31 eV,
molecules aligned orthogonal to the laser polarization axis exhibit a preferential
perpendicular transition excitation to the Q2

1Πu states [360], due to the nature of
the π orbital [375], and which decay through the 1sσg and 2pσu channel leading
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to ion fragments with a KER between ∼ 2 − 10 eV and ∼ 10 − 16 eV [376],
respectively. The possible involvement of the Q2

1Πu states can thus cause an
increase of the signal measured in these KER regions [360], as well as a possible
phase shift.

Furthermore, all mechanisms which involve autoionizing states rely on the overlap
between the pump and probe pulses [360]. This explains the decrease of the
amplitude of the τXUV-NIR-dependent asymmetry as a function of τXUV-XUV, since
for long delays at least one of the XUV pulses only overlaps with the tail of
the NIR pulse, and which thus leads to a decrease of the observed asymmetry
parameter.

7.3.3 Dependence of the asymmetry parameter on the
XUV-XUV delay

In the following sections the new discoveries and main experimental results of
this chapter are discussed in detail, i.e. the oscillation of the amplitude of the
τXUV-NIR-dependent asymmetry parameter as a function of τXUV-XUV, and the
role of ion+photoelectron entanglement.

In general, if the amplitude of the asymmetry is maximal, electron localization
emerges in most of the ions, however if the amplitude is minimal the formation
of electron localization is suppressed. Thus the question arises, what can con-
trol the formation of electronic coherence, and thus the observation of electron
localization?

According to Eq. 7.2, there exist two different ionization pathways, i.e. the hydro-
gen molecule can either absorb 1-XUV-photon (EXUV,1 = ℏωXUV,1) creating an ion
in the gerade electronic state, or absorb 1-XUV-photon (EXUV,2 = ℏωXUV,2) and
excite the ungerade electronic state in the ion accompanied by the corresponding
photoelectron. Subsequently, the ion+photoelectron system interacts with the
NIR pulse, which leads to the absorption or emission of 1-NIR-photon (±ℏωNIR).
To create a coherent superposition of the gerade and ungerade electronic state,
the total energy (KER+EKE) must be identical for the two pathways making it
impossible to distinguish between them in the final state (cf. Eq. 7.3).

As described in detail in the previous section, for each aforementioned mechanism,
which leads to electron localization, there exists one pathway, which involves the
absorption of 1-XUV and 1-NIR-photon, and one pathway, which includes only
the interaction with the XUV pulses. Accordingly, to end up in the same final
state, the energy difference of the two XUV photons of the first and second
pathway has to be ∆EXUV = ℏωXUV,1 − ℏωXUV,2 = ℏωNIR.

As mentioned before, the spectrum of the two interfering XUV pulses exhibits a
fringe pattern with a spacing of δωXUV = 2π/τXUV-XUV. Consequently, if the two
XUV pulses are separated in time by τXUV-XUV = 2nπ/ωNIR, where n is an integer,
the two necessary XUV photons (EXUV,1+EXUV,2) can be found in the spectrum,
as shown in Fig. 7.14. The two pathways are indistinguishable, and a coherent su-
perposition of the electronic states is formed, and electron localization is observed.
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Figure 7.14: Exemplary calculated spectra of two interfering gaussian
pulses with different time delays τXUV-XUV, which represent the XUV
spectra in the current experiment of two specific cases. For a time delay
of τXUV-XUV = π/ωNIR (orange line), the spectrum exhibits a fringe modu-
lation with a spacing of twice the NIR photon energy, i.e. 2ENIR = 2ℏωNIR

(here: ωNIR = 1.55 eV). For a time delay of τXUV-XUV = 2π/ωNIR (blue
line), the fringe spacing is exactly ENIR = ℏωNIR.

However, if the two XUV pulses are separated by τXUV-XUV = (2n + 1)π/ωNIR,
with n as an integer, one of the necessary XUV photons is missing, and thus no
electronic coherence is formed, since the two pathways become distinguishable in
energy.

As a result, the amplitude of the asymmetry should oscillate with a period of
Tasym = 2π/ωNIR as a function of τXUV-XUV.

Period of amplitude asymmetry oscillation Since the NIR probe pulse
is centered at 800 nm, one would expect that the amplitude of the asymmetry
oscillates with a period of Tasym,theory = 2π/ωNIR ∼ 2.7 fs in all KER regions.

However, according to column 3− 5 in table 7.1 the period is longer, i.e. Tasym >
3 fs. A period of 3 fs corresponds to a wavelength of 900 nm. The NIR probe
pulse has a bandwidth of 40 nm, accordingly this wavelength is not included in
the NIR spectrum.

This poses the question, what other effect can lead to an increase of the period
of the τXUV-XUV-dependent amplitude asymmetry oscillation?

In every campaign for each delay point τXUV-XUV, and τXUV-NIR not only the H+

fragment yield, but also the spectra of the two ionizing XUV pulses are recorded.
The interference signal of the two XUV pulses (cf. sect. 5.1.2) as a function of
τXUV-XUV is shown in Fig. 7.15 for the first measurement campaign (cf. Fig. 7.7,
the signal for the two other campaigns can be found in appendix A.3 Fig.A.4).

The two ionizing XUV pulses are not generated independently, due to the in-
terference of the NIR pulses during the HHG (cf. sect. 5.1.2). This leads to
an oscillation of the harmonic yield as a function of τXUV-XUV with a period of
THHG = 2π/ωNIR.
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Figure 7.15: (a) Recorded spectra of the two phase-locked isolated at-
tosecond pulses used to dissociatively ionize hydrogen molecules in the
first measurment campaign as a function of τXUV-XUV and the energy
spectrum. (b) Normalized energy-integrated (25−40 eV) intensity of the
autocorrelation signal shown in (a) as a function of τXUV-XUV (blue curve).
The harmonic yield oscillates with a period of THHG = (3.11 ± 0.15) fs,
due to the interference of the two driving NIR pulses during the HHG
process. The period is retrieved by fitting the data points (purple crosses)
to a cosinusoidal function with a damped amplitude (dashed purple line)
C3+A3 exp(−n3τXUV-XUV) sin(2π(τXUV-XUV−τc3)/THHG)) with the fit pa-
rameter C3, A3, n3, τc3, THHG. In addition the amplitude of the asymme-
try at middle KER (axis on the right side of figure (b)) as a function of
τXUV-XUV is shown with the corresponding sinusoidal fit (dark blue dashed
line) of the data points (dark blue dots) as in Fig. 7.7. The amplitude of
the asymmetry oscillates with a comparable period as the oscillation of
the XUV photon flux.

As can be seen in Fig. 7.15 (b) the normalized energy-integrated XUV intensity
oscillates with a period of THHG = (3.11± 0.15) fs, which is found by a cosinu-
soidal curve fit of the data points. The period THHG is longer than expected for
NIR driving pulses centered at 770 nm, however as explained in detail in sect. 5.1.2
a period of THHG ≳ 3 fs is not unusual for a delay range of τXUV-XUV ∼ 4− 17 fs,
and can be explained by a small chirp in the tail of the NIR driving pulses.
In addition in Fig. 7.15 (b) the amplitude of the asymmetry at middle KER is
shown at the right vertical axis oscillating with a period of Tasym = (3.23± 0.12) fs,
which is comparable to the period of the oscillation of the HHG flux THHG.
The periods retrieved in all measurement campaigns are shown in table 7.1 column
3 − 5 and are compared with column 6. In each campaign Tasym is in the same
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order of magnitude as THHG, with Tasym ≥ THHG. In the first two campaigns the
periods agree within their error bars. In the third campaign the period Tasym is
slightly longer than THHG including the error bars.

Firstly, the τXUV-XUV-dependent harmonic yield superimposes with the signal of
the asymmetry parameter. At τXUV-XUV, where the harmonic yield is low, the H+

fragment yield is decreased correspondingly leading to an asymmetry parameter
with a higher signal-to-noise ratio compared to a τXUV-XUV where the yield is
high. As described before, the asymmetry parameter as a function of τXUV-NIR

is fitted to a cosinusoidal curve fit to extract the amplitude of the asymmetry as
shown in Fig. 7.8. Accordingly, the noisier the signal, the bigger is the error bar
of the fit parameter AXN . Thus, the harmonic yield first of all attributes to the
strength of the error bars of the data points of the amplitude of the asymmetry
as shown in e.g. Fig. 7.9.

Secondly, the amplitude and phase of the states prepared in H+
2 upon XUV ab-

sorption depend on the spectra of the two interfering XUV pulses, which is mod-
ulated with THHG. Accordingly, the states, which are brought into interference
by the NIR pulse have been determined by the XUV amplitude and phase, and
thus are influenced by THHG.

Accordingly, it could be possible that the time scale introduced during HHG
competes against the aforementioned simple model, which predicts an amplitude
asymmetry oscillation with Tasym,theory, and an interplay of these two timescales
could then lead to an increase of the measured Tasym, since THHG > Tasym,theory.
To fully understand this relation and the underlying mechanism additional theory
would be required.

7.3.4 Role of entanglement

According to Eq. 7.2 the XUV pulses firstly create an entangled ion+photo-
electron system and the NIR pulse can subsequently create a coherent super-
position of electronic states according to Eq. 7.3. The τXUV-XUV dependence of
the asymmetry parameter reflects the ability of the NIR pulse to do so. However,
now the question arises if ion+photoelectron entanglement actually plays a role
in the aforementioned mechanisms?

Mechanism I, II, IV, V In the case of mechanism I, IV, and V, upon absorp-
tion of 1-XUV-photon, Eq. 7.2 becomes

|ΨI,IV,V, EKE+KER,XUV⟩ =
∑

l=1,3,...

c0l |ϕ1sσg⟩ ⊗ |χl⟩ . (7.7)

It should be noted that mechanism IV and V are in a sense quite similar to
mechanism I, with the main difference that the 1sσg state is not excited directly,
but rather through the autoionization of the Q1

1Σ+
u states.

In terms of mechanism II, Eq. 7.2 is given by

|ΨII,EKE+KER,XUV⟩ =
∑

l=0,2,...

c1l |ϕ2pσu⟩ ⊗ |χl⟩ . (7.8)
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In all the above, the interaction of the system with the NIR pulse occurs with
the ionic part projecting the 1sσg (or Q1

1Σ+
u , mech.V) onto the 2pσu state, or

vice versa, i.e. c0l ↔ c1l, which creates electron localization according to Eq. 7.3,
where {c0l ̸= 0, c1l ̸= 0} exists.

The parity of the photoelectron is well defined upon XUV ionization, the total
wave function is a pure state, and accordingly entanglement plays no role here.
The dependence of the formation of electron localization on τXUV-XUV in this
case merely describes the condition to find the necessary XUV photons in the
spectrum.

Mechanism III This however changes for mechanism III. Here Eq. 7.2 can
not be simplified, creating a maximally entangled system upon ionization of the
molecule with the XUV pulse pair. After the interaction with the NIR pulse,
and the photoelectron orbital angular momentum is changed from odd to even,
or vice versa.

In the first case, the wave function becomes for a certain KER+EKE

|ΨIII,EKE+KER,XUV+NIR⟩ =
∑

l=l′=0,2,...

(
c0l′ |ϕ1sσg⟩+ c1l |ϕ2pσu⟩

)
⊗ |χ′

l⟩

+
∑

l′′=1,3,...

c0l′′ |ϕ1sσg⟩
)
⊗ |χl′′⟩ , (7.9)

with l′ = lodd ± 1 describing the transitions c0l → c0l±1.

In the second case, the wave function is

|ΨIII,EKE+KER,XUV+NIR⟩ =
∑

l=0,2,...

c1l |ϕ2pσu⟩ ⊗ |χl⟩ (7.10)

+
∑

l′′=l′′′=1,3,...

(
c0l′′ |ϕ1sσg⟩+ c1l′′′ |ϕ2pσu⟩

)
⊗ |χ′

l′′⟩ ,

with l′′′ = leven ± 1, which describes the transitions c1l → c1l±1.

In both cases, the gerade and ungerade electronic states are in a coherent super-
position leading to the observation of electron localization.

The degree of entanglement in Eq. 7.9 and 7.10 is lower than in Eq. 7.2, due to
the superposition of the electronic states, and can become even zero for c0l′′ = 0
in Eq. 7.9, and for c1l = 0 in Eq. 7.10. Thus, in mechanism III ion+photoelectron
entanglement indeed plays a role, and the dependence on τXUV-XUV reflects the
ability of the NIR pulse to convert the initially entangled system into electronic
coherence.

Furthermore, the degree of entanglement depends on the pump-probe delay, i.e.
τXUV-NIR. As described earlier, the asymmetry parameter oscillates as a function
of τXUV-NIR, as seen in e.g. Fig. 7.7 (a). If the asymmetry parameter has a maxi-
mal or minimal value, the remaining electron is highly localized at the upper or
lower proton, respectively. Accordingly, at those delays the degree of electronic
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coherence is high, whereas the degree of ion+photoelectron entanglement is low.
If however, the asymmetry parameter is zero, the measured H+ fragments are
uniformly distributed, since the electron is not localized. For those delays the
degree of coherence is low, and the degree of ion+photoelectron entanglement
is high. Accordingly, the degree of ion+photoelectron entanglement oscillates as
a function of τXUV-NIR with half the period of the oscillation of the asymmetry
parameter, i.e. TNIR/2.

A more detailed investigation of the role of entanglement in the current experi-
ment is done with the results retrieved from the TDSE calculation by Rubio et
al., which can be found in the future publication.

7.4 Conclusion

In this chapter, an experiment is presented, where an entangled ion+photo-
electron system is created upon dissociative ionization of neutral H2 by two
phase-locked IAPs. Subsequently, a NIR pulse projects the system into a coherent
superposition of the first gerade and ungerade electronic state of H+

2 , creating elec-
tron localization. The ability of the NIR pulse to convert the initially entangled
system into electronic coherence is determined by the time delay between the two
ionizing XUV pulses. Electron localization is observed for τXUV-XUV = 2nπ/ωNIR,
whereas it is absent for τXUV-XUV = (2n+1)π/ωNIR, with n as an integer. The de-
gree of electronic coherence and the degree of ion+photoelectron entanglement,
respectively, is controlled by tailoring the pulse excitation, i.e. the XUV pulse
delay τXUV-XUV, as well as the pump-probe delay τXUV-NIR. This experiment is
a second example, which demonstrates the important role of ion+photoelectron
entanglement in attosecond science, and shows its limiting role towards the ob-
servability of coherence-based dynamics.
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chapter 8

Summary and Outlook

The main goal of this thesis is to emphasize the important role of quantum-
mechanical entanglement in attosecond science. Here two pump-probe experi-
ments are presented, which investigate the role of ion+photoelectron entangle-
ment during the ionization of hydrogen molecules, and how entanglement between
the two subsystems can limit the coherence between different intermediate states
in the ion.

In the first experiment, the degree of vibrational coherence in H+
2 is controlled

by changing the time delay between the two ionizing phase-locked XUV pulses,
due to ion+photoelectron entanglement generated in the ionization process. A
high degree of ion+photoelectron entanglement is observed, whenever τXUV-XUV =
(2n+1)π/∆Ev,v′ , whereas a high degree of vibrational coherence occurs whenever
τXUV-XUV = 2nπ/∆Ev,v′ (with n as an integer, and ∆Ev,v′ is the energy difference
between the two vibrational states v and v′).

In the second experiment, the properties of electronic coherence in H+
2 are in-

vestigated resulting from the dissociative ionization of H2 by two phase-locked
isolated attosecond pulses (IAPs) and the subsequent interaction of the system
with a NIR pulse. In the laboratory-frame, a favored localization of the bound
electron in the ion at one of the two protons is observed, whenever the initially
entangled ion+photoelectron system resulting upon XUV ionization is converted
into a coherent superposition of the first gerade and ungerade electronic state
in H+

2 by the NIR probe pulse. By changing the time delay between the two
XUV pulses, the ability of the NIR pulse to create electron localization is con-
trolled. For a time delay of τXUV-XUV = 2nπ/ωNIR, the NIR pulse is able to
create electronic coherence, and electron localization is observed, whereas for
τXUV-XUV = (2n + 1)π/ωNIR the coherence is absent, and the ion+photoelectron
system remains entangled (with n as an integer).
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On the one hand, both experiments can be understood as an important model case
of how ion+photoelectron entanglement can prevent the observation of coherent
dynamics in ions, and photoelectrons in attosecond experiments.
On the other hand, these experiments also show the possibility to control entan-
glement and coherence by tailoring the ionizing pulse properties, and thus the
opportunities given by combining attosecond science with quantum optics and
quantum information theory.

The advance of quantum-mechanical entanglement in attosecond science has led
to a variety of work investigating entanglement between different atomic, and
molecular subsystems in the last years [2, 9, 111–113, 115, 118, 119, 121, 122, 143],
where the characterization and the control of entanglement is of big interest.
In particular, there is a lot of interest in the role of entangled states during
strong-field ionization and their impact on high harmonic generation [377–382].
An overview of the latter research field can be found in [102, 383]. Using light
to engineer quantum states with non-classical properties is the essence of quan-
tum optics, which is at the core of quantum technologies [124–126]. Quantum
light exhibits strong quantum correlations, as well as it provides reduced noise,
which is a big advantage compared to classical light. Furthermore, non-classical
and entangled states of light are more robust with respect to decoherence com-
pared to entangled states of other particles, as the interaction of photons with
the environment can be more easily controlled and limited. Non-classical and
entangled light therefore plays a crucial role in quantum information science,
communication, teleportation, among others, however so far the application is
limited by a low photon number. Combining quantum information science with
attosecond science could solve this problem, thus creating massive, and robust
entangled states with a high photon number, which would allow the controlled
use of decoherence [102].

In conclusion, there are many opportunities to investigate and exploit entangle-
ment in attosecond science. In particular, the exploitation of the active control
of entanglement by tailoring the pulse excitation is only just beginning, and can
be applied to study many more systems as well as different entangled subsys-
tems. In addition, the use of two phase-locked APTs (attosecond pulse trains),
and especially two phase-locked IAPs with variable delay offers a wide range of
possibilities for applications in other research areas, as for example in attosecond
multidimensional spectroscopy [238, 240, 251–253, 255, 256, 320–322] or multidi-
mensional attosecond transient absorption spectroscopy [384].

Since Galileo the knowledge about light has increased tremendously,
but as Einstein already said:

“Je mehr ich weiß, um so mehr weiß ich, dass ich nicht(s) weiß.”
(“The more I know, the more I know that I don’t know.”)
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Appendix

A.1 Derivation of the general uncertainty prin-

ciple

The uncertainty principle was generalized by Howard P. Robertson [385] in 1929.
The following derivation is based on the one given in [132].

First, two hermitian operators Â and B̂, with the expectation values of

⟨Â⟩ =
⟨ψ|Â|ψ⟩
⟨ψ|ψ⟩

⟨B̂⟩ =
⟨ψ|B̂|ψ⟩
⟨ψ|ψ⟩

(A.1)

are considered. Further, ∆Â ≡ Â− ⟨Â⟩, and ∆B̂ ≡ B̂ − ⟨B̂⟩ are defined.

Then, the expectation values ⟨(∆Â)2⟩, and ⟨(∆B̂)2⟩ can be calculated, which are
found to be equal to the variance σ, according to

⟨(∆Â)2⟩ = ⟨Â2⟩ − ⟨Â⟩
2
= σ2

A

⟨(∆B̂)2⟩ = ⟨B̂2⟩ − ⟨B̂⟩
2
= σ2

B. (A.2)

In addition, the states |f⟩ and |g⟩ are defined to be

|f⟩ ≡ ∆Â |ψ⟩
|g⟩ ≡ ∆B̂ |ψ⟩ . (A.3)
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Subsequently, the Schwarz inequality [386] can be applied to the two states, ac-
cording to

⟨f |f⟩ ⟨g|g⟩ ≥ | ⟨f |g⟩ |2. (A.4)

This can be rewritten as

⟨ψ|(∆Â)2|ψ⟩ ⟨ψ|(∆B̂)2|ψ⟩ ≥
(

1

2i
(⟨f |g⟩ − ⟨g|f⟩)

)2

, (A.5)

exploiting the fact that ⟨f |g⟩ is a complex number z, where the following applies:

|z|2 = ℜ(z)2 + ℑ(z)2 ≥ ℑ(z)2 =
(
z − z∗
2i

)2

.

Using that ⟨f |g⟩ = ⟨ÂB̂⟩ − ⟨Â⟩ ⟨B̂⟩, and ⟨g|f⟩ = ⟨B̂Â⟩ − ⟨Â⟩ ⟨B̂⟩ the term in the
brackets on the r.h.s. in Eq. A.5 becomes

⟨f |g⟩ − ⟨g|f⟩ = ⟨ÂB̂⟩ − ⟨B̂Â⟩ =
〈
ψ

∣∣∣∣ [Â, B̂] ∣∣∣∣ψ〉. (A.6)

Finally, the equation becomes

σ2
Aσ

2
B ≥

(
1

2i

〈
ψ

∣∣∣∣ [Â, B̂] ∣∣∣∣ψ〉)2

, (A.7)

which is the general uncertainty principle.

Now one can replace Â = x̂ with the position, and B̂ = p̂x = −iℏ∂/∂x with
the momentum operator, where the relation [x̂, p̂x]ψ(x) = (x̂p̂x − p̂xx̂)ψ(x) =
(−iℏx∂/∂x+ iℏ (1 + x∂/∂x))ψ(x) = iℏψ(x) applies.

This leads to the well known expression of the position and momentum uncer-
tainty principle

σxσp ≥ ℏ/2. (A.8)

A.2 Calibration of the KER axis

In chapter 7 the energy axis is calibrated with the help of the experimental results
presented in chapter 5.2.
In the experiment described in chapter 5.2 the Rydberg states in helium atoms
are excited by a two XUV pulse sequence with variable delay τXUV-XUV, and are
subsequently ionized by a NIR pulse. The photoelectrons are then measured as
a function of τXUV-XUV, which allows to retrieve the prior excited and very well
known helium Rydberg states.

In Fig.A.1 the main experimental results of chapter 5.2 are presented, showing in
the left figure the oscillation of the population of the Rydberg states as a function
of τXUV-XUV, and in the right figure the strong peaks in the frequency domain,
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Figure A.1: See chapter 5.2: Measurement of photoelectrons, due to
the excitation of helium atoms by two phase locked XUV pulses, and
subsequent ionization by a NIR probe pulse (cf. Fig. 5.11). In the right
figure β2(pe− , τXUV-XUV) is shown as a function of τXUV-XUV. The y-axis
is given in pixel numbers of the CCD camera, which recorded the VMI
images. The pixel number corresponds linearly to the momentum of
the photoelectrons. In the right figure the signal of β2(pe− , τXUV-XUV) is
Fourier transformed along τXUV-XUV, leading to pronounced peaks in the
frequency domain, which correspond to the energies of different helium
Rydberg states (1s4p−1s8p)

which correspond to the Rydberg states 1s4p up to 1s8p. The y-axis is given
in pixel units of the CCD camera, which is used to measure the individual VMI
images, and which corresponds linearly to the momentum of the photoelectrons.

Accordingly, the photoelectrons from the different Rydberg states have a mea-
sured energy of

S1snp = E1snp + ENIR − IP, (A.9)

where E1snp is the energy of the Rydberg state 1snp [328] (with n = 4 − 8),
ENIR = 1.55 eV is the energy of the NIR probe laser, and IP ∼ 24.6 eV [328] is
the ionization potential of helium.

Thus, the y-axis can be calibrated by assigning the pixel, where the signal of
the photoelectrons is measured to the different Rydberg energies. Since the pixel
number is linear in momentum, the energy and the pixel number are correlated
by a second order polynomial fit as shown in Fig.A.2.

The here found calibration can now be applied to the experiment of chapter 7,
where H+ ions are measured as a function of τXUV-XUV and τXUV-NIR.

First of all, the voltages applied to the VMI spectrometer (repeller and extractor
electrodes) have to be taken into account. This is important, since the energy of
the measured particle scales linearly with the applied voltages. By increasing the
voltages, the maximal energy, which can be observed on the detector increases.
This in turn means that the energy axis is compressed, and the resolution of the
images decreases.
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Figure A.2: Energy-pixel calibration curve determined by a second order
polynomial fit (solid line) of the data points of the helium Rydberg en-
ergies as a function of the pixel number.

Whereas if the voltages are decreased, the maximal observed energy of the parti-
cles decreases, and the energy axis expands leading to a better resolution of the
images.

Thus, it becomes obvious that if a measured signal has a broad bandwidth, it
is important to apply high voltages. Whereas if a detailed resolution of small
features is required, one should apply small voltages.

In chapter 5.2 the repeller and extractor voltages had a value of RepHe = 2694V,
and ExtHe = 2244V, respectively. Whereas in chapter 7 the voltages were
RepH2 = 1554V, and ExtH2 = 1387V, respectively. This leads to an aver-
aged ratio between the two repeller, and extractor voltages of RatioHe/H2

=
1

2
(RepHe/RepH2

+ ExtHe/ExtH2) ∼ 1.68.

Now, the energy axis for the experiment in chapter 7 can be calculated, according
to

KERH2 = 2 · polyfitHe(Npixel,H2)/RatioHe/H2
. (A.10)

First of all the y-axis measured in the H2 experiments given in pixel numbers is
applied to the polynomial fit retrieved with the data of chapter 5.2. In addition
the energies have to be divided by the ratio of the applied VMI voltages to
compensate for the different energy regions of the two measurements. At last,
the energy has to be taken times two, since the kinetic energy release (KER) is
two times the kinetic energy of the measured H+ ions.

For comparison in Fig.A.3 the main experimental results of chapter 7 are shown
as a function of the pixel number, and as a function of the calibrated y-axis, i.e.
the kinetic energy release (KER).
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Figure A.3: See chapter 7: Measurement of the asymmetry parameter,
i.e. the difference between the H+ fragments flying up and downwards
in respect to the laser propagation direction after dissociative ionization
of H2 atoms with two phase-locked XUV pulses and an NIR pulse (cf.
Fig. 7.7 (a)). The asymmetry parameter is shown as function of τXUV-NIR

for τXUV-XUV = 6 fs. The y-axis is given in pixel units of the CCD camera
in (a), whereas in (b) the y-axis is calibrated and now corresponds to the
kinetic energy release (KER) of the system.

A.3 Interference signal of the two XUV pulses

as a function of the delay

The figure is on the next page.
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Figure A.4: (a)-(b) Second, and (c)-(d) third measurement campaign of
electron localization in hydrogen molecules: (a)&(c) XUV spectrum of
the two phase-locked isolated attosecond pulses (IAPs) for the dissocia-
tive ionization of neutral hydrogen molecules as a function of τXUV-XUV.
(b)&(d) Normalized energy-integrated (25−40 eV) XUV intensity oscilla-
tion as a function of τXUV-XUV with a period of (b) THHG = (3.05±0.07) fs,
and (d) THHG = (3.20 ± 0.07) fs, which is retrieved by a cosinusoidal
fit with a damped amplitude (dashed purple line) of the data points
(crosses). For comparison the corresponding amplitude of the oscillation
of the asymmetry parameter at a middle KER (dots) as a function of
τXUV-NIR is given as a function of τXUV-XUV. The sinusoidal curve fit of
the data points is shown as a dashed dark blue line. The amplitude of
the asymmetry oscillates with a period of (b) Tasym = (3.10 ± 0.15) fs,
and (d) Tasym = (3.50 ± 0.19) fs, which is comparable to the period of
oscillation of the XUV photon flux.
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[181] T. Hänsch, “A proposed sub-femtosecond pulse synthesizer using sepa-
rate phase-locked laser oscillators,” Optics Communications, vol. 80, no. 1,
pp. 71–75, 1990. https://doi.org/10.1016/0030-4018(90)90509-R.
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[304] J. Itatani, F. Quéré, G. L. Yudin, M. Y. Ivanov, F. Krausz, and
P. B. Corkum, “Attosecond streak camera,” Physical review letters,
vol. 88, no. 17, p. 173903, 2002. https://link.aps.org/doi/10.1103/

PhysRevLett.88.173903.

[305] M. Drescher, M. Hentschel, R. Kienberger, G. Tempea, C. Spielmann,
G. A. Reider, P. B. Corkum, and F. Krausz, “X-ray pulses approaching
the attosecond frontier,” Science, vol. 291, no. 5510, pp. 1923–1927, 2001.
https://doi.org/10.1126/science.1058561.

[306] M. Kitzler, N. Milosevic, A. Scrinzi, F. Krausz, and T. Brabec, “Quan-
tum theory of attosecond XUV pulse measurement by laser dressed pho-
toionization,” Physical review letters, vol. 88, no. 17, p. 173904, 2002.
https://link.aps.org/doi/10.1103/PhysRevLett.88.173904.

[307] J. Gagnon, Attosecond Electron Spectroscopy. PhD thesis, LMU Munich,
2011. https://doi.org/10.5282/edoc.12537.
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