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Preface

This thesis is submitted in fulfillment of the requirements for the degree of
Doctor rerum naturalium (Dr. rer. nat.) to the Department of Earth Sciences of
the Freie Universitdt Berlin. The research presented here was conducted at the
Freie Universitat Berlin, under the supervision of Prof. Dr. Martijn Schaap and
Prof. Dr. Tim Butler and was mainly funded by the German Environmental
Agency (UBA) and the Federal Ministry for Digital and Transport (BMDV)
through grant Nr. 3716 51 203 0 (PM-Ost), 19F2065 (S-VELD) and 3720 51
201 0 (OzonEval). The thesis is a collection of four research articles published
in international and peer-reviewed journals. The papers are preceded by an
introductory chapter that relates them to each other and provides background
information and motivation for the work. One of the papers is joint work with
Joscha Piiltz. T am the lead author of the three remaining papers.

Markus Thiirkow
Berlin, 2024
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Chapter 1
Summary and Zusammenfassung

1.1 Summary

olitical regulations are an efficient instrument to reduce emissions,
but developing mitigation strategies require information on the source
contributions. Informations on local traffic emissions are usually available, but
the contribution to the regional background is often missing. CTMs are widely
used to assess the air pollution and support policy decisions. This study focuses
on improving the quantification of the source contribution to the concentration
levels of PM, NOy and O3 in Germany.

A source apportionment was performed to identify the most important sources
for NOx in Germany and Berlin. Contributions to NOx were calculated using
the labeling system in LOTOS-EUROS. Most important contributions to NO,
are road transport (~45 %), non-road transport (~24 %), energy & industry
(~20 %) and households (~10 %). The impact of emission reduction was calculated
using the brute force technique. Main differences between potential impacts
(upscaling the impact to 100 %) and contributions were observed for ozone-
limiting conditions. At night and in winter, the non-linear photochemical reaction
between source sectors is often hampered and no regime change in the titration of
O3 takes place. In the urban background, the sum of the potential impacts from
each source sector overestimates the unperturbed baseline concentration for NO
by about 50 % on annual average. For rural background sites, the overestimation
is roughly 10 % lower. Larger overestimation was observed for hourly time series
and small-sized source categories. For NOsy, the attributed concentration from
the brute force simulation is about 5 % lower close to emission sources than that
of the labeling system. For larger cities, differences between the two calculations
are about -15 %. The differences between both techniques increase with smaller
NOx reduction. A 25 % reduction in NOx emissions was identified as the limit
for application of the brute force technique.

As prior research studies show similar deficiencies for PM, the source
attribution for PM was performed using the labeling system. Combustion
processes from residential heating (~30 %), industry & energy production (~19 %)
and road-transport (~12 %) are the most important sources in Berlin. Agriculture
and the boundary contribute about 12 % and about 14 % respectively on annual
average. The remaining contribution is explained by natural emissions. Domestic
sources from Berlin (~25 %) and Germany (~24 %) explain about a half to
the annual average concentration. About 33 % originate from transboundary
transport. The rest can be attributed to natural sources. For PM episodes
in winter up to a third of the PM concentration originates from sources in
neighboring countries further east. Seasonal variations were caused by emissions
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from residential heating and energy production, most important in winter.
Agriculture is a large source of PM in spring and summer. Households (~53 %)
and road-transport (~17 %) contribute most to the urban increment in Berlin.
Road transport explains about 22 % of coarse material in urban background
sites. Previous research studies show larger traffic contributions of up to a factor
of 4 in summer. Incomplete reporting of non-exhaust emissions from road traffic
and land management activities may partly explain the underestimation.

Model simulations with COSMO-CLM were performed to downscale
meteorological reanalysis from ECMWF to the national scale for Germany and
were used for the first time as input data in LOTOS-EUROS. This paves the way
for forthcoming modeling in Germany and to incorporate meteorological forecasts
from DWD. The study shows improved statistics for meteorological conditions in
Germany with COSMO-CLM compared to the lower resolved ECMWF forecasts.
Simulations with the dynamic mixed-layer set-up show too high mixing from the
planetary boundary layer to higher model layers in LOTOS-EUROS. Different
turbulence parameterizations were used in COSMO-CLM, but show no clear
indication to improve the mixing in LOTOS-EUROS. The pollutants stay closer
to the surface when a larger number of vertical layers is used. The refined
vertical layering improves the modeling with LOTOS-EUROS for Berlin and
lowers the bias in the urban background, especially for cold and stagnating
weather conditions in winter. Ammonium and nitrate responded most sensitive
to the higher resolved vertical layering and show increased concentrations.

Modeling of O3 with LOTOS-EUROS for Germany was evaluated with three
other CTMs in a national scale multi model inter-comparison. The individual
models often show lower model-measurement agreement and a lower statistical
skill than the ensemble mean of all models, especially at night and for high
ozone levels. A dynamic model evaluation was designed that compares modeled
and observed concentration regimes for temperature and humidity. Room for
improvement was identified to reproduce the Og sensitivity to temperature, where
a large spread was observed between the models. LOTOS-EUROS captures
the regional build-up and removal of O3 for day-to-day and season-to-season
variations, but underestimates the Oj sensitivity to temperature. Different
sensitivities of O3 to temperature between rural and urban background sites and
spring and summer are captured with LOTOS-EUROS.

Detailing the emission inventories at national level, the integration of
resuspended coarse material as an additional source and the use of the high
resolved vertical layering are recommended for future modeling with LOTOS-
EUROS. Contributions from the labeling system must be the first guess for
emission reduction scenarios using the brute-force technique. The calculation of
potential impacts must be avoided for NO and for small-sized emission categories.
The implementation of the labeling system for O3 will allow to account for the
contributions of O3 in Germany with LOTOS-EUROS. The dynamic evaluation
must be expanded to longer timeframes and to other pollutants.
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1.2 Zusammenfassung

olitische Regelungen sind ein wirksames Instrument zur Reduktion von
Emissionen. Die Entwicklung von Strategien zur Minderung von Emis-
sionen erfordert Informationen zum Beitrag einzelner Quellen. Informationen
iiber lokale Verkehrsemissionen sind in der Regel verfiigbar, aber der Beitrag
zum regionalen Hintergrund ist haufig unbekannt. CTMs werden héufig zur
Bewertung der Luftqualitdt und als Stiitze fiir politische Entscheidungen einge-
setzt. Im Rahmen dieser Arbeit wird die Berechnung der Quellenbeitrige zur
Gesamtkonzentration von PM, NOs und O3 in Deutschland verbessert.

Um die wichtigsten Quellen fiir NOx in Deutschland zu ermitteln, wurde
eine Quellenzuordnung durchgefithrt. Die Beitrdge fiir NOx wurden mit dem
Kennzeichnungssystem in LOTOS-EUROS berechnet. Die wichtigsten Beitrége
zu NOg sind der Straflenverkehr (~45 %), der nicht strafiengebundene Verkehr
(~24 %), die Energiewirtschaft und der industrielle Sektor (~20 %) sowie die
Beheizung von Wohngebéauden (~10 %). Die Auswirkungen einer Emissionsre-
duktion wurden mit der Brute-Force-Technik ermittelt. Die gréfiten Unterschiede
zwischen den potenziellen Einwirkungen (Skalierung der Auswirkung auf 100 %)
und den Beitrédgen wurden fiir ozonbegrenzende Bedingungen festgestellt. Nachts
und im Winter ist die nichtlineare Photochemie zwischen den Quellensektoren
gehemmt und es findet kein Regimewechsel in der Titration von O3 statt. Im
stddtischen Hintergrund ist die Summe der potenziellen Einwirkungen jedes Quel-
lensektors fiir NO im Jahresdurchschnitt etwa 50 % groflier als die Konzentration
der ungestorten Simulation. Fiir Stundenwerte und kleine Quellenkategorien
ist eine groBlere Abweichung festzustellen. Im l&ndlichen Hintergrund ist die
Uberschitzung etwa 10 % geringer. Fiir NOg ist die Summe der potentiellen
Einwirkungen in der Nahe von Emissionen etwa 5 % niedriger als die Basissimu-
lation. In Grofistddten betragen die Unterschiede etwa -15 %. Mit geringerer
NOx-Reduktion nehmen die Abweichungen zwischen den beiden Verfahren
zu. Die Grenze der Anwendbarkeit des Brute-Force-Verfahrens liegt bei einer
25-prozentigen Reduktion der NOx-Emissionen.

Die Quellenzuordnung fiir PM wurde mit dem Kennzeichnungssystem
vorgenommen. Private Haushalte (~30 %), die Industrie & Energieerzeugung (~19
%) und der Straflenverkehr (~12 %) sind wichtige Quellen in Berlin. Der Anteil
der Landwirtschaft und des Grenzbeitrags betragt ~12 % und ~14 %. Natiirliche
Emissionen erkldren den Rest. Emissionen in Berlin (~25 %) und Deutschland
(~24 %) tragen zur Hilfte der Konzentration im Jahresdurchschnitt bei. Etwa
33 % sind dem Ferntransport zuzuschreiben. Der {ibrige Anteil ist auf natiirliche
Quellen zurtickzufithren. Emissionen aus ostlich gelegenen Nachbarlandern tragen
im Winter ein Drittel zur Konzentration in Berlin bei. Saisonale Schwankungen
sind auf Emissionen aus der Energieerzeugung und der Beheizung von Wohnge-
béuden zuriickzufiihren, die iiberwiegend im Winter anfallen. Im Frithjahr
und Sommer tragt die Landwirtschaft wesentlich zur Konzentration bei. Der
Straflenverkehr (~17 %) und die Beheizung von Wohngebéuden (~53 %) zeigen
groflere Beitrdge im Stadtgebiet von Berlin und sind im Umland geringer. Der
Strafenverkehr hat einen Anteil von etwa 22 % am Grobmaterial im stadtischen

3
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Hintergrund. Frithere Studien haben einen bis zu 4-fach grofieren Beitrag des
Verkehrs im Sommer festgestellt. Die Unterschiatzung ldsst sich zum Teil durch
eine liickenhafte Berichterstattung von nicht abgasbedingten Emissionen aus
dem Stralenverkehr und der Bewirtschaftung von landwirtschaftlichen Fléchen
erkléren.

In dieser Studie wurden erstmalig meteorologische Daten aus COSMO-CLM
als Antrieb fiir die Simulation mit LOTOS-EUROS verwendet. Die Reanalyse
des ECMWEF wurde mit COSMO-CLM auf die nationale Skala fiir Deutsch-
land skaliert. Dies eroffnet die Moglichkeit in einer zukiinftigen Modellierung,
die meteorologischen Vorhersagen des DWD einzubeziehen. Die Simulation
mit COSMO-CLM erfasst die meteorologischen Bedingungen in Deutschland
besser als die niedriger aufgeloste ECMWEF-Vorhersage. In LOTOS-EUROS
wird standardmaéflig von einer gut durchmischten Grenzschicht ausgegangen.
Die Durchmischung von der planetaren Grenzschicht in héhere Modellschichten
ist dabei oft zu stark ausgepriagt. Verschiedene Turbulenzparametrisierungen
wurden in COSMO-CLM verwendet, zeigten aber keinen klaren Hinweis auf eine
Verbesserung der Durchmischung in LOTOS-EUROS. Wenn eine hohere Anzahl
von vertikalen Schichten verwendet wird, verbleiben die Schadstoffe nédher an
der Oberfliche. Dies reduziert den Modellfehler im stddtischen Hintergrund
flir Berlin, insbesondere bei kalten und stagnierenden Wetterlagen im Winter.
Ammoniak und Nitrat reagieren am empfindlichsten auf die héher aufgeloste
vertikale Schichtung und zeigen erhohte Konzentrationen.

Die Modellierung von O3 mit LOTOS-EUROS in Deutschland wurde im Rah-
men eines nationalen Multimodellvergleichs mit drei weiteren CTMs bewertet.
Die einzelnen Modelle zeigen hiufig eine geringere Ubereinstimmung zwischen
der modellierten Konzentration und den Messwerten und verfiigen tiber eine
schlechtere Statistik als das Ensemble-Mittel aller Modelle, insbesondere in der
Nacht und bei hohen Ozonwerten. Die tégliche und jahreszeitliche Variation
in der Produktion und dem Abbau von O3 wird mit LOTOS-EUROS erfasst.
Eine neue Methodik wurde zur Bewertung der Modelle entwickelt, bei der die
modellierten und beobachteten Konzentrationen gegeniiber der Temperatur und
der Luftfeuchtigkeit betrachtet werden. Die Empfindlichkeit von O3 gegeniiber
der Temperatur wird von den Modellen sehr unterschiedlich abgebildet und
mit LOTOS-EUROS unterschétzt. Die unterschiedliche Empfindlichkeit von Og
gegeniiber der Temperatur zwischen dem ldndlichen und stadtischen Hintergrund
sowie zwischen Frithling und Sommer wird meist erfasst.

Fiir die zukiinftige Modellierung mit LOTOS-EUROS wird empfohlen, eine
hochauflésende vertikale Schichtung zu verwenden, die nationalen Emissionsin-
ventare zu erweitern und grobes, wieder aufgewirbeltes Material als zusétzliche
Quelle einzubeziehen. Mit dem Kennzeichnungssystem berechnete Beitrage
miissen als erste Schitzung fiir Emissionsminderungsszenarien verwendet wer-
den. Die Berechnung der potenziellen Einwirkung muss fiir NO und kleine
Emissionskategorien vermieden werden. Um auch Beitrédge fiir O3z mit LOTOS-
EUROS berechnen zu kénnen, muss ein Kennzeichnungssystem fiir Og imple-
mentiert werden. Die Evaluation der modellierten Konzentration gegeniiber
meteorologischer Variablen bedarf lingere Zeitrdume und weitere Schadstoffe.

4



Chapter 2
Overview of thesis

he presented dissertation consists of 7 chapters, followed by four separate
research articles and is summarized in Chapter 1. Chapter 3 introduces
main air quality concerns for Europe and Germany (Section 3.1) and provides
information on air pollutants examined in this research study (Section 3.2).
Chapter 3 further summarizes monitoring standards for air pollution (Section 3.3).
The chapter also outlines modeling aspects for air pollution reanalysis and
forecast purposes using chemistry transport models (CTMs), detailing the
main processes in CTMs and its input data needed and gives an overview for
emission source attribution techniques (Section 3.4). The subsequent Chapter 4
provides the main research questions that will be addressed in this thesis.
Chapter 5 briefly summarizes the four research publications that are contributing
to this dissertation. All four scientific articles have already been published.
Paper I focuses on the comparison of different source attribution techniques.
Contributions of emission source sectors and regions for NOx and PM were
calculated in Paper I and Paper II for Germany and Berlin. Model improvements
for the LOTOS-EUROS CTM are addressed in Paper II1. Paper IV presents a
multi-model evaluation assessment with different CTMs. The main findings from
the four publications are discussed in Chapter 6. Finally, Chapter 7 gives an
outlook and future perspectives that may be of interest for upcoming research
activities.
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Figure 2.1: Overview of research publications included.



Chapter 3
Introduction

3.1 Ambient air pollution in Germany

mbient air pollution has become a serious challenge to human wellbeing
since the start of the industrialization and globalization in the twentieth
century (e.g., Fang et al., 2013; Krotkov et al., 2016; Ventriglio et al., 2021).
Exposure to air pollution is thought to be one of the major drivers of human
diseases worldwide with (long-term) exposure reported to be one of the leading
environmental health risk factors including premature death (e.g., Gurjar et al.,
2010; Anderson et al., 2012; Burnett et al., 2018). Although the human organism
is not capable of distinguishing between clean- and toxic air simply from smell
or taste of the surrounding conditions, air pollutants may cause local damages,
for example allergic reactions, after entering the human body via respiratory
pathways (e.g., D’Amato et al., 2002). Particles with a diameter less than 2.5 pm,
are of particular interest as they can enter the cardiovascular system and may
damage the heart or brain (e.g., Calderén-Garciduenias et al., 2007; Arias-Pérez
et al., 2020; Daiber et al., 2020). In addition to exposure to particles, gaseous air
pollutants may also cause negative impacts on human health (e.g., Chen et al.,
2007; Kampa and Castanas, 2008). Long term exposure to nitrogen oxides has
been proven to lead to an increased mortality, also at very low levels (e.g., Per
et al., 2004; Raaschou-Nielsen et al., 2012; Beelen et al., 2014; Fischer et al.,
2015). Long-term exposure to high ozone concentrations have been found to be
carcinogenic (e.g., Dabass et al., 2014). Especially, older (e.g., Lepeule et al.,
2014) and very young people (e.g., Gauderman et al., 2004; Pujol et al., 2016) as
well as persons with medical diseases (e.g., Pope, 2000) are vulnerable to short
term and long-term exposure to high concentrations of air pollutants.

Political regulations have been put in place to lower man-made (anthro-
pogenic) emissions and to protect human health (e.g., Schépp et al., 2003;
Vestreng et al., 2007; Jafari et al., 2021). Since the industrialization, several
guidelines have been established at international and national level. (Negative)
environmental impacts on the human being and ecosystems have been tackled
for example by the Clean Air For Europe Directive 2008/50/EC (CAFE, EC,
2008) and the Gothenburg Protocol by UNECE. The first legislation to be
officially established in law was the Clean Air Act (CAA), an agreement passed
by the Parliament of the United Kingdom in 1956. The act was triggered by a
severe smog event in London, caused by exhaust smoke from industrial activities,
residential heating and traffic, that costed thousands of people their lives (e.g.,
Wilkins, 1954; Bell and Davis, 2001). Currently, clean air policy in Europe
is based on three pillars. The first addresses emission standards for various
emission sources like as the traffic- (e.g., Berg, 2003; Vestreng et al., 2009; Favre
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Figure 3.3: Emissions of selected air pollutants. Source: German Environment Agency
(UBA, 01/06/2023).

et al., 2016), industry- (e.g., Bergqvist et al., 2015; Sardar, 2015) or agricultural
sector (e.g., Giannakis et al., 2019; Silveira et al., 2023). The second aims to
reduce national emissions in total through the National Emission reduction
Commitments (NEC) Directive (2016/2284/EU). The third pillar includes the
limit and target values set by the European legislation to protect the whole
population and minimize the long-term exposure to near-surface air pollutants
(EC, 2008). Exceedances of the target- and the limit values are still a challenging
issue in Europe (e.g., Guerreiro et al., 2014; Gozzi et al., 2017). In particular,
close to large agglomeration areas and urban centers the ambient air pollution
often shows high concentrations exceeding the limit values or WHO guidelines
(e.g., Annesi-Maesano, 2017; Viana et al., 2020).

Emission inventories provided by the Federal Environment Agency (UBA,
2019) and several scientific research activities (e.g., Zimmermann et al., 2003;
Mayer et al., 2008) report decreasing trends for German air pollutant emissions
over the last three decades (see Figure 3.1, Figure 3.2 and Figure 3.3), which is
consistent with national monitoring data. Technical improvements, for exam-
ple on power plants, have significantly reduced emissions from industrial and
commercial sources in western European countries and the US (e.g., Vestreng
et al., 2007; Rafaj et al., 2015; Crippa et al., 2016). The application of catalytic
converters and particle filters in the road transport sector (e.g., Gerard and
Lave, 2005; Twigg, 2011) and the use of alternative fuels in the energy sector
(liquid or gas compared to solid) and house holds were important for the success
of the mitigation efforts (e.g., Hossain and Davies, 2013; Sangeeta et al., 2014;
Yilmaz and Atmanli, 2017). However, the rate of change is strongly dependent
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Years of life lost per 100 000 population attributable to air
pollution in European countries (2015)
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Figure 3.4: The maps show the number of years of life lost per country attributable to air
pollution (PMa 5 left, NO2 center and Ogz right). Source: EEA, 2018b.

on the emission sector and time frame being considered, as for example ammonia
emissions, that are mainly related to agricultural activities, show a positive trend
between 2005 and 2015 (e.g., Wagner et al., 2017; UBA, 2019).

Despite the declining trends for most pollutants, millions of people are still
exposed to concentrations above the WHO guidelines for particulate matter and
nitrogen dioxide (e.g., WHO, 2005). Hence, exposure to these priority pollutants
remains a major health concern (see Figure 3.4). The European Environment
Agency reports that each year in Germany, about 60,000 and 13,100 people
prematurely pass away due to exposure to fine particulate matter and nitrogen
dioxide, respectively (EEA, 2018a). Although trends are negative, the daily limit
values for particulate matter are still exceeded close to traffic sites, near to in-
dustrial locations or in large (urban) agglomerations (e.g., LEU, 2018; SenStadt,
2019; UBA, 2019). The same holds for the annual limit value for NOy that is
often exceeded in densely populated regions, such as the Rhine-Main area and
near to busy roads in Germany (UBA, 2019). Alongside particulate matter and
nitrogen oxides, ambient ozone levels in Germany persist as a critical disease
burden (e.g., Krug et al., 2019; Krug et al., 2020).

The following subsection briefly summarizes the most important information
on particulate matter, nitrogen oxides and ozone.
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3.2 Air pollutants

3.2.1 Particulate matter

articulate matter (PM) includes a wide range of particles suspended in
the air, ranging in size from a few nanometers to tens of micrometers
(Seinfeld and Pandis, 2006). In general, two size groups within PM are commonly
distinguished: coarse- (PM;g) and fine- (PMs 5) particulate matter. PM; refers
to particles with a diameter less than or equal to 10 pm in diameter and PMs 5
which is defined as all particles with a diameter less than or equal to 2.5 pm.
Owing to its lower size and a corresponding lower sedimentation velocity, PMs 5
has a longer lifetime in the atmosphere than the coarse mode. PMs 5 often is
further divided into the Aitken mode (also ultrafine particles: 0.005 to 0.1 pm)
and the accumulation mode (0.1 to 1 pm) (Seinfeld and Pandis, 2006). However,
the contribution of ultrafine particles to the total PM mass is negligible.

Global Population-Weighted PM, ; Composition

Sca Salt (1%)

Sulfate (17%)
Mineral Dust (30%)

Nitrate (6%)

Ammonium (7%

Black Carbon (7%)

Organic Mass (32%)

Figure 3.5: Global population-weighted PMa. 5 composition. Source: Philip et al., 2014.

The origin and sources for PM widely vary in space and time (e.g., Putaud
et al., 2004; Querol et al., 2004). PM can be solid, liquid as well a combination
of both and either be released by primary (local) emission sources or formed
by secondary processes via gas-to-particle conversion in the atmosphere (e.g.,
Zhang et al., 2015). In terms of chemical composition, sulfate (SO4), nitrate
(NOg3) and ammonium (NHy), a number of trace metals (e.g. Si, Al, Ca, K,
Fe, and Ti), elemental (EC) and organic carbon (OC), along with sodium (Na)
and chloride (Cl) are major compounds (e.g., Schaap et al., 2010). Secondary
formed particulate organic aerosol (SOA) formed by precursor gasses represents
a further component of PM (see also Figure 3.5). The chemical composition of
PM at a given location and time strongly depends on the synoptic meteorological
condition (e.g., Lenschow et al., 2001; Mues et al., 2012; Fuzzi et al., 2015).
Long-range transport of secondary aerosols that have their origin in combustion
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Figure 3.6: Timeseries of daily PM1o mass at Melpitz, regional contributions from different
regions (top plot, Germany, Poland and other countries) and contributions from different
source sectors (bottom plot). Source: Timmermans et al., 2022.

processes (e.g. ammonium nitrate and sulfate) can significantly contribute to PM
concentrations in the rural background in Germany (e.g., van Pinxteren et al.,
2019). The regional background contribution is often the major contribution in
urban agglomerations (e.g., Beekmann et al., 2015 and Figure 3.6). LOTOS-
EUROS shows high accuracy modelling the regional background in Berlin for
PM and that most peak concentrations were captured. Intense PM episodes are
triggered by a combination of local or regional build-up of pollution (e.g., Banzhaf
et al., 2013) and often occur during cold winter episodes for stagnant conditions.
The results in figure Figure 3.6 clearly illustrate that the understanding and
modelling for some of these PM episodes (e.g. dominant long-range transport
or stagnant conditions) needs to be improved. Mixing is difficult to model and
the mass concentration is often underestimated by the simulations in winter. In
summer, modelled PM concentrations are typically lower than observed when
resuspension of coarser material prevails.
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3.2.2 Ozone and nitrogen oxides

he ozone formation and degradation in the troposphere involves continuous
non-linear chemical reactions in the presence of sunlight (hv) (Seinfeld
and Pandis, 2006). Both volatile organic compounds (VOCs) emitted from
anthropogenic and biogenic sources, and nitrogen monoxide (NO) and nitrogen
dioxide (NOg), also referred to as nitrogen oxides (NOx), are the primary ozone
precursors. The main reaction pathways leading to production and removal of
O3 and NOx are explained below.

The initial step in the formation of ozone is actually it’s destruction through
photo-dissociation at daytime. When ozone is photolyzed, reactive oxygen
(O(*D)), oxygen in the ground state (O(*P)), and molecular oxygen (O3) are
released (Eq. 3.1a and 3.1b). Through collision with molecular- oxygen (Og)
or nitrogen (N3) (both M) energy is taken away from the reactive oxygen and
it falls back to oxygen in the ground state (Eq. 3.1c). Reactive oxygen is very
short-lived. In the troposphere the ratio for reactive oxygen to oxygen in the
ground state is about 1:9. In a few percent (1-3 %) of the collisions the reaction
of reactive oxygen with water vapor (HoO) produces two hydroxyl radicals (Eq.
3.1d). All ground state oxygen recombines to ozone (Eq. 3.1e). Note that Eq.
3.1a to Eq. 3.1e do not result in a net loss or net production of ozone, as O3 is
neither destroyed nor formed (balanced destruction and production: null cycle).

O3 +hv — O(*D) + O, (3.1a)

O3 +hv — O(*P) + Oy (3.1b)
O('D)+M — OCP)+ M (3.1c)
O(*D)+ H,O — OH + OH (3.1d)
OCP) + 0y 25 04 (3.1¢)

At the same time, photolysis of nitrogen dioxide forms NO and more oxygen
in the ground state (Eq. 3.2a). Ozone further rapidly reacts with nitrogen
monoxide to form NOz and molecular oxygen (Eq. 3.2b). The overall duration
of the reaction cycle between NO and NOs during daytime is on a time scale of
a minute and a photo-stationary state can be observed between NO, NOy and
O3, limiting ozone levels in the troposphere (null cycle following Eq. 3.2a, Eq.
3.2b and Eq. 3.1e (Leighton, 1961).

NOy +hv — NO + O(*P) (3.2a)
NO + O3 — NO3 + Oy (32b)

A large fraction of the NOx is emitted primarily as nitrogen monoxide.
However, nitrogen oxides were also formed at oxidation involving organic and
molecular nitrogen (Eq. 3.3a) or during combustion processes at high tempera-
tures, in which the molecular oxygen thermolyzes (Eq. 3.3b) and the reactive
oxygen reacts with the molecular nitrogen to produce NO (Eq. 3.3c).
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The nighttime chemistry totally differs compared to daytime. At night, in the
absence of light the NOs photolosis seizes and the ozone concentration declines
when continuing emissions of NO titrate ozone away leading to increase NOs at
night (Eq. 3.2b). When the ozone level is fully removed, the NOg concentration
will only further increase by primary emitted NOg, and the concentration of NO
starts to build up due to primary emissions. Hence, for effective buildup of NO,
first all ozone needs to be reacted away in this case.

N+0; — NO+ O (3.3a)
0, 2 040 (3.3b)
O(*D)+ Ny — NO + N (3.3¢c)

The chemical production and loss of ozone in the troposphere is initiated
by the hydroxyl radical (OH). OH is a highly reactive radical species and often
referred to as the "detergent of the atmosphere". For many trace species it is the
primary removal mechanism. Because of competition among the reactants, it
depends on chance and reaction probability which OH reaction takes place. The
OH radical plays a key role during daytime and does not react with Oy or Ng
(both illustrated as M in the chemical reactions). Its primary production in the
troposphere stems from O3 photolysis in humid air (Eq. 3.1a and Eq. 3.1d).

Oxidation of VOCs, including alkenes, aromatics and oxygenated organic
species, by OH produces peroxy radicals (ROx and HOx). Depending on the
fate of the peroxy radicals, their oxidation can lead to net production or net
destruction of Os. It applies that all reaction pathways of ROx and HOx that
produces NOy enhances the O3z formation following Eq. 3.2a and Eq. 3.le.
Further secondary reactions of peroxy radials can also remove Og from the
atmosphere. The most important peroxy radicals that boost O3 production or
O3 degradation are the hydroperoxy radial (HO3) and the methyl peroxy radical
(CH3502: RO32) from BVOC.

HO; is produced by oxidation with carbon monoxide (CO) (Eq. 3.4a) and
O3 (Eq. 3.4b). Further reaction with NO regenerates OH and forms NOy (Eq.
3.5a) which promotes the O3 formation.

CO + OH 22 HO, + CO, (3.4a)
O3+ OH —+ HOs + O, (3.4b)

The reaction of HO2 and OH produces water vapour (Eq. 3.5b) and indirectly
removes Oz from the atmosphere (Eq. 3.1d). Another termination reaction of
O3 is the interconversion between HO2 and OH (Eq. 3.4b) and (Eq. 3.5¢).

HO3 4+ NO — OH + NO» (3.5a)
HOs + OH — Hy0 + O, (3.5b)
HOy+ 03 — OH +2 0y (3.5¢)
HOy + HOy — H0, (3.5d)

14



Air pollutants

Hydrogen peroxide (H202), produced by two HO- radicals (Eq. 3.5d), can
act as sink of ozone when removed through deposition. Nitric acid (HNOg)
formed by reaction of OH with NOy (Eq. 3.6a) acts as a sink for OH and NO»
when deposited, limiting the recycling of OH and NOs.

NOy +OH — HNOy (3.6a)

CH302 (RO2) is formed by oxidation of CHy (Eq. 3.7b). For non-methane
VOCs (NMVOCs), there are many other reaction pathways to form ROy when
they are oxidised (simplified in Eq. 3.7a). RO4 has similar properties to HO2
and can lead to production or destruction of Oz. As for the CO oxidation, the
fate of ROy is important and depends on the prevailing NOx conditions (not
shown here).

CH,+ OH 22 CH;0, + H>0 (3.72)
VOC + OH/NO3/O3/hv — RO, (3.7b)

In summary, the ozone production efficiency of NOx can vary considerably
depending on the location and the timing of the NOx emissions. Most of the
chemical processes involved in the titration of ozone take place near the sources.
Away from the direct surrounding of the sources, when VOCs are present, NOx
plays a crucial role and facilitates the ozone formation. As a function of the ratio
between the VOC and NOx concentration, the OH radical either preferentially
reacts with VOCs (high VOC, low NOx) or the reaction with NOy (low VOC,
high NOx) will dominate. The complex non-linear relationship illustrates that
NOx, VOCs and O3 should always be considered simultaneously. In the NOx-
sensitive regime (also NOx-limited), there is a higher probability that peroxy
radicals will react with other radicals to produce NOs rather than NO is converted
to NOg by Eq. 3.2b. Increasing VOC emissions barely affect the ozone level.
The ozone concentrations in the VOC-sensitive regime (also NOx-saturated) are
generally affected by VOC emissions. Higher VOC emissions more likely form
NOs from NO by peroxy radicals, causing a higher O3 concentration. Higher
NOx values only has little affect on the O3 production.The ozone production is
maximized at the turning point of both regimes, characterized by O3 production
sensitive to both VOC and NOx levels (namely the VOC-and-NOx sensitive
regime). As this thesis mainly focuses on Germany and it’s urban areas with
high NOx emissions, the VOC-sensitive regime is often prevailing.

Enhanced levels of O3 can be found downwind from areas with large emissions
of nitrogen oxides. NOx (NO + NOg) concentrations show a seasonal cycle with
larger levels in winter than in summer due to less favorable mixing conditions
and larger anthropogenic emissions in winter. The amplitude of the seasonal
variability is largest for nitrogen monoxide, as a buildup of NO occurs normally
under conditions with shallow boundary layers, stagnant weather, and low
background ozone levels. A growing planetary boundary layer normally leads to
a higher ground-level ozone concentration when ozone from the free troposphere
or reservoir layers is entrained. The latter are predominant during the spring
and summer season.
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3.3 Monitoring air quality on the national (German) level

ir quality control implies the need of a long-term monitoring program
|:| in which the air pollution level is continuously observed (e.g., Panteliadis
et al., 2014; Shaddick and Zidek, 2014; Sullivan et al., 2018). In Germany,
the Federal Environment Agency (UBA) is responsible for monitoring the
trend of the air pollution level (UBA, 2019). The monitoring network of UBA
provides measurements in so-called clean air environments, far away from large
agglomerations and big cities (UBA, 2019). Measuring the pollution load far
away from (local) anthropogenic emission sources, allows to monitor the air
quality of air masses that have been transported from remote areas, that for
Germany can be part of the neighboring country (e.g., van Pinxteren et al.,
2017; van Pinxteren et al., 2019; Timmermans et al., 2020). The measuring sites
are evenly distributed over Germany and include distinct geographical locations
near the coast, at high altitudes or close to remote areas, for example Zingst or
the Zugspitze (UBA, 2019). In addition to the monitoring network of UBA, each
of the 16 German federal states are responsible to provide information on the air
quality near major emission sources, such as urban agglomerations, industrial
power plants, and busy roads (UBA, 2019). Measured concentrations from the
federal state monitoring networks become also available and are submitted to
UBA for each site and air pollutant separately (UBA, 2019). The Berliner
Luftgiite-Messnetz (BLUME, SenStadt (2019)) is one example, that covers the
capital of Berlin and thus the largest metropolitan area of Germany. All ground-
based observations from the monitoring (station) networks are further classified
by certain criteria for their station type (traffic, industrial or background), their
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Figure 3.7: Tllustrative summary of air pollution monitoring technologies by effective spatial
and temporal scales. Source: Cromar et al., 2019.
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location (urban, suburban or rural) and characterization of their area under
consideration (traffic, residential, commercial, agriculture, industrial, nature, a
combination of these or unknown).

The observed air quality is assessed and reviewed against threshold- and
limit values defined in the Bundesimmissionsschutzgesetz (BImSchG) and set
by the European guidelines (EC, 2008), to decide whether mitigation actions
are required. In-situ monitoring networks are usually designed to enable
the evaluation of designed mitigation policies (e.g., Guerreiro et al., 2014).
Nevertheless, despite harmonization efforts, station measurements usually suffer
from several sources of uncertainties hampering the estimation of the spatial
and the temporal distribution (e.g., Zhan et al., 2018). Monitoring stations are
often not homogeneously distributed across the region of interest (e.g., Castro
and Pires, 2019). For example, the European monitoring station network has a
much higher density in northwestern Europe than in the southeastern part (e.g.,
Schaap et al., 2013). Different monitoring networks adopt different calibration
and siting strategies hampering comparability. A range of different measuring
instruments can be in use in different networks, even within single countries and
federal state authorities (e.g., Kassteele and Velders, 2006; Borrego et al., 2016;
Dinoi et al., 2017). Hence, it is common practice to obtain the evolution of air
pollution concentrations with additional numerical model simulations or using
different instruments, such as satellite observations, to capture the entire spatial
and temporal scale (see Figure 3.7).

3.4 Air quality modeling at the regional scale

hemistry transport models (CTMs) are widely used in the scientific
community to assess the ambient air pollution at the regional and national
scale (e.g., Kukkonen et al., 2012; Conti et al., 2017; Sharma et al., 2017;
Baklanov and Zhang, 2020). Often referred to as air quality models (AQMs),
such model applications deliver a consistent picture over large domains (e.g.,
Mar et al., 2016; Weger et al., 2018; Lin et al., 2020), but can also help to
provide information on the chemical composition and dispersion of emissions
for local scale research activities (e.g., Timmermans et al., 2013; Amato et al.,
2016; Kuik et al., 2018). CTMs have a wide application-range and can be
used to provide information on source regions and sectors, contributing to the
ambient air pollution in the rural and urban background or even from (mega)-
cities (e.g., Beekmann et al., 2015; Timmermans et al., 2017; Pommier et al.,
2020). AQMs can also be used to simulate the air quality in the tropospheric
boundary layer for long periods (e.g., Pierce et al., 2010; Colette et al., 2017)
and to produce decadal reanalysis datasets (e.g., Flemming et al., 2017; Inness
et al., 2019). Chemistry transport models are central for political and economic
policy-making in the context of air pollution control planning (e.g., SenStadt,
2019; UBA, 2019). The EMEP model ("European Monitoring and Evaluation
Programme", https://www.emep.int/) and the GAINS (Greenhouse Gas - Air
Pollution Interactions and Synergies) model system (Amann et al., 2011) are
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pivotal for mitigation strategy developments from the European commission.
Examples of other regional CTMs are the Dutch LOTOS-EUROS (Manders et al.,
2017), the German REM-CALGRID (Stern, 2003) and the French CHIMERE
(Mailler et al., 2017) models, to name a few. These models are often used to
benchmark the EMEP model. In short, developing an efficient policy to reduce
air pollution concentrations, requires a deep understanding of their emission

sources, mass transport, chemical reaction products and removal in the form of
an AQM.

3.4.1 Main processes in CTMs and input data needed

TMs aim to represent a digital version of reality. In a mathematical
C sense a CTM combined many process descriptions to represent chemical
reactions (e.g., formation, depletion, removal processes), emissions, transport
of air pollutants in the atmosphere and deposition of air pollutants as good
as possible (see Figure 3.8). For running a CTM, extensive input datasets are
required to perform forecasts or source attribution with regional CTMs. In the
following, a short overview of the main processes in CTMs and its input data
needed is presented and illustrated in Figure 3.9.

#Transport / Transformation
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Figure 3.8: The interrelationships among pollutants, sources, transport and transformation
pathways, and environmental effects. Source: EPA, 2008.

3.4.2 The LOTOS-EUROS chemistry transport model

n this thesis, the LOTOS-EUROS model serves as the central model system.
The LOTOS-EUROS model has been used for many years to investigate air
quality with focus on the European domain and has already proven its reliability
in several international comparative studies (e.g., Vautard et al., 2007; Bessagnet
et al., 2016). In the presented research activities, the LOTOS-EUROS model
has been applied to address several research questions on source apportionment
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boundary
conditions

chemistry-transport-model

Figure 3.9: Tllustrative summary of input data needed to perform a chemistry transport
model simulation. Source: own illustration.

of nitrogen dioxide and particulate matter. Furthermore, we participated with
this model in a model intercomparison exercise.

LOTOS-EUROS (Manders et al., 2017) is a state-of-the-art CTM that can
be used for process studies (e.g., Curier et al., 2014; Mues et al., 2014) as
well as for air quality applications (e.g., Hendriks et al., 2013; Timmermans
et al., 2017; Escudero et al., 2019). The model is widely used in scientific
research activities, but has also been part of regulatory efforts to control the
ambient air pollution, for example in Germany (e.g., SenStadt, 2019; UBA,
2019). Launched as an open-source model system, LOTOS-EUROS has been
developed continuously in collaboration with partners at TNO (Netherlands
Organisation for Applied Scientific Research), FUB (Freie Universitéit Berlin),
RIVM (National Institute for Public Health and the Environment) and KNMI
(Royal Netherlands Meteorological Institute) to meet the most recent scientific
standards. LOTOS-EUROS is part of the CAMS (Copernicus Atmosphere
Monitoring Service) ensemble system, providing operational forecasts and
analyses for Europe (Marécal et al., 2015). Furthermore, the model is applied
to provide source apportionment information for European cities. For a more
comprehensive description of LOTOS-EUROS, we refer to the curriculum vitae
and the supporting material therein (Manders et al., 2017).

3.4.3 Identify and apportion of air pollution to different sources

part from statistical data analysis of observations or receptor modeling,
CTMs are commonly used to perform source attribution studies (e.g.,
Belis et al., 2020). Depending on the quality of the emission inventory and the
process description, a detailed analysis of the contributions of different source
regions and source sectors can be performed throughout the study areas and
period.

Two main methods can be distinguished for source allocation purposes using
a CTM application. First, the labeling approach (e.g., Kranenburg et al., 2013)
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or the tagging method (e.g., Lupagcu and Butler, 2019), that allows to track
concentrations of selected source sectors or regions. Second, the brute force
technique calculates the impact of different emission reduction simulations, from
which the source contributions are being deduced (e.g., Thunis et al., 2020).

Currently there is an ongoing debate on the applicability and comparability
of these techniques. Previous research activities for PM showed the importance
to account for different outcomes of both source attribution techniques. It
is a well-known feature that both approaches give equivalent results for inert
compounds. However, nonlinear chemical effects can lead to significantly different
contributions, especially when emission reduction strengths have been used
outside its limits of applicability (e.g., Clappier et al., 2017; Thunis et al., 2019;
Thunis et al., 2020). Information on the comparability of both techniques is
missing for nitrogen oxides. The LOTOS-EUROS model with its labeling routine
is well suited to compare these techniques.

The LOTOS-EUROS CTM includes a labeling system, that can track the
source contributions to air pollution for primary, inert aerosol- and chemically
active tracers through the chemically conserved reduced or oxidized C, S or
N atoms (Manders et al., 2017). The labeling module has been implemented
and validated by Kranenburg et al. (2013) and has been used already in several
scientific research activities (e.g., Hendriks et al., 2013; Timmermans et al., 2017;
Pommier et al., 2020; Timmermans et al., 2022; Schaap et al., 2023).
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Figure 3.10: Tlustrative example of the labeling/ tagging approach for residential emissions
(black symbols) that mix with the background pollution (grey symbols) and lead to a given
pollutant concentration downwind of the source (dashed rectangle). Contributions are obtained
by tagging (red tags on the figure) the emission precursors. Source: Clappier et al., 2022.

The brute force (model) approach can be performed with every model and
focuses on the impact of emission reductions. This implies at least two model
simulations with different emission configurations need to be performed. In
this context, model runs are often referred to as the baseline and the emission
reduction simulation. The impact is derived from the difference between the
emission reduction simulation and the baseline model configuration. As different
emission reduction fractions X can be used, several investigations are possible.
Upscaling impacts by multiplying with 100/X, determines potential impacts that
refer to the contribution of the source under investigation (e.g., Thunis et al.,
2020).
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Figure 3.11: Illustrative summary of the brute force approach for residential emissions
(black squares) that mix with the background pollution (grey squares) and lead to a given
concentration downwind of the source (right dashed rectangle). When the source is reduced
by 50 % (right top), two out of the four black squares remain together with the background
while for a full reduction, only the background remains (right bottom). Potential impacts
correspond to the change of mass (projected to 100 %) that results from the reduction or
elimination of the emission source, i.e. the difference between the downwind concentrations,
with and without the source emissions, scaled by the percentage reduction: four black squares
in this example. Source: Clappier et al., 2022.

3.4.3.1 Emissions and emission inventories

ources of air pollutants are manifold, which often leads to a simplified
allocation and grouping of the individual emissions under investigation into
source (sector) families. One primary distinction is made between emissions from
natural sources (e.g., Novak and Pierce, 1993; Simpson et al., 1999; Heinold et al.,
2011) and anthropogenic emissions of pollutants caused by human activities
(e.g., Vestreng et al., 2007; Granier et al., 2011; Masiol and Harrison, 2014).
Among natural emissions, one finds for example forest fires (e.g., Wiedinmyer
et al., 2011; Kaiser et al., 2012), pollen (e.g., Zhang et al., 2014), sea salt (e.g.,
Monahan, 1986; Martensson et al., 2003; Tsyro et al., 2011) or mineral dust
(e.g., Schaap et al., 2009). The intensity of natural sources normally vary a lot,
depending on meteorological conditions. Forest fires occur during particular
periods of the year in dry areas and emit a significant portion of dust and
ash, as well as toxic gasses into the atmosphere and are often deduced from
satellite imaginary. Saharan dust and sea salt are natural emission sources that
are extensively often observed as long-range contributions worldwide. Both
sources are normally integrated in CTMs using process based routines, which are
sensitive to wind speed conditions and soil properties in case of (desert) dust.
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Anthropogenic emissions are predominantly related to combustion processes,
for example at large industrial facilities (such as firing of wood or coal for
electricity production, e.g., Beirle et al. (2019)), household- (e.g., residential
fireplaces and stoves, e.g., van der Gon et al. (2015)) or small-scale incinerators
(e.g., waste incineration, e.g., Wiedinmyer et al. (2014)) that lead to the emissions
of particulate matter, nitrogen oxides, organic compounds and many other
pollutants. The transport sector (road, air and shipping) emits a large fraction
of emissions through fossil fuel combustion (e.g., Rexeis and Hausberger, 2009;
Vestreng et al., 2009). In addition, emissions from road transport also contribute
a considerable amount of resuspended soil material (e.g., Harrison et al., 2012;
Gulia et al., 2019; Valotto et al., 2019), as well as small amounts of brake
(e.g., Garg et al., 2000; Grigoratos and Martini, 2015; Hagino et al., 2016)
and tire wear (e.g., Réisdnen et al., 2005; Dahl et al., 2006; Gustafsson et al.,
2009). Agricultural production is a sector in which emissions take place without
large fossil fuel combustion. Livestock excreta (e.g., Lopez-Aizpun et al., 2020),
fertilizer incorporation (e.g., Linquist et al., 2012), and crop management (e.g.,
Cooter et al., 2012) cause highly variable seasonal emissions that are a source of
ammonia, PM and NOx.

Above-mentioned anthropogenic emission sources, along with those of many
other activities, must be reported on a mandatory basis by all state authorities
in Europe in accordance with the international regulations of the UNECE air
pollution convention (https://unece.org/). These submissions include national
totals of emissions per year. The reported inventories follow guidelines and a
naming convention called the Gridded Nomenclature For Reporting (GNFR).

For Europe, the anthropogenic PM and trace gas emission inventory of the
Copernicus Atmosphere Monitoring Service (CAMS) is widely used (e.g., Kuenen
et al., 2014; Granier et al., 2019; Kuenen et al., 2022), whereas in non-European
regions the emission inventory EDGAR is generally applied (e.g., Crippa et al.,
2018). Through CAMS the reported time series of the annual emissions by the
member states serve as input for European simulation activities as discussed in
Section 3.4.

The national emission totals for each year, need to be distributed using proxy
maps for area sources and (real) emission information for point sources using
fitting parameters (e.g., Kuenen et al., 2014; Mues et al., 2014; Guevara et al.,
2021; Kuenen et al., 2022). This involves special attention to different emission
source sectors, as each emission source sector and region has its own local
characteristics. As previously mentioned, agricultural emissions, for example,
may be caused by animal farming or be a result of land management activities
(e.g., Cooter et al., 2012; Linquist et al., 2012; Lépez-Aizpin et al., 2020). As
a result, agricultural emissions can be emitted from both, small and/ or large
farms, as well as over large agricultural used fields. For this reason, the spatial
distribution of the emissions is realized by means of point and area sources that
are separated between their source categories (e.g., Kuenen et al., 2014; Kuenen
et al., 2022). For all available point sources, the different emission heights are
assigned as well. The altitude of emissions can largely affect the dispersion of
the concentration level in the subsequent model simulation and is of particular
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relevance for tall stacks commonly found in the industrial and energy sector
(e.g., Beirle et al., 2019). The spatial re-/ gridding of emissions in Germany is
calculated using the UBA-GRETA tooling (Schneider et al., 2016).

When using the emissions for chemistry transport modeling, they need to be
distributed in time by adding source specific time profiles (e.g., Guevara et al.,
2021). The application of time factors ranges between simple assumptions using
static time profiles to more complex/ dynamic approaches. Static time profiles
normally make use of weekly-, daily- and hourly- time cycles that can capture
the annual emission trend in a combined manner. More sophisticated emission
inventories normally make use of hourly varying time profiles for the entire year.
Such hourly emission timings are often derived from additional and/ or combined
products, like sociodemographic factors and climatological conditions (e.g., Mues
et al., 2014; Hendriks et al., 2016; Guevara et al., 2021). Activity information
from traffic counts can for example be correlated to meteorological conditions to
account for the cold-start effect in a diesel-engine car and further improve the
model performance in winter time (e.g., Yusuf and Inambao, 2019). Emission
inventories, such as CAMS, are regularly published to include recent submissions,
also updating the past periods of time (e.g., Kuenen et al., 2014; Kuenen et al.,
2022). Figure 3.12 shows a typical workflow with spatial and temporal allocation
of emissions for use in a CTM.

Emission Model

Satellite

and In-situ
Measurements

Figure 3.12: A simplified scheme of the workflow in a typical emission model, involving the

development of spatial and temporal allocators as well as verification with measurement data.
Source: Ge et al., 2020.

3.4.3.2 Meteorological input data

o simulate the chemical transformations and transport of air pollutants,
the information on the meteorological condition is obviously required.
Meteorological weather forecast simulations or reanalysis data are commonly
being used for this purpose, e.g. those provided by the European Centre of
Medium Range and Weather Forecast (ECMWF) (Flemming et al., 2009). To
account for special meteorological conditions one can make use of meteorological
products that have a higher spatial, temporal and/ or vertical resolution. An
additional advantage is that one controls the output of the meteorological model
and one can optimize these for the CTM application. For Germany meteorological
information’s are provided by the German weather service (DWD, Reinert et al.
(2016a)).
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The use or implementation of meteorological forcing data, differs in form of
online and offline coupled CTMs (e.g., Grell, 2004; Grell and Baklanov, 2011).
For offline coupled model simulations, the meteorological input data is provided
as previously obtained from the meteorological forecasts and needs to be available
throughout the entire model domain, but remains unchanged (e.g., Im et al.,
2015a; Im et al., 2015b). For online coupled CTMs, the meteorological fields
are computed simultaneously to the chemical dispersion (e.g., Im et al., 2015b),
which allows to take feedbacks between the atmospheric composition and the
meteorology into account. LOTOS-EUROS and REM-CALGRID, are examples
for offline coupled model systems. Two examples for online coupled CTMs are
the WRF-Chem (Grell et al., 2005; Fast et al., 2006) and the COSMO-MUSCAT
(Wolke et al., 2012) models.

3.4.3.3 Dispersion and chemistry

n LOTOS-EUROS, all transport and transformation processes such as
D advection (Walcek, 2000), hydrolysis of NoO5 (Schaap et al., 2004), cloud
chemistry (Banzhaf et al., 2012), gas-phase chemistry (Whitten et al., 1980),
aerosol chemistry (Fountoukis and Nenes, 2007), or dry (Zhang et al., 2001;
Van Zanten et al., 2010; Kruit et al., 2012) and wet deposition (Banzhaf et
al., 2012) are performed on a horizontal Eulerian grid and terrain following
coordinates, solved by a numerical balancing of the air-mass using an analytical
equation. Eulerian models balance the air mass between two fixed neighboring
grid boxes and are per definition mass-conserving (Collett and Oduyemi, 1997).
The mass balancing is performed for each single model time step and for all
grid points during the model runtime. With respect to the needs, the required
application and/ or the demand on computing capabilities, the spatial and
temporal resolution of the model simulation can be chosen as desired. Given
this fixed resolution of the computational grid, the spatial resolution of the
final product (the mass concentration of the air pollutant) will be fixed as well.
This can affect the simulation of emissions close to point sources, as pollutants
emitted from high stack sources have to be extrapolated to a larger area that
corresponds to the grid dimension. Note, grid models do not represent local
conditions but urban and regional scales.

3.4.3.4 Chemical boundary conditions, nesting and other input data

he models also require information on the background concentrations
outside of the region covered by the model domain itself, which is relevant
to capture the transport of air pollutants from remote areas. Chemical boundary
conditions are most commonly obtained from global model simulations (e.g.,
Inness et al., 2019). For high resolution model applications focussing on a
particular region or country, a grid refinement using a single CTM is frequently
used (e.g., Schaap et al., 2015). In this context, a model simulation with coarse
resolution serves as boundary condition for a model simulation that offers a more
refined grid but smaller domain size. This method is known as nesting and can
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be performed easily as often as needed with a several number of different nests
(e.g., Schaap et al., 2015).

Apart from the emissions and the meteorology, there are a number of other
key inputs required to perform a regional CTM simulation. Datasets for land
use, vegetation and soil types are required to model (semi-n) natural emissions as
well as the dry deposition during the model simulation (e.g., Kéble and Seufert,
2001; China and James, 2012; EEA, 2021; Luttkus et al., 2022).

3.4.3.5 Deposition of air pollutants

he removal of air pollutants from the atmosphere to the surface (soil,
water or vegetation is expressed by the term of deposition, with the total
deposition being divided into the dry, wet and occult part. Dry deposition
refers to adsorption of gaseous compounds and sedimentation of particles at
the surface (e.g., Zhang et al., 2001; Van Zanten et al., 2010; Kruit et al.,
2012). For the deposition a high correlation can be observed to the (local)
meteorological conditions (e.g., Kavassalis and Murphy, 2017). The importance
of the dry deposition for individual compounds depends strongly on the compound
reactivity and water solubility. The deposition of substances by precipitation is
referred to as wet deposition (e.g., Theobald et al., 2019). The wet deposition
correlates to the mass concentration of the material that is washed out by rainfall
and rainfall-intensity of the precipitation, or even the cloud properties, such as
the droplet size or the liquid water content (e.g., Banzhaf et al., 2012). The
removal through cloud and/ or fog droplets is called occult deposition (e.g.,
Kalina et al., 2002; Htunova et al., 2022). The occult deposition flux depends on
the concentration of the chemical compounds within the cloud/ fog droplets and
the water flux to the surface. This process is only important in mountainous
regions and is normally neglected in CTMs.

3.5 Evaluation of chemistry transport models

he quality of chemistry transport model simulations is most commonly
assed by quantifying the model error in a paired comparison to (in-situ
ore remote sensed) observations. For this purpose, a simple and straightforward
operational evaluation is often performed using statistical indicators (e.g., Dennis
et al., 2010). Typical statistical measures may include the correlation coefficient,
the mean bias and the root mean squared error. In FATRMODE (Forum for AIR
quality MODeling in Europe, https://fairmode.jrc.ec.europa.eu/) more detailed
information and examples are presented to perform an advanced operational
evaluation using different modelling quality objectives and modelling performance
criteria for air pollution applications. However, the ability of the model to capture
the impact of variable meteorological conditions and/ or emissions is often not
well diagnosed with the operational evaluation. Here, the diagnostic and dynamic
evaluation can help to assess the model uncertainty within a broader perspective
(e.g., Dennis et al., 2010; Lecceur and Seigneur, 2013; Henneman et al., 2017).
The dynamic evaluation allows for the quality assessment of model simulations,
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based on the analysis of concentrations and their sensitivity to different input
data, such as meteorology and/ or emissions. While the operational evaluation
compares the absolute modelled concentration levels to observations, the dynamic
evaluation is based on the comparison of the modelled and observed concentration
differences (e.g., Dennis et al., 2010; Lecceur and Seigneur, 2013). Shortcomings in
model parameterisations can further be identified using the diagnostic evaluation
(e.g., Dennis et al., 2010; Henneman et al., 2017). Diagnostic evaluation often
includes the comparison of process parameterisation results against detailed
observations. For example, recent evaluation of the dry deposition process
description elucidated that the observed sensitivity of the dry deposition velocity
to relative humidity is not captured by the parametrisation of this process
(Wintjen et al., 2022). Inter-comparison studies also assist the evaluation of
chemistry transport models, can help to identify shortcomings in their process
implementation and foster the exchange of best practices. Multi-model (ensemble)
inter-comparison studies are often used to pinpoint differences for each model or
different configurations in use. Figure 3.13 summarizes the mentioned evaluation
techniques.

Figure 3.13: A framework for evaluating regional-scale photochemical modeling systems.
Source: Dennis et al., 2010.

3.6 Remaining challenges

espite the progress made in regulating anthropogenic emissions to reduce
air pollution and to understand their impact on human health knowledge
gaps remain. Some will be shown and discussed in the following section.
Nowadays, most research activities focus on a single pollutant or a single
source to assess the impact on human health due to emission control. Incomplete
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information is available for air quality regulations lowering the emissions from
several pollutants and sources to estimate their long-term exposure. A lack of
information exists when regulations far away from central site measurement
stations taking place. More information on current and future contributions from
source regions and sectors are needed to properly understand the whole picture
of atmospheric chemistry and to link them with health. Limited information
is available e.g. on non-exhaust emissions. The attribution of emission sources
is difficult to obtain and strongly relies on the quality of the model. CTMs
are complex systems and the model based source attribution technique can
vary from model to model. Different techniques applied for source attribution
purposes can yield to different outcome. The results from source attribution
activities needs to be regularly assessed by comparing to observations and between
models. Comparisons for PM and ozone show large uncertainties between the
techniques. A comparison for NOs has not yet been performed. Non-modelled
concentrations when comparing to observations cannot be apportioned and make
further investigations necessary to improve the performance of CTMs. Modelled
biases can often be linked to meteorological sensitive processes or not complete
emission inventories used. In winter, CTMs hardly capture peak concentrations
for PM and NOy when stagnant conditions prevail. In summer, CTMs to some
extent underestimate PM concentrations during drought periods when coarse
material is resuspended.

More research is needed to address the mentioned knowledge gaps and to
gain a larger expertise on how to manage them within an appropriate future
policy, e.g. to implement new guidelines.
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Chapter 4
Research aims

hemistry transport models (CTMs) are essential to assess the exposure
to air pollution (Section 3.4) and to develop mitigation strategies. The

overall goal being addressed in this thesis is:

"To improve our ability to quantify the source contributions to concen-
tration levels of priority pollutants in Germany through regional scale modelling"

Below I detail the specific research questions that were addressed.

It has already been shown that the source attribution and the calcula-
tion of contributions with the labeling and the brute-force approach can lead to
different results for PM, especially when the brute-force approach has not been
performed within the specified application range. For nitrogen oxides (NOx =
NO + NO3) such a comparison was not available and the following research
question results:

1. To what extent are source contributions derived from the labeling approach
comparable to the potential impacts from the brute force technique for
NOx?

A good model skill in comparison to observations is essential for research
and policy support applications. In this context, the evaluation of modeled
concentrations and the further development of model process descriptions to
capture the sensitivity of modeled concentrations to meteorology and emissions
are of decisive importance. The following research questions are addressed:

2. In how far is the LOTOS-EUROS CTM able to reproduce the observed
variability in the concentrations of PM, NO5 and O3 in Germany?

3. In how far can we improve the model performance through detailing the
vertical resolution and applying alternative boundary layer schemes?

The emission source sectors and regions explaining the PM and NOs levels
at a given location and time can be manifold, but their contributions should
be understood when cost effective mitigation actions are formulated in the
framework of policy advice. In this context, the research question is:

4. What are the most relevant source sectors and regions of PM and NOs in
the rural and urban background of Germany and its capital Berlin?

In Germany, a large scientific community offers the opportunity to employ
hindcasts and forecasts for air pollution. The research groups often use chemistry
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transport models different to LOTOS-EUROS. As comparisons between the
models applied in Germany are rare, the (German) exposure to air pollution and
the (modeled) sensitivity of concentrations to meteorological conditions should
also be studied in a multi-model ensemble assessment, leading to the following
research question:

5. Can we identify model specific and general shortcomings in emission and
process descriptions to be tackled in future research?

To address these research questions in the presented study, a variety of
CTM simulations has been performed and evaluated for Germany and the Berlin
agglomeration area. The analysis of different process implementations and several
sensitivity (model) simulations have been used to improve the modeling quality
for the air pollutants PM, NOs and O3. The applied models and methodologies
have been introduced and their outcome with discussions and conclusions have
been described in more detail in the papers I to IV and were presented in the
following.
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Chapter 5
Summary of included papers

5.1 Source attribution of nitrogen oxides across Germany:
Comparing the labelling approach and brute force
technique with LOTOS-EUROS

n Paper I, air quality model simulations were performed to quantify source
D sector contributions to the background concentration of NO, NOy and NOx
in Germany. The four main emission source sectors road transport, non-road
transport, energy & industry and household were tracked. All remaining emis-
sions were combined in one category, named others. The sector contributions
were calculated, first using the labeling approach implemented in the LOTOS-
EUROS model and second by applying emission reduction simulations (hereafter
referred to as the brute force technique). In addition, the brute force technique
has been compared with the labeling approach. Systematic differences have
already been observed between the two source attribution methods in previous
research activities, for particulate matter (e.g., Clappier et al., 2017; Carnevale
et al., 2018; Thunis et al., 2019; Thunis et al., 2020) or for ozone (e.g., Mertens
et al., 2018; Butler et al., 2020). Here, non-linear chemical processes have
been identified to be the main limiting factors related to most of the observed
differences. However, no information could yet be provided for nitrogen oxides
and no study was available comparing both methods head-to-head.

The source attribution of emission reduction simulations for nitrogen oxides is
found to be largely limited to non-linearity triggered by photochemical reactions
between different emission source sectors. The results of the exercise show that
attributed concentrations of NO from sector wise NOx emission reductions
show larger contributions of NO than the labeling. For NOg, the attributed
concentrations from the brute force method were on average lower in the urban
background and larger in the surrounding rural background than the labeling
approach. Brute force sensitivity simulations that were performed with variable
NOx emission reductions are strongly affected by (the lack of) regime changes
in the titration of ozone, most notably present at ozone-limiting conditions
during nocturnal winter months and close to emission source regions in or near
urban areas. When upscaling the simulated impacts (the concentration difference
to the baseline without emission reduction) to 100 %, the concentration level
differs from the baseline concentration. By implication, inconsistencies between
the brute force technique and the labeling approach become larger for smaller
emission reductions, for shorter time scales and when small-sized emission source
sectors are investigated.

Lessons learned from the comparative study reinforces the appropri-
ate selection of the source attribution method for nitrogen oxides and
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supports the Forum for AIR quality MODeling in Europe (FAIRMODE,
https://fairmode.jrc.ec.europa.eu/) for assessing future mitigation strategies.
It has been stated that the application of emission reduction simulations is poten-
tially not the most suitable option to estimate source sector contributions to NO.
However, both methods are suitable for the source attribution of NOs, as the
observed differences between both techniques are considerably smaller than the
model bias compared to the observations. Nevertheless, it is also recommended
to avoid the brute-force technique for NOy when small-sized emission source
sectors are examined.

As the labeling approach has several practical advantages but is limited for
the mitigation purpose, air quality planning should be addressed by combining
both methodologies. Source sector contributions that have been performed with
a labeling approach, can e.g., yield as an initial ranking for the follow up emission
reduction sensitivity analysis and provide additional information.

5.2 Source attribution of particulate matter in Berlin

xposure to PM (coarse: PMjo and fine: PMs5) is one of the primary
environmental health concerns for large conurbations in Europe, such as
Berlin (e.g., Boldo et al., 2006; Brook et al., 2010; Costa et al., 2014). Here, an
in-depth understanding in terms of the source regions and -sectors for the origin
of PM is required, using comprehensive monitoring and modeling frameworks, to
ensure that mitigation strategies are effectively realized (e.g., Belis et al., 2020;
Pandolfi et al., 2020).

In Paper II, a source attribution of PM has been performed for Berlin,
Germany, that can be used as a first step towards defining source categories
of brute force model simulations for follow up mitigation assessments. For
this purpose, model simulations were conducted for a (3 year-) period from
2016 to 2018 with the LOTOS-EUROS CTM applying the labeling module
(Kranenburg et al., 2013). Sectoral and regional contributions for PM;j, and
PMs 5 in Berlin mainly agree with previous findings. Emissions from households
and industry & power contribute most to the mean modeled urban background
PM, 5 concentration and sum up to about 50 %. The source attribution for
PM; is (on average) similar to PMy 5. However, for PMy the relative shares
for natural sources are higher. The regional source attribution has shown that
domestic contributions exceed those of the transboundary transports to Berlin.
However, about one third of the PM concentration can still be attributed to
neighboring countries, such as Poland and the Czech Republic, in particular
during wintertime episodes.

The evaluation of the modeled coarse material (difference between PMjy
and PMs 5) and the urban increment of the coarse mode was another focus
of this study. Quality assessment of the LOTOS-EUROS CTM against the
UBA monitoring network has shown an underestimation for modeled PM
concentrations. On average, the study shows better agreement between model
and measurements for fine material than for the coarse mode, which results in a
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A multi-meteorological comparison for episodes of PMyg concentrations in the
Berlin agglomeration area in Germany with the LOTOS-EUROS CTM

too low modeled coarse mode fraction. Here, the study discussed the reduced
capability of the LOTOS-EUROS CTM to simulate PM during stagnating (cold)
weather conditions in Berlin that are related to the vertical mixing and presents
the possibility for recent model improvements, which has been presented in paper
Paper III.

Following Lenschow et al. (2001), the contributions of source sectors and
regions have also been used to calculate gradients between the urban and the
rural background (urban increment), to provide information in terms of possible
reasons for the model shortcomings. Normally, a large part of enhanced coarse
mode in large conurbations can be explained by (road) resuspension that is a
predominant emission source during (warm and dry) summer episodes. Results
of the presented study also show that the urban increments for PM can be
attributed to traffic as well as to household emissions. However, the simulated
(total) coarse mode urban increment is underestimated by a factor of ~4 compared
to those derived from the observations. It is suggested that the missing mass
of the coarse mode (increment) can partly be explained by too low modeled
traffic contributions, which are by a large part related to (road) resuspension
processes that currently are not covered by the model. To further improve the
modeling quality more attention is needed on estimates of resuspension processes
for national scale emission inventories from e.g., traffic and land management
activities.

The study also highlights examples for future scientific research perspectives.
A side-by-side comparison of receptor model results with those presented here
may reveal further limitations of the LOTOS-EUROS model. A dynamic model
evaluation can be used with focus on source contributions. This can help
to identify the modeled sensitivity to meteorological parameters such as the
temperature for different source regions and sectors. A (road) resuspension
emission scheme with sufficient spatial and temporal variability should be
implemented in CTMs or in emission inventories as well.

5.3 A multi-meteorological comparison for episodes of PM,q
concentrations in the Berlin agglomeration area in
Germany with the LOTOS-EUROS CTM

n Germany, high concentrations of particulate matter (PM) are often
D associated with cold stagnant weather conditions, especially during
wintertime (UBA, 2019). Exceedances of the daily limit value for PM in East-
Germany are also highly correlated to air pollution transport from neighboring
countries (van Pinxteren et al., 2019; Timmermans et al., 2020). In Paper III,
model simulations with the LOTOS-EUROS CTM have been performed to
investigate the spatial distribution and the temporal evolution for PM in the
German subdomain. The study showed how well the LOTOS-EUROS model
performs during cold stagnant weather situations and compares different weather
conditions, meteorological forcing data and modeling set-ups.

In this study, the CTM simulations have been performed with differing
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meteorological input datasets. The operational set-up of the LOTOS-EUROS
CTM is driven by meteorological forecasts from the European Centre for Medium-
Range Weather Forecasts (ECMWF, Flemming et al., 2009). For the first time,
the LOTOS-EUROS model was also driven with meteorological input data
from the regional climate model COSMO-CLM (Consortium for Small-Scale
Modelling-Climate Limited-area Modelling, Doms et al. (2011); Doms and
Baldauf (2018)). ERA-Interim reanalysis (Dee et al., 2011) of the ECMWF
was dynamically downscaled by the regional climate model COSMO-CLM. In
addition, the turbulence scheme of the planetary boundary layer meteorology
has been studied in COSMO-CLM using different parameterizations and has
been used as input to LOTOS-EUROS in test case simulations.

Two set-ups of the LOTOS-EUROS model, that differ in their vertical
resolution, have been used to study the mixing in the planetary boundary
layer. The operational system of the LOTOS-EUROS model, using a well-mixed
boundary layer concept (Manders et al., 2017), has been used as reference set-up.
However, investigations for ozone have already shown a better performance in
capturing the vertical transport phenomena during summer in southern Europe
when using a larger number of layers (Escudero et al., 2019). Following the results
from Escudero et al. (2019), the multi-layer approach has also been introduced
and used to investigate the impact in reproducing the surface concentrations for
PM during wintertime in the eastern part of Germany.

All simulations were conducted for past periods where observational data
were available and the model output could be compared to the observed state.
The sensitivity of PM to different meteorological conditions has been evaluated
by comparing each concentration sensitivity (modeled and measured) to the
driving meteorological input data. The comparative study showed that the
mixed layer model set-up, used in the operational version, on average indicates
too high mixing from the ground surface to higher model layers and led to
an underestimation of observed PM concentrations in the eastern part of
Germany. Here, the planetary boundary layer height serves as the main limiting
factor to determine the mixing. However, the meteorology modeled in the
planetary boundary layer using COSMO-CLM showed a better agreement to the
radiosonde measurements compared to the ECMWF forecasts. Thus, changing
the meteorological input data, from the coarser resolved ECMWF forecasts
to the higher resolved reanalysis product from COSMO-CLM, improved the
air pollution simulations with LOTOS-EUROS. Nevertheless, the investigation
of different mixing-parameterization schemes in COSMO-CLM did not further
improve the model performance. Results of the higher vertical model resolution
contributes to a better agreement with the measurements. The higher vertical
resolution keeps the PM concentration closer to the surface, especially during
colder months and close to areas with high emission sources.

The study substantiates the findings by Escudero et al. (2019) that a higher
resolved vertical layering along with a horizontal grid refinement improves the
model skill of the LOTOS-EUROS model. Following the results shown for PM,
it has been recommended not to make use anymore of the mixed-layer approach
for air pollution modeling in the LOTOS-EUROS CTM. The study gave advice
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Dynamic evaluation of modeled ozone concentrations in Germany with four
regional chemical transport models

to adopt the operational model system within the Copernicus Operational Model
System (CAMS, Marécal et al. (2015)) and to use the multi-layering model
version as the standard approach.

5.4 Dynamic evaluation of modeled ozone concentrations in
Germany with four regional chemical transport models

ir pollution fore- and hindcasts with CTMs remain challenging and need
|:| to be performed with as much as high accuracy (e.g., Bessagnet et al.,
2016; Colette et al., 2017; Galmarini et al., 2017). Modeled concentrations often
lack correlation to the regional buildup of ozone to the general synoptic state and
several meteorological parameters such as the temperature, the moisture and/or
the solar radiation (e.g., Otero et al., 2016; Otero et al., 2018). In Paper II,
the quality of modeled ambient ozone concentrations has been assessed and
evaluated with four CTMs using a multi-model intercomparison, for the first
time, on a national scale for Germany.

Two offline- (LOTOS-EUROS, Manders et al. (2017) & REM-CALGRID,
Stern (2003)) and two online coupled (COSMO-MUSCAT, Wolke et al. (2012) &
WRF-Chem, Grell et al. (2005); Fast et al. (2006)) CTMs have been employed
in the context of this study. All model simulations have been conducted for
the period of 2019 with as far as possible harmonized emissions (CAMS-REG,
Kuenen et al. (2022) & GRETA, Schneider et al. (2016)), meteorological input
data (DWD, Reinert et al. (2016a)), boundary conditions (CAMS/EAC4, Inness
et al. (2019)), model domains (Europe & Germany) and resolutions (7x8 km?
& 2x2 kmz) using a standardized experimental design, that is defined by an
intercomparison protocol.

The quality of the model results have been assessed within an operational
(model) evaluation that follows (standard) statistical indicators such as the root
mean squared error, mean bias, correlation coefficient and index of agreement
when compared with observations. Air quality modeling benchmarking indicators
provided by the FATRMODE initiative has been calculated to support the quality
assessment (Janssen and Thunis, 2022). The study focused on the evaluation
of the whole (model) ensemble and verifies possible benefits when using a poor
man’s ensemble, that applies the mean from all four models. Variations between
the models (within this ensemble) were pointed out and were used to indicate
future directions for model improvements. A recommendation whether one
model performs better or worse for a specific application or in general was not
the aim of this study and, hence, no recommendations are given. In addition,
a dynamic (model) evaluation has been designed to investigate the sensitivity
to the temperature and the humidity. The evaluation of the ensemble has been
applied for urban and rural sites as well as for three periods of the year separately
and to assess ozone processes in different precursor regimes. The MDAS8 for
ozone has been used as the most important parameter for the quality assessment
presented. All models were also scored on their rate to predict exceedances of
the 120 pgm =2 EU long-term target value for MDAS Os.
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Most of the model simulations satisfy the modeling quality objectives and
criteria set by the FAIRMODE initiative. The models show larger model-
measurement agreement in rural areas compared to the urban background and
for springtime than for summertime. All models lack performance forecasting
threshold exceedances for MDAS O3 above 120 pgm™3 and when simulating
ozone concentrations at night. For MDA8 Oz > 120 pgm™2 high values for
missed alarms and false alarms have been calculated. In particular, for a specific
period in springtime the models missed the exceedances that could be linked
to deficiencies in the representation of background ozone, including long-range
transport. Too low ozone concentrations at night are likely related to difficulties
in simulating the stable nocturnal boundary layer. The (four model) ensemble
further confirms room for improvement when using an ensemble mean, providing
a better model-measurement agreement than applying individual models.

The observed sensitivity of ozone to temperature and humidity is (on average)
captured by the model ensemble. In general, both, (1) the lower photochemical
production in springtime compared to summertime as well as (2) the lower
temperature sensitivity during spring and the higher sensitivity in summer
in the urban background are captured by the models. Despite this good
representation, the individual models show a large spread in the modeled ozone
sensitivities. During the summer season the models show an overestimation in
the simulated ozone concentrations with a too low modeled ozone sensitivity to
temperature. This can be linked to a systematic overestimation of "mid-range"
ozone concentrations that are predominant at moderate temperatures.

As the sensitivity of ozone to temperature also depends on the NOx/BVOC
ratio the study recommends a further diagnostic evaluation of temperature
sensitive processes in the models and their model descriptions, such as for biogenic
and anthropogenic emissions or the dry deposition. It was also recommended to
make use of longer periods in a follow up multi-model intercomparison assessment,
to generalize the results of the operational and dynamic (model) evaluation for
longer timeframes.
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Chapter 6
Synthesis

he focus of this study pertained "to improve our ability to quantify
the source contributions to concentration levels of priority
pollutants in Germany through regional scale modeling". Air quality
model simulations were performed for different temporal and spatial scales.
Particulate matter, nitrogen oxides and ozone were specified as the primary
pollutants for the analysis. The following section summarizes the most important
results of this study, discusses potential reasons for model biases and addresses
the research questions mentioned in Chapter 4:

"To what extent are contributions derived from the labeling ap-
proach comparable to the potential impacts from the brute force
technique for NOx?"

This study presents an important and a pioneer comparison of potential
impacts calculated from brute force model simulations with source contributions
identified using the labeling technique for background nitrogen oxide levels. The
study shows that Oz limiting conditions at night during the winter season and
the lack of regime changes in the titration of Ogs, triggered by non-linearity of the
photo-chemical equilibrium (e.g., Leighton, 1961; Kwok et al., 2015), can cause
considerable differences between the two techniques for NO and NOs. Similar
to previous findings for PM and Oj (e.g., Mertens et al., 2018; Thunis et al.,
2020), the study shows that the sum of potential impacts for NO and NO5 can
differ from the unperturbed baseline simulation. The results presented in this
study contributed to the latest version of the FAIRMODE guidance document
to support air quality management practices on source apportionment (Clappier
et al., 2022).

For NOs the sum of potential impacts is lower in the urban background and
larger for rural background sites than the baseline concentration of the labeling
simulation. This can be explained by the fact that emission sources in urban
regions often vary on a small scale and non-linear chemical regimes occur more
frequent (e.g., Verstraeten et al., 2018). For NOa, differences were observed of
about +5 % on annual average. Daily or even hourly time series show even
larger differences than the annual average. For larger cities differences for NO,
were observed of about -15 %.

O3 is titrated away during the build-up of NO under high NOx conditions
and thus NO levels are lowered more than proportionally with respect to NOx
emission reductions. This means that the uncertainty in estimates for potential
impacts increases with smaller reduction fractions of NOx. The emission
reduction fraction of 25 % was identified as a limit to perform brute force model
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simulations for NO. For PM larger differences are common with increasing
emission reductions (e.g., Carnevale et al., 2018; Thunis et al., 2020). For a 20
% emission reduction fraction, an overestimation for urban (~53 %) and rural
(~40 %) background sites were observed for NO. Note that these differences vary
from region to region (~25 %). The titration of Oz can vary between different
source sectors leading to larger non-linearity (e.g., Belis et al., 2020). The study
shows larger differences for small-sized emission sectors under investigation than
for large-sized sector categories for NO.

For NO5 the model bias is typically a factor of 2 when compared to measure-
ments (e.g., Kuik et al., 2018). In this case one can interpret the results of both
source attribution techniques as similar. For NO it is recommended to make use
of the labeling technique to calculate contributions of emission source sectors
and regions, but to avoid the brute force technique to calculate potential impacts
owing to the aforementioned shortcomings. This is of particular relevance for
single sectors that have a small contribution. Brute force model simulations are
more beneficial for policy advice when emission reduction scenarios needed to be
performed (e.g., Thunis et al., 2020). Previous studies already showed that the
labeling approach is not always a suitable method to derive the impact of an
emission reduction (e.g., Clappier et al., 2017). Contributions calculated with
the labeling technique are most informative when used as a first guess for the
subsequent emission mitigation assessment. As shown by Butler et al. (2020) for
O3, a combined assessment, using the labeling technique and the brute force
approach, provide an even more complete insight that none of the two methods
can address alone.

"In how far is the LOTOS-EUROS CTM able to reproduce the
observed variability in the concentrations of PM, NO,; and O3 in
Germany?"

The concentration for PM, modeled with LOTOS-EUROS, show good
agreement to the observations in the regional background for Berlin and its
surroundings. The temporal variability of PM is fairly represented by the
simulations throughout the year. For urban background sites the model sim-
ulations show a distinct underestimation compared to the observations. This
underestimation is even larger for PM episodes. LOTOS-EUROS represents
about 55 % (75 %) in summer (winter) of the observed urban background
concentration in Berlin. The underestimation for urban background sites is in
agreement with previous research studies using LOTOS-EUROS (e.g., Hendriks
et al., 2013; Manders et al., 2017) or other models (e.g., Bessagnet et al., 2016).
This study shows that LOTOS-EUROS simulates a lower urban increment (~4
pgm=3) than observed (~7 pgm~—2) for Berlin. The lowest model-measurement
agreement for Berlin was observed for coarse material (PM;o-PMs 5) and the
urban increment. LOTOS-EUROS only covers 1/4 of the observed (3 pgm™3)
coarse mode urban increment in summer. Larger particles often originate
from resuspended road dust (e.g., Amato et al., 2009; Denby et al., 2013) or
from urban land management activities. Following van Pinxteren et al. (2019)
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emissions of coarse material can have a large effect on Berlin and partly can
explain the model bias in the course mode. Exceedances of the daily limit value
for PM can often be identified for prolonged (cold) stagnating episodes in winter
close to emission sources, e.g. in populated (urban) areas and near busy roads
(e.g., van Pinxteren et al., 2019; Timmermans et al., 2022). LOTOS-EUROS
hardly captures these winter PM episodes in Berlin. The study concludes that
vertical mixing in LOTOS-EUROS during these episodes is not well simulated.

Largest NOs levels in Germany were modeled close to high populated urban
agglomerations (e.g., the Rhine area) and in large city centers like in Munich or
Berlin. LOTOS-EUROS is well suited to model large scale patterns in the re-
gional background for nitrogen oxides but needs improvement to account for the
variability in the urban background. The model simulations are in agreement to
observations for NO and NOs in the rural background. In the urban background
LOTOS-EUROS shows an underestimation for NOs and an even larger bias for
NO. Largest disagreement between modeled and monitored nitrogen oxide levels
for urban background sites were observed during the morning and afternoon
traffic rush hour peaks. The urban increment for NOy and NO is often modeled
too low. This can partly be related to an underestimation of NOx emissions in
inventories for the urban background (e.g., Kuik et al., 2018).

Nitrogen oxides further promote the build-up of Oz. Low Og levels were
modeled near NOx source regions, while high O3 concentrations are present
away from the source areas. Simulations with LOTOS-EUROS show a lower
O3 concentration in spring than for summer. This is related to larger local
photo-chemical production during the summer month. LOTOS-EUROS well
captures the observed differences between urban background sites and the rural
background. Rural background sites were better captured than urban back-
ground sites, but on average too high values were observed for both site classes
(~6 ngm~3). The same holds for spring compared to summer. At night, the
simulation shows overestimation and remain a major challenge in the modeling
of O3 with LOTOS-EUROS. The overestimation at night can be attributed to
difficulties in simulating the vertical mixing of the stable nocturnal boundary
layer. Os levels for high (peak) concentrations during prolonged episodes, e.g.
exceedances of the MDA8 O3 > 120 pgm™2, are not always captured with
LOTOS-EUROS and show room for improvement. All modeling objectives and
criteria set by the FATIRMODE initiative are satisfied for LOTOS-EUROS. From
the operational model evaluation one can conclude that LOTOS-EUROS is well
suited to address the air quality for Og in Germany.

"In how far can we improve the model performance through de-
tailing the vertical resolution and applying alternative boundary layer
schemes?"

For the first time LOTOS-EUROS was driven with model simulations
of the regional climate model COSMO-CLM. The use of COSMO-CLM for
simulations with LOTOS-EUROS provides an important guidance for mitigation
assessments at national (German) level. Weather forecasts performed at the Ger-

39



6. Synthesis

man Weather Service using COSMO-CLM and ICON can now easily be applied
LOTOS-EUROS. COSMO-CLM was used to downscale meteorological reanalysis
from ECMWF for Germany and Berlin. The COSMO-CLM simulations have
a higher horizontal and vertical resolution than the meteorological input data
from ECMWF. The study shows a better representation of the meteorological
condition in the planetary boundary layer (PBL) simulated with COSMO-CLM
than for the ECMWF product. Largest changes were observed for the mixing
layer height (MLH). The study shows lowered concentrations in the rural
background and higher PM levels for urban sites when the horizontal resolution
is increased and meteorological input from COSMO-CLM is used. But similar
to previous results for ECMWF from Schaap et al. (2015), the LOTOS-EUROS
simulations driven with the higher resolved COSMO-CLM meteorology show
no clear indication for improvements in Berlin. The underestimation in the
urban background and the urban increment deficit remains. This shows room for
improvement in detailing the emission inventories at national level, for example
previously shown for condensable material in residential wood combustion (e.g,
van der Gon et al., 2015).

The reduced capability to simulate the urban background concentration
for PM and NOy with LOTOS-EUROS can to a small extent be attributed
to vertical mixing. Sensitivity simulations were performed to understand the
vertical mixing in LOTOS-EUROS. The study shows that the vertical mixing
in numerical weather prediction models is uncertain and their use in CTMs is
challenging. Different turbulence parameterization schemes used in COSMO-
CLM and to model the MLH do not have a huge impact on simulations with
LOTOS-EUROS. Modeled PM values for Berlin vary between ~0.5 pg m~—3 when
using the different model realizations. Thus the MLH is not the most limiting
factor affecting the vertical mixing in LOTOS-EUROS.

Larger impact was observed for the model layer structure used in LOTOS-
EUROS. The dynamic mixed-layer model set-up in LOTOS-EUROS assumes
a well-mixed PBL with 5 vertical model layers. Simulations with the dynamic
mixed-layer approach show too large mixing from the surface to higher model
layers. This leads to a lower modeled concentration than observed for winter
PM episodes in Berlin.

The study presents and evaluates an alternative modeling strategy for vertical
mixing in LOTOS-EUROS. This approach, referred to as the multi-layer model
set-up, negates the assumption of a well-mixed PBL and uses a larger number of
model layers. Model layers in the multi-layer set-up follow the vertical layering
of the driving meteorological model. The vertical transport phenomena can
thus be better captured. The higher vertical resolution is crucial in areas with
higher emissions. For stagnating conditions in winter the concentration in high
polluted regions mainly remain below 1000 m even when emitted from high
stack sources. Model simulations with higher vertical grid resolution show lower
dilution and keep the pollutants closer to the surface than when modeled with
the dynamic mixed-layer approach. The study shows a reduced model bias in
the urban background for Berlin, when the simulations were performed with
the multi-layer model version of LOTOS-EUROS. This can mainly be related
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to redistribution and increase in nitrate and ammonium concentrations. For
regions with lower concentration and when the lower tropospheric layer is well
mixed, e.g. in warmer month, the multi-layer model set-up performs similar to
the dynamic mixed-layer model version. A model evaluation assessment in Spain
for O3 shows similar results (Escudero et al., 2019). It is recommended not to
apply the dynamic mixed-layer set-up anymore. Instead, the higher resolved
vertical layering must be used for future research activities with LOTOS-EUROS.

"What are the most relevant source sectors and regions of PM
and NO; for Germany and its capital Berlin?"

The attribution of emitting sectors and regions along with the calcula-
tion of contributions using the labeling system in LOTOS-EUROS allows to
draw conclusions on main culprits and to give advice for further mitigation
efforts. As part of this research, the most important emission source regions and
sectors for PM and NOy were identified in Germany and Berlin.

Contributions from household (~30 %) and industry & power (~19 %) are the
most dominating emission sectors for PM in Berlin. Traffic (~12 %), agriculture
(~12 %) and the boundary (~14 %) contribute the other half. The remaining
contribution is explained by a rest term, for example from natural emissions. For
PMj¢ this term shows a slightly larger contribution compared to PMs 5. The
source sector contributions for PM;g and PMs 5 can differ with meteorological
conditions and between PM episodes, but the relative contributions are similar.
Most distinct differences for relative contributions of PMiy and PMs 5 were
observed between the winter and the summer season. The study confirms
previous results for transboundary contributions of neighboring countries further
east, especially for wintertime PM episodes. Domestic contributions exceed the
transboundary transport to larger cities like Berlin. About 49 % of the total
concentration in Berlin can be attributed to sources in Berlin itself (~25 %) and
to emissions in Germany (~24 %). About 33 % originate from transboundary
transport. One third of the transboundary transport has its origin in Poland
and the Czech Republic. The urban increment of Berlin is mainly composed of
households (~53 %) and traffic (~17 %). Most of the rest can be attributed to
agriculture and natural sources, which show a negative urban increment. Mineral
dust, emitted as resuspended particle from road traffic and from agriculture,
contribute about 22 % to the course mode urban increment for Berlin during
the summer season. Previous studies suggest that this contribution is too low by
a factor of 4. The e-mobility will further intensify in the coming years and may
raise the high relevance of re-emitted particles from the road transport sector.
Despite, no political regulations are yet in place for non-exhaust emissions and
their risk assessment.

For NO», emissions from the road transport sector are the most important
source on annual, weekly and daily time scales and show contributions of about
45 % in Germany. The S-VELD project adjoined to this thesis shows that, given
the current composition of the German vehicle fleet, the majority of the traffic
emissions are caused by light duty vehicles (S-VELD, 2022). The largest share
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of the traffic concentration for NOy is attributable to emissions originating from
highways, followed by sources in urban and rural environments (S-VELD, 2022).
Interestingly, the highway contributions of NOy that were transported into the
urban background exceed the traffic-generated concentration of the inner-city
area itself (S-VELD, 2022). This can be related to an insufficient representation
of emissions in the urban background for major cities like Berlin. The Rhine
Valley, the coastal regions and the Kiel-Hamburg channel are mainly affected by
emissions from non-road transport (e.g., shipping emissions) and shows typical
contributions to NOy of about 24 %. Emissions from the industry and the
energy sector (e.g., originating from point sources, like industrial power plants)
contribute about 20 % to the total NOs concentration in Germany, mainly
located in the Ruhr area and Brandenburg. Domestic incomplete combustion
processes (e.g., residential heating) can affect the environment. The impact of
residential heating is limited at local level and particularly affects areas with a
high population density. Combustion from households contributes about 10 % to
the total NOy concentration in Germany on annual average. In the northern part
of Germany and in the vicinity of the alpine region, emissions from agriculture
play an important role, especially in spring. Owing to the short lifetime of NOs,
the transboundary contributions of European countries for NO5 are limited and
were only observed on annual average at the German border.

In this study no source attribution was performed for Oz. The implemen-
tation of a source attribution system for LOTOS-EUROS is still ongoing. In
a joint UBA project with RIFS Potsdam and TNO the source apportionment
technique was implemented similar to the “Toast” module in WRF-Chem and is
currently under evaluation (e.g., Schaap et al., 2023). The implementation will
help to quantify the origin of simulated O3 for Germany with LOTOS-EUROS.
Previous studies show that long-range transport of ozone is of high relevance for
European countries (e.g, Lupascu et al., 2022). About 1/3 of the regional ozone
concentration is produced by oxidation of methane in remote areas and further
transported into Europe (e.g., Butler et al., 2020). The remaining part is locally
produced at the given location. The local production of ozone is highest in
spring, while the contribution of long-range transport is larger in summer (e.g.,
HTAP, 2010). High ozone concentrations and exceedances of limit values can
primarily be attributed to the photo-chemical build-up of ozone as a result of
precursor emissions in the regional background (e.g., Lupagcu and Butler, 2019).

"Can we identify shortcomings in emission and process understanding
to be tackled in future research?"

The systematic underestimation of the urban background concentration and
the urban increment for PM and NOs can partly be related to an underestimation
of urban emissions. The study by Kuik et al. (2018) supports this hypothesis
and concludes that a low model bias in the urban increment for NOs in Berlin
can be attributed to the prescribed emission inventory. The annual emission
totals are generally well captured and spatial redistribution of the emissions
can be used to reduce the model bias. Improving the emission profiles further
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allow to compensate the timing in the model simulations for concentrations
in the morning and afternoon traffic rush hour peaks (e.g., Mues et al., 2014).
Redistributing the emissions in time can reduce the model biases, often observed
with static time profiles, on weekend and at night (e.g., Mues et al., 2014).

The study shows low affect of different vertical mixing descriptions used
in LOTOS-EUROS for warm and dry periods in summer. It was concluded
that the model bias for coarse material during these periods is partly related to
emission inventories at national level that show underestimation of PM in the
urban background. This study shows that seasonal variations for resuspended
material can make up to a factor of 4 in Berlin.

Resuspension from road traffic and from agriculture land management activi-
ties are an important source for coarse material (e.g., van Pinxteren et al., 2019).
Most research findings point to large uncertainties on the spatial distribution
for road dust resuspension (e.g., Padoan and Amato, 2018) and show lower
contributions in rural areas compared to densely populated regions (e.g., Gon
et al., 2010). Higher dust levels in urban environments were mentioned as
one of the potential explanations (Schaap et al., 2009). In Southern Europe
the resuspension of course material can be expected as higher than in Central
Europe (e.g., Denby et al., 2018). The Mediterranean region is usually drier
compared to Northern Europe and shows higher values for coarse material.
Recent studies show large seasonal variation induced by different weather
conditions for resuspension of road dust (e.g., Denby et al., 2013; Padoan and
Amato, 2018). In some northern European cities, studded tires and road gritting
are used in winter or spring. This leads to a seasonal variation with high peaks
and spatial differences for non-exhaust emissions of up to 90 % (e.g., Omstedt
et al., 2005; Kupiainen et al., 2020).

The same applies to resuspended material from agriculture land management
activities. Manure and harvesting activities contribute as source for coarse
material and show high fraction in late summer. Ongoing research point to large
uncertainties for different crop types and show large variations from year to year,
depending on the weather condition.

Resuspension of road dust and from land management activities is not yet
reported in emission inventories. Emission factors from traffic resuspension that
account for seasonal variations are scarce in Europe and are not necessarily
applicable to sites beyond their origin (e.g., Amato et al., 2011; Denby et al.,
2018). Reliable estimates for emission factors that can cope with different
geographical areas in Europe and capture the variation in time, on seasonal,
daily and hourly time scales can improve the model results (e.g., Padoan and
Amato, 2018). The observed non-exhaust emission factors often not differentiate
between primary emissions, like as tire or break wear and the secondary source
from resuspended material (e.g., van der Gon et al., 2018). This can result in a
double counting for emissions in inventories when a breakdown of non-exhaust
emissions is used (e.g., Pulles and Heslinga, 2007).

In LOTOS-EUROS, modeling the resuspension of coarser material from
traffic is incorporated using a simple emission factor per mileage driven (e.g,
Schaap et al., 2009). The emission factor is separated for each grid-cell by vehicle
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type (light and heavy traffic) and road category (urban, rural and highways).
Rain affects road surface moisture and lowers the subsequent resuspension by
wet deposition (e.g., Padoan and Amato, 2018). This is simply approximated by
an on/ off approach based on the precipitation availability in LOTOS-EUROS.
Different climate conditions are covered using a simple approximation in LOTOS-
EUROS. A linear scaling of the emission factor is applied using annual averaged
soil moisture levels to account for the spatial distribution (Schaap et al., 2009).
But modeling seasonal variations for resuspended material are not yet covered.
This implies that the dust reservoir remains constant over time.

The modeling of O3 using CTMs in Germany still remains challenging.
For the first time, a high resolution multi-model inter-comparison study was
performed at national level for Germany. The study takes into account four
regional CTMs that are commonly applied in Germany. The results strengthened
conclusions from former research activities that a model ensemble mean often
shows higher model-measurement agreement and larger statistical skill than
what can be achieved with a single model simulation (e.g., Galmarini et al.,
2017; Jonson et al., 2018). The study further assessed the regional build-up
of O3 and its sensitivity to meteorological parameters such as temperature
and humidity. A dynamic model evaluation was designed that classify the
modeled O3 for observed discrete concentration regimes. It was concluded
that the sensitivity of Os to different meteorological conditions need more
attention. The study shows that CTMs lack correlation to the synoptic state
and differ in the modeled dynamic response to temperature and humidity for
03. LOTOS-EUROS well captures the differences observed between site classes
(urban/ rural) and between th