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Preface
This thesis is submitted in fulfillment of the requirements for the degree of
Doctor rerum naturalium (Dr. rer. nat.) to the Department of Earth Sciences of
the Freie Universität Berlin. The research presented here was conducted at the
Freie Universität Berlin, under the supervision of Prof. Dr. Martijn Schaap and
Prof. Dr. Tim Butler and was mainly funded by the German Environmental
Agency (UBA) and the Federal Ministry for Digital and Transport (BMDV)
through grant Nr. 3716 51 203 0 (PM-Ost), 19F2065 (S-VELD) and 3720 51
201 0 (OzonEval). The thesis is a collection of four research articles published
in international and peer-reviewed journals. The papers are preceded by an
introductory chapter that relates them to each other and provides background
information and motivation for the work. One of the papers is joint work with
Joscha Pültz. I am the lead author of the three remaining papers.

Markus Thürkow
Berlin, 2024
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Chapter 1

Summary and Zusammenfassung

1.1 Summary

P olitical regulations are an efficient instrument to reduce emissions,
but developing mitigation strategies require information on the source

contributions. Informations on local traffic emissions are usually available, but
the contribution to the regional background is often missing. CTMs are widely
used to assess the air pollution and support policy decisions. This study focuses
on improving the quantification of the source contribution to the concentration
levels of PM, NO2 and O3 in Germany.

A source apportionment was performed to identify the most important sources
for NOX in Germany and Berlin. Contributions to NOX were calculated using
the labeling system in LOTOS-EUROS. Most important contributions to NO2
are road transport (~45 %), non-road transport (~24 %), energy & industry
(~20 %) and households (~10 %). The impact of emission reduction was calculated
using the brute force technique. Main differences between potential impacts
(upscaling the impact to 100 %) and contributions were observed for ozone-
limiting conditions. At night and in winter, the non-linear photochemical reaction
between source sectors is often hampered and no regime change in the titration of
O3 takes place. In the urban background, the sum of the potential impacts from
each source sector overestimates the unperturbed baseline concentration for NO
by about 50 % on annual average. For rural background sites, the overestimation
is roughly 10 % lower. Larger overestimation was observed for hourly time series
and small-sized source categories. For NO2, the attributed concentration from
the brute force simulation is about 5 % lower close to emission sources than that
of the labeling system. For larger cities, differences between the two calculations
are about -15 %. The differences between both techniques increase with smaller
NOX reduction. A 25 % reduction in NOX emissions was identified as the limit
for application of the brute force technique.

As prior research studies show similar deficiencies for PM, the source
attribution for PM was performed using the labeling system. Combustion
processes from residential heating (~30 %), industry & energy production (~19 %)
and road-transport (~12 %) are the most important sources in Berlin. Agriculture
and the boundary contribute about 12 % and about 14 % respectively on annual
average. The remaining contribution is explained by natural emissions. Domestic
sources from Berlin (~25 %) and Germany (~24 %) explain about a half to
the annual average concentration. About 33 % originate from transboundary
transport. The rest can be attributed to natural sources. For PM episodes
in winter up to a third of the PM concentration originates from sources in
neighboring countries further east. Seasonal variations were caused by emissions

1



1. Summary and Zusammenfassung

from residential heating and energy production, most important in winter.
Agriculture is a large source of PM in spring and summer. Households (~53 %)
and road-transport (~17 %) contribute most to the urban increment in Berlin.
Road transport explains about 22 % of coarse material in urban background
sites. Previous research studies show larger traffic contributions of up to a factor
of 4 in summer. Incomplete reporting of non-exhaust emissions from road traffic
and land management activities may partly explain the underestimation.

Model simulations with COSMO-CLM were performed to downscale
meteorological reanalysis from ECMWF to the national scale for Germany and
were used for the first time as input data in LOTOS-EUROS. This paves the way
for forthcoming modeling in Germany and to incorporate meteorological forecasts
from DWD. The study shows improved statistics for meteorological conditions in
Germany with COSMO-CLM compared to the lower resolved ECMWF forecasts.
Simulations with the dynamic mixed-layer set-up show too high mixing from the
planetary boundary layer to higher model layers in LOTOS-EUROS. Different
turbulence parameterizations were used in COSMO-CLM, but show no clear
indication to improve the mixing in LOTOS-EUROS. The pollutants stay closer
to the surface when a larger number of vertical layers is used. The refined
vertical layering improves the modeling with LOTOS-EUROS for Berlin and
lowers the bias in the urban background, especially for cold and stagnating
weather conditions in winter. Ammonium and nitrate responded most sensitive
to the higher resolved vertical layering and show increased concentrations.

Modeling of O3 with LOTOS-EUROS for Germany was evaluated with three
other CTMs in a national scale multi model inter-comparison. The individual
models often show lower model-measurement agreement and a lower statistical
skill than the ensemble mean of all models, especially at night and for high
ozone levels. A dynamic model evaluation was designed that compares modeled
and observed concentration regimes for temperature and humidity. Room for
improvement was identified to reproduce the O3 sensitivity to temperature, where
a large spread was observed between the models. LOTOS-EUROS captures
the regional build-up and removal of O3 for day-to-day and season-to-season
variations, but underestimates the O3 sensitivity to temperature. Different
sensitivities of O3 to temperature between rural and urban background sites and
spring and summer are captured with LOTOS-EUROS.

Detailing the emission inventories at national level, the integration of
resuspended coarse material as an additional source and the use of the high
resolved vertical layering are recommended for future modeling with LOTOS-
EUROS. Contributions from the labeling system must be the first guess for
emission reduction scenarios using the brute-force technique. The calculation of
potential impacts must be avoided for NO and for small-sized emission categories.
The implementation of the labeling system for O3 will allow to account for the
contributions of O3 in Germany with LOTOS-EUROS. The dynamic evaluation
must be expanded to longer timeframes and to other pollutants.
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Zusammenfassung

1.2 Zusammenfassung

P olitische Regelungen sind ein wirksames Instrument zur Reduktion von
Emissionen. Die Entwicklung von Strategien zur Minderung von Emis-

sionen erfordert Informationen zum Beitrag einzelner Quellen. Informationen
über lokale Verkehrsemissionen sind in der Regel verfügbar, aber der Beitrag
zum regionalen Hintergrund ist häufig unbekannt. CTMs werden häufig zur
Bewertung der Luftqualität und als Stütze für politische Entscheidungen einge-
setzt. Im Rahmen dieser Arbeit wird die Berechnung der Quellenbeiträge zur
Gesamtkonzentration von PM, NO2 und O3 in Deutschland verbessert.

Um die wichtigsten Quellen für NOX in Deutschland zu ermitteln, wurde
eine Quellenzuordnung durchgeführt. Die Beiträge für NOX wurden mit dem
Kennzeichnungssystem in LOTOS-EUROS berechnet. Die wichtigsten Beiträge
zu NO2 sind der Straßenverkehr (~45 %), der nicht straßengebundene Verkehr
(~24 %), die Energiewirtschaft und der industrielle Sektor (~20 %) sowie die
Beheizung von Wohngebäuden (~10 %). Die Auswirkungen einer Emissionsre-
duktion wurden mit der Brute-Force-Technik ermittelt. Die größten Unterschiede
zwischen den potenziellen Einwirkungen (Skalierung der Auswirkung auf 100 %)
und den Beiträgen wurden für ozonbegrenzende Bedingungen festgestellt. Nachts
und im Winter ist die nichtlineare Photochemie zwischen den Quellensektoren
gehemmt und es findet kein Regimewechsel in der Titration von O3 statt. Im
städtischen Hintergrund ist die Summe der potenziellen Einwirkungen jedes Quel-
lensektors für NO im Jahresdurchschnitt etwa 50 % größer als die Konzentration
der ungestörten Simulation. Für Stundenwerte und kleine Quellenkategorien
ist eine größere Abweichung festzustellen. Im ländlichen Hintergrund ist die
Überschätzung etwa 10 % geringer. Für NO2 ist die Summe der potentiellen
Einwirkungen in der Nähe von Emissionen etwa 5 % niedriger als die Basissimu-
lation. In Großstädten betragen die Unterschiede etwa -15 %. Mit geringerer
NOX-Reduktion nehmen die Abweichungen zwischen den beiden Verfahren
zu. Die Grenze der Anwendbarkeit des Brute-Force-Verfahrens liegt bei einer
25-prozentigen Reduktion der NOX-Emissionen.

Die Quellenzuordnung für PM wurde mit dem Kennzeichnungssystem
vorgenommen. Private Haushalte (~30 %), die Industrie & Energieerzeugung (~19
%) und der Straßenverkehr (~12 %) sind wichtige Quellen in Berlin. Der Anteil
der Landwirtschaft und des Grenzbeitrags beträgt ~12 % und ~14 %. Natürliche
Emissionen erklären den Rest. Emissionen in Berlin (~25 %) und Deutschland
(~24 %) tragen zur Hälfte der Konzentration im Jahresdurchschnitt bei. Etwa
33 % sind dem Ferntransport zuzuschreiben. Der übrige Anteil ist auf natürliche
Quellen zurückzuführen. Emissionen aus östlich gelegenen Nachbarländern tragen
im Winter ein Drittel zur Konzentration in Berlin bei. Saisonale Schwankungen
sind auf Emissionen aus der Energieerzeugung und der Beheizung von Wohnge-
bäuden zurückzuführen, die überwiegend im Winter anfallen. Im Frühjahr
und Sommer trägt die Landwirtschaft wesentlich zur Konzentration bei. Der
Straßenverkehr (~17 %) und die Beheizung von Wohngebäuden (~53 %) zeigen
größere Beiträge im Stadtgebiet von Berlin und sind im Umland geringer. Der
Straßenverkehr hat einen Anteil von etwa 22 % am Grobmaterial im städtischen
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1. Summary and Zusammenfassung

Hintergrund. Frühere Studien haben einen bis zu 4-fach größeren Beitrag des
Verkehrs im Sommer festgestellt. Die Unterschätzung lässt sich zum Teil durch
eine lückenhafte Berichterstattung von nicht abgasbedingten Emissionen aus
dem Straßenverkehr und der Bewirtschaftung von landwirtschaftlichen Flächen
erklären.

In dieser Studie wurden erstmalig meteorologische Daten aus COSMO-CLM
als Antrieb für die Simulation mit LOTOS-EUROS verwendet. Die Reanalyse
des ECMWF wurde mit COSMO-CLM auf die nationale Skala für Deutsch-
land skaliert. Dies eröffnet die Möglichkeit in einer zukünftigen Modellierung,
die meteorologischen Vorhersagen des DWD einzubeziehen. Die Simulation
mit COSMO-CLM erfasst die meteorologischen Bedingungen in Deutschland
besser als die niedriger aufgelöste ECMWF-Vorhersage. In LOTOS-EUROS
wird standardmäßig von einer gut durchmischten Grenzschicht ausgegangen.
Die Durchmischung von der planetaren Grenzschicht in höhere Modellschichten
ist dabei oft zu stark ausgeprägt. Verschiedene Turbulenzparametrisierungen
wurden in COSMO-CLM verwendet, zeigten aber keinen klaren Hinweis auf eine
Verbesserung der Durchmischung in LOTOS-EUROS. Wenn eine höhere Anzahl
von vertikalen Schichten verwendet wird, verbleiben die Schadstoffe näher an
der Oberfläche. Dies reduziert den Modellfehler im städtischen Hintergrund
für Berlin, insbesondere bei kalten und stagnierenden Wetterlagen im Winter.
Ammoniak und Nitrat reagieren am empfindlichsten auf die höher aufgelöste
vertikale Schichtung und zeigen erhöhte Konzentrationen.

Die Modellierung von O3 mit LOTOS-EUROS in Deutschland wurde im Rah-
men eines nationalen Multimodellvergleichs mit drei weiteren CTMs bewertet.
Die einzelnen Modelle zeigen häufig eine geringere Übereinstimmung zwischen
der modellierten Konzentration und den Messwerten und verfügen über eine
schlechtere Statistik als das Ensemble-Mittel aller Modelle, insbesondere in der
Nacht und bei hohen Ozonwerten. Die tägliche und jahreszeitliche Variation
in der Produktion und dem Abbau von O3 wird mit LOTOS-EUROS erfasst.
Eine neue Methodik wurde zur Bewertung der Modelle entwickelt, bei der die
modellierten und beobachteten Konzentrationen gegenüber der Temperatur und
der Luftfeuchtigkeit betrachtet werden. Die Empfindlichkeit von O3 gegenüber
der Temperatur wird von den Modellen sehr unterschiedlich abgebildet und
mit LOTOS-EUROS unterschätzt. Die unterschiedliche Empfindlichkeit von O3
gegenüber der Temperatur zwischen dem ländlichen und städtischen Hintergrund
sowie zwischen Frühling und Sommer wird meist erfasst.

Für die zukünftige Modellierung mit LOTOS-EUROS wird empfohlen, eine
hochauflösende vertikale Schichtung zu verwenden, die nationalen Emissionsin-
ventare zu erweitern und grobes, wieder aufgewirbeltes Material als zusätzliche
Quelle einzubeziehen. Mit dem Kennzeichnungssystem berechnete Beiträge
müssen als erste Schätzung für Emissionsminderungsszenarien verwendet wer-
den. Die Berechnung der potenziellen Einwirkung muss für NO und kleine
Emissionskategorien vermieden werden. Um auch Beiträge für O3 mit LOTOS-
EUROS berechnen zu können, muss ein Kennzeichnungssystem für O3 imple-
mentiert werden. Die Evaluation der modellierten Konzentration gegenüber
meteorologischer Variablen bedarf längere Zeiträume und weitere Schadstoffe.
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Chapter 2

Overview of thesis

T he presented dissertation consists of 7 chapters, followed by four separate
research articles and is summarized in Chapter 1. Chapter 3 introduces

main air quality concerns for Europe and Germany (Section 3.1) and provides
information on air pollutants examined in this research study (Section 3.2).
Chapter 3 further summarizes monitoring standards for air pollution (Section 3.3).
The chapter also outlines modeling aspects for air pollution reanalysis and
forecast purposes using chemistry transport models (CTMs), detailing the
main processes in CTMs and its input data needed and gives an overview for
emission source attribution techniques (Section 3.4). The subsequent Chapter 4
provides the main research questions that will be addressed in this thesis.
Chapter 5 briefly summarizes the four research publications that are contributing
to this dissertation. All four scientific articles have already been published.
Paper I focuses on the comparison of different source attribution techniques.
Contributions of emission source sectors and regions for NOX and PM were
calculated in Paper I and Paper II for Germany and Berlin. Model improvements
for the LOTOS-EUROS CTM are addressed in Paper III. Paper IV presents a
multi-model evaluation assessment with different CTMs. The main findings from
the four publications are discussed in Chapter 6. Finally, Chapter 7 gives an
outlook and future perspectives that may be of interest for upcoming research
activities.
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Figure 2.1: Overview of research publications included.
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Chapter 3

Introduction

3.1 Ambient air pollution in Germany

A mbient air pollution has become a serious challenge to human wellbeing
since the start of the industrialization and globalization in the twentieth

century (e.g., Fang et al., 2013; Krotkov et al., 2016; Ventriglio et al., 2021).
Exposure to air pollution is thought to be one of the major drivers of human
diseases worldwide with (long-term) exposure reported to be one of the leading
environmental health risk factors including premature death (e.g., Gurjar et al.,
2010; Anderson et al., 2012; Burnett et al., 2018). Although the human organism
is not capable of distinguishing between clean- and toxic air simply from smell
or taste of the surrounding conditions, air pollutants may cause local damages,
for example allergic reactions, after entering the human body via respiratory
pathways (e.g., D’Amato et al., 2002). Particles with a diameter less than 2.5 µm,
are of particular interest as they can enter the cardiovascular system and may
damage the heart or brain (e.g., Calderón-Garcidueñas et al., 2007; Arias-Pérez
et al., 2020; Daiber et al., 2020). In addition to exposure to particles, gaseous air
pollutants may also cause negative impacts on human health (e.g., Chen et al.,
2007; Kampa and Castanas, 2008). Long term exposure to nitrogen oxides has
been proven to lead to an increased mortality, also at very low levels (e.g., Per
et al., 2004; Raaschou-Nielsen et al., 2012; Beelen et al., 2014; Fischer et al.,
2015). Long-term exposure to high ozone concentrations have been found to be
carcinogenic (e.g., Dabass et al., 2014). Especially, older (e.g., Lepeule et al.,
2014) and very young people (e.g., Gauderman et al., 2004; Pujol et al., 2016) as
well as persons with medical diseases (e.g., Pope, 2000) are vulnerable to short
term and long-term exposure to high concentrations of air pollutants.

Political regulations have been put in place to lower man-made (anthro-
pogenic) emissions and to protect human health (e.g., Schöpp et al., 2003;
Vestreng et al., 2007; Jafari et al., 2021). Since the industrialization, several
guidelines have been established at international and national level. (Negative)
environmental impacts on the human being and ecosystems have been tackled
for example by the Clean Air For Europe Directive 2008/50/EC (CAFE, EC,
2008) and the Gothenburg Protocol by UNECE. The first legislation to be
officially established in law was the Clean Air Act (CAA), an agreement passed
by the Parliament of the United Kingdom in 1956. The act was triggered by a
severe smog event in London, caused by exhaust smoke from industrial activities,
residential heating and traffic, that costed thousands of people their lives (e.g.,
Wilkins, 1954; Bell and Davis, 2001). Currently, clean air policy in Europe
is based on three pillars. The first addresses emission standards for various
emission sources like as the traffic- (e.g., Berg, 2003; Vestreng et al., 2009; Favre
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Figure 3.1: Trend of PM10 emissions in Germany. Source: German Environment Agency
(UBA, 27/03/2024).
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et al., 2016), industry- (e.g., Bergqvist et al., 2015; Sardar, 2015) or agricultural
sector (e.g., Giannakis et al., 2019; Silveira et al., 2023). The second aims to
reduce national emissions in total through the National Emission reduction
Commitments (NEC) Directive (2016/2284/EU). The third pillar includes the
limit and target values set by the European legislation to protect the whole
population and minimize the long-term exposure to near-surface air pollutants
(EC, 2008). Exceedances of the target- and the limit values are still a challenging
issue in Europe (e.g., Guerreiro et al., 2014; Gozzi et al., 2017). In particular,
close to large agglomeration areas and urban centers the ambient air pollution
often shows high concentrations exceeding the limit values or WHO guidelines
(e.g., Annesi-Maesano, 2017; Viana et al., 2020).

Emission inventories provided by the Federal Environment Agency (UBA,
2019) and several scientific research activities (e.g., Zimmermann et al., 2003;
Mayer et al., 2008) report decreasing trends for German air pollutant emissions
over the last three decades (see Figure 3.1, Figure 3.2 and Figure 3.3), which is
consistent with national monitoring data. Technical improvements, for exam-
ple on power plants, have significantly reduced emissions from industrial and
commercial sources in western European countries and the US (e.g., Vestreng
et al., 2007; Rafaj et al., 2015; Crippa et al., 2016). The application of catalytic
converters and particle filters in the road transport sector (e.g., Gerard and
Lave, 2005; Twigg, 2011) and the use of alternative fuels in the energy sector
(liquid or gas compared to solid) and house holds were important for the success
of the mitigation efforts (e.g., Hossain and Davies, 2013; Sangeeta et al., 2014;
Yilmaz and Atmanli, 2017). However, the rate of change is strongly dependent
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Figure 3.4: The maps show the number of years of life lost per country attributable to air
pollution (PM2.5 left, NO2 center and O3 right). Source: EEA, 2018b.

on the emission sector and time frame being considered, as for example ammonia
emissions, that are mainly related to agricultural activities, show a positive trend
between 2005 and 2015 (e.g., Wagner et al., 2017; UBA, 2019).

Despite the declining trends for most pollutants, millions of people are still
exposed to concentrations above the WHO guidelines for particulate matter and
nitrogen dioxide (e.g., WHO, 2005). Hence, exposure to these priority pollutants
remains a major health concern (see Figure 3.4). The European Environment
Agency reports that each year in Germany, about 60,000 and 13,100 people
prematurely pass away due to exposure to fine particulate matter and nitrogen
dioxide, respectively (EEA, 2018a). Although trends are negative, the daily limit
values for particulate matter are still exceeded close to traffic sites, near to in-
dustrial locations or in large (urban) agglomerations (e.g., LFU, 2018; SenStadt,
2019; UBA, 2019). The same holds for the annual limit value for NO2 that is
often exceeded in densely populated regions, such as the Rhine-Main area and
near to busy roads in Germany (UBA, 2019). Alongside particulate matter and
nitrogen oxides, ambient ozone levels in Germany persist as a critical disease
burden (e.g., Krug et al., 2019; Krug et al., 2020).

The following subsection briefly summarizes the most important information
on particulate matter, nitrogen oxides and ozone.
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3.2 Air pollutants

3.2.1 Particulate matter

P articulate matter (PM) includes a wide range of particles suspended in
the air, ranging in size from a few nanometers to tens of micrometers

(Seinfeld and Pandis, 2006). In general, two size groups within PM are commonly
distinguished: coarse- (PM10) and fine- (PM2.5) particulate matter. PM10 refers
to particles with a diameter less than or equal to 10 µm in diameter and PM2.5
which is defined as all particles with a diameter less than or equal to 2.5 µm.
Owing to its lower size and a corresponding lower sedimentation velocity, PM2.5
has a longer lifetime in the atmosphere than the coarse mode. PM2.5 often is
further divided into the Aitken mode (also ultrafine particles: 0.005 to 0.1 µm)
and the accumulation mode (0.1 to 1 µm) (Seinfeld and Pandis, 2006). However,
the contribution of ultrafine particles to the total PM mass is negligible.

Figure 3.5: Global population-weighted PM2.5 composition. Source: Philip et al., 2014.

The origin and sources for PM widely vary in space and time (e.g., Putaud
et al., 2004; Querol et al., 2004). PM can be solid, liquid as well a combination
of both and either be released by primary (local) emission sources or formed
by secondary processes via gas-to-particle conversion in the atmosphere (e.g.,
Zhang et al., 2015). In terms of chemical composition, sulfate (SO4), nitrate
(NO3) and ammonium (NH4), a number of trace metals (e.g. Si, Al, Ca, K,
Fe, and Ti), elemental (EC) and organic carbon (OC), along with sodium (Na)
and chloride (Cl) are major compounds (e.g., Schaap et al., 2010). Secondary
formed particulate organic aerosol (SOA) formed by precursor gasses represents
a further component of PM (see also Figure 3.5). The chemical composition of
PM at a given location and time strongly depends on the synoptic meteorological
condition (e.g., Lenschow et al., 2001; Mues et al., 2012; Fuzzi et al., 2015).
Long-range transport of secondary aerosols that have their origin in combustion
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Figure 3.6: Timeseries of daily PM10 mass at Melpitz, regional contributions from different
regions (top plot, Germany, Poland and other countries) and contributions from different
source sectors (bottom plot). Source: Timmermans et al., 2022.

processes (e.g. ammonium nitrate and sulfate) can significantly contribute to PM
concentrations in the rural background in Germany (e.g., van Pinxteren et al.,
2019). The regional background contribution is often the major contribution in
urban agglomerations (e.g., Beekmann et al., 2015 and Figure 3.6). LOTOS-
EUROS shows high accuracy modelling the regional background in Berlin for
PM and that most peak concentrations were captured. Intense PM episodes are
triggered by a combination of local or regional build-up of pollution (e.g., Banzhaf
et al., 2013) and often occur during cold winter episodes for stagnant conditions.
The results in figure Figure 3.6 clearly illustrate that the understanding and
modelling for some of these PM episodes (e.g. dominant long-range transport
or stagnant conditions) needs to be improved. Mixing is difficult to model and
the mass concentration is often underestimated by the simulations in winter. In
summer, modelled PM concentrations are typically lower than observed when
resuspension of coarser material prevails.
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3.2.2 Ozone and nitrogen oxides

T he ozone formation and degradation in the troposphere involves continuous
non-linear chemical reactions in the presence of sunlight (hν) (Seinfeld

and Pandis, 2006). Both volatile organic compounds (VOCs) emitted from
anthropogenic and biogenic sources, and nitrogen monoxide (NO) and nitrogen
dioxide (NO2), also referred to as nitrogen oxides (NOX), are the primary ozone
precursors. The main reaction pathways leading to production and removal of
O3 and NOX are explained below.

The initial step in the formation of ozone is actually it’s destruction through
photo-dissociation at daytime. When ozone is photolyzed, reactive oxygen
(O(1D)), oxygen in the ground state (O(3P)), and molecular oxygen (O2) are
released (Eq. 3.1a and 3.1b). Through collision with molecular- oxygen (O2)
or nitrogen (N2) (both M) energy is taken away from the reactive oxygen and
it falls back to oxygen in the ground state (Eq. 3.1c). Reactive oxygen is very
short-lived. In the troposphere the ratio for reactive oxygen to oxygen in the
ground state is about 1:9. In a few percent (1-3 %) of the collisions the reaction
of reactive oxygen with water vapor (H2O) produces two hydroxyl radicals (Eq.
3.1d). All ground state oxygen recombines to ozone (Eq. 3.1e). Note that Eq.
3.1a to Eq. 3.1e do not result in a net loss or net production of ozone, as O3 is
neither destroyed nor formed (balanced destruction and production: null cycle).

O3 + hν −−→ O(1D) + O2 (3.1a)
O3 + hν −−→ O(3P ) + O2 (3.1b)

O(1D) + M −−→ O(3P ) + M (3.1c)
O(1D) + H2O −−→ OH + OH (3.1d)

O(3P ) + O2
M−−→ O3 (3.1e)

At the same time, photolysis of nitrogen dioxide forms NO and more oxygen
in the ground state (Eq. 3.2a). Ozone further rapidly reacts with nitrogen
monoxide to form NO2 and molecular oxygen (Eq. 3.2b). The overall duration
of the reaction cycle between NO and NO2 during daytime is on a time scale of
a minute and a photo-stationary state can be observed between NO, NO2 and
O3, limiting ozone levels in the troposphere (null cycle following Eq. 3.2a, Eq.
3.2b and Eq. 3.1e (Leighton, 1961).

NO2 + hν −−→ NO + O(3P ) (3.2a)
NO + O3 −−→ NO2 + O2 (3.2b)

A large fraction of the NOX is emitted primarily as nitrogen monoxide.
However, nitrogen oxides were also formed at oxidation involving organic and
molecular nitrogen (Eq. 3.3a) or during combustion processes at high tempera-
tures, in which the molecular oxygen thermolyzes (Eq. 3.3b) and the reactive
oxygen reacts with the molecular nitrogen to produce NO (Eq. 3.3c).
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The nighttime chemistry totally differs compared to daytime. At night, in the
absence of light the NO2 photolosis seizes and the ozone concentration declines
when continuing emissions of NO titrate ozone away leading to increase NO2 at
night (Eq. 3.2b). When the ozone level is fully removed, the NO2 concentration
will only further increase by primary emitted NO2, and the concentration of NO
starts to build up due to primary emissions. Hence, for effective buildup of NO,
first all ozone needs to be reacted away in this case.

N + O2 −−→ NO + O (3.3a)

O2
heat−−−→ O + O (3.3b)

O(1D) + N2 −−→ NO + N (3.3c)

The chemical production and loss of ozone in the troposphere is initiated
by the hydroxyl radical (OH). OH is a highly reactive radical species and often
referred to as the "detergent of the atmosphere". For many trace species it is the
primary removal mechanism. Because of competition among the reactants, it
depends on chance and reaction probability which OH reaction takes place. The
OH radical plays a key role during daytime and does not react with O2 or N2
(both illustrated as M in the chemical reactions). Its primary production in the
troposphere stems from O3 photolysis in humid air (Eq. 3.1a and Eq. 3.1d).

Oxidation of VOCs, including alkenes, aromatics and oxygenated organic
species, by OH produces peroxy radicals (ROX and HOX). Depending on the
fate of the peroxy radicals, their oxidation can lead to net production or net
destruction of O3. It applies that all reaction pathways of ROX and HOX that
produces NO2 enhances the O3 formation following Eq. 3.2a and Eq. 3.1e.
Further secondary reactions of peroxy radials can also remove O3 from the
atmosphere. The most important peroxy radicals that boost O3 production or
O3 degradation are the hydroperoxy radial (HO2) and the methyl peroxy radical
(CH3O2: RO2) from BVOC.

HO2 is produced by oxidation with carbon monoxide (CO) (Eq. 3.4a) and
O3 (Eq. 3.4b). Further reaction with NO regenerates OH and forms NO2 (Eq.
3.5a) which promotes the O3 formation.

CO + OH
O2−−→ HO2 + CO2 (3.4a)

O3 + OH −−→ HO2 + O2 (3.4b)

The reaction of HO2 and OH produces water vapour (Eq. 3.5b) and indirectly
removes O3 from the atmosphere (Eq. 3.1d). Another termination reaction of
O3 is the interconversion between HO2 and OH (Eq. 3.4b) and (Eq. 3.5c).

HO2 + NO −−→ OH + NO2 (3.5a)
HO2 + OH −−→ H2O + O2 (3.5b)
HO2 + O3 −−→ OH + 2 O2 (3.5c)

HO2 + HO2 −−→ H2O2 (3.5d)
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Hydrogen peroxide (H2O2), produced by two HO2 radicals (Eq. 3.5d), can
act as sink of ozone when removed through deposition. Nitric acid (HNO3)
formed by reaction of OH with NO2 (Eq. 3.6a) acts as a sink for OH and NO2
when deposited, limiting the recycling of OH and NO2.

NO2 + OH −−→ HNO3 (3.6a)

CH3O2 (RO2) is formed by oxidation of CH4 (Eq. 3.7b). For non-methane
VOCs (NMVOCs), there are many other reaction pathways to form RO2 when
they are oxidised (simplified in Eq. 3.7a). RO2 has similar properties to HO2
and can lead to production or destruction of O3. As for the CO oxidation, the
fate of RO2 is important and depends on the prevailing NOX conditions (not
shown here).

CH4 + OH
O2−−→ CH3O2 + H2O (3.7a)

V OC + OH/NO3/O3/hν −−→ RO2 (3.7b)

In summary, the ozone production efficiency of NOX can vary considerably
depending on the location and the timing of the NOX emissions. Most of the
chemical processes involved in the titration of ozone take place near the sources.
Away from the direct surrounding of the sources, when VOCs are present, NOX
plays a crucial role and facilitates the ozone formation. As a function of the ratio
between the VOC and NOX concentration, the OH radical either preferentially
reacts with VOCs (high VOC, low NOX) or the reaction with NO2 (low VOC,
high NOX) will dominate. The complex non-linear relationship illustrates that
NOX, VOCs and O3 should always be considered simultaneously. In the NOX-
sensitive regime (also NOX-limited), there is a higher probability that peroxy
radicals will react with other radicals to produce NO2 rather than NO is converted
to NO2 by Eq. 3.2b. Increasing VOC emissions barely affect the ozone level.
The ozone concentrations in the VOC-sensitive regime (also NOX-saturated) are
generally affected by VOC emissions. Higher VOC emissions more likely form
NO2 from NO by peroxy radicals, causing a higher O3 concentration. Higher
NOX values only has little affect on the O3 production.The ozone production is
maximized at the turning point of both regimes, characterized by O3 production
sensitive to both VOC and NOX levels (namely the VOC-and-NOX sensitive
regime). As this thesis mainly focuses on Germany and it’s urban areas with
high NOX emissions, the VOC-sensitive regime is often prevailing.

Enhanced levels of O3 can be found downwind from areas with large emissions
of nitrogen oxides. NOX (NO + NO2) concentrations show a seasonal cycle with
larger levels in winter than in summer due to less favorable mixing conditions
and larger anthropogenic emissions in winter. The amplitude of the seasonal
variability is largest for nitrogen monoxide, as a buildup of NO occurs normally
under conditions with shallow boundary layers, stagnant weather, and low
background ozone levels. A growing planetary boundary layer normally leads to
a higher ground-level ozone concentration when ozone from the free troposphere
or reservoir layers is entrained. The latter are predominant during the spring
and summer season.
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3.3 Monitoring air quality on the national (German) level

A ir quality control implies the need of a long-term monitoring program
in which the air pollution level is continuously observed (e.g., Panteliadis

et al., 2014; Shaddick and Zidek, 2014; Sullivan et al., 2018). In Germany,
the Federal Environment Agency (UBA) is responsible for monitoring the
trend of the air pollution level (UBA, 2019). The monitoring network of UBA
provides measurements in so-called clean air environments, far away from large
agglomerations and big cities (UBA, 2019). Measuring the pollution load far
away from (local) anthropogenic emission sources, allows to monitor the air
quality of air masses that have been transported from remote areas, that for
Germany can be part of the neighboring country (e.g., van Pinxteren et al.,
2017; van Pinxteren et al., 2019; Timmermans et al., 2020). The measuring sites
are evenly distributed over Germany and include distinct geographical locations
near the coast, at high altitudes or close to remote areas, for example Zingst or
the Zugspitze (UBA, 2019). In addition to the monitoring network of UBA, each
of the 16 German federal states are responsible to provide information on the air
quality near major emission sources, such as urban agglomerations, industrial
power plants, and busy roads (UBA, 2019). Measured concentrations from the
federal state monitoring networks become also available and are submitted to
UBA for each site and air pollutant separately (UBA, 2019). The Berliner
Luftgüte-Messnetz (BLUME, SenStadt (2019)) is one example, that covers the
capital of Berlin and thus the largest metropolitan area of Germany. All ground-
based observations from the monitoring (station) networks are further classified
by certain criteria for their station type (traffic, industrial or background), their

Figure 3.7: Illustrative summary of air pollution monitoring technologies by effective spatial
and temporal scales. Source: Cromar et al., 2019.
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location (urban, suburban or rural) and characterization of their area under
consideration (traffic, residential, commercial, agriculture, industrial, nature, a
combination of these or unknown).

The observed air quality is assessed and reviewed against threshold- and
limit values defined in the Bundesimmissionsschutzgesetz (BImSchG) and set
by the European guidelines (EC, 2008), to decide whether mitigation actions
are required. In-situ monitoring networks are usually designed to enable
the evaluation of designed mitigation policies (e.g., Guerreiro et al., 2014).
Nevertheless, despite harmonization efforts, station measurements usually suffer
from several sources of uncertainties hampering the estimation of the spatial
and the temporal distribution (e.g., Zhan et al., 2018). Monitoring stations are
often not homogeneously distributed across the region of interest (e.g., Castro
and Pires, 2019). For example, the European monitoring station network has a
much higher density in northwestern Europe than in the southeastern part (e.g.,
Schaap et al., 2013). Different monitoring networks adopt different calibration
and siting strategies hampering comparability. A range of different measuring
instruments can be in use in different networks, even within single countries and
federal state authorities (e.g., Kassteele and Velders, 2006; Borrego et al., 2016;
Dinoi et al., 2017). Hence, it is common practice to obtain the evolution of air
pollution concentrations with additional numerical model simulations or using
different instruments, such as satellite observations, to capture the entire spatial
and temporal scale (see Figure 3.7).

3.4 Air quality modeling at the regional scale

C hemistry transport models (CTMs) are widely used in the scientific
community to assess the ambient air pollution at the regional and national

scale (e.g., Kukkonen et al., 2012; Conti et al., 2017; Sharma et al., 2017;
Baklanov and Zhang, 2020). Often referred to as air quality models (AQMs),
such model applications deliver a consistent picture over large domains (e.g.,
Mar et al., 2016; Weger et al., 2018; Lin et al., 2020), but can also help to
provide information on the chemical composition and dispersion of emissions
for local scale research activities (e.g., Timmermans et al., 2013; Amato et al.,
2016; Kuik et al., 2018). CTMs have a wide application-range and can be
used to provide information on source regions and sectors, contributing to the
ambient air pollution in the rural and urban background or even from (mega)-
cities (e.g., Beekmann et al., 2015; Timmermans et al., 2017; Pommier et al.,
2020). AQMs can also be used to simulate the air quality in the tropospheric
boundary layer for long periods (e.g., Pierce et al., 2010; Colette et al., 2017)
and to produce decadal reanalysis datasets (e.g., Flemming et al., 2017; Inness
et al., 2019). Chemistry transport models are central for political and economic
policy-making in the context of air pollution control planning (e.g., SenStadt,
2019; UBA, 2019). The EMEP model ("European Monitoring and Evaluation
Programme", https://www.emep.int/) and the GAINS (Greenhouse Gas - Air
Pollution Interactions and Synergies) model system (Amann et al., 2011) are
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pivotal for mitigation strategy developments from the European commission.
Examples of other regional CTMs are the Dutch LOTOS-EUROS (Manders et al.,
2017), the German REM-CALGRID (Stern, 2003) and the French CHIMERE
(Mailler et al., 2017) models, to name a few. These models are often used to
benchmark the EMEP model. In short, developing an efficient policy to reduce
air pollution concentrations, requires a deep understanding of their emission
sources, mass transport, chemical reaction products and removal in the form of
an AQM.

3.4.1 Main processes in CTMs and input data needed

C TMs aim to represent a digital version of reality. In a mathematical
sense a CTM combined many process descriptions to represent chemical

reactions (e.g., formation, depletion, removal processes), emissions, transport
of air pollutants in the atmosphere and deposition of air pollutants as good
as possible (see Figure 3.8). For running a CTM, extensive input datasets are
required to perform forecasts or source attribution with regional CTMs. In the
following, a short overview of the main processes in CTMs and its input data
needed is presented and illustrated in Figure 3.9.

Figure 3.8: The interrelationships among pollutants, sources, transport and transformation
pathways, and environmental effects. Source: EPA, 2008.

3.4.2 The LOTOS-EUROS chemistry transport model

I n this thesis, the LOTOS-EUROS model serves as the central model system.
The LOTOS-EUROS model has been used for many years to investigate air

quality with focus on the European domain and has already proven its reliability
in several international comparative studies (e.g., Vautard et al., 2007; Bessagnet
et al., 2016). In the presented research activities, the LOTOS-EUROS model
has been applied to address several research questions on source apportionment
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Figure 3.9: Illustrative summary of input data needed to perform a chemistry transport
model simulation. Source: own illustration.

of nitrogen dioxide and particulate matter. Furthermore, we participated with
this model in a model intercomparison exercise.

LOTOS-EUROS (Manders et al., 2017) is a state-of-the-art CTM that can
be used for process studies (e.g., Curier et al., 2014; Mues et al., 2014) as
well as for air quality applications (e.g., Hendriks et al., 2013; Timmermans
et al., 2017; Escudero et al., 2019). The model is widely used in scientific
research activities, but has also been part of regulatory efforts to control the
ambient air pollution, for example in Germany (e.g., SenStadt, 2019; UBA,
2019). Launched as an open-source model system, LOTOS-EUROS has been
developed continuously in collaboration with partners at TNO (Netherlands
Organisation for Applied Scientific Research), FUB (Freie Universität Berlin),
RIVM (National Institute for Public Health and the Environment) and KNMI
(Royal Netherlands Meteorological Institute) to meet the most recent scientific
standards. LOTOS-EUROS is part of the CAMS (Copernicus Atmosphere
Monitoring Service) ensemble system, providing operational forecasts and
analyses for Europe (Marécal et al., 2015). Furthermore, the model is applied
to provide source apportionment information for European cities. For a more
comprehensive description of LOTOS-EUROS, we refer to the curriculum vitae
and the supporting material therein (Manders et al., 2017).

3.4.3 Identify and apportion of air pollution to different sources

A part from statistical data analysis of observations or receptor modeling,
CTMs are commonly used to perform source attribution studies (e.g.,

Belis et al., 2020). Depending on the quality of the emission inventory and the
process description, a detailed analysis of the contributions of different source
regions and source sectors can be performed throughout the study areas and
period.

Two main methods can be distinguished for source allocation purposes using
a CTM application. First, the labeling approach (e.g., Kranenburg et al., 2013)
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or the tagging method (e.g., Lupaşcu and Butler, 2019), that allows to track
concentrations of selected source sectors or regions. Second, the brute force
technique calculates the impact of different emission reduction simulations, from
which the source contributions are being deduced (e.g., Thunis et al., 2020).

Currently there is an ongoing debate on the applicability and comparability
of these techniques. Previous research activities for PM showed the importance
to account for different outcomes of both source attribution techniques. It
is a well-known feature that both approaches give equivalent results for inert
compounds. However, nonlinear chemical effects can lead to significantly different
contributions, especially when emission reduction strengths have been used
outside its limits of applicability (e.g., Clappier et al., 2017; Thunis et al., 2019;
Thunis et al., 2020). Information on the comparability of both techniques is
missing for nitrogen oxides. The LOTOS-EUROS model with its labeling routine
is well suited to compare these techniques.

The LOTOS-EUROS CTM includes a labeling system, that can track the
source contributions to air pollution for primary, inert aerosol- and chemically
active tracers through the chemically conserved reduced or oxidized C, S or
N atoms (Manders et al., 2017). The labeling module has been implemented
and validated by Kranenburg et al. (2013) and has been used already in several
scientific research activities (e.g., Hendriks et al., 2013; Timmermans et al., 2017;
Pommier et al., 2020; Timmermans et al., 2022; Schaap et al., 2023).

Figure 3.10: Illustrative example of the labeling/ tagging approach for residential emissions
(black symbols) that mix with the background pollution (grey symbols) and lead to a given
pollutant concentration downwind of the source (dashed rectangle). Contributions are obtained
by tagging (red tags on the figure) the emission precursors. Source: Clappier et al., 2022.

The brute force (model) approach can be performed with every model and
focuses on the impact of emission reductions. This implies at least two model
simulations with different emission configurations need to be performed. In
this context, model runs are often referred to as the baseline and the emission
reduction simulation. The impact is derived from the difference between the
emission reduction simulation and the baseline model configuration. As different
emission reduction fractions X can be used, several investigations are possible.
Upscaling impacts by multiplying with 100/X, determines potential impacts that
refer to the contribution of the source under investigation (e.g., Thunis et al.,
2020).
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Figure 3.11: Illustrative summary of the brute force approach for residential emissions
(black squares) that mix with the background pollution (grey squares) and lead to a given
concentration downwind of the source (right dashed rectangle). When the source is reduced
by 50 % (right top), two out of the four black squares remain together with the background
while for a full reduction, only the background remains (right bottom). Potential impacts
correspond to the change of mass (projected to 100 %) that results from the reduction or
elimination of the emission source, i.e. the difference between the downwind concentrations,
with and without the source emissions, scaled by the percentage reduction: four black squares
in this example. Source: Clappier et al., 2022.

3.4.3.1 Emissions and emission inventories

S ources of air pollutants are manifold, which often leads to a simplified
allocation and grouping of the individual emissions under investigation into

source (sector) families. One primary distinction is made between emissions from
natural sources (e.g., Novak and Pierce, 1993; Simpson et al., 1999; Heinold et al.,
2011) and anthropogenic emissions of pollutants caused by human activities
(e.g., Vestreng et al., 2007; Granier et al., 2011; Masiol and Harrison, 2014).

Among natural emissions, one finds for example forest fires (e.g., Wiedinmyer
et al., 2011; Kaiser et al., 2012), pollen (e.g., Zhang et al., 2014), sea salt (e.g.,
Monahan, 1986; Mårtensson et al., 2003; Tsyro et al., 2011) or mineral dust
(e.g., Schaap et al., 2009). The intensity of natural sources normally vary a lot,
depending on meteorological conditions. Forest fires occur during particular
periods of the year in dry areas and emit a significant portion of dust and
ash, as well as toxic gasses into the atmosphere and are often deduced from
satellite imaginary. Saharan dust and sea salt are natural emission sources that
are extensively often observed as long-range contributions worldwide. Both
sources are normally integrated in CTMs using process based routines, which are
sensitive to wind speed conditions and soil properties in case of (desert) dust.
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Anthropogenic emissions are predominantly related to combustion processes,
for example at large industrial facilities (such as firing of wood or coal for
electricity production, e.g., Beirle et al. (2019)), household- (e.g., residential
fireplaces and stoves, e.g., van der Gon et al. (2015)) or small-scale incinerators
(e.g., waste incineration, e.g., Wiedinmyer et al. (2014)) that lead to the emissions
of particulate matter, nitrogen oxides, organic compounds and many other
pollutants. The transport sector (road, air and shipping) emits a large fraction
of emissions through fossil fuel combustion (e.g., Rexeis and Hausberger, 2009;
Vestreng et al., 2009). In addition, emissions from road transport also contribute
a considerable amount of resuspended soil material (e.g., Harrison et al., 2012;
Gulia et al., 2019; Valotto et al., 2019), as well as small amounts of brake
(e.g., Garg et al., 2000; Grigoratos and Martini, 2015; Hagino et al., 2016)
and tire wear (e.g., Räisänen et al., 2005; Dahl et al., 2006; Gustafsson et al.,
2009). Agricultural production is a sector in which emissions take place without
large fossil fuel combustion. Livestock excreta (e.g., López-Aizpún et al., 2020),
fertilizer incorporation (e.g., Linquist et al., 2012), and crop management (e.g.,
Cooter et al., 2012) cause highly variable seasonal emissions that are a source of
ammonia, PM and NOX.

Above-mentioned anthropogenic emission sources, along with those of many
other activities, must be reported on a mandatory basis by all state authorities
in Europe in accordance with the international regulations of the UNECE air
pollution convention (https://unece.org/). These submissions include national
totals of emissions per year. The reported inventories follow guidelines and a
naming convention called the Gridded Nomenclature For Reporting (GNFR).

For Europe, the anthropogenic PM and trace gas emission inventory of the
Copernicus Atmosphere Monitoring Service (CAMS) is widely used (e.g., Kuenen
et al., 2014; Granier et al., 2019; Kuenen et al., 2022), whereas in non-European
regions the emission inventory EDGAR is generally applied (e.g., Crippa et al.,
2018). Through CAMS the reported time series of the annual emissions by the
member states serve as input for European simulation activities as discussed in
Section 3.4.

The national emission totals for each year, need to be distributed using proxy
maps for area sources and (real) emission information for point sources using
fitting parameters (e.g., Kuenen et al., 2014; Mues et al., 2014; Guevara et al.,
2021; Kuenen et al., 2022). This involves special attention to different emission
source sectors, as each emission source sector and region has its own local
characteristics. As previously mentioned, agricultural emissions, for example,
may be caused by animal farming or be a result of land management activities
(e.g., Cooter et al., 2012; Linquist et al., 2012; López-Aizpún et al., 2020). As
a result, agricultural emissions can be emitted from both, small and/ or large
farms, as well as over large agricultural used fields. For this reason, the spatial
distribution of the emissions is realized by means of point and area sources that
are separated between their source categories (e.g., Kuenen et al., 2014; Kuenen
et al., 2022). For all available point sources, the different emission heights are
assigned as well. The altitude of emissions can largely affect the dispersion of
the concentration level in the subsequent model simulation and is of particular
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relevance for tall stacks commonly found in the industrial and energy sector
(e.g., Beirle et al., 2019). The spatial re-/ gridding of emissions in Germany is
calculated using the UBA-GRETA tooling (Schneider et al., 2016).

When using the emissions for chemistry transport modeling, they need to be
distributed in time by adding source specific time profiles (e.g., Guevara et al.,
2021). The application of time factors ranges between simple assumptions using
static time profiles to more complex/ dynamic approaches. Static time profiles
normally make use of weekly-, daily- and hourly- time cycles that can capture
the annual emission trend in a combined manner. More sophisticated emission
inventories normally make use of hourly varying time profiles for the entire year.
Such hourly emission timings are often derived from additional and/ or combined
products, like sociodemographic factors and climatological conditions (e.g., Mues
et al., 2014; Hendriks et al., 2016; Guevara et al., 2021). Activity information
from traffic counts can for example be correlated to meteorological conditions to
account for the cold-start effect in a diesel-engine car and further improve the
model performance in winter time (e.g., Yusuf and Inambao, 2019). Emission
inventories, such as CAMS, are regularly published to include recent submissions,
also updating the past periods of time (e.g., Kuenen et al., 2014; Kuenen et al.,
2022). Figure 3.12 shows a typical workflow with spatial and temporal allocation
of emissions for use in a CTM.

Figure 3.12: A simplified scheme of the workflow in a typical emission model, involving the
development of spatial and temporal allocators as well as verification with measurement data.
Source: Ge et al., 2020.

3.4.3.2 Meteorological input data

T o simulate the chemical transformations and transport of air pollutants,
the information on the meteorological condition is obviously required.

Meteorological weather forecast simulations or reanalysis data are commonly
being used for this purpose, e.g. those provided by the European Centre of
Medium Range and Weather Forecast (ECMWF) (Flemming et al., 2009). To
account for special meteorological conditions one can make use of meteorological
products that have a higher spatial, temporal and/ or vertical resolution. An
additional advantage is that one controls the output of the meteorological model
and one can optimize these for the CTM application. For Germany meteorological
information’s are provided by the German weather service (DWD, Reinert et al.
(2016a)).
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The use or implementation of meteorological forcing data, differs in form of
online and offline coupled CTMs (e.g., Grell, 2004; Grell and Baklanov, 2011).
For offline coupled model simulations, the meteorological input data is provided
as previously obtained from the meteorological forecasts and needs to be available
throughout the entire model domain, but remains unchanged (e.g., Im et al.,
2015a; Im et al., 2015b). For online coupled CTMs, the meteorological fields
are computed simultaneously to the chemical dispersion (e.g., Im et al., 2015b),
which allows to take feedbacks between the atmospheric composition and the
meteorology into account. LOTOS-EUROS and REM-CALGRID, are examples
for offline coupled model systems. Two examples for online coupled CTMs are
the WRF-Chem (Grell et al., 2005; Fast et al., 2006) and the COSMO-MUSCAT
(Wolke et al., 2012) models.

3.4.3.3 Dispersion and chemistry

I n LOTOS-EUROS, all transport and transformation processes such as
advection (Walcek, 2000), hydrolysis of N2O5 (Schaap et al., 2004), cloud

chemistry (Banzhaf et al., 2012), gas-phase chemistry (Whitten et al., 1980),
aerosol chemistry (Fountoukis and Nenes, 2007), or dry (Zhang et al., 2001;
Van Zanten et al., 2010; Kruit et al., 2012) and wet deposition (Banzhaf et
al., 2012) are performed on a horizontal Eulerian grid and terrain following
coordinates, solved by a numerical balancing of the air-mass using an analytical
equation. Eulerian models balance the air mass between two fixed neighboring
grid boxes and are per definition mass-conserving (Collett and Oduyemi, 1997).
The mass balancing is performed for each single model time step and for all
grid points during the model runtime. With respect to the needs, the required
application and/ or the demand on computing capabilities, the spatial and
temporal resolution of the model simulation can be chosen as desired. Given
this fixed resolution of the computational grid, the spatial resolution of the
final product (the mass concentration of the air pollutant) will be fixed as well.
This can affect the simulation of emissions close to point sources, as pollutants
emitted from high stack sources have to be extrapolated to a larger area that
corresponds to the grid dimension. Note, grid models do not represent local
conditions but urban and regional scales.

3.4.3.4 Chemical boundary conditions, nesting and other input data

T he models also require information on the background concentrations
outside of the region covered by the model domain itself, which is relevant

to capture the transport of air pollutants from remote areas. Chemical boundary
conditions are most commonly obtained from global model simulations (e.g.,
Inness et al., 2019). For high resolution model applications focussing on a
particular region or country, a grid refinement using a single CTM is frequently
used (e.g., Schaap et al., 2015). In this context, a model simulation with coarse
resolution serves as boundary condition for a model simulation that offers a more
refined grid but smaller domain size. This method is known as nesting and can
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be performed easily as often as needed with a several number of different nests
(e.g., Schaap et al., 2015).

Apart from the emissions and the meteorology, there are a number of other
key inputs required to perform a regional CTM simulation. Datasets for land
use, vegetation and soil types are required to model (semi-n) natural emissions as
well as the dry deposition during the model simulation (e.g., Köble and Seufert,
2001; China and James, 2012; EEA, 2021; Luttkus et al., 2022).

3.4.3.5 Deposition of air pollutants

T he removal of air pollutants from the atmosphere to the surface (soil,
water or vegetation is expressed by the term of deposition, with the total

deposition being divided into the dry, wet and occult part. Dry deposition
refers to adsorption of gaseous compounds and sedimentation of particles at
the surface (e.g., Zhang et al., 2001; Van Zanten et al., 2010; Kruit et al.,
2012). For the deposition a high correlation can be observed to the (local)
meteorological conditions (e.g., Kavassalis and Murphy, 2017). The importance
of the dry deposition for individual compounds depends strongly on the compound
reactivity and water solubility. The deposition of substances by precipitation is
referred to as wet deposition (e.g., Theobald et al., 2019). The wet deposition
correlates to the mass concentration of the material that is washed out by rainfall
and rainfall-intensity of the precipitation, or even the cloud properties, such as
the droplet size or the liquid water content (e.g., Banzhaf et al., 2012). The
removal through cloud and/ or fog droplets is called occult deposition (e.g.,
Kalina et al., 2002; Hůnová et al., 2022). The occult deposition flux depends on
the concentration of the chemical compounds within the cloud/ fog droplets and
the water flux to the surface. This process is only important in mountainous
regions and is normally neglected in CTMs.

3.5 Evaluation of chemistry transport models

T he quality of chemistry transport model simulations is most commonly
assed by quantifying the model error in a paired comparison to (in-situ

ore remote sensed) observations. For this purpose, a simple and straightforward
operational evaluation is often performed using statistical indicators (e.g., Dennis
et al., 2010). Typical statistical measures may include the correlation coefficient,
the mean bias and the root mean squared error. In FAIRMODE (Forum for AIR
quality MODeling in Europe, https://fairmode.jrc.ec.europa.eu/) more detailed
information and examples are presented to perform an advanced operational
evaluation using different modelling quality objectives and modelling performance
criteria for air pollution applications. However, the ability of the model to capture
the impact of variable meteorological conditions and/ or emissions is often not
well diagnosed with the operational evaluation. Here, the diagnostic and dynamic
evaluation can help to assess the model uncertainty within a broader perspective
(e.g., Dennis et al., 2010; Lecœur and Seigneur, 2013; Henneman et al., 2017).
The dynamic evaluation allows for the quality assessment of model simulations,
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based on the analysis of concentrations and their sensitivity to different input
data, such as meteorology and/ or emissions. While the operational evaluation
compares the absolute modelled concentration levels to observations, the dynamic
evaluation is based on the comparison of the modelled and observed concentration
differences (e.g., Dennis et al., 2010; Lecœur and Seigneur, 2013). Shortcomings in
model parameterisations can further be identified using the diagnostic evaluation
(e.g., Dennis et al., 2010; Henneman et al., 2017). Diagnostic evaluation often
includes the comparison of process parameterisation results against detailed
observations. For example, recent evaluation of the dry deposition process
description elucidated that the observed sensitivity of the dry deposition velocity
to relative humidity is not captured by the parametrisation of this process
(Wintjen et al., 2022). Inter-comparison studies also assist the evaluation of
chemistry transport models, can help to identify shortcomings in their process
implementation and foster the exchange of best practices. Multi-model (ensemble)
inter-comparison studies are often used to pinpoint differences for each model or
different configurations in use. Figure 3.13 summarizes the mentioned evaluation
techniques.

Figure 3.13: A framework for evaluating regional-scale photochemical modeling systems.
Source: Dennis et al., 2010.

3.6 Remaining challenges

D espite the progress made in regulating anthropogenic emissions to reduce
air pollution and to understand their impact on human health knowledge

gaps remain. Some will be shown and discussed in the following section.
Nowadays, most research activities focus on a single pollutant or a single

source to assess the impact on human health due to emission control. Incomplete
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information is available for air quality regulations lowering the emissions from
several pollutants and sources to estimate their long-term exposure. A lack of
information exists when regulations far away from central site measurement
stations taking place. More information on current and future contributions from
source regions and sectors are needed to properly understand the whole picture
of atmospheric chemistry and to link them with health. Limited information
is available e.g. on non-exhaust emissions. The attribution of emission sources
is difficult to obtain and strongly relies on the quality of the model. CTMs
are complex systems and the model based source attribution technique can
vary from model to model. Different techniques applied for source attribution
purposes can yield to different outcome. The results from source attribution
activities needs to be regularly assessed by comparing to observations and between
models. Comparisons for PM and ozone show large uncertainties between the
techniques. A comparison for NO2 has not yet been performed. Non-modelled
concentrations when comparing to observations cannot be apportioned and make
further investigations necessary to improve the performance of CTMs. Modelled
biases can often be linked to meteorological sensitive processes or not complete
emission inventories used. In winter, CTMs hardly capture peak concentrations
for PM and NO2 when stagnant conditions prevail. In summer, CTMs to some
extent underestimate PM concentrations during drought periods when coarse
material is resuspended.

More research is needed to address the mentioned knowledge gaps and to
gain a larger expertise on how to manage them within an appropriate future
policy, e.g. to implement new guidelines.
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Chapter 4

Research aims

C hemistry transport models (CTMs) are essential to assess the exposure
to air pollution (Section 3.4) and to develop mitigation strategies. The

overall goal being addressed in this thesis is:

"To improve our ability to quantify the source contributions to concen-
tration levels of priority pollutants in Germany through regional scale modelling"

Below I detail the specific research questions that were addressed.

It has already been shown that the source attribution and the calcula-
tion of contributions with the labeling and the brute-force approach can lead to
different results for PM, especially when the brute-force approach has not been
performed within the specified application range. For nitrogen oxides (NOX =
NO + NO2) such a comparison was not available and the following research
question results:

1. To what extent are source contributions derived from the labeling approach
comparable to the potential impacts from the brute force technique for
NOX?

A good model skill in comparison to observations is essential for research
and policy support applications. In this context, the evaluation of modeled
concentrations and the further development of model process descriptions to
capture the sensitivity of modeled concentrations to meteorology and emissions
are of decisive importance. The following research questions are addressed:

2. In how far is the LOTOS-EUROS CTM able to reproduce the observed
variability in the concentrations of PM, NO2 and O3 in Germany?

3. In how far can we improve the model performance through detailing the
vertical resolution and applying alternative boundary layer schemes?

The emission source sectors and regions explaining the PM and NO2 levels
at a given location and time can be manifold, but their contributions should
be understood when cost effective mitigation actions are formulated in the
framework of policy advice. In this context, the research question is:

4. What are the most relevant source sectors and regions of PM and NO2 in
the rural and urban background of Germany and its capital Berlin?

In Germany, a large scientific community offers the opportunity to employ
hindcasts and forecasts for air pollution. The research groups often use chemistry
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transport models different to LOTOS-EUROS. As comparisons between the
models applied in Germany are rare, the (German) exposure to air pollution and
the (modeled) sensitivity of concentrations to meteorological conditions should
also be studied in a multi-model ensemble assessment, leading to the following
research question:

5. Can we identify model specific and general shortcomings in emission and
process descriptions to be tackled in future research?

To address these research questions in the presented study, a variety of
CTM simulations has been performed and evaluated for Germany and the Berlin
agglomeration area. The analysis of different process implementations and several
sensitivity (model) simulations have been used to improve the modeling quality
for the air pollutants PM, NO2 and O3. The applied models and methodologies
have been introduced and their outcome with discussions and conclusions have
been described in more detail in the papers I to IV and were presented in the
following.
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Summary of included papers

5.1 Source attribution of nitrogen oxides across Germany:
Comparing the labelling approach and brute force
technique with LOTOS-EUROS

I n Paper I, air quality model simulations were performed to quantify source
sector contributions to the background concentration of NO, NO2 and NOX

in Germany. The four main emission source sectors road transport, non-road
transport, energy & industry and household were tracked. All remaining emis-
sions were combined in one category, named others. The sector contributions
were calculated, first using the labeling approach implemented in the LOTOS-
EUROS model and second by applying emission reduction simulations (hereafter
referred to as the brute force technique). In addition, the brute force technique
has been compared with the labeling approach. Systematic differences have
already been observed between the two source attribution methods in previous
research activities, for particulate matter (e.g., Clappier et al., 2017; Carnevale
et al., 2018; Thunis et al., 2019; Thunis et al., 2020) or for ozone (e.g., Mertens
et al., 2018; Butler et al., 2020). Here, non-linear chemical processes have
been identified to be the main limiting factors related to most of the observed
differences. However, no information could yet be provided for nitrogen oxides
and no study was available comparing both methods head-to-head.

The source attribution of emission reduction simulations for nitrogen oxides is
found to be largely limited to non-linearity triggered by photochemical reactions
between different emission source sectors. The results of the exercise show that
attributed concentrations of NO from sector wise NOX emission reductions
show larger contributions of NO than the labeling. For NO2, the attributed
concentrations from the brute force method were on average lower in the urban
background and larger in the surrounding rural background than the labeling
approach. Brute force sensitivity simulations that were performed with variable
NOX emission reductions are strongly affected by (the lack of) regime changes
in the titration of ozone, most notably present at ozone-limiting conditions
during nocturnal winter months and close to emission source regions in or near
urban areas. When upscaling the simulated impacts (the concentration difference
to the baseline without emission reduction) to 100 %, the concentration level
differs from the baseline concentration. By implication, inconsistencies between
the brute force technique and the labeling approach become larger for smaller
emission reductions, for shorter time scales and when small-sized emission source
sectors are investigated.

Lessons learned from the comparative study reinforces the appropri-
ate selection of the source attribution method for nitrogen oxides and
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supports the Forum for AIR quality MODeling in Europe (FAIRMODE,
https://fairmode.jrc.ec.europa.eu/) for assessing future mitigation strategies.
It has been stated that the application of emission reduction simulations is poten-
tially not the most suitable option to estimate source sector contributions to NO.
However, both methods are suitable for the source attribution of NO2, as the
observed differences between both techniques are considerably smaller than the
model bias compared to the observations. Nevertheless, it is also recommended
to avoid the brute-force technique for NO2 when small-sized emission source
sectors are examined.

As the labeling approach has several practical advantages but is limited for
the mitigation purpose, air quality planning should be addressed by combining
both methodologies. Source sector contributions that have been performed with
a labeling approach, can e.g., yield as an initial ranking for the follow up emission
reduction sensitivity analysis and provide additional information.

5.2 Source attribution of particulate matter in Berlin

E xposure to PM (coarse: PM10 and fine: PM2.5) is one of the primary
environmental health concerns for large conurbations in Europe, such as

Berlin (e.g., Boldo et al., 2006; Brook et al., 2010; Costa et al., 2014). Here, an
in-depth understanding in terms of the source regions and -sectors for the origin
of PM is required, using comprehensive monitoring and modeling frameworks, to
ensure that mitigation strategies are effectively realized (e.g., Belis et al., 2020;
Pandolfi et al., 2020).

In Paper II, a source attribution of PM has been performed for Berlin,
Germany, that can be used as a first step towards defining source categories
of brute force model simulations for follow up mitigation assessments. For
this purpose, model simulations were conducted for a (3 year-) period from
2016 to 2018 with the LOTOS-EUROS CTM applying the labeling module
(Kranenburg et al., 2013). Sectoral and regional contributions for PM10 and
PM2.5 in Berlin mainly agree with previous findings. Emissions from households
and industry & power contribute most to the mean modeled urban background
PM2.5 concentration and sum up to about 50 %. The source attribution for
PM10 is (on average) similar to PM2.5. However, for PM10 the relative shares
for natural sources are higher. The regional source attribution has shown that
domestic contributions exceed those of the transboundary transports to Berlin.
However, about one third of the PM concentration can still be attributed to
neighboring countries, such as Poland and the Czech Republic, in particular
during wintertime episodes.

The evaluation of the modeled coarse material (difference between PM10
and PM2.5) and the urban increment of the coarse mode was another focus
of this study. Quality assessment of the LOTOS-EUROS CTM against the
UBA monitoring network has shown an underestimation for modeled PM
concentrations. On average, the study shows better agreement between model
and measurements for fine material than for the coarse mode, which results in a
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too low modeled coarse mode fraction. Here, the study discussed the reduced
capability of the LOTOS-EUROS CTM to simulate PM during stagnating (cold)
weather conditions in Berlin that are related to the vertical mixing and presents
the possibility for recent model improvements, which has been presented in paper
Paper III.

Following Lenschow et al. (2001), the contributions of source sectors and
regions have also been used to calculate gradients between the urban and the
rural background (urban increment), to provide information in terms of possible
reasons for the model shortcomings. Normally, a large part of enhanced coarse
mode in large conurbations can be explained by (road) resuspension that is a
predominant emission source during (warm and dry) summer episodes. Results
of the presented study also show that the urban increments for PM can be
attributed to traffic as well as to household emissions. However, the simulated
(total) coarse mode urban increment is underestimated by a factor of ~4 compared
to those derived from the observations. It is suggested that the missing mass
of the coarse mode (increment) can partly be explained by too low modeled
traffic contributions, which are by a large part related to (road) resuspension
processes that currently are not covered by the model. To further improve the
modeling quality more attention is needed on estimates of resuspension processes
for national scale emission inventories from e.g., traffic and land management
activities.

The study also highlights examples for future scientific research perspectives.
A side-by-side comparison of receptor model results with those presented here
may reveal further limitations of the LOTOS-EUROS model. A dynamic model
evaluation can be used with focus on source contributions. This can help
to identify the modeled sensitivity to meteorological parameters such as the
temperature for different source regions and sectors. A (road) resuspension
emission scheme with sufficient spatial and temporal variability should be
implemented in CTMs or in emission inventories as well.

5.3 A multi-meteorological comparison for episodes of PM10

concentrations in the Berlin agglomeration area in
Germany with the LOTOS-EUROS CTM

I n Germany, high concentrations of particulate matter (PM) are often
associated with cold stagnant weather conditions, especially during

wintertime (UBA, 2019). Exceedances of the daily limit value for PM in East-
Germany are also highly correlated to air pollution transport from neighboring
countries (van Pinxteren et al., 2019; Timmermans et al., 2020). In Paper III,
model simulations with the LOTOS-EUROS CTM have been performed to
investigate the spatial distribution and the temporal evolution for PM in the
German subdomain. The study showed how well the LOTOS-EUROS model
performs during cold stagnant weather situations and compares different weather
conditions, meteorological forcing data and modeling set-ups.

In this study, the CTM simulations have been performed with differing
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meteorological input datasets. The operational set-up of the LOTOS-EUROS
CTM is driven by meteorological forecasts from the European Centre for Medium-
Range Weather Forecasts (ECMWF, Flemming et al., 2009). For the first time,
the LOTOS-EUROS model was also driven with meteorological input data
from the regional climate model COSMO-CLM (Consortium for Small-Scale
Modelling-Climate Limited-area Modelling, Doms et al. (2011); Doms and
Baldauf (2018)). ERA-Interim reanalysis (Dee et al., 2011) of the ECMWF
was dynamically downscaled by the regional climate model COSMO-CLM. In
addition, the turbulence scheme of the planetary boundary layer meteorology
has been studied in COSMO-CLM using different parameterizations and has
been used as input to LOTOS-EUROS in test case simulations.

Two set-ups of the LOTOS-EUROS model, that differ in their vertical
resolution, have been used to study the mixing in the planetary boundary
layer. The operational system of the LOTOS-EUROS model, using a well-mixed
boundary layer concept (Manders et al., 2017), has been used as reference set-up.
However, investigations for ozone have already shown a better performance in
capturing the vertical transport phenomena during summer in southern Europe
when using a larger number of layers (Escudero et al., 2019). Following the results
from Escudero et al. (2019), the multi-layer approach has also been introduced
and used to investigate the impact in reproducing the surface concentrations for
PM during wintertime in the eastern part of Germany.

All simulations were conducted for past periods where observational data
were available and the model output could be compared to the observed state.
The sensitivity of PM to different meteorological conditions has been evaluated
by comparing each concentration sensitivity (modeled and measured) to the
driving meteorological input data. The comparative study showed that the
mixed layer model set-up, used in the operational version, on average indicates
too high mixing from the ground surface to higher model layers and led to
an underestimation of observed PM concentrations in the eastern part of
Germany. Here, the planetary boundary layer height serves as the main limiting
factor to determine the mixing. However, the meteorology modeled in the
planetary boundary layer using COSMO-CLM showed a better agreement to the
radiosonde measurements compared to the ECMWF forecasts. Thus, changing
the meteorological input data, from the coarser resolved ECMWF forecasts
to the higher resolved reanalysis product from COSMO-CLM, improved the
air pollution simulations with LOTOS-EUROS. Nevertheless, the investigation
of different mixing-parameterization schemes in COSMO-CLM did not further
improve the model performance. Results of the higher vertical model resolution
contributes to a better agreement with the measurements. The higher vertical
resolution keeps the PM concentration closer to the surface, especially during
colder months and close to areas with high emission sources.

The study substantiates the findings by Escudero et al. (2019) that a higher
resolved vertical layering along with a horizontal grid refinement improves the
model skill of the LOTOS-EUROS model. Following the results shown for PM,
it has been recommended not to make use anymore of the mixed-layer approach
for air pollution modeling in the LOTOS-EUROS CTM. The study gave advice
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to adopt the operational model system within the Copernicus Operational Model
System (CAMS, Marécal et al. (2015)) and to use the multi-layering model
version as the standard approach.

5.4 Dynamic evaluation of modeled ozone concentrations in
Germany with four regional chemical transport models

A ir pollution fore- and hindcasts with CTMs remain challenging and need
to be performed with as much as high accuracy (e.g., Bessagnet et al.,

2016; Colette et al., 2017; Galmarini et al., 2017). Modeled concentrations often
lack correlation to the regional buildup of ozone to the general synoptic state and
several meteorological parameters such as the temperature, the moisture and/or
the solar radiation (e.g., Otero et al., 2016; Otero et al., 2018). In Paper II,
the quality of modeled ambient ozone concentrations has been assessed and
evaluated with four CTMs using a multi-model intercomparison, for the first
time, on a national scale for Germany.

Two offline- (LOTOS-EUROS, Manders et al. (2017) & REM-CALGRID,
Stern (2003)) and two online coupled (COSMO-MUSCAT, Wolke et al. (2012) &
WRF-Chem, Grell et al. (2005); Fast et al. (2006)) CTMs have been employed
in the context of this study. All model simulations have been conducted for
the period of 2019 with as far as possible harmonized emissions (CAMS-REG,
Kuenen et al. (2022) & GRETA, Schneider et al. (2016)), meteorological input
data (DWD, Reinert et al. (2016a)), boundary conditions (CAMS/EAC4, Inness
et al. (2019)), model domains (Europe & Germany) and resolutions (7x8 km2

& 2x2 km2) using a standardized experimental design, that is defined by an
intercomparison protocol.

The quality of the model results have been assessed within an operational
(model) evaluation that follows (standard) statistical indicators such as the root
mean squared error, mean bias, correlation coefficient and index of agreement
when compared with observations. Air quality modeling benchmarking indicators
provided by the FAIRMODE initiative has been calculated to support the quality
assessment (Janssen and Thunis, 2022). The study focused on the evaluation
of the whole (model) ensemble and verifies possible benefits when using a poor
man’s ensemble, that applies the mean from all four models. Variations between
the models (within this ensemble) were pointed out and were used to indicate
future directions for model improvements. A recommendation whether one
model performs better or worse for a specific application or in general was not
the aim of this study and, hence, no recommendations are given. In addition,
a dynamic (model) evaluation has been designed to investigate the sensitivity
to the temperature and the humidity. The evaluation of the ensemble has been
applied for urban and rural sites as well as for three periods of the year separately
and to assess ozone processes in different precursor regimes. The MDA8 for
ozone has been used as the most important parameter for the quality assessment
presented. All models were also scored on their rate to predict exceedances of
the 120 µg m−3 EU long-term target value for MDA8 O3.
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Most of the model simulations satisfy the modeling quality objectives and
criteria set by the FAIRMODE initiative. The models show larger model-
measurement agreement in rural areas compared to the urban background and
for springtime than for summertime. All models lack performance forecasting
threshold exceedances for MDA8 O3 above 120 µg m−3 and when simulating
ozone concentrations at night. For MDA8 O3 > 120 µg m−3 high values for
missed alarms and false alarms have been calculated. In particular, for a specific
period in springtime the models missed the exceedances that could be linked
to deficiencies in the representation of background ozone, including long-range
transport. Too low ozone concentrations at night are likely related to difficulties
in simulating the stable nocturnal boundary layer. The (four model) ensemble
further confirms room for improvement when using an ensemble mean, providing
a better model-measurement agreement than applying individual models.

The observed sensitivity of ozone to temperature and humidity is (on average)
captured by the model ensemble. In general, both, (1) the lower photochemical
production in springtime compared to summertime as well as (2) the lower
temperature sensitivity during spring and the higher sensitivity in summer
in the urban background are captured by the models. Despite this good
representation, the individual models show a large spread in the modeled ozone
sensitivities. During the summer season the models show an overestimation in
the simulated ozone concentrations with a too low modeled ozone sensitivity to
temperature. This can be linked to a systematic overestimation of "mid-range"
ozone concentrations that are predominant at moderate temperatures.

As the sensitivity of ozone to temperature also depends on the NOX/BVOC
ratio the study recommends a further diagnostic evaluation of temperature
sensitive processes in the models and their model descriptions, such as for biogenic
and anthropogenic emissions or the dry deposition. It was also recommended to
make use of longer periods in a follow up multi-model intercomparison assessment,
to generalize the results of the operational and dynamic (model) evaluation for
longer timeframes.
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Chapter 6

Synthesis

T he focus of this study pertained "to improve our ability to quantify
the source contributions to concentration levels of priority

pollutants in Germany through regional scale modeling". Air quality
model simulations were performed for different temporal and spatial scales.
Particulate matter, nitrogen oxides and ozone were specified as the primary
pollutants for the analysis. The following section summarizes the most important
results of this study, discusses potential reasons for model biases and addresses
the research questions mentioned in Chapter 4:

"To what extent are contributions derived from the labeling ap-
proach comparable to the potential impacts from the brute force
technique for NOX?"

This study presents an important and a pioneer comparison of potential
impacts calculated from brute force model simulations with source contributions
identified using the labeling technique for background nitrogen oxide levels. The
study shows that O3 limiting conditions at night during the winter season and
the lack of regime changes in the titration of O3, triggered by non-linearity of the
photo-chemical equilibrium (e.g., Leighton, 1961; Kwok et al., 2015), can cause
considerable differences between the two techniques for NO and NO2. Similar
to previous findings for PM and O3 (e.g., Mertens et al., 2018; Thunis et al.,
2020), the study shows that the sum of potential impacts for NO and NO2 can
differ from the unperturbed baseline simulation. The results presented in this
study contributed to the latest version of the FAIRMODE guidance document
to support air quality management practices on source apportionment (Clappier
et al., 2022).

For NO2 the sum of potential impacts is lower in the urban background and
larger for rural background sites than the baseline concentration of the labeling
simulation. This can be explained by the fact that emission sources in urban
regions often vary on a small scale and non-linear chemical regimes occur more
frequent (e.g., Verstraeten et al., 2018). For NO2, differences were observed of
about ±5 % on annual average. Daily or even hourly time series show even
larger differences than the annual average. For larger cities differences for NO2
were observed of about -15 %.

O3 is titrated away during the build-up of NO under high NOX conditions
and thus NO levels are lowered more than proportionally with respect to NOX
emission reductions. This means that the uncertainty in estimates for potential
impacts increases with smaller reduction fractions of NOX. The emission
reduction fraction of 25 % was identified as a limit to perform brute force model
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simulations for NO. For PM larger differences are common with increasing
emission reductions (e.g., Carnevale et al., 2018; Thunis et al., 2020). For a 20
% emission reduction fraction, an overestimation for urban (~53 %) and rural
(~40 %) background sites were observed for NO. Note that these differences vary
from region to region (~25 %). The titration of O3 can vary between different
source sectors leading to larger non-linearity (e.g., Belis et al., 2020). The study
shows larger differences for small-sized emission sectors under investigation than
for large-sized sector categories for NO.

For NO2 the model bias is typically a factor of 2 when compared to measure-
ments (e.g., Kuik et al., 2018). In this case one can interpret the results of both
source attribution techniques as similar. For NO it is recommended to make use
of the labeling technique to calculate contributions of emission source sectors
and regions, but to avoid the brute force technique to calculate potential impacts
owing to the aforementioned shortcomings. This is of particular relevance for
single sectors that have a small contribution. Brute force model simulations are
more beneficial for policy advice when emission reduction scenarios needed to be
performed (e.g., Thunis et al., 2020). Previous studies already showed that the
labeling approach is not always a suitable method to derive the impact of an
emission reduction (e.g., Clappier et al., 2017). Contributions calculated with
the labeling technique are most informative when used as a first guess for the
subsequent emission mitigation assessment. As shown by Butler et al. (2020) for
O3, a combined assessment, using the labeling technique and the brute force
approach, provide an even more complete insight that none of the two methods
can address alone.

"In how far is the LOTOS-EUROS CTM able to reproduce the
observed variability in the concentrations of PM, NO2 and O3 in
Germany?"

The concentration for PM, modeled with LOTOS-EUROS, show good
agreement to the observations in the regional background for Berlin and its
surroundings. The temporal variability of PM is fairly represented by the
simulations throughout the year. For urban background sites the model sim-
ulations show a distinct underestimation compared to the observations. This
underestimation is even larger for PM episodes. LOTOS-EUROS represents
about 55 % (75 %) in summer (winter) of the observed urban background
concentration in Berlin. The underestimation for urban background sites is in
agreement with previous research studies using LOTOS-EUROS (e.g., Hendriks
et al., 2013; Manders et al., 2017) or other models (e.g., Bessagnet et al., 2016).
This study shows that LOTOS-EUROS simulates a lower urban increment (~4
µg m−3) than observed (~7 µg m−3) for Berlin. The lowest model-measurement
agreement for Berlin was observed for coarse material (PM10-PM2.5) and the
urban increment. LOTOS-EUROS only covers 1/4 of the observed (3 µg m−3)
coarse mode urban increment in summer. Larger particles often originate
from resuspended road dust (e.g., Amato et al., 2009; Denby et al., 2013) or
from urban land management activities. Following van Pinxteren et al. (2019)
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emissions of coarse material can have a large effect on Berlin and partly can
explain the model bias in the course mode. Exceedances of the daily limit value
for PM can often be identified for prolonged (cold) stagnating episodes in winter
close to emission sources, e.g. in populated (urban) areas and near busy roads
(e.g., van Pinxteren et al., 2019; Timmermans et al., 2022). LOTOS-EUROS
hardly captures these winter PM episodes in Berlin. The study concludes that
vertical mixing in LOTOS-EUROS during these episodes is not well simulated.

Largest NO2 levels in Germany were modeled close to high populated urban
agglomerations (e.g., the Rhine area) and in large city centers like in Munich or
Berlin. LOTOS-EUROS is well suited to model large scale patterns in the re-
gional background for nitrogen oxides but needs improvement to account for the
variability in the urban background. The model simulations are in agreement to
observations for NO and NO2 in the rural background. In the urban background
LOTOS-EUROS shows an underestimation for NO2 and an even larger bias for
NO. Largest disagreement between modeled and monitored nitrogen oxide levels
for urban background sites were observed during the morning and afternoon
traffic rush hour peaks. The urban increment for NO2 and NO is often modeled
too low. This can partly be related to an underestimation of NOX emissions in
inventories for the urban background (e.g., Kuik et al., 2018).

Nitrogen oxides further promote the build-up of O3. Low O3 levels were
modeled near NOX source regions, while high O3 concentrations are present
away from the source areas. Simulations with LOTOS-EUROS show a lower
O3 concentration in spring than for summer. This is related to larger local
photo-chemical production during the summer month. LOTOS-EUROS well
captures the observed differences between urban background sites and the rural
background. Rural background sites were better captured than urban back-
ground sites, but on average too high values were observed for both site classes
(~6 µg m−3). The same holds for spring compared to summer. At night, the
simulation shows overestimation and remain a major challenge in the modeling
of O3 with LOTOS-EUROS. The overestimation at night can be attributed to
difficulties in simulating the vertical mixing of the stable nocturnal boundary
layer. O3 levels for high (peak) concentrations during prolonged episodes, e.g.
exceedances of the MDA8 O3 > 120 µg m−3, are not always captured with
LOTOS-EUROS and show room for improvement. All modeling objectives and
criteria set by the FAIRMODE initiative are satisfied for LOTOS-EUROS. From
the operational model evaluation one can conclude that LOTOS-EUROS is well
suited to address the air quality for O3 in Germany.

"In how far can we improve the model performance through de-
tailing the vertical resolution and applying alternative boundary layer
schemes?"

For the first time LOTOS-EUROS was driven with model simulations
of the regional climate model COSMO-CLM. The use of COSMO-CLM for
simulations with LOTOS-EUROS provides an important guidance for mitigation
assessments at national (German) level. Weather forecasts performed at the Ger-
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man Weather Service using COSMO-CLM and ICON can now easily be applied
LOTOS-EUROS. COSMO-CLM was used to downscale meteorological reanalysis
from ECMWF for Germany and Berlin. The COSMO-CLM simulations have
a higher horizontal and vertical resolution than the meteorological input data
from ECMWF. The study shows a better representation of the meteorological
condition in the planetary boundary layer (PBL) simulated with COSMO-CLM
than for the ECMWF product. Largest changes were observed for the mixing
layer height (MLH). The study shows lowered concentrations in the rural
background and higher PM levels for urban sites when the horizontal resolution
is increased and meteorological input from COSMO-CLM is used. But similar
to previous results for ECMWF from Schaap et al. (2015), the LOTOS-EUROS
simulations driven with the higher resolved COSMO-CLM meteorology show
no clear indication for improvements in Berlin. The underestimation in the
urban background and the urban increment deficit remains. This shows room for
improvement in detailing the emission inventories at national level, for example
previously shown for condensable material in residential wood combustion (e.g,
van der Gon et al., 2015).

The reduced capability to simulate the urban background concentration
for PM and NO2 with LOTOS-EUROS can to a small extent be attributed
to vertical mixing. Sensitivity simulations were performed to understand the
vertical mixing in LOTOS-EUROS. The study shows that the vertical mixing
in numerical weather prediction models is uncertain and their use in CTMs is
challenging. Different turbulence parameterization schemes used in COSMO-
CLM and to model the MLH do not have a huge impact on simulations with
LOTOS-EUROS. Modeled PM values for Berlin vary between ~0.5 µg m−3 when
using the different model realizations. Thus the MLH is not the most limiting
factor affecting the vertical mixing in LOTOS-EUROS.

Larger impact was observed for the model layer structure used in LOTOS-
EUROS. The dynamic mixed-layer model set-up in LOTOS-EUROS assumes
a well-mixed PBL with 5 vertical model layers. Simulations with the dynamic
mixed-layer approach show too large mixing from the surface to higher model
layers. This leads to a lower modeled concentration than observed for winter
PM episodes in Berlin.

The study presents and evaluates an alternative modeling strategy for vertical
mixing in LOTOS-EUROS. This approach, referred to as the multi-layer model
set-up, negates the assumption of a well-mixed PBL and uses a larger number of
model layers. Model layers in the multi-layer set-up follow the vertical layering
of the driving meteorological model. The vertical transport phenomena can
thus be better captured. The higher vertical resolution is crucial in areas with
higher emissions. For stagnating conditions in winter the concentration in high
polluted regions mainly remain below 1000 m even when emitted from high
stack sources. Model simulations with higher vertical grid resolution show lower
dilution and keep the pollutants closer to the surface than when modeled with
the dynamic mixed-layer approach. The study shows a reduced model bias in
the urban background for Berlin, when the simulations were performed with
the multi-layer model version of LOTOS-EUROS. This can mainly be related
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to redistribution and increase in nitrate and ammonium concentrations. For
regions with lower concentration and when the lower tropospheric layer is well
mixed, e.g. in warmer month, the multi-layer model set-up performs similar to
the dynamic mixed-layer model version. A model evaluation assessment in Spain
for O3 shows similar results (Escudero et al., 2019). It is recommended not to
apply the dynamic mixed-layer set-up anymore. Instead, the higher resolved
vertical layering must be used for future research activities with LOTOS-EUROS.

"What are the most relevant source sectors and regions of PM
and NO2 for Germany and its capital Berlin?"

The attribution of emitting sectors and regions along with the calcula-
tion of contributions using the labeling system in LOTOS-EUROS allows to
draw conclusions on main culprits and to give advice for further mitigation
efforts. As part of this research, the most important emission source regions and
sectors for PM and NO2 were identified in Germany and Berlin.

Contributions from household (~30 %) and industry & power (~19 %) are the
most dominating emission sectors for PM in Berlin. Traffic (~12 %), agriculture
(~12 %) and the boundary (~14 %) contribute the other half. The remaining
contribution is explained by a rest term, for example from natural emissions. For
PM10 this term shows a slightly larger contribution compared to PM2.5. The
source sector contributions for PM10 and PM2.5 can differ with meteorological
conditions and between PM episodes, but the relative contributions are similar.
Most distinct differences for relative contributions of PM10 and PM2.5 were
observed between the winter and the summer season. The study confirms
previous results for transboundary contributions of neighboring countries further
east, especially for wintertime PM episodes. Domestic contributions exceed the
transboundary transport to larger cities like Berlin. About 49 % of the total
concentration in Berlin can be attributed to sources in Berlin itself (~25 %) and
to emissions in Germany (~24 %). About 33 % originate from transboundary
transport. One third of the transboundary transport has its origin in Poland
and the Czech Republic. The urban increment of Berlin is mainly composed of
households (~53 %) and traffic (~17 %). Most of the rest can be attributed to
agriculture and natural sources, which show a negative urban increment. Mineral
dust, emitted as resuspended particle from road traffic and from agriculture,
contribute about 22 % to the course mode urban increment for Berlin during
the summer season. Previous studies suggest that this contribution is too low by
a factor of 4. The e-mobility will further intensify in the coming years and may
raise the high relevance of re-emitted particles from the road transport sector.
Despite, no political regulations are yet in place for non-exhaust emissions and
their risk assessment.

For NO2, emissions from the road transport sector are the most important
source on annual, weekly and daily time scales and show contributions of about
45 % in Germany. The S-VELD project adjoined to this thesis shows that, given
the current composition of the German vehicle fleet, the majority of the traffic
emissions are caused by light duty vehicles (S-VELD, 2022). The largest share

41



6. Synthesis

of the traffic concentration for NO2 is attributable to emissions originating from
highways, followed by sources in urban and rural environments (S-VELD, 2022).
Interestingly, the highway contributions of NO2 that were transported into the
urban background exceed the traffic-generated concentration of the inner-city
area itself (S-VELD, 2022). This can be related to an insufficient representation
of emissions in the urban background for major cities like Berlin. The Rhine
Valley, the coastal regions and the Kiel-Hamburg channel are mainly affected by
emissions from non-road transport (e.g., shipping emissions) and shows typical
contributions to NO2 of about 24 %. Emissions from the industry and the
energy sector (e.g., originating from point sources, like industrial power plants)
contribute about 20 % to the total NO2 concentration in Germany, mainly
located in the Ruhr area and Brandenburg. Domestic incomplete combustion
processes (e.g., residential heating) can affect the environment. The impact of
residential heating is limited at local level and particularly affects areas with a
high population density. Combustion from households contributes about 10 % to
the total NO2 concentration in Germany on annual average. In the northern part
of Germany and in the vicinity of the alpine region, emissions from agriculture
play an important role, especially in spring. Owing to the short lifetime of NO2,
the transboundary contributions of European countries for NO2 are limited and
were only observed on annual average at the German border.

In this study no source attribution was performed for O3. The implemen-
tation of a source attribution system for LOTOS-EUROS is still ongoing. In
a joint UBA project with RIFS Potsdam and TNO the source apportionment
technique was implemented similar to the “Toast” module in WRF-Chem and is
currently under evaluation (e.g., Schaap et al., 2023). The implementation will
help to quantify the origin of simulated O3 for Germany with LOTOS-EUROS.
Previous studies show that long-range transport of ozone is of high relevance for
European countries (e.g, Lupaşcu et al., 2022). About 1/3 of the regional ozone
concentration is produced by oxidation of methane in remote areas and further
transported into Europe (e.g., Butler et al., 2020). The remaining part is locally
produced at the given location. The local production of ozone is highest in
spring, while the contribution of long-range transport is larger in summer (e.g.,
HTAP, 2010). High ozone concentrations and exceedances of limit values can
primarily be attributed to the photo-chemical build-up of ozone as a result of
precursor emissions in the regional background (e.g., Lupaşcu and Butler, 2019).

"Can we identify shortcomings in emission and process understanding
to be tackled in future research?"

The systematic underestimation of the urban background concentration and
the urban increment for PM and NO2 can partly be related to an underestimation
of urban emissions. The study by Kuik et al. (2018) supports this hypothesis
and concludes that a low model bias in the urban increment for NO2 in Berlin
can be attributed to the prescribed emission inventory. The annual emission
totals are generally well captured and spatial redistribution of the emissions
can be used to reduce the model bias. Improving the emission profiles further
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allow to compensate the timing in the model simulations for concentrations
in the morning and afternoon traffic rush hour peaks (e.g., Mues et al., 2014).
Redistributing the emissions in time can reduce the model biases, often observed
with static time profiles, on weekend and at night (e.g., Mues et al., 2014).

The study shows low affect of different vertical mixing descriptions used
in LOTOS-EUROS for warm and dry periods in summer. It was concluded
that the model bias for coarse material during these periods is partly related to
emission inventories at national level that show underestimation of PM in the
urban background. This study shows that seasonal variations for resuspended
material can make up to a factor of 4 in Berlin.

Resuspension from road traffic and from agriculture land management activi-
ties are an important source for coarse material (e.g., van Pinxteren et al., 2019).
Most research findings point to large uncertainties on the spatial distribution
for road dust resuspension (e.g., Padoan and Amato, 2018) and show lower
contributions in rural areas compared to densely populated regions (e.g., Gon
et al., 2010). Higher dust levels in urban environments were mentioned as
one of the potential explanations (Schaap et al., 2009). In Southern Europe
the resuspension of course material can be expected as higher than in Central
Europe (e.g., Denby et al., 2018). The Mediterranean region is usually drier
compared to Northern Europe and shows higher values for coarse material.
Recent studies show large seasonal variation induced by different weather
conditions for resuspension of road dust (e.g., Denby et al., 2013; Padoan and
Amato, 2018). In some northern European cities, studded tires and road gritting
are used in winter or spring. This leads to a seasonal variation with high peaks
and spatial differences for non-exhaust emissions of up to 90 % (e.g., Omstedt
et al., 2005; Kupiainen et al., 2020).

The same applies to resuspended material from agriculture land management
activities. Manure and harvesting activities contribute as source for coarse
material and show high fraction in late summer. Ongoing research point to large
uncertainties for different crop types and show large variations from year to year,
depending on the weather condition.

Resuspension of road dust and from land management activities is not yet
reported in emission inventories. Emission factors from traffic resuspension that
account for seasonal variations are scarce in Europe and are not necessarily
applicable to sites beyond their origin (e.g., Amato et al., 2011; Denby et al.,
2018). Reliable estimates for emission factors that can cope with different
geographical areas in Europe and capture the variation in time, on seasonal,
daily and hourly time scales can improve the model results (e.g., Padoan and
Amato, 2018). The observed non-exhaust emission factors often not differentiate
between primary emissions, like as tire or break wear and the secondary source
from resuspended material (e.g., van der Gon et al., 2018). This can result in a
double counting for emissions in inventories when a breakdown of non-exhaust
emissions is used (e.g., Pulles and Heslinga, 2007).

In LOTOS-EUROS, modeling the resuspension of coarser material from
traffic is incorporated using a simple emission factor per mileage driven (e.g,
Schaap et al., 2009). The emission factor is separated for each grid-cell by vehicle
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type (light and heavy traffic) and road category (urban, rural and highways).
Rain affects road surface moisture and lowers the subsequent resuspension by
wet deposition (e.g., Padoan and Amato, 2018). This is simply approximated by
an on/ off approach based on the precipitation availability in LOTOS-EUROS.
Different climate conditions are covered using a simple approximation in LOTOS-
EUROS. A linear scaling of the emission factor is applied using annual averaged
soil moisture levels to account for the spatial distribution (Schaap et al., 2009).
But modeling seasonal variations for resuspended material are not yet covered.
This implies that the dust reservoir remains constant over time.

The modeling of O3 using CTMs in Germany still remains challenging.
For the first time, a high resolution multi-model inter-comparison study was
performed at national level for Germany. The study takes into account four
regional CTMs that are commonly applied in Germany. The results strengthened
conclusions from former research activities that a model ensemble mean often
shows higher model-measurement agreement and larger statistical skill than
what can be achieved with a single model simulation (e.g., Galmarini et al.,
2017; Jonson et al., 2018). The study further assessed the regional build-up
of O3 and its sensitivity to meteorological parameters such as temperature
and humidity. A dynamic model evaluation was designed that classify the
modeled O3 for observed discrete concentration regimes. It was concluded
that the sensitivity of O3 to different meteorological conditions need more
attention. The study shows that CTMs lack correlation to the synoptic state
and differ in the modeled dynamic response to temperature and humidity for
O3. LOTOS-EUROS well captures the differences observed between site classes
(urban/ rural) and between the seasonal variation (spring/ summer) for the
ozone sensitivity to temperature and to humidity. Despite the well reproduced
seasonal variations, the model simulations with LOTOS-EUROS underestimate
the O3 sensitivity to temperature on annual average.
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Chapter 7

Outlook and future perspectives

B elow research directions are introduced which interest me and may be of
interest for upcoming applications using LOTOS-EUROS.

Regular model inter-comparison activities can improve the model quality
for air pollution reanalysis and forecasts. Similar to the CAMS ensemble
prediction system for Europe, multi-model inter-comparison studies must be
periodically promoted at national level in the future. The ensemble used
in a model inter-comparison, usually use more than one CTM or is realized
for different parameterizations of the same model. Thus, for an multi-model
evaluation assessment, the input datasets like emissions and meteorology must
be standardized. This promotes the collaboration within the CTM community
and new model developments can be addressed regularly and undergo a scientific
review process within the scientific community.

Multi-model inter-comparison studies must be introduced more often for
Germany. This can promote the development of an air pollution prediction
system that make use of CTMs at national (German) level. A joint working
group must be installed to outline a first action plan and to coordinate this
program at regular time intervals. As part of this program, working groups
and other models can be added in the future. High-resolution meteorological
forecasts are consistently performed by DWD and can be used in the proposed
ensemble system for Germany. Emissions at national level for Germany can be
provided by UBA.

The proposed air quality prediction service for Germany must be designed
to provide information from different applications, for several state authorities
and for large cities. At FUB, an air quality prediction system is currently under
development for Berlin. The forecasting system will use LOTOS-EUROS and
will be driven by DWD forecasts. This application may serve as example to
support the program.

Surface observations and satellite retrieval data, used for assimilation into
CTMs, can strengthen the forecast skill. It is recommended to design a satellite-
based data assimilation that considers each emission source sector individually
and is performed on annual, monthly and - with newer instruments - daily and
hourly time frames to ensure optimum results.

Source attribution activities can provide additional information for main
emission sources. TNO offers the possibility with its TOPAS system to track
and calculate the most important sources for European and German cities
(https://topasdata.tno.nl). The near-real time application for individual federal
states and cities can provide even more details when the source regions and source
sectors will be customized to the respective target area and the requirements of
the corresponding administration.
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7. Outlook and future perspectives

To warrant the huge effort when using the source attribution technique for
near-real time application or even in forecast mode, the contributions must be
carefully evaluated for each source sector and for all pollutants. This requires
new monitoring campaigns that take into account measurements for different
compounds. Apart from ground based measurements, receptor modeling studies
and satellite information must be considered as independent datasets to support
the evaluation. This can help to evaluate the new implementation of the labeling
technique for O3 in LOTOS-EUROS. Further, it is recommended to compare
the result from this source apportionment with emission reduction simulations.
Shortcomings in the emission inventories and in the model parameterization,
that were observed and tackled by different groups in Germany, can easily be
compared in a standardized way as part of this program.

Detailing the spatial and temporal information of emission inventories in the
urban background and the use of additional sources that are not jet covered will
provide a more complete picture and must be envisaged to reduce the model
biases. Static time profiles are normally used as first guess for new emission
sources introduced, but must be replaced by time-resolving profiles. For example,
temperature-dependent time profiles for road traffic emissions can reduce the
model bias for urban agglomerations in cold winter periods (e.g., S-VELD, 2022).
A further subdivision of source sectors on the national scale can support the
application for source attribution.

Resuspension of mineral dust from road traffic and from agriculture land
management activities was identified to partly explain deficiencies in the modeling
of coarse material for PM with LOTOS-EUROS. The current understanding of
resuspension from both sources is still limited. The modeling of resuspension
from road transport in LOTOS-EUROS is parameterized by simple emission
factors and can benefit from a further differentiation of the vehicle fleet. The
implementation of time-dependent recovery rates as shown by Amato et al.
(2012) can further improve the model simulation with LOTOS-EUROS. Time-
dependent soil moisture levels must be implemented to account for different
weather conditions. Resuspension from agriculture land management activities
must be prescribed as additional source in emission inventories. Future studies
must focus on measurements of resuspended coarse material from both sources.
The measurements must consider different regions, periods and the chemical
compounds the coarse material is composed of. This can help to evaluate the
models and to estimate emission factors.

The study identifies deficiencies in the modeling of the O3 sensitivity to
temperature with LOTOS-EUROS. Longer time frames must be examined for
different regions and periods to confirm and precise the findings from this study.
The ratio of NOX and BVOC can affect the correlation of O3 to temperature
(e.g., Otero et al., 2021), but the uncertainty related to BVOC emissions is
still large (e.g., Im et al., 2015b). The investigation of the precursor emissions
can provide more insights and offers the opportunity to improve the process
description in LOTOS-EUROS. The dynamic response to meteorology must
further be assessed for other pollutants, like PM, and for separate source sectors.
This can help to understand and to explain the observed non-modeled mass.
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Highlights

• Two techniques for source attribution of nitrogen oxides were successfully
applied.

• Upscaling the impacts of scenarios under- or overexplains the total
concentrations.

• Differences between methodologies are largest for smaller emission source
sectors.

• Applying the brute force technique to single sectors for NO should be
avoided.
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I. Source attribution of nitrogen oxides across Germany: Comparing the
labelling approach and brute force technique with LOTOS-EUROS

Abstract

M illions of people are exposed to enhanced levels of nitrogen dioxide
in urbanized areas, leading to severe health effects. Moreover,

nitrogen oxides contribute to the formation of ozone and particulate matter,
and as such have wider health related impacts. A substantial reduction
of nitrogen oxides may offer considerable health benefits for the human
society. As a first step, this requires a detailed understanding of source
sector contributions to nitrogen oxide levels. Whereas many regions have
information on the local (traffic) contributions, the source contributions to
the rural and urban background levels are commonly not available. In this
study we compared and evaluated the results of two source attribution
techniques to quantify the contribution of 5 source sectors to background
nitrogen oxide levels across Germany. The results of a labelling technique
were compared to brute force simulations with variable emission reduction
percentages. The labelled NO2 source contributions of the main sectors
averaged for all urban background stations are road transport (45±5 %),
non-road transport (24±6 %), energy & industry (20±3 %), households
(10±6 %), and the remaining source sectors (1±1 %). For the brute
force technique, the explained mass differs from the unperturbed baseline
concentration after scaling the impact of each sensitivity simulation to 100
%. The attributed concentration of NO2 is lower in urban background
areas (-3±5 %) and larger in the rural background (4±6 %) than that
of the labelling. Largest deviations up to -15 % are calculated for the
major cities along the Rhine and Main. The annual average overestimation
for NO is about 53±24 % for urban and 40±26 % for rural background
sites based on a 20 % reduction of emissions. On shorter time scales
the differences are larger. These deviations are caused by (the lack of)
regime changes in the titration of ozone, most notably present at ozone-
limiting conditions during nocturnal winter periods. As a consequence,
the differences between the methodologies are larger for smaller emission
reduction percentages applied in the brute force technique. Similarly, for
small-sized emission source sectors larger deviations were found compared
to large-sized sector categories. Hence, applying the brute force technique
for the source attribution for a single sector should be avoided as there is no
way to verify for consistency and quantify the error for the sector and total
explained contribution. We recommend applying the labelling approach to
estimate sector contributions in forthcoming studies for nitrogen oxides.

Keywords: source attribution, labelling, brute force, chemistry transport model,
nitrogen oxides
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6-10, 12165, Berlin, Germany
2TNO, Department Climate Air and Sustainability, Princetonlaan 6, 3584 CB,
Utrecht, the Netherlands
3IASS, Institute for Advanced Sustainability Studies, Berliner Strasse 130, 14467,
Potsdam, Germany

50



Introduction

I.1 Introduction

P oor air quality is one of the key
challenges of the 21st century

facing the environmental community
(Lim et al., 2012). Nitrogen oxides
(NOX = NO + NO2) belong to the
main pollutants causing a range of
negative effects on human wellbeing.
Numerous studies have confirmed that
exposure to nitrogen dioxide (NO2)
leads to increased mortality (Raaschou-
Nielsen et al., 2012; Beelen et al., 2014;
Fischer et al., 2015). In Germany,
exposure to NO2 is a major health
concern with an estimated annual num-
ber of 13,100 premature deaths (EEA,
2018a). In addition, nitrogen oxides
contribute to the formation of ozone
(O3) and particulate matter (PM), and
as such are relevant to wider health
implications (Kampa and Castanas,
2008). Additionally, nitrogen oxides
contribute to acidification and eutroph-
ication of soils and water bodies and,
consequently, to a loss of biodiversity
in terrestrial and aquatic ecosystems
(Fowler et al., 2013). Exceedances of
limit values usually only occur in high
populated areas near busy roads. The
annual limit value of 40 µg m−3 for
NO2 as introduced by the European
Ambient Air Quality Directive (EC,
2008) is currently exceeded by about
39 % at German traffic sites (UBA,
2019). The hourly mean limit value
of 200 µg m−3 for NO2 has not been
exceeded in Germany recently (UBA,
2019).

Major emission sources and for-
mation processes of nitrogen oxides
are well documented. Anthropogenic
emissions of nitrogen monoxide (NO)
mostly form at high temperatures dur-
ing (incomplete) combustion processes,
such as from traffic, shipping, energy

production, or residential combustion
(Vestreng et al., 2009; Granier et al.,
2011). In addition, smaller emission
sources derive from agricultural soils,
lightning and geogenic sources (Fowler
et al., 2013). In the presence of ozone,
NO is oxidized to NO2. As such,
near their sources NO emissions dis-
turb the photochemical equilibrium
of the Leighton cycle (Leighton, 1961;
Finlayson-Pitts and Pitts, 2000) and
cause a titration of ozone levels (Eq.
I.1).

Leighton cycle:

NO2 + hν → NO + O

O + O2 → O3 + M (usally N2 or O2) (I.1)
O3 + NO → NO2 + O2

Occasionally, an excess of fresh NO
may titrate all ozone away and a build-
up of NO occurs. Such events occur
mostly under low ventilation conditions
during winter in high emission areas
such as urban centers (Leighton, 1961;
Finlayson-Pitts and Pitts, 2000). In
presence of ozone, NO2 can be oxi-
dized to nitric acid in several hours
with subsequent particulate nitrate for-
mation in presence of ammonia or sea
salt (Schaap et al., 2004).

To further improve the ambient air
quality it is important to know the
extent to which the different anthro-
pogenic activities contribute to the NO2
exposure (Belis et al., 2020). Source at-
tribution is a process of tracing pol-
lution levels back to its origin. In-
crements between roadside and ur-
ban background stations and/or urban
street canyon modelling are often used
to quantify local contributions, with the
limitation that no source attribution
for the urban background is obtained
(Thunis et al., 2018). Hence, a source
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attribution of background levels is com-
monly not available for city, municipal
and state authorities. Rural and urban
background levels can be assessed using
chemical transport model (CTM) simu-
lations, which are applied in an increas-
ing number of studies (SenStadt, 2019;
UBA, 2019). When applying CTMs
for source attribution two main meth-
ods can be considered: (1) source ap-
portionment approaches, also known as
the labelling (Kranenburg et al., 2013)
or tagging technique (Wagstrom et al.,
2008; Wang et al., 2009; Butler et al.,
2018), based on the calculation of a
mass concentration and (2) brute force
algorithms which are based on sensi-
tivity simulations perturbing the emis-
sion input data (Clappier et al., 2017;
Thunis et al., 2019). As both methods
differ intrinsically, their target quan-
tities can be distinguished as contri-
butions (labelling) and impacts (brute
force) (Clappier et al., 2017). Numer-
ous studies assessed the source attri-
bution for particulate matter or ozone,
either applying the labelling approach
(Hendriks et al., 2013; Schaap et al.,
2013; Curier et al., 2014; Banzhaf et
al., 2015; Timmermans et al., 2017; Lu-
paşcu and Butler, 2019; Timmermans
et al., 2020) or the brute force tech-
nique (Amann et al., 2011; Dingenen
et al., 2018; Huang et al., 2018; Thunis
et al., 2018). Although the application
of the labelling technique to nitrogen
oxides has implicitly been performed
in these studies, they have hardly been
the main focus and comparing the la-
belling and brute force techniques has
received little attention.

Several studies indicate that the
brute force technique tends to fail
for the determination of contributions
(Kwok et al., 2015), which can be re-
lated to indirect effects such as oxidant-

limited reaction processes (Koo et al.,
2009). In case of non-linear rela-
tions, the estimated total impact from
sensitivity simulations may not cor-
respond to the total mass concentra-
tion of the base simulation (Koo et al.,
2009). Large inconsistencies have been
reported for ozone by e.g. Mertens
et al. (2018), who showed that ozone
source attribution using a perturba-
tion approach could differ by up to a
factor of 4 compared with a tagging
approach. Butler et al. (2020) com-
bined both perturbation and tagging
approaches for ozone to show that the
ozone production efficiency of precur-
sors from unperturbed emission sec-
tors increased to partially compensate
for reduced emissions of ozone precur-
sors by a given sector. In case of
nitrogen oxides, non-linear behavior
can be expected with respect to pho-
tochemistry and ozone titration effects
(Leighton, 1961; Finlayson-Pitts and
Pitts, 2000), which are highly sensitive
to meteorological conditions (Munir,
2016). Hence, as there is no standard-
ized method and/or definition available
on how to conduct source attribution
studies for background nitrogen oxide
levels, we aim to compare the results of
the labelling and brute force approach
in this study.

This study aims to answer the fol-
lowing research questions: (1) To what
extent are contributions by the brute
force technique and the labelling ap-
proach comparable to each other for
the source attribution of nitrogen ox-
ides? (2) Does the application of sen-
sitivity simulations reveal non-linear
impacts in the concentration with re-
spect to varying nitrogen oxide emis-
sion reduction levels? (3) Up to what
application range are sensitivity sim-
ulations suitable to determine contri-
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Methodology

butions for nitrogen oxide source attri-
bution purposes? To answer these re-
search questions, we conducted a source
attribution study for Germany by per-
forming air pollution simulations using
the LOTOS-EUROS CTM for January
1st to December 31st, 2018. In Sec-
tion I.2 we describe the labelling and
brute force approach taken in this study
as well as the approach for comparison.
In Section I.3 the results are provided
in terms of distributions and station
typology across Germany. Finally, the
results are discussed and put in broader
perspective in Section I.4.

I.2 Methodology

B elow, we first provide a descrip-
tion of the LOTOS-EUROS

CTM and the model set-up. Next, we
introduce the labelling and brute force
concepts, which have been applied to
evaluate their ability for source attribu-
tion purposes of nitrogen oxides. The
last subsection details the methodology
used to evaluate the differences between
the methods.

I.2.1 Chemical transport
modelling

F or this study, the LOTOS-
EUROS chemical transport

model (CTM) version 2.2 was employed.
The model has a long application his-
tory in Europe (Manders et al., 2017)
and is part of the regional ensemble
of the Copernicus Atmospheric Moni-
toring Service (CAMS). Within CAMS
the model is applied operationally to
provide air quality forecasts and analy-
ses for the European region (Marécal et
al., 2015), including particulate matter
source attribution information using

a labelling approach (Pommier et al.,
2020). Air quality simulations with the
LOTOS-EUROS CTM are performed
on an Eulerian grid of variable reso-
lution in the horizontal and terrain
following coordinates in the vertical
(Manders et al., 2017), with horizon-
tal advected air pollutants calculated
according to a monotonic advection
scheme developed by Walcek (2000).
The gas-phase chemistry is described by
the TNO CBM-IV scheme, a modified
implementation based on the scheme
by Whitten et al. (1980). Aerosol chem-
istry related processes are handled by
the thermodynamic equilibrium mod-
ule ISORROPIA-II (Fountoukis and
Nenes, 2007), while the cloud chemistry
sulfate formation is explicitly treated
according to the algorithm developed
by Banzhaf et al. (2012). To handle dry
deposition within gas phase, the DE-
PAC module (DEPosition of Acidifying
Compounds) is applied (Van Zanten
et al., 2010; Kruit et al., 2012), with
the derivation of particles following the
scheme of Zhang et al. (2001). The wet
deposition is solved as described in the
study of Banzhaf et al. (2012). More
detailed information with full process
descriptions and implementation exam-
ples of the LOTOS-EUROS CTM, are
provided by Manders et al. (2017) and
references therein.

The model simulations, covering
Europe and the target area of Ger-
many, were conducted by applying a
one-way nesting approach (Figure I.1).
The outer domain with a horizon-
tal grid resolution of 0.5◦ longitude
to 0.25◦ latitude (~28x32 km2) was
used to encompass the impacts of
long-range transport on air quality
in Germany and extends from 22◦W-
44◦E to 31◦N-69◦N. The inner domain
(0.125◦ longitude x 0.0625◦ latitude,
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Figure I.1: Domain configuration of the model area. Two zooming domains are used for
the LOTOS-EUROS CTM simulations (red). Meteorological input data are provided by the
ECMWF model (green). The investigation area of Germany is highlighted on the right-hand
side with dots indicating the German monitoring sites (urban background: red, sub-urban
background: orange and rural background: green).

~7x8 km2) focuses on Germany, and
covers parts of the neighboring coun-
tries, e.g. the Netherlands, Belgium,
Luxembourg, and Poland. To deter-
mine the vertical layering of the model
system, we used a dynamic mixed layer
approach (Manders et al., 2017). Fol-
lowing the operational set-up of the
LOTOS-EUROS, meteorological input
data of the IFS (Integrated Forecasting
System) is provided by the ECMWF
(Flemming et al., 2009). We performed
model simulations for the period of
January 1st to December 31st, 2018,
plus one month of spin-up time.

For Germany, the official reported
anthropogenic emission inventory, grid-
ded using the GRETA (Gridding
Emission Tool for ArcGIS, Schnei-
der et al. (2016)) system, was ap-
plied. The CAMS emissions developed

by the TNO for 2015 (CAMS-RWC-
SNAP78_2015), were taken for the rest
of Europe. Time profiles for individual
source sectors represent the temporal
variation, which break down the annual
emission totals based on monthly, daily,
and hourly scaling factors. Temporal
variability for residential combustion
emissions was considered using a heat-
ing degree days approach to allow for
different heating demands depending
on meteorological conditions following
Mues et al. (2014). Except for road
transport, we used 97 % for NO and 3
% for NO2 for the direct emissions. For
road transport the direct NO2 emission
percentage was set to 20 %, which
is in agreement with recent studies
(Kimbrough et al., 2017; Richmond-
Bryant et al., 2017). Information on
wild fire emissions were taken from
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the CAMS fire product (Kaiser et al.,
2012). C-IFS (Integrated Forecasting
System including Chemistry, Marécal
et al. (2015)) distributions were used as
input for chemical boundary conditions
for the European domain.

I.2.2 Simulation strategy for
source attribution

T he LOTOS-EUROS CTM con-
tains a labelling module for

source attribution, to determine the
origin of particulate matter compounds
and their related precursors (Kranen-
burg et al., 2013). A pre-defined num-
ber of emission sectors or regions can
be given a label which are traced during
the model simulation of the LOTOS-
EUROS CTM. Through the preserved
atoms (C, S and reduced and oxidized
N) the contributions of the separate
sources are tracked for chemically ac-
tive tracers. In addition to the determi-
nation of the concentration change, the
contribution of each labelled category
to each tracer is tracked in each process
description. The categories can be con-
figured flexibly, for instance by regions,
sectors, or combinations thereof. For
a detailed description of the source at-
tribution used in the LOTOS-EUROS
CTM we refer to Kranenburg et al.
(2013). Applications to particulate mat-
ter and its precursor can be found in
previous studies (Schaap et al., 2013;
Curier et al., 2014; Banzhaf et al., 2015;
Hendriks et al., 2016; Timmermans et
al., 2017). In this study we focus on
the source attribution of background
concentrations of nitrogen oxides in
terms of source sectors. To compare
the source attribution methodologies,
we used a limited set of 5 labels in-
cluding the 4 main source sectors and
the remaining other sectors combined.

Table I.1 contains detailed information
on the available emission sources and
the associated labels used in this study.
The labelling system requires to label
all sources of nitrogen oxides within the
domain and therefore the contribution
of natural sources and boundary condi-
tions were tracked as well.

An alternative method used for
deriving source attribution information
is provided by the brute force tech-
nique. We make use of the terminology
of contributions and potential impacts
PIS,X as introduced by Thunis et al.
(2020) to distinguish between the ap-
plied methods for source attribution.
The brute force technique determines
the impact IS,X of a emission reduction
in source sector S in comparison to a
baseline concentration (IS,X = ∆CS,X
= CS,X - CREF). When using a brute
force approach, the selected emission
source sectors and/or regions are re-
duced by a percentage X. Using a lin-
earity assumption, the impact is con-
verted into the potential impact PIS,X,
by scaling it to 100 % by applying the
multiplication factor 100/X (Eq. I.2).
In this study we applied the brute force
technique to NOX emissions using 8
reduction percentages ranging from X
= 5, ..., 100 % (hereafter indicated as
RED5, ..., RED100). All reduction per-
centages were applied to each of the
5 source categories to investigate the
sensitivity to the size of the emission
reduction applied (Table I.2). Further-
more, a set of sensitivity simulations
were performed, in which emissions of
all source sectors were reduced simul-
taneously to investigate additivity. We
will use the term combined simulations
when further referring to these scenar-
ios (COMB5, ..., COMB100). Sensi-
tivity simulations with individually re-
duced emission sectors are just referred
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Table I.2: Overview of performed model
simulations.

Description of model set-up
BASE Reference simulation without

emission reduction and source
attribution to compare with
sensitivity simulations.

LA Source attribution with labelled
source sectors defined in
Table I.1 applying the labelling
approach.

REDX Emission sensitivity simulations
performed individually for each
source category (Table I.1)
according to the specific
reduction level (X = 5, 10, 20,
25, 35, 50, 75, 100 %) for NOX.

COMBX Emission sensitivity simulations
performed for all source
categories simultaneously
(Table I.1) according to the
specific reduction level (X = 5,
10, 20, 25, 35, 50, 75, 100 %) for
NOX.

to as sector reduction simulations. All
in all, the number of annual simulations
totals 49 on both domains: the baseline,
40 REDX and 8 COMBX simulations.

Potential Impact:∣∣∣∣∣PIS,X = IS,X ∗ 100
X

∣∣∣∣∣ (I.2)

I.2.3 Metrics to evaluate the
source attribution

T o evaluate the source attribu-
tion for nitrogen oxides (NO2,

NO and NOX), the labelled contri-
butions and potential impacts were
compared to each other by quantify-
ing absolute and relative differences.
NOX concentrations are provided in
the mass equivalent of NO2. In ad-
dition, a linear regression model is
used to compare the labelled contribu-
tions with potential impacts for each
individual source sector. As statisti-
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cal indicator, we calculated the root
mean squared error (RMSE, Eq. I.3).
Besides the evaluation of spatial dis-
tributions, the modelling results were
sampled for the background sites of
the German monitoring network (UBA;
www.uba.de). We chose to select the
monitoring sites with a 99 % data
availability. In total, 235 observation
sites were included (Figure I.1). All
monitoring sites were further clustered
into their sub-categories of urban- (94),
suburban- (66) and rural-background
(75) stations. The site classification is
used as an indicator to discriminate
between more and less polluted areas
in Germany. Observations at traffic
and industrial locations were neglected
as we are focusing on the background
concentrations and as the resolution
of chemistry transport models are not
representative for conditions close to
large sources.

To allow for a deeper insight and to
diagnose the behavior of the brute force
methodology, we deduce the degree of
the non-linearity using the sensitivity
simulations as suggested by Thunis
et al. (2019). For non-linear systems
a 10 % emission reduction may yield
a smaller or larger relative impact in
the pollutant concentration. Moreover,
a subsequent 10 % reduction may not
have the same impact as the first 10
% reduction. Hence, the potential im-
pacts for a sector may vary with the
emission reduction percentage applied.
In a linear regime they would be equal.
Furthermore, the sum of the potential
impacts of all sectors may not corre-
spond to the modelled concentration
in the baseline simulation. A propor-
tionality analysis has been carried out
to assess the degree of non-linearity in
the responses to the emission reduc-
tions. Here, we defined an indicator

based on the ratio between the im-
pact IS,X / potential impact PIS,X of
a given reduction level X (REDX) and
the impact IS,20 / potential impact
PIS,20 of the 20 % reduction scenario
(RED20), hereafter referred to as the
consistency ratio for impacts CRIS,X
and potential impacts CRPIS,X (Eq.
I.4). By this, differences between in-
dividual reduction levels for impacts
and potential impacts are highlighted.
To illustrate, in an ideal case, the con-
sistency ratio for the impact (CRIS,X)
of a linear/proportional relation would
result in CRIS,X = X/20. The con-
sistency ratio for potential impacts
(CRPI) would be equal to 1 for each
reduction level. We decided to define
a 20 % reduction level to be used as
reference criterion here, to be in line
with the EMEP (European Monitor-
ing and Evaluation Programme) and
SHERPA (Screening for High Emission
Reduction Potentials on Air quality)
approach where 15 % and 20 % emis-
sion scenarios are applied, respectively.
Applying the consistency ratio one can
easily indicate the linear response to
different emission reductions. With a
proportional behavior, a linear regime
can be assumed, and the impacts would
be scalable. When the response to the
emission reduction would be lower/
larger than X, the consistency ratio
would yield in a less/ more than pro-
portional reduction with respect to the
emission reduction of X and one cannot
perform a linear scaling of the impacts.

In addition, we determined the ad-
ditivity to provide further evidence
of non-linear responses (Thunis et al.,
2019). The concentration derived by ac-
cumulating all potential impacts PIS,X
of the sector reduction simulations for
a given reduction level X we refer to as
the Sector Explained Mass SEMX (Eq.
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I.5). The potential impact derived from
the combined simulations (COMBX)
are referred to as the Combined Ex-
plained Mass CEMX. By comparing
the SEMX and the CEMX you proof
additivity. Additivity is assured when
the SEMX equals the CEMX. Incon-
sistencies that become present in this
context are defined as lack of additiv-
ity. In that case, the Sector Explained
Mass will not reflect the total mass of
the baseline simulation (Thunis et al.,
2020). We also introduced the acronym
of the Labelled Explained Mass LEM,
which is defined as the accumulated
sum of all source sector contributions
derived by the labelling simulation.
The LEM is used when comparing the
results side-by-side with respect to the
SEMX.

Root Mean Squared Error:

RMSES,X =

√√√√ 1
N

n∑
i=1

(PIS,X − LAS)2 (I.3)

Consistency Ratio for Impact and
Potential Impact:

CRIS,X = IS,X

IS,20
; CRPIS,X = PIS,X

PIS,20
(I.4)

Sector Explained Mass:

SEMX =
∑

S

PIX (I.5)

I.3 Results

I.3.1 Source attribution using
the labelling approach

I n this section, we present the sec-
toral source attribution of back-

ground concentrations for nitrogen ox-
ides across Germany obtained using
the labelling approach. In Germany,

the largest emissions and associated
concentrations for nitrogen oxides are
found in major transportation corri-
dors, industrialized areas (e.g. the
Ruhr region) and urbanized agglomera-
tions (e.g. Berlin, Munich, Hamburg)
as shown in Figure I.2 & Figure I.4.
Annual mean (urban) background con-
centration above 20 µg m−3 are only
modelled for these large cities. Under
normal conditions, the emitted NO is
readily converted to NO2 explaining
that most of the NOX is present in the
form of NO2. For the buildup of NO
first all ozone needs to be reacted away.
Hence, the enhanced levels of NO are
more clearly related to the areas with
the largest emissions of nitrogen oxides
i.e. the largest cities and transport cor-
ridors.

The concentration patterns for NO2
can be further explained using the
source attribution as provided in Fig-
ure I.2. The largest absolute and rel-
ative shares for road transport are
modelled in the urban background
of cities and along the highway net-
work. The larger relative share in ru-
ral background in southern Germany
as compared to northern Germany is
explained by the absence of large emis-
sions from industry and other trans-
portation modes. The non-road trans-
port contributions maximize in the
Rhine Valley, the coastal regions and
around the Kiel-Hamburg channel and
are mainly explained by shipping emis-
sions. Agricultural emissions (incorpo-
rated in others) contribute most to the
total concentration in rural areas in
northern Germany and near to the Ger-
man Alps. Also, the relative contri-
bution of households shows a striking
gradient between northern and south-
ern Germany. This can be explained
with the spatial allocation for emissions
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Figure I.2: Source attribution by the labelling approach (LA) across Germany for January
to December 2018 shown as yearly average. Contributions of NO2 are shown as relative share
with respect to the absolute baseline concentration.

across Germany. The accessibility to
wood and number of (wood) stoves in
southern parts of the country is larger
than in the north. The larger emission
density causes the north/ south gradi-
ent. Although the absolute contribu-
tion of the industry and energy sector
is largest in the Ruhr area, the relative
contribution from this sector is notably
larger in central and especially eastern
Germany. The latter is explained by a
number of larger power plants and in-
dustrial sites in this sparsely populated
region.

In Figure I.3 the time series of mod-
elled daily mean background concentra-
tions and their sector contributions for
2018 are shown for NOX, NO2 and NO.
The time series represent the average
across all rural, suburban, and urban
background observation sites (depicted
in Figure I.1) and show a seasonal cy-
cle with larger concentrations in winter
than in summer due to less favorable

mixing conditions and larger anthro-
pogenic emissions in winter. The ampli-
tude of the seasonal variability is largest
for nitrogen monoxide, as a buildup of
NO occurs normally under conditions
with shallow boundary layers, stagnant
weather, and low background ozone lev-
els.

As expected, the largest contribu-
tions are calculated for road transport
followed by non-road transport, en-
ergy & industry, households, and the
smallest contribution for other emission
source sectors (Figure I.3). For Fig-
ure I.3 and all statistics presented be-
low the average across all background
observation sites distinguishing their
station type was used. In the ur-
ban background, relative contributions
from road transport (URBG: 45±5
%, RUBG: 42±5 %) and households
(URBG: 10±6 %, RUBG: 9±5 %) are
on average slightly larger compared to
those in rural background areas, while
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Figure I.3: Labelled contributions (LA) and potential impacts of a 20 % NOX reduction
(PI20) across Germany for January to December 2018 shown as daily average. Contributions
and potential impacts of NO (top), NO2 (center) and NOX (bottom) have been averaged over
space across all German observation types.
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Figure I.4: Mass concentration of the Labelled Explained Mass (LEM, top) and Sector
Explained Mass for the NOX reduction level of 20 % (SEM20, bottom). From left to right:
NO, NO2 and NOX.

in rural background areas contribu-
tions from energy & industrial sources
(URBG: 20±3 %, RUBG: 23±4 %) and
non-road transport (URBG: 24±6 %,
RUBG: 25±7 %) are slightly more pro-
nounced (Figure I.2 & see Table I.5).
Contributions from households (DJF:
16±4 %, JJA: 4±1 %) as well as of en-
ergy & industry (DJF: 24±3 %, JJA:
19±2 %) show maximum values in win-
ter, which can be related to additional
energy demand and subsequent com-
bustion emissions during the heating
period (Figure I.3 & see Table I.5).

I.3.2 Comparison of the
5-sector total attributed
background concentration

W e illustrate the behavior of
source attribution results

from the brute force simulations us-
ing the RED20 scenarios. Figure I.4
shows the spatial distribution of the
summed potential impact of all five sec-
tors, the SEM20, in comparison to the

labelling result. The absolute and rela-
tive differences in the annual average
are shown in Figure I.5. The SEM20
for NO shows large systematic devia-
tions to the labelled source attribution
results. The attributed total NO back-
ground concentration is tens of percent
larger than with the labelling, show-
ing largest deviations in the source
regions. Both absolute and relative
differences increase with shorter dis-
tance to the urban background. On
annual average, the overestimation is
about 53±24 % for urban and 40±26
% for rural background sites, respec-
tively (see Table I.6). Note that the
attributed SEM20 also largely over-
estimates the station averaged total
modelled NO background concentra-
tion of the baseline by about 46±25
% (see Table I.6). Relative deviations
for NO2 and NOX are considerably
smaller than for NO (see Table I.7 &
Table I.8). The SEM20 of NO2 is lower
than attributed concentrations of the
labelling in urban background areas
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Figure I.5: Absolute (top) and relative (bottom) differences between Sector Explained Mass
for NOX reduction level of 20 % (SEM20) and the Labelled Explained Mass (LEM). From left
to right: NO, NO2 and NOX.

(-3±5 %), with largest deviations in
the cities along the Rhine and Main.
In the rural background the difference
changes sign systematic, indicating
that the SEM20 attributes a (4±6 %)
larger concentration than the labelling
approach. For NOX the differences are
positive everywhere, with up to 6±5 %
on station average. In the urban back-
ground, the relative difference is closer
to zero which was expected as NOX is
not as sensitive to the titration regimes
as its constituents (see Table I.8).

In Figure I.6 the time series for the
SEM20 minus the LEM are provided,
showing the average across all back-
ground observation sites. The levels
of the station average themselves for
the SEM20 and LEM can be read from
Figure I.3. Inspection of the daily
time series learns that the SEM20 for
NO is equal or (substantially) larger
than the LEM throughout the year.

For monthly values, averaged over all
station locations, the SEM20 overes-
timates the NO concentration up to
75±18 % (see Table I.7). Deviations
between the techniques are more preva-
lent in winter (DJF: 69±26 %) than
during the summer season (JJA: 31±16
%). In contrast, the SEM20 of NO2
can be larger or smaller throughout the
year compared to the labelling. The
underestimation occurs during periods
with stagnation and thus the highest
NO2 levels (see explanation and exam-
ple below). As mentioned above, the
results for NOX show mostly an overes-
timation in comparison to the labelling
results. The absolute differences follow
the seasonal cycle of NOX itself. Note
that on average urban background sta-
tions show larger deviations than rural
ones for all compounds (see Table I.5
to Table I.8).

The different behavior for NO and
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Figure I.6: Sector Explained Mass from NOX reduction level 20 % (SEM20) minus the
Labelled Explained Mass (LEM) across Germany for January to December 2018. The mass
concentrations of NO (top), NO2 (center) and NOX (bottom) have been averaged over all
German background observation sites (rural, sub-urban, and urban).

NO2 concerning the deviations between
SEM and LEM can be explained by the
occurrence of ozone limiting titration
conditions (Figure I.7). The oxidation
of NO is normally not limited during
daytime. However, the ground level
ozone background concentration de-
creases fast during stable conditions
occurring when fresh NO titrates the
ozone. When the ozone is fully re-
moved, NO2 levels will only increase
further by primary NO2, whereas NO
starts to build up due to continuing
emissions. In Figure I.7 this process
is illustrated for four days in January
2018. During the first hours of two
days of stagnant conditions (see the
planetary boundary layer height in
Figure I.7) the ozone is titrated away,
after which a build-up of both NO and
NO2 occurs. For NO the background

concentrations increase from near zero
to exceed those of NO2 with concen-
trations above 100 µg m−3 in the peak
at the 11th. After the weather changes
the situation turns back to instable,
mixed conditions with near-zero NO
levels. This feature occurs frequently
in winter when a limited amount of
ozone is available caused by lower pho-
tochemical production of ozone and
shallow boundary layers. A too large
SEM20 with respect to the LEM and
baseline for NO simply occurs as for
each sensitivity simulation it has been
assumed to start from 100 % emissions
in the brute force approach. When
the system stays in the regime with
zero ozone the reduction in NO2 is
limited to the direct emission. In con-
trast, the NO levels are lowered more
than proportional to the NOX emission
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Figure I.7: Relation for NO, NO2, NOX and O3 indicated for an urban background site in
Berlin (capital of Germany) for 4 winter days in 2018.

change (Figure I.7). Starting from the
baseline for each reduction simulation
means that this non-proportionality
effect is incorporated in each individual
brute force reduction simulation. With
smaller NOX emission reductions, the
likelihood of leaving the range where
all ozone is completely titrated away is
much smaller than for large emission
reductions. Hence, the SEMX for NO
will be larger when smaller reduction
percentages are applied. During these
conditions the reasoning for NO2 is the
other way around, whereas NOX in the
source regions responds consistently
with the emission reduction.

A further effect when applying re-
duction simulations is related to the
lifetime of NOX. In the presence of

NO during the night, the oxidation
pathways of NO2 to nitric acid do not
take place. As it takes longer to titrate
all ozone away with lowered NOX emis-
sions, the duration in which this ozone
limiting conditions are present is re-
duced in the reduction simulations.
Hence, this allows ozone to oxidize
NO2 through heterogeneous chemistry
and thus the lifetime of the NO2 and
NOX can be slightly reduced. This
effect is more important in the less
polluted regions and leads to lower
transport from source regions to more
remote areas and thus a sign change
for NO2 in the rural areas.
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Figure I.8: Differences of potential impacts from NOX reduction levels 10, 20, and 75 %
(PI10, PI20, and PI75; y-axis) compared to labelled contributions (LA; x-axis) across Germany
for January to December 2018. The mass concentration of NO2 has been averaged over space.
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Figure I.10: Labelled contributions (LA) and potential impacts of NOX reduction levels
from 5 to 100 % (PI5, ..., PI100) across Germany for January to December 2018. Three station
types have been investigated and are presented from left to right (urban background: URBG,
sub-urban background: SUBG, and rural background: RUBG). The mass concentration of NO
(top), NO2 (center) and NOX (bottom) have been averaged over time and space.

I.3.3 Comparison of
contributions and
potential impacts for
source sectors

I n this section we compare the at-
tribution to the individual sectors

and add the dependency of the reduc-
tion percentage applied. Although the
annual and monthly average share of
NO2 across the country is in close agree-
ment for both methodologies (see Ta-
ble I.5 & Table I.9), the deviations show
spatial and temporal variability. Fig-
ure I.8 compares daily and hourly aver-
ages of potential impacts (PIX) with la-
belled contributions (LA) for all source
sectors and for reduction fractions of X
= 10, 20 and 75 % using a regression
analysis for NO2. From the compari-
son one sees that differences between
potential impacts and labelled contri-

butions are smaller for daily averaged
values compared to hourly estimates.
All source sectors show lower RMSE’s
for daily averaged values, when compar-
ing the potential impacts with the la-
belled contributions. For example, the
RMSE for road transport on an hourly
basis is 0.52 compared to 0.24 on a daily
basis for the 20 % reduction scenario
(see Table I.4). Moreover, we notice
a closer agreement between potential
impacts and labelled contributions for
the largest source sectors.

The spatial distribution for poten-
tial impacts and labelled contributions
is compared in Figure I.9 using an-
nual averages. In Figure I.9 the same
source sectors and reduction levels are
shown as used in Figure I.8. For road
transport (URBG: 44±5 %, RUBG:
40±5 %), non-road transport (URBG:
25±7 %, RUBG: 28±8 %), households
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Figure I.11: Consistency ratios for impacts (left) and potential impacts (right) for NO (top),
NO2 (mid) and NOX (bottom). Sector and combined reduction simulations for 5 to 100 % are
divided by different colors.

(URBG: 10±6 %, RUBG: 9±6 %), and
the remaining sources (URBG/ RUBG:
1±1 %) the patterns follow the pic-
ture described for the SEM20 above,
with almost lower/ larger potential im-
pacts in urban/ rural background areas
compared to labelled contributions for
NO2 (see Table I.5 & Table I.9). The
relative difference for non-road trans-
port is larger as a large fraction of
the emissions is emitted during night-
time in comparison to the other sec-
tors. The sector with a deviating be-
havior is the energy & industry sec-
tor (URBG: 18±3 %, RUBG: 22±4 %).
Overall differences for small reduction
fractions become larger for road trans-
port, non-road transport and house-
holds, whereas differences for energy

& industry increases with larger reduc-
tion fraction (Figure I.8 and Figure I.9).
The different behavior of the power
sector is attributed to the impact on
ozone above the surface layer. This can
be explained with contrasting interac-
tions when emitting from the ground
level or from high-stack sources. Emis-
sion reductions may enhance the ozone
above the urban and industrialized ar-
eas which induces a small compensation
effect through conversion of NO to NO2
from the other sources when mixed to-
wards the ground.

Figure I.10 summarizes mentioned
above findings for annual mean poten-
tial impacts (PIX) for all reduction lev-
els as function of station categories and
indicates that deviations between the
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Figure I.12: Additive behavior of the source attribution for the brute force technique, of NOX
reduction levels from 5 to 100 %, across Germany for January to December 2018. Potential
Impacts of combined emission reduction simulations (CEM) are shown in red, with potential
impacts of added and individually reduced source sectors are represented in black (SEM).

SEMX and the LEM are sensitive to the
chosen emission reduction fraction and
increase for smaller reduction levels X.
For example, the SEM5 deviates on av-
erage -7±5 % from the baseline for NO2
at urban background stations, whereas
the relative difference for the SEM20
is -8±5 %. The differences are smaller
for rural background conditions where
the SEM5 deviates on average -3±8 %.
The results for NO indicate a deviation
of 54±26 % for SEM5 in comparison to
48±25 % for SEM20. The differences be-
tween urban and rural background en-
vironments are related to the frequency
of ozone limiting titration regimes as
already described in Section I.3.2.

I.3.4 Non-linearity and
additivity of the brute
force results

I n this section we illustrate the
response to different emission re-

ductions using the consistency ratio of

impacts (CRI) and potential impacts
(CRPI) as already introduced and ex-
plained in the methodology section.
Figure I.11 shows the CRI (left) and
CRPI (right) for all emission reduction
levels for NO (top), NO2 (mid) and
NOX (bottom). Here, a linear regime
can be assumed when the CRI shows a
proportional behavior. In that case, the
impacts are scalable and the CRPI for
each emission reduction fraction would
be 1. When the CRI shows a less or
more than proportional reduction (with
respect to the emission fraction of X),
the linear scaling of the impacts differs
from 1 for the CRPI.

The CRI indicates that reduced
NOX emissions do not lead to a pro-
portional reduction of the NO concen-
tration amount for the German back-
ground (Figure I.11, top left). This in-
dicates that NOX emission reductions
of level X lead to a NO response larger
than X. Largest differences to a pro-
portional reduction can be seen for the
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combined reduction scenario and for
the non-road transport source sector
of about 35 % and 20 % respectively,
which can be seen by the offset from
the ideal case (X/20). The remaining
source sectors (others) show the most
linear relation with differences to the
ideal case of about 1.5 % as the regime
change does hardly occur. The CRI for
NO2 and NOX shows an almost propor-
tional behavior, as the errors for certain
changes are small. For example, the
difference to a proportional emission
reduction between 5 and 50 percent is
within 1.5 % for both compounds and
within 5 % between 5 and 100 percent
reduction. Overall, the proportional-
ity of the CRI is reduced with higher
emission reductions of NOX for all com-
pounds.

The proportionality for consistency
ratios of potential impacts CRPI are
decreasing with higher reduction levels,
similar to the CRI (Figure I.11, right)
as shown by their offset to 1. When
only considering the 4 main source sec-
tors, the largest differences for NO are
evident for non-road transport (20 %)
and lowest for households (9 %). Even
larger deviations are obvious for the
combined reduction scenario (35 %).
For NO2 and total NOX, the CRPI
reveals an almost proportional behav-
ior with differences within 2-5 % each.
By considering the CRPI for remain-
ing sources (others), considerably larger
differences can be seen for NO (43 %),
NO2 (37 %) and NOX (24 %), respec-
tively. This can be explained by the
linear scaling to 100 % to estimate the
potential impact of each source sector
and indicates that small-sized emission
categories are related to larger differ-
ences due to increased non-linearities as
they remain more often in the titration
regime.

To further highlight the non-linear
interaction of emission reductions to
nitrogen oxides, we performed an addi-
tivity analysis. Figure I.12 shows the
Sector Explained Mass (SEM, in black)
and Combined Explained Mass (CEM,
in red) of NO, NO2 and total NOX.
The results suggest that on average for
NO2 additivity is present within 2 %
(see Table I.3). This correlate to the
proportional concentration response to
the NOX emission reduction, which was
shown for NO2. A lack of additivity can
be seen for NO, where the additivity
is reduced with higher reduction levels.
Here, additivity can only be assumed
for reduction levels up to about -25
%. For larger reduction percentages,
differences of up to 40 % can be seen
between the SEMX and the CEMX (see
Table I.3). Reducing the emissions of
a single sector by 50 or 100 % implies
one leaves the regime in several sector
reduction simulations, which is not the
case with small reductions. Hence, the
emission reduction to leave the regime
counted several times at large reduction
percentages. In the combined reduction
simulations, all NOX is removed and in
the individual simulations only a part
of total NOX is diminished. Based on
this, in the combined simulations more
impact of the overall chemistry change
(e.g. NOX dependent ozone formation
in summer) can be seen as an addi-
tional effect. For NOX, the largest de-
viations between the SEMX and CEMX
can be seen for higher reduction scenar-
ios. However, as the averaged devia-
tion between the SEM100 and CEM100
is overall small with about 5.8 %, ad-
ditivity can be assumed for NOX (see
Table I.3).
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I.4 Discussion and
conclusion

I n this study we compared the
source attribution from the brute

force and the labelling methods for
nitrogen oxides. We successfully en-
hanced the understanding of limita-
tions due to non-linearity triggered
by the photochemical equilibrium of
the Leighton cycle (Leighton, 1961;
Finlayson-Pitts and Pitts, 2000). As
summarized in previous studies, these
non-linear chemical processes are the
main limiting factors for different
source attribution approaches for dif-
ferent compounds. Our study advances
these findings by adding a source attri-
bution evaluation for background levels
of nitrogen oxides. Lessons learned
from this study might be beneficial to
support the joint FAIRMODE (Forum
for AIR quality MODeling in Europe)
initiative for assessing the source attri-
bution, developing strategies to explain
the observed contributions in urban,
suburban and rural background lo-
cations of nitrogen oxides as a first
starting point for further mitigation
purposes.

It is well known that NO levels are
lowered more than proportionally with
respect to NOX emission reductions.
This is explained by the situation that
NO levels build up under high NOX
conditions when ozone has been re-
moved by titration. Hence, a 10 %
reduction of NOX has a larger effect
on NO than subsequent 10 % reduc-
tions while the chemical regime is still
ozone titrating. Whereas emission re-
duction simulations can explore the
impacts of the emission change on NO
levels, upscaling the impacts towards
100 % (to estimate contributions) leads

to systematically larger levels of at-
tributed NO compared to the labelling
approach. The resulting deviations be-
tween the explained mass of the brute
force approach and the labelled results
become larger when smaller emission
reduction fractions are applied, which
is in contrast to findings obtained from
studies for particulate matter (Clap-
pier et al., 2017; Carnevale et al., 2018;
Thunis et al., 2019; Thunis et al., 2020).
Moreover, a source attribution for a
single sector, based on emission reduc-
tion simulations and a baseline should
be avoided as there is no way to ver-
ify for consistency and the approach
will largely overestimate the sector ex-
plained mass. In the study we showed
station-based differences on annual
average, which vary about 46±25 %
from the baseline and a lack of addi-
tivity for NO of up to 40 %. Thus, we
conclude that the application of brute
force simulations is potentially not the
most suitable option for performing
a source attribution in a consistent
manner to estimate contributions of
specific sources for NO.

Kwok et al. (2015) already indi-
cates that the non-linear nature of
ozone limits the applicability of po-
tential impacts for NO2. We agree
that the source attribution of NO and
NO2 is affected by the non-linear pho-
tochemical equilibrium for ozone and
nitrogen oxides and therefore can be
perturbed, especially during nocturnal
winter periods. It should be noted that
model simulations with low emission
reduction levels (<25 %) can be per-
formed to reduce deviations caused by
ozone-limiting conditions as additivity
and linearity can be assumed to a cer-
tain degree. However, our study shows
that larger deviations can be seen when
small-sized emission source sectors are

71



I. Source attribution of nitrogen oxides across Germany: Comparing the
labelling approach and brute force technique with LOTOS-EUROS

perturbed compared to large-sized
sector categories. This implies that
separating out more source sectors
(and thus smaller sized ones), investi-
gations may encounter larger problems
due to the non-linearities induced by
the titration regimes. This result is
comparable to Belis et al. (2020), in
which the authors indicate that the
brute force technique fails to reflect
the impact of varying emission levels
in a specific source sector with related
chemical reaction processes on any
other sector. In addition, inconsisten-
cies between the brute force technique
and the baseline are increased in ur-
ban background regions, near emission
sources. This is in agreement with Ver-
straeten et al. (2018), who emphasized
that small-scale uncertainties become
more relevant in urban areas, due to
non-linear chemical phenomena. As
these are the regions where limit val-
ues are exceeded and health effects
are greatest, it is unfortunate that
the inconsistency is most pronounced
here. Still, since for NO2 linearity and
additivity can be assumed and the dif-
ferences between potential impacts and
labelled sector contributions are rela-
tively small (<15 %), the brute force
technique is an appropriate method to
be used to estimate the contributions
of the main sectors for NO2. These dif-
ferences are considerably smaller than
typical systematic underestimations of
CTMs to the observed ambient total
NO2 concentration, which can be in
the order of a factor of 2 (e.g. Schaap
et al., 2015; Kuik et al., 2018). How-
ever, when small-sized emission sectors
are under investigation, we recommend
avoiding the upscaling of sensitivity
simulations for NO2.

The use of a labelling approach
has several practical advantages as

the internal consistency is enforced by
design and computational burden and
chances of errors are lower (Wagstrom
et al., 2008; Kranenburg et al., 2013).
In addition, the flexibility for defin-
ing the labels is large, including the
contributions of natural and bound-
ary conditions (Carnevale et al., 2018).
Comparative studies carried out by
Thunis et al. (2019) and Clappier et
al. (2017) indicate that the labelling
approach may not always be an ap-
propriate method to derive the impact
of emission reduction options for mit-
igation purposes. They state that
non-linear chemical mechanisms, in
particular indirect processes, cannot
be modelled and a linear scaling of the
simulated mass or share for the source
sectors cannot be performed for varying
emission levels. In the same vein, the
emission changes induced by mitigation
options often differ substantially from
the idealized reduction scenarios of the
brute force method. Hence, explicit
simulations of dedicated mitigation
packages must be performed in any
case.

For air quality planning, an initial
quantification of the impact of emission
reductions as well as the contribution
for different source sectors are of de-
cisive interest but each approach has
its own limitation. Hence, we sug-
gest combining both. We recommend
conducting brute force sensitivity simu-
lations based on the ranking of source
contributions obtained from a labelling
approach and to define this as the
best practice for the air pollution man-
agement of nitrogen oxides for source
attribution purposes. The studies by
Mertens et al. (2018) and Butler et al.
(2020) already indicate that for ozone,
a combination of the perturbation and
the tagging approaches can yield com-
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plementary information that neither
approach can deliver on its own. As
by definition combined simulations
would be additive and able to represent
indirect processes as well as the natu-
ral and boundary contribution could
be separated out, this would widen
the scope of advice to mitigate air-
pollution. However further analysis is
needed to gain a deeper understanding
of the interactions of such combined
concepts.
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I.5 Appendix

Table I.3: Ratio [%] between added and individually reduced source sectors (SEMX) with
respect to potential impacts of combined emission reduction simulations (CEM). For all
reduction levels listed in Table I.2.

NO NO2 NOX
SEM5/CEM 3.18 1.72 1.15
SEM10/CEM 3.66 0.68 0.84
SEM20/CEM 6.47 0.15 1.12
SEM25/CEM 8.14 0.02 1.34
SEM35/CEM 11.30 -0.14 1.78
SEM50/CEM 17.61 -0.29 2.64
SEM75/CEM 28.80 -0.15 4.17
SEM100/CEM 40.08 0.44 5.75

Table I.4: RMSE of PIX and labelled contributions for NO2.
Sectors Scenario Hourly Daily
Road Transport PI10 0.52 0.24

PI20 0.49 0.23
PI75 0.37 0.18

Non-Road Transport PI10 0.29 0.19
PI20 0.29 0.20
PI75 0.33 0.23

Energy & Industry PI10 0.51 0.38
PI20 0.51 0.39
PI75 0.49 0.36

Households PI10 0.20 0.09
PI20 0.20 0.09
PI75 0.18 0.08

Others PI10 0.04 0.03
PI20 0.02 0.01
PI75 0.02 0.01
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Table I.5: Mean values and standard deviation of labelled contributions for NO2, given as fraction of the base simulation [1]. All values are
distinguished by station category (URBG: urban-, SUBG: suburban- and RUBG: rural background sites and station average: ALL) and time (January,
February, ..., December and temporal average: Avg).

Sector Site Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Avg
Road URBG 0.40±0.04 0.39±0.03 0.41±0.03 0.45±0.04 0.48±0.03 0.46±0.03 0.47±0.03 0.48±0.04 0.48±0.04 0.47±0.05 0.46±0.04 0.41±0.04 0.45±0.05
Transport SUBG 0.41±0.04 0.39±0.03 0.43±0.03 0.46±0.04 0.50±0.04 0.48±0.04 0.50±0.03 0.50±0.04 0.50±0.04 0.48±0.05 0.48±0.04 0.41±0.04 0.46±0.05

RUBG 0.37±0.05 0.36±0.03 0.39±0.03 0.43±0.03 0.42±0.03 0.43±0.03 0.44±0.03 0.46±0.03 0.46±0.04 0.44±0.05 0.43±0.05 0.38±0.04 0.42±0.05
ALL 0.40±0.04 0.38±0.03 0.41±0.03 0.45±0.03 0.47±0.03 0.46±0.03 0.47±0.03 0.48±0.03 0.48±0.04 0.47±0.05 0.46±0.04 0.40±0.04 0.44±0.05

Non-Road URBG 0.18±0.02 0.18±0.02 0.20±0.03 0.26±0.03 0.27±0.03 0.31±0.03 0.31±0.03 0.29±0.03 0.27±0.03 0.24±0.03 0.17±0.02 0.19±0.04 0.24±0.06
Transport SUBG 0.17±0.03 0.18±0.02 0.19±0.03 0.24±0.03 0.26±0.03 0.29±0.03 0.29±0.03 0.26±0.03 0.25±0.03 0.22±0.03 0.16±0.02 0.19±0.04 0.23±0.05

RUBG 0.19±0.03 0.20±0.03 0.21±0.04 0.27±0.05 0.31±0.04 0.32±0.04 0.34±0.04 0.29±0.03 0.26±0.04 0.23±0.03 0.18±0.02 0.20±0.04 0.25±0.07
ALL 0.18±0.03 0.18±0.02 0.20±0.03 0.26±0.03 0.28±0.03 0.30±0.03 0.31±0.03 0.28±0.03 0.26±0.03 0.23±0.03 0.17±0.02 0.19±0.04 0.24±0.06

Energy & URBG 0.25±0.03 0.20±0.03 0.20±0.03 0.19±0.02 0.18±0.02 0.18±0.01 0.17±0.02 0.18±0.02 0.18±0.02 0.20±0.03 0.21±0.03 0.23±0.02 0.20±0.03
Industry SUBG 0.25±0.03 0.20±0.04 0.20±0.03 0.19±0.02 0.17±0.03 0.19±0.03 0.17±0.03 0.19±0.02 0.18±0.02 0.20±0.03 0.20±0.02 0.24±0.02 0.20±0.04

RUBG 0.29±0.04 0.25±0.03 0.24±0.03 0.22±0.03 0.21±0.02 0.21±0.02 0.19±0.02 0.21±0.02 0.22±0.02 0.24±0.03 0.26±0.03 0.28±0.02 0.23±0.04
ALL 0.26±0.03 0.21±0.03 0.21±0.03 0.19±0.02 0.18±0.02 0.19±0.02 0.18±0.02 0.19±0.02 0.19±0.02 0.21±0.03 0.22±0.02 0.25±0.02 0.21±0.03

Households URBG 0.15±0.03 0.21±0.04 0.18±0.04 0.09±0.03 0.06±0.02 0.04±0.01 0.04±0.00 0.04±0.01 0.06±0.03 0.08±0.03 0.14±0.03 0.15±0.03 0.10±0.06
SUBG 0.15±0.03 0.21±0.04 0.17±0.04 0.09±0.03 0.06±0.02 0.04±0.01 0.04±0.00 0.04±0.01 0.06±0.03 0.08±0.03 0.14±0.03 0.14±0.03 0.10±0.06
RUBG 0.13±0.03 0.18±0.03 0.15±0.04 0.08±0.03 0.05±0.02 0.04±0.01 0.03±0.00 0.03±0.01 0.05±0.03 0.07±0.02 0.12±0.03 0.12±0.03 0.09±0.05
ALL 0.14±0.03 0.20±0.04 0.17±0.04 0.09±0.03 0.06±0.02 0.04±0.01 0.04±0.00 0.04±0.01 0.06±0.03 0.08±0.03 0.13±0.03 0.14±0.03 0.10±0.06

Others URBG 0.02±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
SUBG 0.02±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
RUBG 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.01±0.01
ALL 0.02±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
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Table I.6: Mean values and standard deviation for mass concentration levels [µg m−3] of the BASE simulation, the Labelled Explained Mass (LEM)
and the Single Explained Mass (SEM20) are shown for NO. In addition, the ratio [1] of the LEM and SEM20 with respect to the BASE simulation is
provided as well as the SEM20 in comparison to the LEM. All values are distinguished by station category (URBG: urban-, SUBG: suburban- and
RUBG: rural background sites and station average: ALL) and time (January, February, ..., December and temporal average: Avg).

Site Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Avg
BASE URBG 1.98±1.67 2.10±1.08 1.19±0.48 0.89±0.22 0.64±0.15 0.75±0.22 0.68±0.14 0.77±0.22 1.16±0.46 1.46±0.47 2.38±0.86 2.42±1.99 1.36±1.09

SUBG 1.77±1.59 1.79±0.88 1.02±0.38 0.74±0.17 0.56±0.12 0.67±0.19 0.61±0.13 0.68±0.16 0.94±0.36 1.18±0.42 1.90±0.77 1.96±1.77 1.15±0.95
RUBG 0.73±0.55 0.82±0.28 0.52±0.15 0.37±0.07 0.30±0.05 0.31±0.07 0.28±0.06 0.31±0.09 0.37±0.12 0.52±0.12 0.84±0.31 0.72±0.44 0.50±0.32
ALL 1.52±1.26 1.62±0.76 0.94±0.33 0.69±0.15 0.51±0.10 0.59±0.16 0.54±0.10 0.60±0.15 0.85±0.32 1.09±0.33 1.77±0.64 1.77±1.43 1.04±0.80

LEM URBG 1.94±1.65 2.06±1.07 1.17±0.47 0.86±0.21 0.62±0.15 0.72±0.22 0.65±0.14 0.74±0.22 1.13±0.45 1.42±0.47 2.33±0.85 2.38±1.97 1.33±1.08
SUBG 1.72±1.56 1.76±0.87 1.00±0.37 0.72±0.17 0.54±0.12 0.64±0.18 0.58±0.13 0.65±0.15 0.91±0.36 1.14±0.41 1.85±0.76 1.92±1.75 1.12±0.93
RUBG 0.70±0.54 0.79±0.27 0.50±0.15 0.35±0.07 0.27±0.05 0.28±0.07 0.26±0.06 0.28±0.08 0.35±0.11 0.49±0.12 0.80±0.30 0.69±0.43 0.48±0.31
ALL 1.49±1.24 1.59±0.75 0.92±0.33 0.67±0.15 0.49±0.10 0.57±0.16 0.51±0.10 0.58±0.15 0.83±0.31 1.06±0.33 1.72±0.63 1.74±1.41 1.01±0.79

SEM20 URBG 3.32±3.03 3.72±2.09 1.91±0.86 1.27±0.41 0.80±0.27 0.96±0.39 0.83±0.22 1.10±0.41 1.80±0.83 2.37±0.92 4.13±1.67 4.38±3.76 2.21±2.09
SUBG 2.98±2.85 3.24±1.79 1.60±0.69 1.01±0.30 0.65±0.21 0.86±0.31 0.72±0.18 0.94±0.29 1.42±0.66 1.90±0.85 3.40±1.59 3.68±3.45 1.86±1.86
RUBG 1.11±0.93 1.35±0.52 0.73±0.26 0.47±0.13 0.31±0.08 0.34±0.11 0.29±0.08 0.37±0.16 0.48±0.19 0.71±0.22 1.36±0.61 1.26±0.92 0.73±0.61
ALL 2.53±2.28 2.86±1.48 1.46±0.60 0.95±0.27 0.61±0.18 0.75±0.27 0.63±0.15 0.83±0.29 1.29±0.58 1.73±0.66 3.07±1.27 3.23±2.79 1.65±1.55

LEM/BASE URBG 0.98±0.01 0.98±0.00 0.98±0.01 0.97±0.01 0.96±0.01 0.96±0.01 0.96±0.01 0.96±0.01 0.97±0.01 0.97±0.01 0.98±0.01 0.98±0.01 0.97±0.01
SUBG 0.97±0.01 0.98±0.00 0.98±0.01 0.96±0.01 0.95±0.01 0.96±0.01 0.95±0.01 0.96±0.01 0.96±0.01 0.97±0.01 0.97±0.01 0.97±0.01 0.97±0.01
RUBG 0.95±0.01 0.97±0.01 0.96±0.01 0.94±0.01 0.92±0.02 0.92±0.01 0.91±0.01 0.92±0.02 0.93±0.01 0.94±0.01 0.95±0.01 0.95±0.01 0.94±0.02
ALL 0.97±0.01 0.98±0.00 0.97±0.01 0.96±0.01 0.95±0.01 0.95±0.01 0.95±0.01 0.95±0.01 0.96±0.01 0.97±0.01 0.97±0.01 0.97±0.01 0.96±0.01

SEM20/BASE URBG 1.56±0.22 1.72±0.19 1.57±0.16 1.40±0.15 1.21±0.15 1.26±0.16 1.21±0.11 1.38±0.18 1.52±0.15 1.60±0.17 1.71±0.15 1.70±0.25 1.48±0.25
SUBG 1.58±0.22 1.75±0.20 1.54±0.17 1.34±0.13 1.14±0.13 1.25±0.14 1.17±0.08 1.35±0.14 1.47±0.15 1.56±0.20 1.74±0.18 1.74±0.28 1.47±0.27
RUBG 1.43±0.20 1.62±0.16 1.39±0.15 1.24±0.12 1.04±0.13 1.10±0.11 1.02±0.11 1.17±0.19 1.25±0.15 1.36±0.14 1.58±0.17 1.62±0.31 1.32±0.27
ALL 1.55±0.22 1.72±0.18 1.53±0.15 1.36±0.13 1.16±0.13 1.23±0.13 1.17±0.08 1.34±0.16 1.47±0.14 1.56±0.17 1.70±0.16 1.70±0.26 1.46±0.25

SEM20/LEM URBG 1.60±0.22 1.75±0.19 1.60±0.16 1.45±0.14 1.26±0.14 1.30±0.16 1.26±0.11 1.43±0.18 1.57±0.14 1.64±0.16 1.75±0.15 1.73±0.25 1.53±0.24
SUBG 1.62±0.22 1.78±0.20 1.57±0.16 1.39±0.13 1.20±0.13 1.31±0.14 1.23±0.08 1.41±0.14 1.53±0.15 1.62±0.19 1.79±0.17 1.78±0.28 1.52±0.27
RUBG 1.50±0.20 1.67±0.16 1.45±0.15 1.32±0.12 1.12±0.12 1.20±0.12 1.12±0.11 1.27±0.19 1.35±0.15 1.45±0.14 1.65±0.16 1.69±0.30 1.40±0.26
ALL 1.59±0.21 1.75±0.18 1.57±0.15 1.41±0.13 1.22±0.12 1.29±0.13 1.23±0.08 1.41±0.16 1.53±0.14 1.61±0.16 1.75±0.15 1.74±0.26 1.51±0.25
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Table I.7: Same as in Table I.6, but for NO2.
Site Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Avg

BASE URBG 13.27±4.78 14.53±3.93 12.43±3.13 10.44±1.75 8.07±1.46 8.14±1.56 8.04±1.48 9.38±1.25 12.61±2.48 13.58±2.98 16.10±3.42 15.06±5.55 11.78±4.14
SUBG 12.89±4.39 13.90±3.80 11.64±2.63 9.69±1.78 7.60±1.39 7.69±1.59 7.38±1.36 8.78±1.16 11.69±2.41 12.81±2.86 15.39±3.16 14.61±5.48 11.15±4.01
RUBG 8.73±2.67 9.11±2.18 7.36±1.59 5.56±0.84 4.53±0.54 4.21±0.67 4.11±0.65 4.96±0.65 6.37±1.01 7.78±1.19 10.26±1.80 9.67±3.13 6.87±2.68
ALL 11.75±3.98 12.67±3.32 10.65±2.49 8.73±1.47 6.85±1.13 6.81±1.28 6.63±1.16 7.85±1.01 10.44±1.98 11.58±2.33 14.10±2.81 13.30±4.80 10.09±3.62

LEM URBG 12.74±4.62 14.09±3.83 12.01±3.05 9.89±1.70 7.54±1.42 7.61±1.49 7.41±1.38 8.70±1.21 11.89±2.41 12.88±2.86 15.36±3.31 14.51±5.46 11.20±4.07
SUBG 12.34±4.23 13.44±3.69 11.20±2.56 9.11±1.73 7.03±1.36 7.11±1.52 6.71±1.28 8.04±1.13 10.93±2.34 12.08±2.74 14.62±3.06 14.04±5.39 10.53±3.95
RUBG 8.25±2.55 8.71±2.08 6.98±1.52 5.07±0.81 4.04±0.52 3.73±0.60 3.55±0.57 4.34±0.64 5.75±0.96 7.16±1.12 9.59±1.73 9.16±3.06 6.35±2.64
ALL 11.23±3.84 12.24±3.22 10.23±2.41 8.19±1.42 6.32±1.10 6.28±1.21 6.01±1.07 7.17±0.98 9.74±1.91 10.90±2.22 13.38±2.71 12.76±4.72 9.52±3.56

SEM20 URBG 11.73±3.27 13.20±2.99 11.95±2.65 9.90±1.70 7.46±1.51 7.62±1.54 7.24±1.34 8.66±1.30 11.59±2.37 12.40±2.46 14.10±2.59 13.05±4.11 10.72±3.38
SUBG 11.48±3.06 12.81±3.02 11.34±2.27 9.27±1.80 7.01±1.53 7.17±1.64 6.59±1.31 8.06±1.28 10.85±2.45 11.90±2.46 13.73±2.50 12.95±4.32 10.24±3.43
RUBG 8.56±2.47 9.26±2.25 7.57±1.57 5.36±0.99 4.07±0.72 3.87±0.73 3.47±0.60 4.54±0.92 6.06±1.26 7.59±1.27 10.04±1.70 9.57±3.26 6.65±2.82
ALL 10.67±2.94 11.87±2.74 10.43±2.18 8.33±1.49 6.29±1.24 6.35±1.30 5.89±1.06 7.23±1.15 9.69±2.01 10.78±2.01 12.75±2.25 11.97±3.92 9.34±3.18

LEM/ URBG 0.96±0.01 0.97±0.01 0.97±0.01 0.95±0.01 0.93±0.01 0.93±0.01 0.92±0.01 0.93±0.01 0.94±0.01 0.95±0.01 0.95±0.01 0.96±0.01 0.95±0.02
BASE SUBG 0.96±0.01 0.97±0.01 0.96±0.01 0.94±0.01 0.92±0.02 0.92±0.01 0.91±0.01 0.91±0.02 0.93±0.01 0.94±0.01 0.95±0.01 0.96±0.01 0.94±0.02

RUBG 0.94±0.01 0.96±0.01 0.95±0.01 0.91±0.02 0.89±0.02 0.88±0.02 0.86±0.02 0.87±0.02 0.90±0.02 0.92±0.02 0.93±0.01 0.95±0.01 0.91±0.03
ALL 0.95±0.01 0.97±0.01 0.96±0.01 0.94±0.01 0.92±0.02 0.92±0.01 0.91±0.01 0.91±0.02 0.93±0.01 0.94±0.01 0.95±0.01 0.96±0.01 0.94±0.02

SEM20/ URBG 0.91±0.07 0.92±0.06 0.97±0.05 0.95±0.04 0.92±0.04 0.93±0.03 0.90±0.03 0.92±0.04 0.92±0.03 0.92±0.03 0.88±0.04 0.88±0.06 0.92±0.05
BASE SUBG 0.91±0.07 0.93±0.05 0.98±0.05 0.96±0.04 0.92±0.05 0.93±0.04 0.89±0.04 0.92±0.05 0.93±0.03 0.93±0.04 0.90±0.05 0.90±0.07 0.92±0.05

RUBG 0.98±0.04 1.02±0.03 1.03±0.04 0.96±0.07 0.89±0.08 0.92±0.07 0.84±0.05 0.91±0.10 0.95±0.07 0.97±0.05 0.98±0.03 0.99±0.04 0.95±0.08
ALL 0.93±0.06 0.95±0.05 0.99±0.04 0.95±0.05 0.91±0.05 0.93±0.04 0.89±0.04 0.92±0.06 0.93±0.04 0.93±0.04 0.91±0.04 0.91±0.05 0.93±0.05

SEM20/ URBG 0.95±0.08 0.95±0.06 1.00±0.05 1.00±0.03 0.99±0.03 1.00±0.02 0.98±0.02 0.99±0.04 0.97±0.02 0.97±0.04 0.93±0.05 0.92±0.07 0.97±0.05
LEM SUBG 0.95±0.07 0.96±0.05 1.02±0.04 1.02±0.04 0.99±0.03 1.00±0.04 0.98±0.03 1.00±0.05 0.99±0.03 0.99±0.04 0.95±0.05 0.94±0.08 0.98±0.05

RUBG 1.04±0.04 1.06±0.04 1.09±0.04 1.05±0.06 1.00±0.06 1.04±0.06 0.98±0.04 1.04±0.09 1.05±0.07 1.06±0.04 1.05±0.03 1.04±0.04 1.04±0.06
ALL 0.97±0.07 0.98±0.05 1.03±0.04 1.02±0.04 0.99±0.04 1.01±0.03 0.98±0.03 1.00±0.05 0.99±0.03 0.99±0.03 0.96±0.04 0.95±0.06 0.99±0.05
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Table I.8: Same as in Table I.6, but for NOX.
Site Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Avg

BASE URBG 16.30±7.23 17.74±5.46 14.25±3.80 11.80±2.02 9.06±1.65 9.29±1.77 9.08±1.60 10.56±1.49 14.38±3.04 15.81±3.55 19.74±4.53 18.77±8.44 13.87±5.66
SUBG 15.59±6.66 16.65±5.03 13.21±3.12 10.83±1.97 8.46±1.55 8.72±1.77 8.32±1.45 9.83±1.30 13.13±2.80 14.62±3.40 18.31±4.05 17.62±7.95 12.91±5.28
RUBG 9.85±3.43 10.37±2.54 8.16±1.77 6.13±0.89 4.98±0.59 4.68±0.71 4.55±0.68 5.43±0.74 6.94±1.12 8.57±1.32 11.55±2.15 10.77±3.74 7.65±3.11
ALL 14.09±5.82 15.15±4.40 12.09±2.94 9.79±1.64 7.64±1.27 7.72±1.42 7.46±1.23 8.78±1.17 11.75±2.35 13.25±2.74 16.82±3.60 16.02±6.86 11.69±4.72

LEM URBG 15.71±7.04 17.25±5.34 13.80±3.72 11.21±1.98 8.49±1.62 8.71±1.71 8.41±1.51 9.84±1.47 13.62±2.98 15.05±3.43 18.93±4.42 18.16±8.33 13.23±5.58
SUBG 14.98±6.47 16.14±4.90 12.74±3.04 10.21±1.92 7.86±1.52 8.10±1.69 7.60±1.37 9.04±1.28 12.32±2.73 13.83±3.28 17.46±3.95 16.99±7.83 12.24±5.20
RUBG 9.32±3.29 9.93±2.43 7.75±1.69 5.61±0.87 4.46±0.57 4.16±0.65 3.94±0.61 4.77±0.74 6.28±1.09 7.90±1.25 10.82±2.07 10.22±3.65 7.08±3.06
ALL 13.51±5.64 14.67±4.28 11.64±2.86 9.21±1.60 7.08±1.24 7.15±1.36 6.79±1.15 8.06±1.15 11.01±2.29 12.52±2.64 16.02±3.50 15.42±6.76 11.06±4.66

SEM20 URBG 16.72±7.57 18.83±5.94 14.85±3.85 11.83±2.22 8.66±1.89 9.08±2.00 8.48±1.58 10.31±1.84 14.32±3.45 16.00±3.67 20.34±4.71 19.61±9.38 14.05±6.21
SUBG 15.97±7.00 17.71±5.47 13.77±3.15 10.81±2.15 8.00±1.80 8.46±1.98 7.68±1.46 9.48±1.60 13.00±3.22 14.78±3.58 18.87±4.26 18.45±8.87 13.05±5.84
RUBG 10.24±3.71 11.31±2.89 8.69±1.87 6.08±1.10 4.54±0.83 4.40±0.84 3.91±0.68 5.11±1.15 6.79±1.51 8.67±1.54 12.10±2.37 11.48±4.52 7.75±3.64
ALL 14.49±6.14 16.19±4.82 12.65±3.00 9.78±1.82 7.21±1.50 7.47±1.61 6.84±1.22 8.48±1.52 11.65±2.74 13.41±2.90 17.40±3.79 16.82±7.75 11.83±5.27

LEM/ URBG 0.96±0.01 0.97±0.00 0.97±0.01 0.95±0.01 0.94±0.01 0.94±0.01 0.93±0.01 0.93±0.01 0.95±0.01 0.95±0.01 0.96±0.01 0.96±0.01 0.95±0.02
BASE SUBG 0.96±0.01 0.97±0.01 0.96±0.01 0.94±0.01 0.93±0.02 0.93±0.01 0.91±0.01 0.92±0.01 0.94±0.01 0.94±0.01 0.95±0.01 0.96±0.01 0.94±0.02

RUBG 0.94±0.01 0.96±0.01 0.95±0.01 0.91±0.02 0.89±0.02 0.89±0.02 0.87±0.02 0.88±0.02 0.90±0.02 0.92±0.02 0.94±0.01 0.95±0.01 0.92±0.03
ALL 0.96±0.01 0.97±0.01 0.96±0.01 0.94±0.01 0.92±0.02 0.93±0.01 0.91±0.01 0.92±0.02 0.94±0.01 0.94±0.01 0.95±0.01 0.96±0.01 0.94±0.02

SEM20/ URBG 1.02±0.03 1.06±0.02 1.04±0.04 1.00±0.04 0.95±0.05 0.97±0.05 0.93±0.03 0.97±0.06 0.99±0.04 1.01±0.03 1.03±0.02 1.03±0.05 1.00±0.05
BASE SUBG 1.02±0.03 1.06±0.03 1.04±0.04 1.00±0.05 0.94±0.06 0.96±0.05 0.92±0.04 0.96±0.06 0.98±0.05 1.01±0.04 1.03±0.03 1.03±0.05 1.00±0.06

RUBG 1.03±0.04 1.09±0.03 1.07±0.05 0.99±0.07 0.91±0.08 0.94±0.08 0.86±0.06 0.93±0.11 0.97±0.08 1.01±0.06 1.05±0.03 1.05±0.06 0.99±0.09
ALL 1.02±0.03 1.07±0.03 1.05±0.04 1.00±0.05 0.94±0.06 0.96±0.06 0.92±0.04 0.96±0.07 0.99±0.05 1.01±0.04 1.03±0.03 1.04±0.05 1.00±0.06

SEM20/ URBG 1.06±0.02 1.09±0.02 1.08±0.03 1.05±0.04 1.01±0.04 1.04±0.04 1.01±0.03 1.04±0.05 1.05±0.04 1.06±0.03 1.08±0.02 1.07±0.04 1.05±0.04
LEM SUBG 1.06±0.02 1.10±0.03 1.08±0.03 1.06±0.04 1.01±0.04 1.04±0.05 1.01±0.03 1.04±0.05 1.05±0.04 1.07±0.03 1.08±0.02 1.08±0.04 1.06±0.04

RUBG 1.09±0.03 1.14±0.04 1.12±0.04 1.08±0.06 1.01±0.07 1.05±0.07 0.99±0.05 1.06±0.10 1.07±0.08 1.09±0.05 1.12±0.03 1.11±0.05 1.08±0.07
ALL 1.07±0.03 1.10±0.03 1.09±0.03 1.06±0.04 1.01±0.05 1.04±0.05 1.01±0.03 1.05±0.06 1.05±0.04 1.07±0.03 1.09±0.02 1.08±0.04 1.06±0.05
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Table I.9: Mean values and standard deviation of Potential Impacts (PI20) for NO2, given as fraction of the SEM20 [1]. All values are distinguished
by station category (URBG: urban-, SUBG: suburban- and RUBG: rural background sites and station average: ALL) and time (January, February, ...,
December and temporal average: Avg).

Sector Site Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Avg
Road URBG 0.41±0.05 0.39±0.03 0.41±0.04 0.45±0.04 0.47±0.03 0.44±0.04 0.46±0.03 0.46±0.03 0.48±0.04 0.47±0.06 0.47±0.05 0.42±0.04 0.44±0.05
Transport SUBG 0.42±0.05 0.40±0.03 0.42±0.04 0.46±0.04 0.48±0.04 0.46±0.04 0.48±0.03 0.48±0.04 0.49±0.04 0.48±0.05 0.48±0.05 0.42±0.04 0.46±0.05

RUBG 0.38±0.05 0.36±0.03 0.38±0.03 0.41±0.03 0.40±0.03 0.40±0.03 0.41±0.03 0.42±0.03 0.45±0.04 0.44±0.06 0.43±0.05 0.38±0.05 0.40±0.05
ALL 0.40±0.05 0.39±0.03 0.41±0.03 0.44±0.04 0.46±0.03 0.44±0.03 0.45±0.03 0.46±0.03 0.48±0.04 0.47±0.05 0.47±0.05 0.41±0.04 0.44±0.05

Non-Road URBG 0.19±0.03 0.18±0.02 0.21±0.03 0.28±0.04 0.28±0.03 0.32±0.04 0.33±0.03 0.31±0.04 0.29±0.03 0.25±0.03 0.18±0.03 0.21±0.04 0.25±0.07
Transport SUBG 0.18±0.03 0.18±0.02 0.20±0.03 0.26±0.04 0.28±0.03 0.31±0.04 0.31±0.03 0.29±0.03 0.27±0.03 0.24±0.03 0.17±0.02 0.20±0.04 0.24±0.06

RUBG 0.20±0.03 0.20±0.03 0.22±0.04 0.29±0.05 0.35±0.05 0.35±0.04 0.38±0.04 0.34±0.04 0.29±0.03 0.26±0.03 0.19±0.02 0.22±0.05 0.28±0.08
ALL 0.19±0.03 0.19±0.02 0.21±0.03 0.27±0.04 0.30±0.03 0.32±0.04 0.34±0.03 0.31±0.03 0.28±0.03 0.25±0.03 0.18±0.02 0.21±0.04 0.25±0.06

Energy & URBG 0.22±0.04 0.19±0.02 0.19±0.03 0.17±0.02 0.18±0.02 0.18±0.02 0.17±0.02 0.18±0.02 0.16±0.02 0.18±0.04 0.19±0.04 0.21±0.03 0.18±0.03
Industry SUBG 0.22±0.04 0.19±0.03 0.19±0.03 0.17±0.03 0.16±0.03 0.18±0.03 0.17±0.03 0.18±0.03 0.17±0.02 0.18±0.04 0.18±0.03 0.21±0.03 0.18±0.03

RUBG 0.26±0.04 0.23±0.02 0.22±0.04 0.20±0.04 0.20±0.02 0.20±0.03 0.18±0.03 0.20±0.03 0.20±0.03 0.21±0.04 0.23±0.04 0.24±0.03 0.22±0.04
ALL 0.23±0.04 0.20±0.02 0.20±0.03 0.18±0.02 0.18±0.02 0.19±0.02 0.17±0.02 0.18±0.02 0.17±0.02 0.18±0.04 0.20±0.03 0.22±0.03 0.19±0.03

Households URBG 0.15±0.03 0.22±0.04 0.18±0.04 0.09±0.03 0.06±0.02 0.04±0.01 0.04±0.00 0.04±0.01 0.06±0.03 0.09±0.03 0.14±0.03 0.15±0.03 0.10±0.06
SUBG 0.15±0.03 0.22±0.04 0.18±0.04 0.09±0.03 0.06±0.02 0.04±0.01 0.04±0.00 0.04±0.01 0.06±0.03 0.09±0.03 0.14±0.03 0.15±0.03 0.10±0.06
RUBG 0.14±0.03 0.19±0.03 0.16±0.04 0.08±0.03 0.05±0.02 0.04±0.01 0.03±0.00 0.03±0.01 0.05±0.03 0.08±0.02 0.13±0.03 0.13±0.03 0.09±0.06
ALL 0.15±0.03 0.21±0.03 0.17±0.04 0.09±0.03 0.06±0.02 0.04±0.01 0.04±0.00 0.04±0.01 0.06±0.03 0.09±0.03 0.14±0.03 0.14±0.03 0.10±0.06

Others URBG 0.02±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
SUBG 0.02±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
RUBG 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
ALL 0.02±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.00 0.01±0.00 0.00±0.00 0.01±0.00 0.01±0.00 0.02±0.00 0.02±0.00 0.02±0.00 0.01±0.01
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coarse mode.
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II. Source attribution of particulate matter in Berlin

Abstract

T he exposure to ambient particulate matter in metropolitan areas
is a major health problem. A prerequisite for formulating effective

mitigation strategies is to understand the origin of particulate matter in
terms of source regions and sectors. We performed a source attribution
of particulate matter (PM) for the Berlin agglomeration area covering
the period from 2016 to 2018 using the LOTOS-EUROS chemistry
transport model. The (3 year-) mean modelled urban background PM2.5
concentration (10.4 µg m−3) is largely explained by households (3.2 µg m−3)
and industry & energy (2.0 µg m−3), while the remaining source sectors
contribute the other half. The modelled annual mean urban increment
for PM2.5 is mainly attributed to households (1.6 µg m−3) and traffic (0.5
µg m−3). With respect to its relative shares the PM10 source attribution
looks similar to that of PM2.5 throughout the year, but with enhanced
natural contributions. From a geographical perspective the main source
area for the PM2.5 in Berlin is Germany (5.1 µg m−3) itself, followed by the
contributions from transboundary transport (3.4 µg m−3). The German
sources could be further split into Berlin (2.6 µg m−3), Brandenburg
(0.7 µg m−3) and remaining states of Germany (1.8 µg m−3). About one
third of the foreign shares can be attributed to Germany’s neighbouring
countries Poland and Czech Republic. During episodes these contributions
can significantly differ, e.g. in February 2017 the Polish contribution
is about 1/3rd. The sectoral contributions agree with previous findings
except that our study indicates lower contributions for traffic. The model’s
underestimation of total PM is largely caused by an underestimation of
the coarse mode PM. Both the coarse mode urban increment as well as
the regional background concentrations are underestimated by the model,
especially during summer. We suggest that the enhanced coarse material
(in the city) during warm seasons is predominated by (road) resuspension
processes which need more of our attention to further improve our models.

Keywords: chemistry transport model, source attribution, coarse mode, urban
increment, Lenschow approach

Author affiliation:
1Institute of Meteorology, Freie Universität Berlin, Carl-Heinrich-Becker-Weg
6-10, 12165, Berlin, Germany
2TNO, Department Climate Air and Sustainability, Princetonlaan 6, 3584 CB,
Utrecht, the Netherlands
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Introduction

II.1 Introduction

A ir pollution remains the single
largest environmental health

risk in Europe according to the World
Health Organization (WHO, 2015).
The adverse health effects of air pol-
lution are dominated by exposure to
particulate matter (PM) (Boldo et al.,
2006; Brook et al., 2010; Costa et al.,
2014). Harmful effects as cardiovascu-
lar and respiratory diseases, can ulti-
mately lead to premature death (Newby
et al., 2015). In Europe, the average
reduction in life expectancy due to fine
particulate matter (PM2.5) is estimated
in the order of 8-10 months (Boldo
et al., 2006; Brook et al., 2010). Al-
though a large proportion of the Eu-
ropean population is exposed to levels
above the WHO air quality guidelines,
current EU limit values for PM in Eu-
rope are exceeded to a limited extent.
Exceedances of the daily limit value for
PM10 in Germany are measured par-
ticularly at monitoring sites close to
traffic and industry in large conurba-
tions (UBA, 2019). To protect citizens
from the negative effects of air pollu-
tion and to bring PM concentration
levels below the limit value, it is nec-
essary to elaborate effective mitigation
strategies. In order to develop effective
mitigation strategies, it is crucial to un-
derstand which sources contribute to
the particulate matter exposure (Pan-
dolfi et al., 2020) and which mitigation
options have the largest impact, espe-
cially for high concentration episodes
(Belis et al., 2020). A prerequisite is
that the modelling systems used for de-
veloping mitigation strategies explain
the observed levels and variability in
particulate matter well.

PM encompasses a wide range of
particle types, regarding size (coarse:

PM10 and fine: PM2.5), chemical
composition (e.g., mineral dust, com-
bustion particles, sea salt, secondary
inorganic aerosol, secondary organic
aerosol, metals), and sources (e.g., nat-
ural, traffic, industry, domestic house-
holds, secondary processes) (Putaud et
al., 2004). Its contributions depend on
local sources as well as its location with
respect to source regions located further
away and vary strongly depending on
synoptic meteorological conditions and
season (Lenschow et al., 2001; Mues et
al., 2012; Fuzzi et al., 2015; van Pinx-
teren et al., 2019). Sources of PM in
urban areas are traffic, domestic heat-
ing, cooking, construction sites, indus-
tries, power generation or mineral dust
(e.g., Querol et al., 2004). Long-range
transport prevalent as the rural back-
ground is normally dominated by contri-
butions from combustion processes and
secondary aerosols, e.g. ammonium ni-
trate and sulphate (van Pinxteren et
al., 2019). Whereas PM episodes may
be driven by a local or regional build-
up of pollution (e.g. Banzhaf et al.,
2013), the urban concentration levels
during episodes may also be largely con-
trolled by long range transport to a city
(Beekmann et al., 2015). Hence, many
cities are unable to meet target levels
for air pollutants through local action
alone (van Pinxteren et al., 2019). To
identify the origin and quantify both
natural and anthropogenic source con-
tributions to urban PM levels is an im-
portant task.

There are various methodologies to
identify and apportion PM to differ-
ent sources. Statistical data analyses
of observations are often used. The
Lenschow approach is a simple method,
in which urban increments that corre-
spond to the concentration difference
between the urban and the regional lo-
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cations are calculated (Lenschow et al.,
2001). The increment is assumed to
be the impact of a city on its own air
pollution. The main advantage is a
simplified data treatment with low im-
pact of mathematical artefacts (Viana
et al., 2008). A weakness of the method
is that the assumption of the indepen-
dency of the two locations may not be
fulfilled (Thunis et al., 2018). A further
helpful method is to apply air trajecto-
ries to identify source regions which can
be long-range or trans-boundary (e.g.,
Potier et al., 2019). Positive Matrix
Factorization (PMF) attempt to appor-
tion the sources based on observations
(internal correlations) at the receptor
site alone. A very distinct advantage is
the detailed source profiles PMF pro-
vides. This method is often used for
analysis because detailed prior knowl-
edge of the sources and source profiles
is not required and software to perform
this type of analysis is widely available
(Viana et al., 2008). Normally, receptor
modelling studies can distinguish a lim-
ited number of broad source categories.
An essential disadvantage is the inabil-
ity to provide a source apportionment
for secondary components. Further-
more, these experimental approaches
do not yield information on the geo-
graphical origin. Finally, the required
chemical analyses are expensive leading
to many applications in campaigns and
a limited availability of long time series
(Hendriks et al., 2013).

Complementary to methods based
on observations, deterministic Eulerian
Chemistry Transport Models (CTMs)
are widely used to obtain more detailed
information on air pollution and its ori-
gins. By involving atmospheric process
descriptions and emission inventories
they provide calculations of the evolu-
tion of the air pollution situation across

a region (Baklanov et al., 2014). To
gain insights in source contributions,
several methodologies have been used
in the past. The simplest approach is
the brute force (BF) method, in which
the emissions of the source sectors un-
der investigation are reduced and com-
pared to a base case simulation (e.g.,
Banzhaf et al., 2013; Belis et al., 2020).
Through extrapolation of the resulting
concentration changes the source sec-
tor contribution can be estimated. For
inert compounds these approaches pro-
vide equivalent results (Thunis et al.,
2019). It has to be highlighted that the
BF method and labelling approach lead
to different source attribution (SA) re-
sults due to non-linear chemical effects,
such as for the formation of secondary
inorganic aerosol (e.g. Thunis et al.,
2020). The main advantage of the BF
methodology is that it directly provides
information on the effectiveness of po-
tential measures. However, by upscal-
ing the impacts one may over- or un-
derestimate the baseline concentration,
which becomes a larger issue in case of
situation with a limiting formation pro-
cess and on short time scales (Li et al.,
2014; Thunis et al., 2015; Pommier et
al., 2020; Thürkow et al., 2023). More-
over, in case of a limitation in the forma-
tion small sized emission sources may
be given a zero or low impact and thus
may be overlooked as a relevant con-
tributor (Thunis et al., 2020; Thürkow
et al., 2023). In this situation detail-
ing a large sector as traffic further into
subsectors may lead to the situation
that the sum of the sub-sectors is away
from the sector estimate (Clappier et
al., 2017). This may be amplified in
case also the spatial and temporal vari-
ability are different per subsector. Also,
the resulting source apportionment is
sensitive to the reduction percentage
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applied (Napelenok et al., 2006). Due
to the intrinsic assumption that each
molecule has the same chance of re-
action adopted in the labelling imple-
mentation these effects do not occur.
The resulting source apportionment is
additive and complete, but does not
per se indicate the effectiveness. Note
that above mentioned concerns disap-
pear when the brute force apportion-
ment is performed within its limits of
applicability, i.e. for a limited range of
emission reduction strengths (Clappier
et al., 2017). Hence, we see a labelling
based source apportionment as a valu-
able first step to identify and quantify
the relevant sectors to be further ad-
dressed in brute force calculations to de-
termine efficiency of potential measures.
This is further supported by the fact
that the labelling strategy is more com-
putationally efficient enabling to detail
a larger number of source contributions
than normally feasible in brute force
studies (Belis et al., 2020). Methods
like Decoupled Direct Method (DDM;
Dunker et al., 2002; Zhang et al., 2012)
at least partly, solve this computational
burden for brute force approaches. Al-
though first operational applications
are becoming available (Pommier et al.,
2020), the experience using such model-
based source apportionment is still rel-
atively scarce in Europe.

In this paper, we apply the LOTOS-
EUROS CTM version 2.1 to identify
the most relevant sources with regards
to their contributions of PM for the
German capital Berlin. The model was
applied to a 3-year time frame from Jan-
uary 2016 to December 2018 for which
we quantified the urban sector contri-
butions as well as the long-range trans-
port contributions using a labelling ap-
proach. As CTMs do not fully explain
the observed PM concentration and

variability (e.g., Belis et al., 2020), spe-
cial emphasis is put on the identifica-
tion of shortcomings. For comparison
of modelled urban increments to obser-
vational data we adopted the Lenschow-
approach (Lenschow et al., 2001). Fi-
nally, we discuss our findings in compar-
ison to earlier studies oriented at source
attribution for Berlin or model-based
source apportionment.

II.2 Methodology

II.2.1 Chemical transport
modelling

I n this paper, we apply the LOTOS-
EUROS CTM version 2.1 to inves-

tigate the origin of PM in Berlin during
a 3-year time frame from January 2016
to December 2018. LOTOS-EUROS is
a 3D chemistry transport model (CTM)
developed by the Netherlands Organi-
zation for Applied Scientific Research
(TNO) and partners including the Freie
Universität Berlin (FUB, Germany).
The LOTOS-EUROS CTM is an Eule-
rian grid model, which was originally
developed to simulate ozone and smog
concentration levels in the lower tro-
posphere in Europe. In the vertical a
mixed-layer approach is applied (Man-
ders et al., 2017) using 5 terrain fol-
lowing layers extending up to 5 km
above sea level (orography). In this
study we set up a European domain
(D1) with a horizontal resolution of
0.5◦ (longitude) and 0.25◦ (latitude)
corresponding to about 28x32 km2. An
increased resolution is obtained for a
nested domain (D2) covering Germany
and Poland with 0.125◦ (longitude) and
0.0625◦ (latitude), approximately 7x8
km2. Poland was included in the high-
resolution domain as the transboundary
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Figure II.1: The D1 domain for Europe and therein the D2 domain for Germany/ Poland/
Czech Republic, the position of Berlin is indicated with a white circle (left). Illustration of
the measurement locations in Berlin and the surrounding federal state of Brandenburg (right).
The colours correspond to the related labels.

component is of specific interest for the
local policy (details see Figure II.1).
The model describes the fate of an-
thropogenic primary particulate matter
(ppm), including a separation of elemen-
tal carbon (EC) and organic material
(POM). The formation of secondary in-
organic aerosol (SO4, NO3 and NH4)
from its precursor gases and the emis-
sions of (semi-) natural emissions of sea
salt and mineral dust are also described.
The model follows a bulk approach for
the fine (f) and coarse (c) aerosol mode
(a). The total particulate matter mass
is computed from the individual model
compounds:

PM2.5 = SO4af
+ NH4af

+ NO3af

+ ECf + POMf + PPMf + 3.26
∗ Naf + Dustf

(II.1)

PM10 = PM2.5 + NO3ac
+ POMc

+ PPMc + 3.26 ∗ Nac + Dustc

(II.2)

The LOTOS-EUROS model adopts
sodium as the preserved sea salt tracer,
and its concentration is multiplied by
a factor 3.26 to arrive at the total sea
salt contribution.

Meteorological data were taken
from ECMWF (European Centre for
Medium-range Weather Forecasts).
The model configuration, except the
domain definition, resembles the set-up
used within the regional ensemble of
the Copernicus Atmospheric Monitor-
ing Service (CAMS). Within CAMS
LOTOS-EUROS is applied to provide
operational air quality forecasts and
analyses for Europe (Marécal et al.,
2015) including source apportionment
information for major cities (Pommier
et al., 2020). For a more detailed de-
scription of LOTOS-EUROS we refer
to Manders et al. (2017).

The gas-phase chemistry is de-
scribed by the TNO CBM-IV scheme, a
modified version based on the develop-
ment by Whitten et al. (1980). Aerosol
chemistry is formulated within the
thermodynamic equilibrium module
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ISORROPIA2 (Fountoukis and Nenes,
2007). Coarse mode nitrate forma-
tion is modelled dynamically through
a surface reaction on sea salt. Sea
salt emissions are parameterized using
two schemes for the fine and coarse
mode (Monahan, 1986; Mårtensson
et al., 2003). Resuspended mineral
dust from road-traffic is parameter-
ized using constant emission factors
and depends on the traffic intensity in
the respective grid cell (Schaap et al.,
2009). In a similar vein, the agricul-
tural land management emissions are
parameterized using constant emission
factors per activity and are allocated
over the months in which the activity
typically occur (Schaap et al., 2009).
Both sources are switched off in case of
rain. Windblown dust is parameterized
by sand blasting schemes (Manders
et al., 2017), but normally do not im-
pact Berlin. Forest fire emissions were
taken from the CAMS global fire as-
similation system (Kaiser et al., 2012).
Dry deposition fluxes for reactive gases
are calculated using the resistance ap-
proach as implemented in the DEPAC
(DEPosition of Acidifying Compounds)
module (Kruit et al., 2012). Particle
deposition follows the scheme of Zhang
et al. (2001). Wet deposition is pa-
rameterized as described in Banzhaf
et al. (2012). Secondary organic aerosol
formation was neglected, as the VBS-
module was not yet implemented in
the source apportionment approach of
the model.

The annual total emissions were
based on the official country reporting
to the UNECE and the EU for 2017.
Except for Germany, emissions were
gridded based on the CAMS reporting
(Copernicus Atmospheric Monitoring
System) database. For Germany, the
gridded emissions were obtained from

the GrETa system (GRETA - Grid-
ding Emission Tool for ArcGIS v1.1;
Schneider et al. (2016)). The totals
are apportioned to monthly, daily, and
hourly amounts by sector-specific time
factors. For CO and VOC temperature-
dependent factors were used (Manders
et al., 2017). The official emissions for
residential wood combustion (RWC)
were replaced by a scientific bottom-up
inventory for Europe (van der Gon
et al., 2015). This contains a consis-
tent set of emission factors for wood
combustion and includes the impact of
condensable material (van der Gon et
al., 2015). Overall, the RWC emissions
in this study were by a factor of 2–3
higher than the officially reported. To
incorporate the dependency of heating
demand on temperature the temporal
variability of RWC emissions was cal-
culated using heating degree days. The
heating degree demand was calculated
relative to a reference temperature
(18 ◦C). We used a fraction of 20 %,
for emissions not related to heating
following Mues et al. (2014).

II.2.2 Source attribution

T o assess the contribution of dif-
ferent source sectors and regions

we applied the source apportionment
module implemented in the LOTOS-
EUROS CTM (Hendriks et al., 2013;
Kranenburg et al., 2014). Through a la-
belling procedure the origin of species is
traced through the process descriptions
for the transport and chemical reac-
tions (Kranenburg et al., 2014). The la-
belling approach works for primary, in-
ert aerosol tracers and chemically trac-
ers in which a C, N (oxidized and re-
duced) or S atom is conserved. The
validation of this module was done in
(Kranenburg et al., 2013) in dedicated
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Table II.1: Labelled source regions (left) and
source sectors (right).

Labelled regions Labelled sectors
Berlin Traffic
Brandenburg Households
Rest of Germany Industry & Energy
Poland Agriculture
Czech Republic Rest
Others
Natural Natural
Boundary Boundary

experiments. The module was applied
to PM (episodes) (Hendriks et al., 2013;
Hendriks et al., 2015; Timmermans et
al., 2017; Timmermans et al., 2020) and
nitrogen oxides (Schaap et al., 2013;
Curier et al., 2014). The source attri-
bution for ammonium nitrate is calcu-
lated as a weighted mean of the source
sectors contributing to the reduced and
oxidized N-atom (in i.e., ammonium
and nitrate) on a molar basis (Hendriks
et al., 2013).

We defined 32 combinations of sec-
tors and regions to be tracked. The
5 sectors we considered are the main
source sectors for particulate matter
(traffic, households, industry & energy,
agriculture) and all remaining sectors
combined as rest. To quantify the
urban, regional, domestic, and trans-
boundary contributions we separated
6 geographic regions: Berlin, Branden-
burg, Rest of Germany, Poland, Czech
Republic and all remaining countries as
"other countries". In addition, the nat-
ural and boundary (incl. initial) condi-
tions were traced (see Table II.1).

II.2.3 Monitoring data

T he present work focuses on a
dataset containing daily PM10

and PM2.5 mass concentrations for
6 selected air quality monitoring sta-

tions of the federal states of Berlin (4)
and Brandenburg (2). For compari-
son reasons one urban traffic station
is included additionally. The data
were provided by the German Federal
Environmental Agency (Umweltbunde-
samt, UBA) and the Senat of Berlin.
Classifications, geographic coordinates,
component, and short names of the
measurement stations are listed in Ta-
ble II.2.

The observed data provides no
information about the source region
and/ or the source sectors. This leads
to the Lenschow approach, where rural
and urban stations are selected and
can be investigated separately and/
or in a combined manner. As the ap-
proach can be also applied for modelled
data, the modelled spatial gradient can
be compared to the measured spatial
gradient. Statistical indicators for the
model performance were calculated in
a common way (e.g., RMSE, BIAS,
MEAN). For the correlation coeffi-
cient the Pearson correlation was used.
When the spatial mean of a specific
station type was calculated, the daily
mean values were used. Suburban sites
pose a challenge to the model, as the
stations are located close to the city
border. Grid cells which include these
stations may be affected by substantial
urban emissions leading to an over-
estimation of the rural to suburban
increment. Hence, we mainly focus
our analysis on the gradients between
rural and urban background concen-
trations. The RB stations investigated
are located west and east of the city,
thus they show mean values for the RB,
normally only upwind stations should
be used. Meteorological data (such
as wind and precipitation) were taken
from the WMO station Berlin-Dahlem.

88



Results

II.2.4 Investigation domain and
periods

I n this study we focus on the cap-
ital of Germany with around 4

million inhabitants. Berlin is located
in the north-eastern part of Germany
and surrounded by the federal state of
Brandenburg. The closest neighbour-
ing country, Poland, is about 60 km
east of the city. The climate is charac-
terized by westerlies, bringing maritime
air towards Berlin while during some
episodes preferably in midsummer and
winter easterlies can prevail for several
days up to weeks due to a continental
high. For Berlin, the long-term annual
precipitation amount of about 600 mm
and mean temperatures of around 13
◦C were observed. Prevailing wind di-
rections are westerlies (~75 %, NW to
SW) and easterlies (~25 %, NE to SE),
with easterly wind directions mainly oc-
curring during the winter season. Apart
from a large power plant in the western
part of the city, there is no major in-
dustry in the city or in the surrounding
area.

II.3 Results

II.3.1 Observed levels for the
investigation period

W e provide an overview of the
observed annual mean partic-

ulate matter mass concentration for
2016 to 2018 following the Lenschow’s
incremental approach (Figure II.2).
The concentrations are classified by
sub-categories of the UBA measure-
ment network for the rural background
(RB, light grey), urban background
(UB, dark grey) and urban traffic (UT, Ta
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Figure II.2: Incremental Lenschow approach
for observed data. For each UBA sub-category,
the corresponding mean was calculated over
the associated stations. Annual mean PM con-
centrations and increments (µg m−3) between
the rural background (RB, light grey), urban
background (UB, dark grey) and urban traf-
fic (UT, black) concentrations. For each year
(2016, left; 2017, centre; 2018, right), a further
subdivision into the three shares PM10 (left),
PM2.5 (centre) and the coarse mode fraction
(PM10-PM2.5, right) was made.

black). We provide the overview for
PM10, PM2.5 and the coarse mode frac-
tion (PMCO, difference between PM10-
PM2.5) for 2016 (left), 2017 (middle)
and 2018 (right), separately. The share
for the urban background is the dif-
ference between the concentration in
the urban background and in the ru-
ral background and is called the urban
increment. The same applies to the ur-
ban traffic and is accordingly referred
to as the traffic increment.

The overall annual mean PM10 con-
centration at urban traffic sites was
about 27–28 µg m−3. The PM2.5 level
was about 17 µg m−3, and the coarse
mode was about 10 µg m−3. The an-
nual mean PM10 concentration in the
urban background is in the range of
21–23 µg m−3, while that of PM2.5 is
about 15 µg m−3. Hence, the coarse
mode contributes about 6–7 µg m−3.

For PM2.5 the rural background (12–13
µg m−3) is contributing about three
quarters of the urban background con-
centrations, whereas for the coarse
mode the relative contribution of the
rural background is smaller, about 50
% (3–4 µg m−3). For PM10 the rural
background concentration is measured
to be about 15–17 µg m−3. For PM2.5
the urban increment (~3 µg m−3) is
slightly larger than the observed traffic
increment (~2 µg m−3). A low variabil-
ity from year to year can be seen for
annual-averaged levels of the PM2.5 ru-
ral background, urban increment, and
traffic increment. For the coarse mode,
the urban background and traffic incre-
ments are similar (~3 µg m−3 each).

Figure II.3 shows daily mean par-
ticulate matter mass concentrations av-
eraged over all urban background sta-
tions from 2016 to 2018. The PM10 sea-
sonal cycle reflects a pattern common
to many cities in Europe. Largest PM10
concentrations are observed during win-
tertime, while smallest concentrations
occur during summer. During episodes
in winter, daily mean PM10 concen-
trations between 70 and 100 µg m−3

were observed, whereas concentrations
in summer hardly exceeded 40 µg m−3.
PM2.5 shows a stronger seasonal cy-
cle than PM10 as PM10 concentration
episodes in winter consist mainly of fine
material. The coarse mode shows the
opposite seasonal cycle with maximum
contributions during summer and early
fall with enhanced fractions through-
out the year at traffic and urban back-
ground stations.

Figure II.4 shows the observed
PM10 daily concentrations for station
DEBE034 with respect to the prevalent
wind direction. During 2016 and 2017
the westerly wind directions (from NW
to SW) dominate associated with low
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Figure II.4: Observed mass concentration for PM10 of the urban background (UB) station
Berlin (DEBE034, Nansenstr.) for daily data (gravimetric) and wind measurement data from
the wind gauge mast of the FU-Berlin for 2016 to 2018. The breaks for PM10 concentrations are
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to medium PM10 concentrations (5–35
µg m−3). In contrast, up to 1/4 of the
weather situations of the days with east-
erlies (from NE to SE) show concentra-
tions above the daily limit value (up to
more than 100 µg m−3). These situa-
tions are often associated with cold tem-
peratures, low wind speeds and stagna-
tion conditions with shallow boundary
layers in winter or spring. 2016 and
2017 can be considered as typical for the
investigation period and correspond to
the common climatological conditions.

The meteorological conditions in 2018
on the other hand were atypical as east-
erlies were present for almost half of
the year (~40 %) and westerlies were
less apparent (~45 %). A prolonged
drought characterized by low amounts
of precipitation from mid-April until
the end of the year occurred. Conse-
quently, this year had the lowest an-
nual precipitation (393 mm) on record
since the beginning of measurements in
Berlin/ Brandenburg in 1881, whereas
the long-term mean (1961–1990) is 557
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mm (DWD, 2020). During 2018 the
easterly wind directions were associated
with more moderate PM10 mass con-
centrations than the previous years as
these easterlies occurred in the summer.

II.3.2 Model performance

T o assess the robustness of the ap-
plied model to simulate PM con-

centrations, we compared the LOTOS-
EUROS CTM results for Berlin to daily
observations at UB and RB monitor-
ing stations. Figure II.5 shows the ob-
served and modelled PM2.5 timeseries
in the form of a bar chart and Fig-
ure II.6 shows the corresponding scatter
plots. A selection of statistical mea-
sures (mean values, correlation, nor-
malized RMSE and BIAS) for PM10,
PM2.5 and PMCO is presented in Ta-
ble II.3. While the model can reproduce
a fair part of the temporal variability of
PM2.5 concentrations throughout the
year, it is not able to catch major am-
plitudes. The underestimation is par-
ticularly visible in summer and early
autumn while wintertime peaks are bet-
ter reproduced. The model performs
best during spring season in captur-
ing concentration variability and am-
plitude. Also, the concentration level
increase starting in early autumn is well
reproduced by the model. During win-
ter, the modelled PM2.5 concentration
averaged over all UB sites captures 75
% of the observed (PM10: 74 %) con-
centration, while during summer only
57 % (PM10: 53 %) is reproduced. The
annual statistics show the underestima-
tion of the model for PM in a negative
BIAS at all stations (by 13–48 % for
the normalized BIAS). For all fractions
- PM10, PM2.5 and PMCO - the un-
derestimation is more distinct at UB
stations than at RB stations and gen- Ta
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Figure II.5: Time series of the PM2.5 mass concentration for Berlin (UB station DEBE034)
for 2016 to 2018. Observations are shown in grey and modelled sector (A) and regional (B)
contributions are colour coded.

erally larger during episodes. Further-
more, the correlation coefficient reveals
that the model is better in capturing
the variability in PM2.5 concentrations
than in those of PM10. There is one
RB station (DEBB065) which is slightly
better simulated than all other stations,
especially for PM2.5.

When looking at the coarse mode
material, modelled summertime concen-
tration levels reflect only about fifty
percent of those observed. In numbers,
at RB (UB) stations the model captures
57 % (47 %) of the observed mass dur-
ing summertime while during winter-
time 132 % (73 %) of the observed mass
at RB (UB) stations is modelled by
LOTOS-EUROS. The mean observed
summertime coarse mode urban incre-
ment of about 2.5 µg m−3 is with 0.6
µg m−3 considerably underestimated by
the model. This is also valid for winter-
time with an observed urban increment
of 2.8 µg m−3 compared to the mod-
elled urban increment of 0.8 µg m−3.
The BIAS, correlation coefficients and
normalized RMSE show that the coarse
mode is largely underestimated, and
that the temporal variability is poorly
explained by the model.

The PM2.5 and coarse mode urban
increments (modelled and observed) are
shown in Figure II.7. To suppress short-
term fluctuations a running mean of 7
days was applied. The observed incre-
ments are shown in solid lines, while
those for the simulations are dashed
(colours for each year: 2016: black;
2017: red; 2018: blue). For PM2.5
(upper panel) the observed urban in-
crement shows a clear seasonality with
increased variability from autumn to
spring with values often ranging be-
tween 5 and 10 µg m−3. During sum-
mertime typical values are below 5
µg m−3 and the time series shows rather
limited fluctuations. Only a few peri-
ods show a negative urban increment
implying that concentrations in the ru-
ral background were higher than in
the urban background. A pronounced
and prolonged enhancement of the ur-
ban increment was observed from mid-
January to mid-February 2017 when
Berlin was hit by a PM episode dur-
ing stagnant easterly flow which will be
further discussed below. The modelled
urban increment shows lower variability
than the observed and with only few
exceptions underestimates the observed
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Figure II.6: Scatterplots with linear regression for 2016 to 2018 of the PM2.5 mass
concentration at rural (A) and urban (B) sites and the coarse mode fraction at rural (C) and
urban (D) sites.

increment throughout the investigation
period. While the model does capture
the seasonal variation with higher am-
plitudes from autumn to spring the
model underestimation is most distinct
during summertime when the modelled
urban increment is almost non-existent.

For the coarse mode (Figure II.7,
lower panel) the seasonal signal of the
observed urban increment is less pro-
nounced than those of PM2.5. The vari-
ability between the years is large, in-
dicating that the variability is mainly
driven by synoptic meteorological vari-
ability. An increase in variability and
amplitude can be found during spring-
time and early autumn. Furthermore,
negative urban increments of the coarse

mode are more frequently observed
compared to PM2.5, illustrating sources
of course material in the rural surround-
ing of Berlin. During the PM episode
in early 2017 the coarse mode shows
a negative urban increment. As ex-
pected from the large bias for the coarse
mode, the modelled urban increment
is almost non-existent throughout the
seasons for all years which reveals a
distinct discrepancy between modelled
and observed increment. A potential
reason for this underestimation is dust
resuspension, which will be discussed
below.
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PM2.5 Urban Increment 2016−18 timeseries, running mean = 7 days
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Figure II.7: Timeseries of the PM2.5 (upper panel) and coarse mode (lower panel) urban
increments for 2016–2018. The observed and modelled data were smoothed by using a 7-day
running mean.

II.3.3 Source attribution for
particulate matter in
Berlin

A lthough the model systemat-
ically underestimates the ob-

served PM2.5 (and PM10) levels, in
this section we present a sectoral and
regional source attribution for PM2.5
and PM10 of the Berlin agglomeration
area. Since the episodes with the high-
est particulate matter concentrations
occur during the fine mode dominated
cold season and the model performance
is best for PM2.5, our main focus is on
the source attribution of PM2.5. The
sectoral/ regional source attribution
provides insights to the most important
source sectors/ regions contributing to
Berlin’s PM mass concentration.

An overview of the annual mean con-
tributions of source sectors and regions
for Berlin and the rural background is
also presented in Table II.4. For Berlin
the (3 year-) mean modelled urban
background PM2.5 concentrations for

the 2016 to 2018 (10.4 µg m−3) are
explained by households (3.2 µg m−3),
industry & energy (2.0 µg m−3), bound-
ary (1.4 µg m−3), agriculture (1.3
µg m−3), traffic (1.3 µg m−3), rest (0.7
µg m−3) and natural (0.5 µg m−3). The
modelled annual mean urban increment
for PM2.5 is mainly composed of house-
holds (1.6 µg m−3) and traffic (0.5
µg m−3). During the whole period the
most important contribution to PMCO
comes from (semi-)natural sources, i.e.,
sea salt and dust. In the rural back-
ground natural sources contribute 1.6
µg m−3 on average to PMCO. Agricul-
ture provides a secondary contribution
in the rural background, whereas in the
urban background the traffic contribu-
tion (0.8 µg m−3) is the second largest
source sector. The modelled traffic
contribution in the city is largely due
to urban traffic as the modelled traffic
increment is 0.55 µg m−3. The remain-
ing sectors only show small modelled
increments (±0.1 µg m−3) for PMCO.
As PM2.5 is a large fraction of PM10,
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Figure II.8: Overview of observed and modelled concentrations and the increments for PM10,
PM2.5 and PMCO (coarse mode fraction). The observed rural background levels provided
in light grey. The urban increment is provided in dark grey. As the modelled increments
underestimate the observations we provide the modelled urban increment as the green hatched
in this bar. The modelled RB sectors contributions are indicated in the coloured bar. The
modelled urban increment is detailed per sector in the separate graphs on the right side of the
figure (Aa/ Ba for PM2.5, Ab/ Bb for PM10 and Ac/ Bc for the coarse mode, A for winter
and B for summer).

the PM10 source attribution looks sim-
ilar to PM2.5 throughout the year with
respect to the relative shares, but with
enhanced natural contribution derived
from the coarse mode. The sectors
contributing to rural background PM10
during winter show on average a fairly
even distribution over the sectors indus-
try & energy (2.9 µg m−3), household
(2.7 µg m−3), agriculture (2.1 µg m−3)
and natural (2.0 µg m−3) and slightly

lower contributions from traffic (1.4
µg m−3). Remaining sources play a
minor role. The PM10 urban increment
combines the PM2.5 and coarse mode
contributions from households (winter:
2.5 µg m−3) and traffic (winter: 1.0
µg m−3).

From a geographical perspective
the main source area for the PM2.5
in Berlin is Germany (5.1 µg m−3) it-
self, followed by the contributions from
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Figure II.9: Same as in Figure II.8, but for regional contributions.

transboundary transport (3.4 µg m−3).
The German contributions can be sep-
arated into Berlin (2.6 µg m−3), Bran-
denburg (0.7 µg m−3) and remaining
states of Germany (1.8 µg m−3), which
reveals that on average the city contri-
bution slightly exceeds the contribution
of the remaining German sources. The
modelled contribution from foreign
countries to the urban background is
about as large as that of Berlin and
Brandenburg combined. On average,
the transboundary contribution ex-
ceeds those of domestic contribution
in air masses advected to Berlin. Note
that Berlin also contributes to the av-

erage rural background (~0.4 µg m−3).
About one third of foreign shares can
be attributed to Germany’s neighbour-
ing countries Poland (1 µg m−3) and
Czech Republic (0.3 µg m−3). The
remaining foreign contribution (2.2
µg m−3) strongly correlate to the contri-
butions of Poland and Czech Republic,
highlighting the importance of trans-
port of PM from further (south-)east.
Throughout the year the geographic
origin remains similar in terms of rela-
tive contributions.

For PMCO the importance of long-
range transport is lower. The modelled
contribution of German sources exceeds
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those of the transboundary contribu-
tion, which is explained by the shorter
lifetime of the coarse mode. The coarse
mode fraction in the RB has largest
contributions from natural (1.6 µg m−3)
and the rest of Germany (0.5 µg m−3),
while the shares of the remaining re-
gions are forming additional 0.9 µg m−3.
The geographic origin contributions for
PM10 are very similar to that of PM2.5
with the same observations regard-
ing natural contributions as discussed
above.

The urban increment (PM2.5, an-
nual mean: 1.7 µg m−3) is composed
of two terms: 1) a positive increment
induced by emissions in Berlin (+2.3
µg m−3), and 2) a negative increment
from remaining areas (-0.6 µg m−3).
The negative increments mean that
the absolute contribution in the rural
background is larger than in the city.
This can be explained by a) the de-
position of PM transported into the
city from outside and b) the further
dilution of nearby rural emissions when
entering the city. Besides the positive
increments explained by households
and traffic emissions there is a small in-
crement labelled natural (~0.1 µg m−3

annual mean), which is mainly associ-
ated with sea salt in 2016 and 2017,
while in 2018 it additionally contains
continental dust. This natural labelled
increment results rather from the con-
figuration of the measurement locations
than from an urban source since the
urban stations are slightly closer to the
coast.

Figure II.8 and Figure II.9 provide a
graphical overview of the source appor-
tioned rural background concentration
and urban increments. The figure is
separated into two panels: the upper
one highlights the winter period, the
lower one the summer season. The

figure is split into several subfigures.
In Figure II.8A and Figure II.8B the
observational data for PM10, PM2.5
and the coarse mode is provided (grey
for RB and dark grey for UB locations),
while the modelled urban increment
with an offset relative to the observed
is shown (green, hatched). In front
of the observed RB, the modelled RB
(colour-shaded) is shown. Since the
urban increment is the difference be-
tween the urban and rural background,
subfigures Aa/ Ba (PM2.5), Ab/ Bb
(for PM10) and Ac/ Bc (coarse mode)
contain the increments for the absolute
sector contributions. Negative contri-
butions in the urban increment can
appear (e.g., agriculture) due to larger
modelled concentration outside the city
than (attributed to the same sector)
inside the city. The absolute contribu-
tions of the source sectors households
and industry & energy show the largest
variation in time. The contribution
from households in the urban back-
ground dominates during the cold
season (October–March) with mass
concentrations of 5.2 µg m−3, followed
by industry & energy (2.7 µg m−3),
traffic (1.6 µg m−3) and agriculture
(1.4 µg m−3). During the warm season
(April–September) the order of impor-
tance shifts with larger relative contri-
butions for e.g., industry & energy (1.5
µg m−3). During the warm season, the
absolute contribution of the remaining
source sectors is roughly halved, except
for households showing a fifth of their
winter contributions. Hence, in sum-
mer the largest contributions for UB
PM2.5 derive from industry & energy
(1.4 µg m−3), households (1.2 µg m−3),
agriculture (0.9 µg m−3), and traffic
(0.8 µg m−3).

The modelled timeseries allows
to address the source attribution on
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a daily basis. Figure II.5 includes
the contributions simulated by the
LOTOS-EUROS CTM for source sec-
tors (Figure II.5A) and source regions
(Figure II.5B) at station BENAN repre-
senting the urban background of Berlin.
The sectoral contributions contain traf-
fic (light blue), households (purple), in-
dustry/ energy (dark pink), agriculture
(orange), rest (green), natural (blue)
and boundary (dark blue). For the
regional contributions, the labels are
defined as: Berlin (light green), Bran-
denburg (light blue), rest of Germany
(purple), Poland (dark pink), Czech Re-
public (orange), others (green), natural
(blue) and boundary (dark blue). From
day-to-day and for individual periods/
episodes the (relative) source contribu-
tions and dominant sectors may differ
largely from the mean. For example,
during certain peaks in January 2018
the Berlin share rises up to 80 %. More
frequently, Poland contributes an im-
portant fraction of total PM2.5 mass
during wintertime high-concentration
episodes, with contributions up to
1/3rd of the total modelled mass (e.g.,
January 2016, January/ February 2017,
or March 2018). Zooming into the
situation at the beginning of 2017, the
variability induced by meteorological
conditions is nicely illustrated. At the
beginning of the episode the model
estimates high Berlin contributions for
PM2.5 (with about 34 µg m−3) dur-
ing the stagnant conditions until the
weather regime changed to more dilut-
ing conditions (increased wind speeds
and planetary boundary layer height).
Afterwards a continental high-pressure
system dominated the weather situ-
ation causing easterly flows towards
Berlin. During this period the contribu-
tions from Poland, Czech Republic and
remaining foreign countries (= others)

take over the dominating share with
a combined contribution of 2/3rd of
the simulated mass. During this phase
the energy/ industry contribution is
relatively enlarged as well, although
households remain the most impor-
tant sector. The episode lasted until
mid-February when a trough took over
control of the weather causing the
transport of maritime air from the
north Atlantic towards Berlin. As a
result, the contributions from Poland,
Czech Republic and others diminished
and contributions from German sources
dominated the picture again.
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Table II.4: Mean labelled concentrations for sectors and regions for PM2.5 and PMCO for RB, UB and the urban increment.

Source Label UB (µg m−3) RB (µg m−3) Urban Increment (µg m−3)
PM2.5 PMCO PM2.5 PMCO PM2.5 PMCO

Sector Traffic 1.25 0.77 0.90 0.22 0.35 0.55
Housholds 3.21 0.05 1.67 0.02 1.54 0.04

Industry & Energy 2.01 0.31 2.05 0.29 -0.03 0.02
Agriculture 1.25 0.38 1.38 0.45 -0.14 -0.07

Rest 0.74 0.20 0.70 0.12 0.04 0.08
Natural 0.54 1.68 0.56 1.56 -0.02 0.11

Boundary 1.38 0.30 1.40 0.28 -0.02 0.02
Sum: 10.38 3.69 8.66 2.95 1.72 0.75

Region Berlin 2.62 0.78 0.31 0.06 2.31 0.72
Brandenburg 0.68 0.13 0.92 0.16 -0.25 -0.03

Rest Germany 1.80 0.41 2.03 0.52 -0.23 -0.11
Poland 0.95 0.08 0.96 0.07 -0.01 0.01

Czech Republic 0.25 0.02 0.25 0.02 0.00 0.00
Others 2.15 0.29 2.22 0.27 -0.07 0.02

Natural 0.54 1.68 0.56 1.56 -0.02 0.11
Boundary 1.38 0.30 1.40 0.28 -0.02 0.02

Sum: 10.38 3.69 8.66 2.95 1.72 0.75
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II.4 Discussion and
conclusion

I n this paper we conducted an
air pollution simulation with the

LOTOS-EUROS CTM, to address the
source attribution of particulate mat-
ter (PM) for the Berlin agglomeration
area as a first step towards defining the
relevant brute force calculations for the
determination of effectivity. The mod-
elled timeseries allows to address the
source attribution on a daily basis. The
(relative) source contributions and dom-
inant source sectors vary strongly be-
tween episodes. On average, the house-
holds and industry & power contribute
the largest share to the modelled PM2.5
levels in Berlin. Domestic contributions
on average exceed those of transbound-
ary transport, of which the city contri-
bution slightly exceeds the contribution
of the remaining German sources. Dur-
ing wintertime episodes the importance
of source regions in Poland and further
east was highlighted. The source attri-
bution for PM10 looks similar with re-
spect to the relative shares, except that
the natural contribution is enhanced
compared to that in PM2.5.

The evaluation of the model against
UBA measurements has shown an over-
all underestimation for PM. Overall,
the fine mode is better reproduced by
the model than the coarse mode. The
systematic underestimation of modelled
PM is a feature that has been pointed
out in earlier studies using LOTOS-
EUROS (Weijers et al., 2010; Hendriks
et al., 2013; Manders et al., 2017) and
that is shared by many other chemistry
transport models (Marécal et al., 2015;
Bessagnet et al., 2016; Potier et al.,
2019; Belis et al., 2020; Pommier et al.,
2020). In previous studies the missing

mass modelling PM2.5 with LOTOS-
EUROS was related to a missing share
of organic carbon (OC) (Hendriks et al.,
2013; Timmermans et al., 2013). This
is largely solved by the inclusion of con-
densable material (van der Gon et al.,
2015). For a general discussion on the
fine mode, we refer to abovementioned
publications. Below, we mainly focus
on the coarse mode and the urban in-
crement.

The modelled coarse mode urban
increment is underestimated by a fac-
tor of 4. Traffic resuspension is a well-
known source of coarse mode particles
in the urban atmosphere (Amato et al.,
2009). A study by van Pinxteren et al.
(2019) found that the combined traffic
exhaust and resuspension source profile
contributed 17 % to urban background
PM10 in Berlin, whereas the contribu-
tion was around 9 % in the rural back-
ground. Applying these percentages
to the observed 3-year mean concentra-
tions of this study an indication of the
typical urban increment (2.5 µg m−3)
for this source profile can be obtained.
As the profile is dominated by crustal
material and the total coarse mode in-
crement for Berlin is about 3 µg m−3,
the traffic crustal factor obtained by
van Pinxteren et al. (2019) explains the
coarse mode increment to a large part.
In the receptor modelling contributions
from highly correlated sources may ap-
pear in the same profile (Chan et al.,
1999). Hence, other urban sources may
still be included into the estimate. Nev-
ertheless, we conclude that the mod-
elled traffic increment (0.8 µg m−3), be-
ing much lower than deduced from the
observations, explains a large part of
the underestimation of the coarse mode
increment.

Although there is a large body of
work on modelling desert dust, little
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attention has been given to the mod-
elling of crustal material from other
sources in chemistry transport models.
Emission inventories do not contain es-
timates of resuspension of e.g., traffic
and land preparation, although they
can be important sources (Denby et
al., 2013; Thouron et al., 2018; Belis
et al., 2020; Maffia et al., 2020). Most
model systems do not include resus-
pension parameterizations for emissions
from traffic and land management ac-
tivities. Earlier work from Pay et al.
(2011) and Schaap et al. (2009) showed
that implementing a simple resuspen-
sion scheme reduced the BIAS and er-
ror in PM10 predictions. In our model
set-up emission factors are applied to
the mileage driven in each grid-cell for
urban, rural and highway traffic. Im-
plicitly, it is therefore assumed that the
dust reservoir remains constant over
time. Only in case of precipitation, the
resuspension emission flux is set to zero.
The spatial variability of the emission
factors is calculated based on annual
average soil water content (Schaap et
al., 2009). Hence, seasonal variability
as well as the impact of droughts are
not included. Given the range of a fac-
tor of four in reported emission factors
between regions (Gehrig et al., 2004),
an impact of seasonality and especially
drought periods are to be expected. In
a follow-up study we plan to investigate
different approaches to improve this pa-
rameterization.

Another issue that contributes to
the overall underestimation of PM con-
centrations is the reduced capability of
CTMs to model PM during stagnant
weather conditions. A comparison be-
tween different CTMs showed that the
models treat the vertical mixing very
differently (Stern et al., 2008). A re-
cent study connecting LOTOS-EUROS

to an ensemble of COSMO-CLM sim-
ulations with different parameteriza-
tions for boundary layer meteorology,
however, did not show a systematic
effect of different schemes (Thürkow
et al., 2021). Currently, the LOTOS-
EUROS team is assessing the possibility
to move away from the mixed-boundary
layer concept to a set-up with a signif-
icantly larger number of layers, which
has shown to give improved temporal
behavior of the major air pollutants
including PM (Escudero et al., 2019;
Thürkow et al., 2021).

The use of national scale emission
inventories may also lead to problems
due to the use of proxy data, such as
population density. For instance, us-
ing population density to spatially dis-
tribute emissions neglects that urban
populations are much more energy effi-
cient than rural populations (Lobo et
al., 2009; Timmermans et al., 2013).
Such assumptions may lead to system-
atic over and underestimations of urban
emissions in downscaled emission inven-
tories, as for example shown for residen-
tial heating emissions in Paris (Tim-
mermans et al., 2013). In this study
for Berlin, we also used a national scale
emission inventory, and clearly underes-
timate the urban increment. For NOX
Kuik et al. (2018) have shown that the
emission totals of the national scale and
local inventory for Berlin were only a
few percent apart. In their study, Kuik
et al. (2018) concluded that the large
systematic BIAS between WRF-Chem
modelled and observed NO2 levels was
connected to a general underestimation
of NOX emissions from traffic. Hence,
primary emissions of transport need fu-
ture attention. To improve the tem-
poral and spatial variability of emis-
sions from the residential heating sec-
tor we have applied temperature de-
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pendent emissions as this leads to im-
proved modelled pollutant concentra-
tions (Mues et al., 2014). Similarly,
dynamic approaches should also be in-
cluded for other sectors like e.g., road
transport, which also shows consider-
able variability due to ambient tem-
perature (Matzer et al., 2017). In a
follow up study, we plan to assess if
these recent findings significantly affect
the modelled urban increments for NO2
and PM.

Evaluating the gradients between
source regions and background levels
may provide important information to
get to the reason of the underestima-
tion. We have used the traditional
approach of Lenschow in this paper
(Lenschow et al., 2001). Recently, using
this approach to calculate the impact
of a city was criticized because the ru-
ral background concentrations partly
include the urban signal (Thunis et
al., 2018). Hence the urban increment
would underestimate the urban contri-
bution. In our study the gradients be-
tween urban and rural sites were calcu-
lated in the same way for the modelled
and observed results. The modelled
urban contribution to the UB PM2.5
concentration is 2.62 µg m−3 whereas
the modelled increment is 1.72 µg m−3.
Thunis et al. (2018) used a BF ap-
proach to quantify the impact of the
urban emissions on the (rural) back-
ground concentrations as function of
the distance to the city for London,
Paris, Berlin and Brussels using the
CHIMERE model for 2010. Although
the size of the urban contribution de-
pends on the choice and configuration
of the rural and urban observation sites
as well as the model system used, our
study confirms that the urban incre-
ment from the Lenschow approach is a
lower estimate for the urban contribu-

tion in the city.
In order to reveal further shortcom-

ings of the model system we recom-
mend a comparison of LOTOS-EUROS
results to those of receptor model re-
sults. Furthermore, a dynamic model
evaluation as in Banzhaf et al. (2015)
but including source attribution would
help to further analyse the source at-
tribution of the model and reveal its
weaknesses. For the near future we pro-
pose the enhancement of resuspension
schemes in CTMs and an improvement
of the emission variability in space and
time.

Code and data availability. The
LOTOS-EUROS source apportionment
code used in this study is property of
TNO and not allowed to be shared
publicly. The LOTOS-EUROS model
is available as open source-version (ex-
cluding the data source attribution
package) for public use via www.lotos-
euros.tno.nl.
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Highlights

• An interface of the LOTOS-EUROS CTM to the COSMO-CLM model
was developed.

• PBL conditions were improved by the COSMO-CLM, but no clear bias
correction is evident using different parametrizations.

• Higher resolved model simulations lead to a more realistic representation
of the urban-increment.

• Impacts on PM mass concentrations of refined vertical layers are much
larger compared to the meteorological input-data.

• Ammonium and Nitrate responded highly sensitive to different simulation
set-ups.
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III. A multi-meteorological comparison for episodes of PM10 concentrations in
the Berlin agglomeration area in Germany with the LOTOS-EUROS CTM

Abstract

P articulate matter (PM) remains as one of the most relevant air-
quality concerns in urban environments. The Berlin agglomeration

area is still affected by exceedances of the daily limit value of the PM
concentration, especially during wintertime PM episodes. In this study,
we present test-case studies with the LOTOS-EUROS CTM to improve
the representation of PM episodes in the Berlin agglomeration area. A
variety of simulations were compared for two winter episodes characterized
by cold stagnant conditions, using different meteorological input data
(from the European Centre for Medium Weather Forecast (ECMWF)
and the Consortium for Small-Scale Modelling-Climate Limited-area
Modelling (COSMO-CLM)) and horizontal and vertical resolutions of
the LOTOS-EUROS CTM. The LOTOS-EUROS CTM indicates too
high mixing from the planetary boundary layer (PBL) to higher layers,
leading to an underestimation of the PM mass concentration in the
Berlin agglomeration. As major impact factor the mixing layer height
(MLH) can be identified. Through applying the COSMO-CLM model the
meteorological representation of the PBL and MLH can significantly be
improved, whereas sensitivity studies only exhibit a small variation of the
PBL meteorology and did not further improve the MLH. As the MLHs
of both models are underestimated compared to observations and their
derivation is questionable, we advise not to use this quantity any longer in
CTMs. By contrast, applying a multi-level approach excluding the MLH,
provides a considerable increase in the total PM mass concentration amount.
The redistribution and increased nitrate and ammonium concentration
can be mentioned as the main culprit. However, the best-fit simulations
were obtained for the multi-level configuration fed by COSMO-CLM input
data, additionally representing a more realistic urban increment.

Keywords: particulate matter, LOTOS-EUROS, COSMO-CLM, planetary
boundary layer, composition of PM
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III.1 Introduction

P oor air quality is one of the
most important environmental

concerns of the 21st century (Lim et al.,
2012). Exposure to particulate matter
(PM) is thought to dominate the health
impacts of air pollution (Boldo et al.,
2006; Brook et al., 2010; Costa et al.,
2014). According to the European
Environment Agency each year about
62.300 premature deaths in Germany
are caused by fine particulate matter
(PM2.5) (EEA, 2018a). Although a
large part of the urban population in
Germany is exposed to concentrations
above the PM target value of the World
Health Organization (WHO, 2005), the
annual limit values for both PM2.5 and
PM10 as introduced by the European
Ambient Air Quality Directive (EC,
2008) are currently not exceeded across
Germany (UBA, 2019). In practice,
the daily mean limit value for PM is
more stringent than the annual mean
limit values (Engler et al., 2012) and is
still exceeded at traffic sites throughout
Germany (UBA, 2019). To enable the
development of cost-effective mitigation
strategies to further reduce the health
impacts by PM and the number of
limit value exceedances it is required to
understand the sources and processes
leading to the enhanced concentration
levels in episodes as compared to nor-
mal conditions (Belis et al., 2020).

PM concentrations are the result
of processes involving direct emissions,
chemical transformations, vertical mix-
ing, long-range transport and dry and
wet deposition, all depending on me-
teorological parameters (Zhang et al.,
2015). Hence, establishing the origin
of PM is complex as the contributions
from local and distant, natural and
anthropogenic, as well as individual

source sectors vary largely with sea-
son and synoptic situation (Tai et al.,
2010; Mues et al., 2012; Zhang et al.,
2015). High concentrations of PM are
often associated with cold and stag-
nating weather conditions (Tai et al.,
2010). Although the exceedances of
limit values occur especially at the
local urban scale (van Pinxteren et
al., 2019), the regional background
provides the most important mass
contribution to observed PM levels in
European cities (Beekmann et al., 2015;
Garg and Sinha, 2017). Berlin, and
East Germany in general, are affected
by air masses from different European
regions, i.e. western Europe through
westerly air masses and central Europe
through (south-) easterly air masses
(Lenschow et al., 2001). In winter,
the latter are associated with cold,
stagnant weather conditions (Spindler
et al., 2004; Brüggemann et al., 2009;
Engler et al., 2012). Recent receptor
modelling results showed combustion
and secondary inorganic aerosols, e.g.
ammonium, nitrate and sulfate, to be
the main source groups during such
cold spells (van Pinxteren et al., 2019).
The same conditions also cause large
trans-boundary contributions from
Eastern European countries (van Pinx-
teren et al., 2019; Timmermans et al.,
2020). As methodologies combining
measurements and back trajectories as
well as receptor models usually provide
a limited number of source sectors and
are less suitable to quantitively identify
the source regions (Belis et al., 2020),
one cannot rely on observations alone
to quantify the relevant (geographic)
source contributions.

Chemistry transport models
(CTMs) are deterministic and can
provide quantitative source attribution
estimates, which is an advantage above
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qualitative results based on empirical
studies (Potier et al., 2019). Numer-
ous model studies have been carried
out to point out the sources of PM
and their composition (Hendriks et al.,
2013; Garg and Sinha, 2017; Thunis
et al., 2018; Potier et al., 2019). How-
ever, a prerequisite for using these
modelling results is that they repro-
duce the observed concentration levels
and their variability. Previous stud-
ies have highlighted the challenges of
modelling PM episodes under stable
conditions. Underestimation of the ob-
served PM concentration can be related
to insufficient treatment of temporal
emission variability (Mues et al., 2014)
or underestimation of residential wood
combustion emissions (Spindler et al.,
2004; van der Gon et al., 2015). In
addition, the reliability of simulations
with CTMs to quantify concentrations
strongly depends on the quality of the
meteorological input data (Vautard et
al., 2012). A multi-model comparison
for an winter episode in 2003 revealed
a characteristic underestimation of the
PM concentrations in modern CTMs
(Stern et al., 2008). Parametrizations
of the mixing layer height (MLH) in
meteorological models are identified as
one source of the underestimation of
PM under stable conditions and shallow
boundary layers as shown by Seibert et
al. (2000). Still, only a few studies have
addressed the improvement of plane-
tary boundary layer (PBL) variables
for use in air quality model simulations
(Hu et al., 2010; Buzzi et al., 2011;
Banks and Baldasano, 2016).

In this study we explore if we can
improve the modelling of PM episodes
during winter in east-Germany by high
resolution nonhydrostatic meteorologi-
cal modelling (dynamical downscaling)
using the COSMO-CLM model. Sensi-

tivity studies were conducted to inves-
tigate the representation of the PBL
conditions. Meteorological quantities
as the MLH were evaluated against
radiosonde observations. The impact
of different PBL parameterizations on
modelled PM concentrations was an-
alyzed. In addition, we investigated
the impact of using two different verti-
cal structures in the LOTOS-EUROS
CTM. The impact of the dynamical
downscaling was compared to the oper-
ational set-up of the LOTOS-EUROS
CTM using the ECMWF meteorologi-
cal driver.

III.2 Methodology

A dynamical downscaling ap-
proach with the COSMO-CLM

model has been applied to generate
high resolution meteorological input
data for the LOTOS-EUROS CTM.
First, we performed sensitivity studies
to investigate the representation of the
PBL conditions on the modelled PBL
height and PM concentrations for Jan-
uary 2016. Accounting for the lessons
learned, we applied the system to the
next winter (September 2016 to March
2017) to further investigate and validate
the impact of different horizontal and
vertical set-ups. To assess the added
value of the dynamical downscaling we
used a simulation with meteorological
input data of the ECMWF forecast
model system (Flemming et al., 2009)
as reference.

III.2.1 Study area and periods

T he Berlin metropolitan area is
the largest conurbation of Ger-

many covering an area of 891 km2.
With more than 3.75 million inhab-
itants Berlin is densely populated.
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Figure III.1: Domain configuration of the model area. Three zooming domains are used for
the LOTOS-EUROS CTM simulations (red). Meteorological boundary datasets are provided
by the ECMWF model (green) and the COSMO-CLM (blue) model. As the COSMO-CLM
model is applying a dynamical downscaling approach, two areas are needed. The investigation
area of Berlin Brandenburg (BB) is attached on the right-hand side and contains the location
of the rural- (orange), suburban- (blue) and urban-background observation sites.

Berlin’s dynamic population increase
combined with a pronounced tourist
impact of about 13.50 million visitors
per year is reflected in the air pollution
management plan by targeting e.g. the
construction (agglomeration) and traf-
fic sectors (SenStadt, 2019). Berlin is
situated in the North German Plain at
52◦30′ N and 13◦30′ E (Figure III.1).
The neighboring republic of Poland is
about 80 km from the eastern edge of
the city. Berlin’s conurbation is charac-
terized by low orography features and
intersected by the Spree valley. The av-
erage altitude above sea level is about
35-70 m increasing towards the bor-
der of the city. The maximum ele-
vation is about 115 m. According to
the prevailing season, Berlin is domi-
nated by maritime climate in summer
and continental climate in winter. The
ambient air pollution in Berlin and
its vicinity can be regarded as mod-
erate. Annual average PM10 concen-
trations in 2016 ranged between 22.0

µg m−3 and 26.8 µg m−3 for urban back-
ground and traffic stations, respectively
(SenStadt, 2019). Levels in the sur-
rounding rural area are typically about
17.0 µg m−3 and thus about 5.0 µg m−3

lower than recorded in the urban back-
ground (LFU, 2018). In recent years,
exceedances of daily mean limit values
of the PM concentration were limited
and have only been recorded at traffic
locations (LFU, 2018; SenStadt, 2019).

This study focuses on two periods,
i.e. January 2016 and September 2016
to March 2017. These periods were se-
lected as they contain episodes exceed-
ing the daily PM limit value, caused
by cold and stable weather conditions
(Figure III.2). January 2016 was se-
lected as this month is split into two
major periods differing in their mete-
orological conditions. The first cold
spell in the first week (2nd to 7th) was
characterized by an easterly wind in-
flow. Temperature minima down to
-10.0 ◦C were observed at the surface.
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Figure III.2: Time series of investigation periods, representative for January 2016 (a) and
January to February 2017 (b) for the Berlin agglomeration. PM mass concentration levels
(black) are plotted on top with meteorological fields, as the mixing layer height (blue), the 2
m-temperature (red), the 10 m-wind-speed (green) and the 10 m-wind-direction above. Red
dots indicate exceedances of the daily limit value. Parameters representing the spatial average
of all observation sites.

A second (19th to 22nd) took place with
a low pressure system crossing induc-
ing inversion layering. Temperatures
during the westerly wind period reflect
the typical variation of a frontal pas-
sage and therefore vary between 0 ◦C
and -10.5 ◦C. Apart from the differ-

ing wind direction the meteorological
conditions during both periods were
quite similar. Low wind speeds were
recorded for both periods resulting in
a monthly mean of about 3.4 m s−1 at
the surface. The MLH derived from
radiosonde data was on average about
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647 m and showed a large day-to-day
variability. A PM episode with concen-
trations reaching values well above 90
µg m−3 was observed from the 2nd to
the 7th (see Figure III.2). Despite sim-
ilar meteorological conditions, during
the westerly wind inflow period (19th

to 22nd), no exceedances of the daily
limit values were identified.

As the period of January 2016 is
quite short, a second investigation pe-
riod containing a winter PM episode
has been examined. Therefore, the
September 2016 to March 2017 was se-
lected, with similar meteorological con-
ditions compared to the reference pe-
riod of January 2016 during wintertime
of January to February 2017. The Jan-
uary to February 2017 was affected by
low mixing and a mean mixing layer
height of about 545 m. Mean tempera-
tures were close to zero with minima of
about -10 ◦C. The average wind speed
below 3 m s−1 is quite low, whereas ex-
ceedances of the daily limit values again
only occur during easterly wind peri-
ods. An advantage of investigating this
winter is that we could use the data of
the PM-OST campaign (van Pinxteren
et al., 2019) for evaluating the modelled
PM composition.

III.2.2 Nonhydrostatic
meteorological
modelling

A dynamical downscaling of the
ERA-Interim reanalysis (Dee

et al., 2011) was performed using the
COSMO-CLM version 5.00 (Consor-
tium for Small-Scale Modelling-Climate
Limited-area Modelling) model (Doms
et al., 2011; Doms and Baldauf, 2018)
by using a double nesting approach.
The first nested domain of the COSMO-

CLM model (Figure III.1) covers Eu-
rope from 4◦ W down to 40◦ E and 42◦

N - 59◦ N with a horizontal resolution of
0.0625◦ (7x7 km2). The second nested
domain covers Germany and Poland
between 8◦ E - 25◦ E to 48◦ N - 57◦

N with a resolution of 0.025◦ (2.8x2.8
km2). Independent of the spatial reso-
lution 40 vertical levels were used, with
at least 11 levels below 1 km to be able
to represent the vertical behavior in the
PBL. The domain configuration was
chosen to resemble the DWD COSMO-
DE configuration to allow for future
operational use of COSMO-DE to pro-
vide air quality forecasts.

The convective scale operational
numerical weather prediction model
COSMO-LM, was originally developed
at the German Weather Service (DWD).
The aim was to be able to simulate
nonhydrostatic processes which appear
on the meso-β and meso-γ scale. The
model focuses on deep moist convec-
tion and severe weather events. In
Rockel et al. (2008) a documentation of
the COSMO-CLM, the climate mode
of the COSMO-LM, is given. The cli-
mate mode is designed for longer sim-
ulation periods using numerous lateral
boundary conditions (e.g. sea surface
temperatures, vegetation parameters).
COSMO-CLM is a limited-area model
defined on spherical rotated geographi-
cal coordinates, following a generalized
terrain height coordinate in the verti-
cal. A staggered Arakawa C-grid is
used to represent the orthogonal dis-
cretization (Arakawa and Lamb, 1977),
with a Lorenz hybrid z-layering applied
in the vertical (Herzog et al., 2002a).

The representation of the PBL
was investigated for January 2016 by
an ensemble of turbulence parameter-
ization schemes of the COSMO-CLM
model (Table III.1). Ranging from ba-
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sic meso-β flow systems to more sophis-
ticated ones, the spectra of turbulent
closure approaches is broad. Three clo-
sure approaches of the vertical diffu-
sion and two surface flux schemes are
available in the COSMO-CLM model.
A detailed description of the imple-
mented parameterizations can be found
in (Doms et al., 2011). In this study
a combination of all 6 parameteriza-
tions have been applied (Table III.1).
The most simple closure approach as
shown by Muller (1981) (1-D Diagnos-
tic Closure) is based on the assumption
of the boundary layer approximation
neglecting horizontal turbulent fluxes.
Mellor and Yamada (1974) developed
a more extensive second-order param-
eterization (1-D TKE-Based Diagnos-
tic Closure), extended by Louis (1979)
with a surface flux formulation for the
Prandtl-layer dependent on stability
and roughness-length. The most so-
phisticated closure approach (3-D TKE-
Based Prognostic Closure) focuses on
highly resolved LES-like model simula-
tions of subgrid-scale processes to avoid
current boundary layer approximations
(Herzog et al., 2002a; Herzog et al.,
2002b). According to Louis (1979) ana-
lytical functions are applied to solve the
transfer coefficients of roughness length
and stability parameters of the surface
flux formulation based on the Businger
relations (Businger et al., 1971) (Stan-
dard Bulk-Transfer Scheme). Based on
the coefficients of the Mellor-Yamada
closure, the second surface flux scheme
applies two layers by using a trans-
port resistance of the laminar turbu-
lent roughness layer and a constant
Prandtl-layer. As described in Doms
et al. (2011) an advanced surface layer
scheme (TKE-Based Surface Transfer
Scheme) is implemented into COSMO-
CLM relating to the Mellor-Yamada
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closure approach (Mellor and Yamada,
1974). The surface layer is sub-divided
into roughness layer and Prandtl-layer.
Additional control parameters like as
the turbulent length and the diffusion
coefficients of heat enlarge the range of
possible configuration options. Differ-
ent setups such as the impact of the
turbulent heat and moisture fluxes and
their reliance to condensation processes
(lexpcor), the computation of thermal
sources (ltmpcor) as well as the con-
sideration of the convective buoyancy
(ltkecon) for the TKE equation and
variations in the heat capacity of air
(lcpfluc) have been used as further test
properties (Table III.1). A more de-
tailed description of the applied con-
trol parameters are available in the
COSMO-CLM users guide (Schättler
et al., 2019). For the winter of 2016-
2017 we performed a single dynamical
downscaling using the advised setup
using the "1-D TKE-Based Diagnostic
Closure" and the "TKE-Based Surface
Transfer Scheme".

III.2.3 Chemical transport
modelling

A ir quality simulations were
performed using the chem-

istry transport model(CTM) LOTOS-
EUROS version 2.1 (Manders et al.,
2017). LOTOS-EUROS is an open-
source 3D CTM, developed at TNO
(Netherlands Organization for Applied
Scientific Research) in cooperation
with partners such as the FUB (Freie
Universität Berlin). The aim of the
model is to analyze and forecast air
pollution concentrations in the lower
troposphere. The model is part of
the European regional ensemble of
the Copernicus Atmospheric Monitor-
ing Service (CAMS) (Marécal et al.,

2015), providing operational forecasts
and analyses for Europe. An impor-
tant application of the model is for
source apportionment in different re-
gions worldwide, e.g. Netherlands,
China, and Germany (Kranenburg et
al., 2013; Timmermans et al., 2017;
Timmermans et al., 2020).

LOTOS-EUROS is based on a regu-
lar Eulerian grid with variable horizon-
tal resolution over Europe (Manders
et al., 2017) and terrain following
vertical coordinates. The gas-phase
chemistry is solved with the TNO
CBM-IV scheme, a simplified version
of the original scheme by Whitten et
al. (1980). The hydrolysis of N2O5
(Schaap et al., 2004) and the cloud
chemistry sulfate formation (Banzhaf
et al., 2012) are explicitly treated.
Computations for aerosol chemistry
are performed with the ISORROPIA-II
module (Fountoukis and Nenes, 2007).
Dry deposition processes for the gas-
phase are derived based on the DEPAC
(DEPosition of Acidifying Compounds)
module (Van Zanten et al., 2010; Kruit
et al., 2012). Dry deposition of parti-
cles is implemented using the scheme
of Zhang et al. (2001). Wet deposition
processes are solved as described by
Banzhaf et al. (2012). The horizontal
advection of pollutants is calculated ap-
plying a monotonic advection scheme as
shown by Walcek (2000). For a more
detailed description of the LOTOS-
EUROS model we refer to Manders
et al. (2017) and references therein.
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Table III.2: Model runs and settings performed for the LOTOS-EUROS model.

COSMO-CLM ECMWF IFS 12 h forecasts

M
et

eo
ro
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gi

ca
lI

np
ut

D
at

a

Spatial
Resolution

0.0625◦x0.0625◦

@ 7x7 km2 (LR)
0.025◦x0.025◦

@ 2.8x2.8 km2 (HR)
0.14◦x0.14◦

@ 15x15 km2

Vertical
Resolution

Lorenz hybrid z-level (40 layers) 3-layer-interval-averaged product
of the ECMWF-L91 hybrid-sigma

pressure levels (20 layers)

Domain 4◦ W - 40◦ E to
42◦ N - 59◦ N

8◦ E - 25◦ E to
48◦ N - 57◦ N

46◦ W - 84◦ E to
26◦ N - 78◦ N

PBL
Sensitivity

see Table III.1 /

C
he

m
ic

al
Tr

an
sp

or
t

M
od

el
Se

t-
U

p

Spatial
Resolution

0.125◦x0.0625◦

@ 7x8 km2 (D2)
0.0625◦x0.03125◦

@ 4x4 km2 (D3)

Vertical
Structure

Multi layering
approach @ 15 layers

up to 2 km

Mixed layer
approach @ 5 layers

up to 5 km

Multi layering
approach @ 15 layers

up to 12 km

Domain 5◦ E - 25◦ E to 47◦ N - 55◦ N 10◦ E - 12◦ E to 50◦ N - 54◦ N

Period January 2016 September 2016 - March 2017

Boundary
Conditions

LOTOS-EUROS climatological simulation with ECMWF IFS 12 h forecast
conditions (0.5◦x0.25◦ @ 28x32 km2)

Anthrop.
Emissions

CAMS-RWC-AP 2015 (v1.1) and
CAMS-2015-RWC-update-GrETa-gridding (v1.1) (van der Gon et al., 2015)
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For Europe, a regional inventory
of the CAMS emissions developed by
the TNO for 2015 was applied. The
GRETA (Gridding Emission Tool for
ArcGIS, Schneider et al. (2016)) in-
ventory is used for the German an-
thropogenic emission distribution (Ta-
ble III.2). A separate annual time
profile for each source category rep-
resents the temporal variation that
breaks down the annual emission to-
tals. The CAMS fire product (Kaiser
et al., 2012) provides information on
wildfire emission sources. Chemical
boundary conditions were taken from
the Integrated Forecasting System pro-
vided by ECMWF (European Centre
for Medium-Range Weather Forecasts)
(C-IFS, Marécal et al. (2015)).

The standard meteorological input
data of the LOTOS-EUROS CTM is
derived from the operational meteoro-
logical dataset of the IFS (Integrated
Forecasting System) provided by the
ECMWF (Flemming et al., 2009). The
meteorological forecasts offer a spatial
resolution of about 0.14◦, with hybrid-
sigma pressure layers define the vertical
coordinate system (Eckermann, 2009).
The vertical resolution of the input data
corresponds to a selection of 20 layers
by vertical interval averaging of 3 layers
derived from the ECMWF-L91 product,
with the lowest level matching the ini-
tial layer of the ECMWF meteorology.
The meteorological forecast is stored to
enable re-analyses of past periods. The
ECMWF data cover Europe from 46◦

W down to 84◦ E and 26◦ N - 78◦ N
(Figure III.1).

The standard approach for increas-
ing resolution by nesting the LOTOS-
EUROS air pollution modelling is per-
formed by a statistical downscaling
of the ECMWF meteorological input
data. In this study an interface

between COSMO-CLM and LOTOS-
EUROS was developed to make fur-
ther use of the dynamically downscaled
COSMO-CLM meteorology. To imple-
ment the meteorological input data of
the COSMO-CLM model, the spheri-
cal rotated horizontal and the hybrid
z-layering vertical grid information’s
has been described within the LOTOS-
EUROS CTM. A corresponding spec-
ification of the transformation of the
available COSMO-CLM variables into
the required fields within the LOTOS-
EUROS CTM was performed like it was
already implemented for the ECMWF
model (Manders et al., 2017) and for
the WRF model (Escudero et al., 2019).
Both the horizontal and vertical grid
configuration correspond to the model
specification as provided by the DWD
model family, avoiding interpolation
of the data. The LOTOS-EUROS
simulations were performed for three
different regions and spatial resolu-
tions using a one-way nesting approach
(Figure III.1). The large scale Euro-
pean simulation (28x32 km2) was per-
formed with ECMWF meteorology, the
higher resolution nests over Germany-
Poland (7x8 km2) and East-Germany
(4x4 km2) were performed by both me-
teorological drivers (Figure III.1).

Two concepts of the vertical struc-
ture were tested in the LOTOS-EUROS
CTM. The current operational LOTOS-
EUROS model set-up uses a dynamic
mixed layer approach (MIX) consist-
ing of 5 layers extending up to 5 km
above sea level to determine the verti-
cal (Manders et al., 2017). The vertical
is structured by using a static surface
layer of 25 m followed by a dynamic
layer. The height of the dynamic layer
equals the MLH, derived by the meteo-
rological input data. Up to 3.5 km two
equally thick dynamic reservoir layers
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are implemented. Hence, the depth of
the vertical layers varies in time and
space. To resolve free tropospheric
transport processes like mineral dust
transport, a fifth layer exceeding the
3.5 km altitude is used. As prerequisite
for applying the dynamic mixed layer
approach a homogenous pollutant dis-
tribution is presumed within the PBL.
However, assuming a well-mixed PBL
can lead to a wrong representation of
the vertical mixing in the model sys-
tem. Due to deep reservoir layers over-
estimated mixing, particular during sta-
ble weather conditions with low MLHs,
occurs. Therefore, recent model de-
velopments apply a much larger num-
ber of vertical layers in the LOTOS-
EUROS CTM to reproduce the verti-
cal structure of the planetary boundary
layer (Escudero et al., 2019) and to
provide a better understanding of the
vertical distribution of pollutants, the
multi-level version (MUL) negates the
assumption of a well-mixed PBL and
better accounts for the residual layer
dynamics. The multi-level model ver-
sion uses the vertical level information
as provided by the meteorological input
data. Here, the multi-level approach
of LOTOS-EUROS was applied using
the lowest 15 hybrid z-level of COSMO-
CLM and hybrid-sigma pressure layers
of the ECMWF as input data.

III.2.4 Observational data and
metrics

T he meteorological simulations
were evaluated compared to

radiosonde observation from Linden-
berg, Schleswig, Greifswald in Germany
and Leba, Legionowa and Wroclaw in
Poland. To compare to both meteoro-
logical model systems, the radiosonde
observations were vertically interpo-

lated to the corresponding model layer-
ing. To derive the MLH for both, ob-
servations and model results, the bulk
Richardson method was used (Seibert
et al., 2000). Defined as an dimension-
less quantity and used in the turbu-
lent kinetic energy (TKE) equation, the
bulk Richardson number describes the
bulk-ratio of the buoyant consumption
term and the mechanical production
term (Stull, 1988). The MLH refers to
the altitude at which the bulk Richard-
son number is reaching a pre-set thresh-
old, known as the critical Richardson
number. Critical values of 0.2–1.0 are
indicated in literature. Here we used
the COSMO-CLM thresholds of 0.33
at stable conditions (Wetzel, 1982) and
0.22 during convection (Vogelezang and
Holtslag, 1996) to determine the MLH
based on the thermo-dynamical param-
eters and moisture variables.

To evaluate the modelled PM mass
concentrations, observation data were
collected from the ground-based moni-
toring networks in Germany collected
by the German Environment agency
UBA (www.uba.de). As we evaluated
relatively short time periods, we chose
to ensure full data coverage by using
monitoring sites with 99 % data avail-
ability. Traffic sites were neglected
as these are not representative for the
model resolution. The monitoring sites
were clustered into rural-background
(6), suburban-background (10) and
urban-background (4). To determine
the contribution of individual compo-
nents to the total PM concentration,
data from the PM-OST monitoring
campaign were used (van Pinxteren et
al., 2019). The spatial-temporal mass
concentration characteristics were illus-
trated by box plots. Mean diurnal and
weekly cycles were calculated for all
sites clustered by station type to ex-
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amine the temporal variability of mod-
elled and measured mass concentration.
When analyzing the mass concentra-
tion per station type the data for all
stations within a type were averaged in
advance. To quantify the impact of me-
teorological conditions on the PM mass
concentration level, a classification was
carried out. The classification is based
on three meteorological quantities. 2m-
temperature (TC ≤ 273.15 K and TW
> 273.15 K), 10m-wind speed (WS10L
≤ 3.3 m s−1 and WS10H > 3.3 m s−1

and 10m-wind direction (WD10 [0◦...
360◦, 90◦]). Equally sized clusters were
defined by using a bootstrapping algo-
rithm. To include vertical mixing, the
classified PM concentration data were
plotted against the MLHs of both me-
teorological input data sets. To assess
the different model configurations used
in this study, model statistics based on
Chang and Hanna (2004) were used.

III.3 Results

III.3.1 January 2016

A comparison of both meteorolog-
ical data from COSMO-CLM

and ECMWF against radiosonde data
was carried out for January 2016 before
investigating the impact on the chemi-
cal transport modelling. Here we focus
on thermodynamic parameters such as
the MLH, temperature and wind speed.
To evaluate the COSMO-CLM model,
an ensemble of the PBL parameteriza-
tion simulations is used.

Observed temperature profiles of
the lower PBL are rather well cap-
tured by both meteorological input
datasets (Figure III.3, left). The en-
semble of the COSMO-CLM model
predicts systematically lower tempera-
tures in the model domain compared to

the ECMWF model, with an underes-
timation of observed values increasing
towards the surface. The ECMWF
model overestimates the temperatures
compared to observations, most pro-
nounced above the 700 m altitude. The
structure of the vertical profile in the
observations is considerably better re-
flected by the COSMO-CLM ensemble
than the ECMWF model. Both models
do not represent the cold easterly wind
inflow period as well as the westerly
wind inflow period.

For wind speed both meteorological
datasets show a striking underestima-
tion (of up to a factor of three) of the
measured values (Figure III.3, right).
The underestimations are visible over
the entire vertical of the PBL and
are most pronounced at about the
700 m altitude. The ensemble of the
COSMO-CLM model provides higher
wind speeds and a closer resemblance of
the observed profile than the ECMWF
model.

In general, the MLHs (Figure III.4)
derived from both model simulations
are lower compared to those derived
from radiosonde measurements. The
monthly mean bias of the ECMWF
model is about -226 m and about -
123 m for the COSMO-CLM ensemble
mean. This could be attributed to an
insufficient representation of the sen-
sible and latent heat flux of the used
model systems in the target area, which
leads to lower near surface temperature
estimates compared to the observations
and the subsequent formation of inver-
sion layers. Further research studies
are required to investigate this issue.
Deviations from the mean provide in-
formation of the variability and the
temporal evolution. With this respect
a large spatial variability between ob-
servation sites can be recognized, with

117



III. A multi-meteorological comparison for episodes of PM10 concentrations in
the Berlin agglomeration area in Germany with the LOTOS-EUROS CTM

Figure III.3: Profiles of the temperature (left hand side) and the wind-speed (right hand side)
for January 2016, split into sub-periods of 01.-31., 03.-07. and 19.-22.01.2016. Observation
data are selected out of radiosonde measurements at Schleswig, Leba, Greifswald, Legionowa,
Lindenberg and Wroclaw and color-coded in black. Model simulations are color-coded in green
(ECMWF) and blue (COSMO-CLM). The COSMO-CLM model data is plotted as ensemble
mean of the boundary layer parameterizations with their related spread marked as grey area.
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Figure III.4: Time series of the mixing layer height and deviation from mean, for January
2016. Observations are derived from radiosonde data in Schleswig, Leba, Greifswald, Legionowa,
Lindenberg and Wroclaw is color-coded in black. Meteorological boundary data is color-coded
in green (ECMWF) and blue (COSMO-CLM). The COSMO-CLM data is plotted as ensemble
mean of the boundary layer parameterizations, the related spread marked as grey area and
with the standard deviation coded as dashed line.
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the largest variation appearing in Leba.
A rather good representation of the
temporal evolution, with a correlation
coefficient of 0.76, can be achieved us-
ing the COSMO-CLM ensemble. The
ECMWF model, on the other hand,
has weaknesses representing the tem-
poral evolution (correlation coefficient
0.13) of the MLH. The main weakness
of both models is indicated by the
standard deviation of the MLH. Even
though the standard deviation of the
COSMO-CLM ensemble MLH is closer
to the observation, modelled values
(about 340 m) are lower than observed
(424 m). A noticeable lower standard
deviation around the mean MLH is
computed for the ECMWF model (189
m). Hence, the dynamical downscaling
using COSMO-CLM provides improved
meteorological information compared
to the standard dataset from ECMWF.

The impact of different PBL pa-
rameterizations of the COSMO-CLM
model can be regarded as small (grey
area in Figure III.3). Main impact can
be noted in the lower atmosphere, with
largest differences near the surface com-
pared to the ensemble mean, which can
be explained by a lower vertical layer
thickness near the surface. Lowering
the diffusion coefficient of heat leads to
cooler conditions with increased wind
speeds, whereas e.g. the 3-D TKE-
based prognostic closure approach leads
to a warming in the PBL. Largest dif-
ferences with a temperature variance of
about 1 K can be observed especially
during cooling events. Changes in wind
speed are about 1 m s−1 during the
PM episode and about 0.5 m s−1 for
the entire month. The MLH and the
corresponding temporal evolution are
not significantly affected (see grey area
in Figure III.4). Although the spread
between members is up to 200 m and

thus comparatively large, no single
ensemble member provides a consistent
indication of a better performance in
representing the PBL meteorology.

Below, the COSMO-CLM ensem-
ble and the reference ECMWF data
are used to drive the LOTOS-EUROS
CTM.

Monthly mean PM mass concentra-
tion levels in the rural background dur-
ing January 2016 were about 24 µg m−3

(see Figure III.5 and Table III.3). The
LOTOS-EUROS CTM simulations
fed with the COSMO-CLM ensemble
underestimate the observed concentra-
tions by 8.1 µg m−3 on average. The
modelled variability is much lower than
observed in reality. This can be ex-
plained by an overestimation during
the westerly wind period of about 0.5
µg m−3, and a relatively large under-
estimation during the easterly wind
regime (up to -43.6 µg m−3). Despite
of a similar meteorological situation
with a stagnant weather condition, this
discrepancy can be explained by a high
transboundary PM contribution. The
simulations with the COSMO-CLM
ensemble of PBL parameterizations
do not provide large differences in
the modelled PM mass concentration
(Table III.3). On average, PM levels
modelled by individual members are
deviating less than 0.4 µg m−3 from
the ensemble mean (Figure III.5). The
model performance statistics for the
ensemble mean of all LOTOS-EUROS
simulations show small positive im-
pacts on the temporal correlation and
the normalized mean squared error
compared to the individual simulation
members (Table III.3). In Table III.3
we also compare the validation statis-
tics of simulations using ECMWF and
different model resolutions. Using
ECMWF meteorological data instead
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Figure III.5: PM mass concentration of the LOTOS-EUROS CTM dependent on the
meteorological boundary conditions, the boundary layer parameterization, the horizontal
resolution, and the vertical grid structure for the Berlin agglomeration. Three sub-periods have
been investigated and are presented from top to bottom (01.-31., 03.-07. and 19.-22.01.2016).

of COSMO-CLM provides larger cor-
relation coefficients and lower error
statistics. Independent on meteorologi-
cal driver the vertical structure leads
to a substantial increase in levels and
modelled variation. The increase in
horizontal resolution (D3 vs D2) leads
to a slightly larger increment between
rural and urban sites.

In short, the impacts of the
COSMO-CLM ensemble (members) is
small compared to the use of different
meteorological input data (COSMO-
CLM vs ECMWF) and using different
vertical model resolutions. The latter
are discussed in more detail below for
the winter 2016-2017, for which we did
not pursue to perform the full ensemble
calculations.
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Table III.3: Statistics on modelled and observed means (µ), standard deviation (σ), temporal correlation coefficient (RT), spatial correlation
coefficient (RS), geometric mean bias (MG), normalized mean square error (NMSE), geometric variance (VG), fractional bias (FB) and number of
sites (NoS) for January 2016.

COSMO-CLM

MIX

D2
15.70 ± 06.43 23.99 ± 21.76 0.53 0.52 1.68 1.25 1.16 0.42 6 RUBG
15.23 ± 06.20 27.26 ± 25.61 0.50 0.53 1.74 1.46 1.64 0.57 10 SUBG
20.08 ± 09.47 31.88 ± 35.17 0.24 0.88 1.80 1.36 2.03 0.45 4 URBG

D3
14.77 ± 06.19 23.99 ± 21.76 0.55 0.59 1.72 1.34 1.27 0.48 6 RUBG
14.16 ± 05.50 27.26 ± 25.61 0.51 0.58 1.82 1.57 1.82 0.64 10 SUBG
21.31 ± 10.74 31.88 ± 35.17 0.17 0.94 1.82 1.28 1.96 0.40 4 URBG

ENS
15.93 ± 06.63 23.99 ± 21.76 0.58 0.53 1.62 1.24 1.09 0.40 6 RUBG
15.55 ± 06.36 27.26 ± 25.61 0.51 0.57 1.69 1.44 1.57 0.55 10 SUBG
20.18 ± 09.49 31.88 ± 35.17 0.26 0.89 1.76 1.35 2.00 0.45 4 URBG

MUL

D2
20.20 ± 11.41 23.99 ± 21.76 0.56 0.65 1.42 1.06 0.70 0.17 6 RUBG
19.75 ± 11.29 27.26 ± 25.61 0.50 0.64 1.42 1.24 1.02 0.32 10 SUBG
23.32 ± 13.14 31.88 ± 35.17 0.36 0.90 1.42 1.24 1.55 0.31 4 URBG

D3
21.33 ± 11.31 23.99 ± 21.76 0.51 0.71 1.43 0.98 0.70 0.12 6 RUBG
20.92 ± 10.99 27.26 ± 25.61 0.47 0.74 1.38 1.15 0.95 0.27 10 SUBG
26.09 ± 14.07 31.88 ± 35.17 0.28 0.94 1.48 1.08 1.43 0.20 4 URBG

ECMWF IFS

MIX

D2
20.15 ± 06.69 23.99 ± 21.76 0.62 0.64 1.42 1.17 1.00 0.37 6 RUBG
16.72 ± 06.66 27.26 ± 25.61 0.57 0.62 1.46 1.31 1.35 0.48 10 SUBG
19.39 ± 08.51 31.88 ± 35.17 0.36 0.88 1.56 1.35 2.01 0.49 4 URBG

D3
16.35 ± 06.76 23.99 ± 21.76 0.64 0.72 1.41 1.17 0.99 0.38 6 RUBG
16.77 ± 06.67 27.26 ± 25.61 0.60 0.58 1.45 1.31 1.30 0.48 10 SUBG
20.12 ± 08.98 31.88 ± 35.17 0.36 0.95 1.54 1.31 1.91 0.45 4 URBG

MUL

D2
23.02 ± 11.00 23.99 ± 21.76 0.67 0.86 1.35 0.87 0.50 0.04 6 RUBG
22.91 ± 11.05 27.26 ± 25.61 0.60 0.69 1.30 1.00 0.73 0.17 10 SUBG
24.61 ± 12.00 31.88 ± 35.17 0.46 0.95 1.33 1.10 1.32 0.26 4 URBG

D3
22.95 ± 11.00 23.99 ± 21.76 0.67 0.93 1.35 0.87 0.50 0.05 6 RUBG
23.00 ± 11.08 27.26 ± 25.61 0.61 0.61 1.29 1.00 0.70 0.18 10 SUBG
24.98 ± 12.14 31.88 ± 35.17 0.46 0.95 1.33 1.08 1.30 0.24 4 URBG
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III.3.2 September 2016 to
March 2017

III.3.2.1 Meteorological input data

C lassifying the PM concentration
by meteorological conditions for

September 2016 to March 2017, more
detailed information can be obtained
on their relationship to thermodynam-
ical quantities. Figure III.6 illustrates
the well-known feature of high PM con-
centration levels predominant during
cold periods when a shallow mixing
layer is observed. By contrast, a low
mass concentration is evident during
relative mild winter periods. Periods
with weak wind speeds are linked to lo-
cal impacts like urban emissions, high
wind speeds are associated to long-
range transport. Concentration lev-
els are higher at south-east wind di-
rections than at north-west ones in
the investigation area of Berlin. Sum-
marizing, high concentration levels in
Berlin can be linked to long-range trans-
port of air masses from East-European
countries, during cold stagnant condi-
tions. PM concentrations during west-
erly wind periods are well represented
while an underestimation of PM concen-
trations is present for all mixed-layer
model versions during easterly wind pe-
riods with respect to the UBA measure-
ments. Warm periods are better repro-
duced than colder episodes. Largest
PM underestimations for September
2016 to March 2017 are obvious for con-
ditions with cold south-easterly high
wind periods by up to 15.0 µg m−3

compared to the observation. LOTOS-
EUROS CTM simulations driven by
the COSMO-CLM model and ECMWF
input data differ, depending on the me-
teorological condition, in their mean
MLH by about 75 m with the ECMWF

model providing lower values for most
of the time. Related PM mass concen-
tration levels vary within 5.0 µg m−3,
with largest deviations during cold peri-
ods. Simulation results of the LOTOS-
EUROS CTM using input data of the
COSMO-CLM model are on average
about -1.4 µg m−3 lower in rural ar-
eas than ones computed by using the
ECMWF model, with the more strik-
ing difference of about -7.4 µg m−3 evi-
dent during cold stagnant PM episodes,
which could be related to higher wind
speeds of the COSMO-CLM model.

For winter December 2016 to Febru-
ary 2017, the monthly mean rural back-
ground concentration was 21.7 µg m−3,
with the major impact attributed to
urban agglomerations of about 27.4
µg m−3 (Figure III.7 and Table III.4).
This corresponds to an urban incre-
ment of about 5.7 µg m−3. The rural
background concentration levels for the
mixed-layer model versions are underes-
timated by about -2.7 µg m−3 on aver-
age with respect to the UBA measure-
ments. Especially urban background
(-5.2 µg m−3) influenced areas cannot
be captured by the LOTOS-EUROS
CTM. Therefore, the modelled urban
increment is underestimated by about
3.2 µg m−3 on average. The average
urban increment of the COSMO-CLM
model system, applying the dynamical
downscaling approach, lowers the un-
derestimation of the increment of mod-
elled PM mass concentration levels in
the LOTOS-EUROS CTM seen in UBA
measurements (Figure III.7).

This particularly affects the en-
hanced PM mass concentration levels
of urban agglomerations. More gra-
dients are visible in the PM distribu-
tion across highly polluted areas such
as Berlin. Whereas the rural back-
ground concentration estimates for win-

123



III. A multi-meteorological comparison for episodes of PM10 concentrations in
the Berlin agglomeration area in Germany with the LOTOS-EUROS CTM

Figure III.6: Modelled (left: mixed layer approach [MIX], middle: multi-layering concept
[MUL]) and observed (right) PM mass concentration levels are plotted over the MLH (a–f)
for September 2016 to March 2017. Rural-background sites are used as evaluation sites, with
the COSMO-CLM model (top) and ECMWF model (bottom) representing the meteorological
boundary data. The PM mass concentration levels are divided into different classes depending
on the meteorological condition. Anomalies of the different configurations are plotted on each
side. The temperature impact is color-coded: TC ≤ 273.15 K as blue and TW > 273.15 K
as red. Wind speed is marked by the arrow length: WS10L ≤ 3.3 m s−1 and WS10H > 3.3
m s−1. The wind direction is associated to the arrow direction: WD10 [0◦... 360◦, 90◦])

ter December 2016 to February 2017 are
slightly higher by using the COSMO-
CLM model compared to the observa-
tions (bias of -3.1 µg m−3) than those of
the ECMWF model system. In the ur-
ban background area, an underestima-
tion of -4.4 µg m−3 is obvious with re-
spect to the observations. This results
in an urban increment of 4.4 µg m−3.

Figure III.8 provides observed and
modelled diurnal and weekly cycles of
surface PM concentration levels for win-
ter December 2016 to February 2017.
The observed diurnal cycle is character-
ized by a minimum during lunchtime
and a maximum at night, caused by
the natural development of the MLH.

Whereas, in the urban area two peak
values are observed during daytime,
between 8-11 GMT and 19–22 GMT,
mainly attributed to the impact of traf-
fic rush hours and heating in conurba-
tion areas. Diurnal cycles are too pro-
nounced in the LOTOS-EUROS CTM
simulations. Lower concentration lev-
els are predominant in the early morn-
ing hours from midnight to 6:00 GMT,
with about -5.5 µg m−3 in rural areas
and about -6.8 µg m−3 in the urban
background compared to the observa-
tion. Towards the evening the bias is
reduced to about -3.5 µg m−3 in rural
areas and about -2 µg m−3 in the urban
background with respect to the UBA
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Figure III.7: Map of the observed (dots) and the modelled (ECMWF-MIX: a, ECMWF-
MUL: b, COSMO-CLM-MIX: c and COSMO-CLM-MUL: d) PM mass concentration level for
December 2016 to February 2017.

measurements. The mean correlation of
the diurnal cycle for urban sites is 0.81,
with simulations driven by COSMO-
CLM input data showing smaller corre-
lation coefficients by about 0.07. The
more pronounced overshooting of peak
concentration levels in urban areas by
using the COSMO-CLM model reduces
the temporal correlation to 0.57. Over-
all higher correlations can be provided
using the ECMWF input data in the
rural and sub-urban background area
by about 0.05.

As the impact for different horizon-
tal (D2 vs. D3) and vertical resolutions
(MIX vs. MUL) of the LOTOS-EUROS

CTM simulations is similar for varying
meteorological input-data, we will focus
on the COSMO-CLM model system.

III.3.2.2 Model resolution

D ifferences by increasing the hor-
izontal resolution are particu-

larly evident when applying the dy-
namical downscaling approach of the
COSMO-CLM model, with the major
benefit of the higher resolution recog-
nized in a more detailed representation
of the spatial concentration distribu-
tion. For instance, increasing the hori-
zontal resolution applying the zooming

125



III. A multi-meteorological comparison for episodes of PM10 concentrations in
the Berlin agglomeration area in Germany with the LOTOS-EUROS CTM

Figure III.8: Diurnal (left) and weekly (right) cycle of the observed (black solid line) and the
modelled (green: dashed line - ECMWF-MIX, dotted line - ECMWF-MUL; blue: dashed line
- COSMO-CLM-MIX, dotted line - COSMO-CLM-MUL) PM mass concentration levels for
December 2016 to February 2017, split into urban- (top), suburban- (mid) and rural-background
(bottom) areas.

approach of the LOTOS-EUROS CTM
(D2 to D3) is slightly affecting the PM
mass concentration and reduces the ru-
ral background levels of the LOTOS-
EUROS CTM model (Table III.4 and
Figure III.7). On average lower val-
ues of -1.1 µg m−3 were computed com-
pared to the coarser resolution for win-
ter December 2016 to February 2017.
In contrary, the concentration amount
in the urban background of the LOTOS-
EUROS CTM is increased by about 0.9
µg m−3 when increasing the resolution
from 7 km to 2 km. This increases the

urban increment to about 6.4 µg m−3.
Simulation results show that different
horizontal resolutions applying different
vertical structures delivered similar re-
sults, thus for the remainder discussions
we will stick with the higher resolved
model version.

Changing the vertical structure
(MIX vs. MUL) of the LOTOS-EUROS
CTM exhibits a larger impact than
increasing the horizontal resolution.
By applying the multi-level approach,
higher levels of the PM mass concen-
tration are obvious in almost all me-
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teorological conditions with respect to
the mixed layer approach (Figure III.6).
The multi-level version leads to a con-
siderably reduction of the underesti-
mation during cold south-easterly high
wind periods from -14 µg m−3 to about
-4.0 µg m−3 compared to the observa-
tions. At the same time, an overesti-
mation during cold westerly wind con-
ditions is apparent by now of up to
10.0 µg m−3 with respect to the ob-
servations. Regarding warm westerly
conditions a mean overestimation of
about 4.0 µg m−3 system can be recog-
nized applying the multi-layering con-
cept compared to the UBA measure-
ments. Increased PM mass concentra-
tion levels are predominant in the whole
model domain when using the multi-
level model version (Table III.4 and
Figure III.7). In particular, the rural
background concentration levels are in-
creased by up to 8.4 µg m−3 on average
compared to the mixed layer approach.
This leads to an average overestimation
of rural background concentrations of
up to 4.3 µg m−3. The urban concen-
tration levels are overestimated by up
to 3.5 µg m−3. The urban increment is
about 4.9 µg m−3 but is only slightly
underestimated compared to the UBA
measurements.

III.3.2.3 Model performance

M odel statistics show high agree-
ment of the model simula-

tions compared with observations (Ta-
ble III.4). An overall good representa-
tion of the observations can be achieved,
with highest model performance evi-
dent for the multi-level version of the
LOTOS-EUROS CTM. On average,
high-resolution model simulations of
the LOTOS-EUROS CTM show the
best spatial performance with spatial

and temporal correlation increasing
with higher vertical model resolution.
Best agreements can be observed for
the dynamical downscaling approach
of the COSMO-CLM input data com-
bined with increased vertical resolution
of the LOTOS-EUROS CTM, with spa-
tial averaged model statistics of about
0.74 for the temporal correlation, 0.70
for the spatial correlation, -0.11 for the
fractional bias, 0.23 for the normalized
mean square error, 1.29 for the geomet-
ric variance and 0.91 for the geometric
mean bias.

III.3.2.4 Composition of PM

I n the following section, the com-
parison of the observed and mod-

elled PM concentration is extended
by chemical compounds (Figure III.9
and Figure III.10). This provides more
information on the mechanisms causing
to different results in the applied model
configurations. The modelled and ob-
served data were spatially averaged
over the entire investigation area.

The observed PM composition
shows high levels of nitrate (18 %),
ammonium (10 %) and sulfate (13 %)
as well as organic matter (23 %) for
January to February 2017. Lower con-
tributions can be attributed to sodium
(1 %) and elemental carbon (3 %). The
predominant compound is classified
as undefined (34 %) which includes
mineral dust, oxides, and other trace
materials.
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Table III.4: Statistics on modelled and observed means (µ), standard deviation (σ), temporal correlation coefficient (RT), spatial correlation
coefficient (RS), geometric mean bias (MG), normalized mean square error (NMSE), geometric variance (VG), fractional bias (FB) and number of
sites (NoS) for December 2016 to February 2017.

COSMO-CLM

MIX

D2
18.55 ± 09.75 21.67 ± 14.89 0.72 0.54 1.37 1.09 0.29 0.16 6 RUBG
18.39 ± 09.52 24.71 ± 16.27 0.76 0.29 1.36 1.25 0.35 0.29 10 SUBG
23.01 ± 12.62 27.36 ± 18.69 0.65 0.76 1.36 1.15 0.35 0.17 4 URBG

D3
17.50 ± 08.84 21.67 ± 14.89 0.71 0.59 1.38 1.13 0.35 0.21 6 RUBG
17.24 ± 08.41 24.71 ± 16.27 0.75 0.24 1.39 1.30 0.45 0.36 10 SUBG
23.86 ± 12.74 27.36 ± 18.69 0.57 0.78 1.38 1.08 0.39 0.14 4 URBG

MUL

D2
24.45 ± 15.64 21.67 ± 14.89 0.77 0.74 1.36 0.93 0.22 -0.12 6 RUBG
24.38 ± 15.54 24.71 ± 16.27 0.80 0.43 1.28 1.06 0.17 0.01 10 SUBG
28.32 ± 18.42 27.36 ± 18.69 0.71 0.78 1.32 1.03 0.26 -0.03 4 URBG

D3
25.92 ± 15.43 21.67 ± 14.89 0.76 0.80 1.34 0.85 0.23 -0.18 6 RUBG
25.68 ± 15.04 24.71 ± 16.27 0.79 0.50 1.24 0.97 0.17 -0.03 10 SUBG
30.88 ± 18.32 27.36 ± 18.69 0.67 0.79 1.29 0.90 0.28 -0.12 4 URBG

ECMWF IFS

MIX

D2
18.93 ± 09.49 21.67 ± 14.89 0.76 0.63 1.25 1.06 0.25 0.14 6 RUBG
19.55 ± 09.68 24.71 ± 16.27 0.80 0.41 1.23 1.16 0.28 0.23 10 SUBG
22.20 ± 11.68 27.36 ± 18.69 0.69 0.66 1.26 1.17 0.34 0.21 4 URBG

D3
18.86 ± 09.45 21.67 ± 14.89 0.76 0.68 1.25 1.06 0.26 0.14 6 RUBG
19.41 ± 09.52 24.71 ± 16.27 0.80 0.41 1.22 1.16 0.29 0.25 10 SUBG
23.02 ± 12.33 27.36 ± 18.69 0.67 0.78 1.26 1.13 0.34 0.17 4 URBG

MUL

D2
28.04 ± 16.54 21.67 ± 14.89 0.76 0.84 1.30 0.74 0.27 -0.26 6 RUBG
28.28 ± 15.86 24.71 ± 16.27 0.81 0.59 1.20 0.82 0.16 -0.13 10 SUBG
30.06 ± 18.45 27.36 ± 18.69 0.67 0.79 1.20 0.88 0.29 -0.09 4 URBG

D3
27.70 ± 16.18 21.67 ± 14.89 0.76 0.87 1.30 0.74 0.26 -0.24 6 RUBG
27.98 ± 15.69 24.71 ± 16.27 0.81 0.61 1.19 0.83 0.16 -0.12 10 SUBG
30.44 ± 19.02 27.36 ± 18.69 0.64 0.85 1.21 0.87 0.32 -0.11 4 URBG
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Results

As mentioned in the previous sec-
tion model simulations of the mixed-
layer version indicate an overall un-
derestimation of the total PM mass
concentration especially during PM
episodes in comparison to the observa-
tions. The largest part of the model
bias can be attributed to an underesti-
mation of sulfate, primary organic mat-
ter (POM), and the undefined fraction
with estimated average underestima-
tions ranging between -1.2 µg m−3 for
Sulfate and POM and of -8.0 µg m−3

for the undefined fraction, respectively.
By contrast, the components sodium,
and elemental carbon show positive bi-
ases up to 1.4 µg m−3 compared to the
observations. Ammonium is slightly
underestimated, whereas nitrate shows
a small overestimation (both about
±0.2 µg m−3).

Simulations by using different
model resolutions in the horizontal or
the vertical grid structure and different
meteorological input data, especially
affects individual chemical components
as e.g. nitrate, and sulfate, which are
highly sensitive compounds in the used
model systems (Figure III.10). These
observed sensitivities and their related
overestimation of PM concentration
levels compared to observations are
primarily induced by the multi-level
version of the LOTOS-EUROS CTM.
The largest gain in mass concentra-
tion in the order of about 4.5 µg m−3

is evident for nitrate, leading to an
averaged overestimation of the same
order of magnitude compared to the
observations. Similar results are obvi-
ous for ammonium, which results in an
overestimation of the averaged fraction
of about 1.3 µg m−3 compared to the
measurements. Ammonium nitrate
is a semi-volatile component and its
formation depends a combination of

factors including temperature, relative
humidity, stability, and the precursor
concentrations. In this case, the ab-
sence of the meteorological impact on
ammonia emissions may increase the
effects as the rise of ammonium ni-
trate occurs at (colder) moments when
ammonia emissions are below average.
The mass concentration of POM is
increasing with higher vertical layering
also by about 0.6 µg m−3. By contrast,
the sodium mass concentration was
reduced and leads to a reduction of the
model bias (0.2 µg m−3). In all simu-
lations a below average performance
is found for the formation of sulfate.
Compared to the observations, the
model bias (-0.4 µg m−3) for sulfate is
considerably reduced on average, but
still the temporal trend is difficult to
capture.

Using different meteorological input
data is not as large reflected in the dis-
tribution of the chemical compounds.
The results differ in the concentration
mass corresponding to the conclusions
mentioned above with small changes
in the model bias of nitrate and POM
ranging within 0.5 µg m−3 when using
the COSMO-CLM model. By contrast,
the fraction of sulfate is changed for
January to February 2017 and coun-
teracts the model bias. In comparison
to the ECMWF driven model system,
a negative difference prior to and a
positive one during the PM episode
appears.

The smallest variations in the com-
ponent distribution can be observed
by increasing the model resolution
using the zooming approach in the
LOTOS-EUROS CTM, with higher
POM concentration and lower nitrate
levels modelled for the observation sites
for January to February 2017. Aver-
aged differences of up to 0.3 µg m−3
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Figure III.9: Time series of observed (PM-OST) and modelled PM mass concentration levels
(on top) for January to February 2017. Difference (black line) to the Observation (PM-OST)
and the reference model (ECMWF-MIX-D2) are listed below and separated into their chemical
composition (bar charts).
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Figure III.10: Scatter plot of modelled
(MOD) compared to of observed (OBS: PM-
OST) mass concentration levels of nitrate
(on top) and sulfate (bottom) for January to
February 2017.

with respect to the lower resolution
can be recognized. The impact of ele-
mental carbon becomes more relevant
with higher resolution increasing the
mass concentration in the order of
0.1 µg m−3, which results in a larger
overestimation of about 0.4 µg m−3

compared to the observation.

III.4 Discussion and
conclusions

W e successfully developed an in-
terface to the COSMO-CLM

model and explored the impact of dif-
ferent meteorological input data and
horizontal and vertical resolutions for
the LOTOS-EUROS CTM. The quality
of the meteorological input data are a
major impact factor on chemical trans-
port modelling and can thus be one
reason for excessive mixing (Vautard
et al., 2012). Our study shows that
meteorological conditions can signifi-
cantly be improved by applying the
dynamical downscaling approach of the
COSMO-CLM model compared to the
ECMWF reference data. Especially
the comparison to observed MLHs,
derived from radiosonde data using
the bulk Richardson method (Seibert
et al., 2000), exhibits a good agreement.
Weaknesses are apparent representing
the MLH top with a low bias, while
the temporal evolution and the vari-
ability are well reflected. Previous
studies also mentioned a systematic
underestimation of the PBL height of
the COSMO model during convective
situations or frontal crossings, com-
parable to the prevailing conditions
during the selected investigation period
(Fay and Neunhäuserer, 2005). Baars
et al. (2008) also published model sim-
ulation results of the COSMO model
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indicating a too low MLH of about 20
%. In the study of Baars et al. (2008)
the dependency to cloud cover was em-
phasized with highest underestimation
appearing when clouds are predicted
by the model but are not existent at all.
By contrast, the study by Coen et al.
(2014) indicates a general overestima-
tion of the COSMO model caused by a
too rapid increase in the early morning
hours, with larger differences during
cloudy conditions as well. As reason
of these positive and negative model
bias compared to the observations,
differences in the stratification of at-
mospheric parameters can be regarded
as the main impact factor, caused in
particular by the orographic situation
in the studies mentioned above.

To provide reliable meteorological
conditions of the PBL for the investi-
gation area of Berlin, we attempted to
improve the variability of the MLH by
using different PBL parameterizations
of the COSMO-CLM model. Neither
the simulation of the mean nor the
representation of the variability can
be improved much by the sensitiv-
ity simulations of the COSMO-CLM
model. The overall total variation
caused by the parameterizations is
small and no clear bias correction can
be achieved. Previous studies already
mentioned similar difficulties adopting
parametrizations. Buzzi et al. (2011)
for instance indicates a loss of informa-
tion of the near-surface temperature
inversion when too low diffusion coef-
ficients are applied, with high values
are required to avoid low mixing. A
further study by Meissner et al. (2009)
indicates minor impact of varying phys-
ical model parameters compared to
changing meteorological driving data
of the COSMO-CLM model. This may
indicate that the downscaling domain

of COSMO should be increased sub-
stantially in the future to widen the
ensemble spread.

In fact, the MLH is not a physical
parameter, it is simply a diagnostic
quantity and cannot be directly mea-
sured with the determination associ-
ated with certain limitations (Schäfer
et al., 2006). However, studies on the
comparability of MLH retrievals de-
liver significant differences especially
depending on the meteorological condi-
tions. Based on the algorithm used to
derive the MLH, such as temperature
profiles, sodar results and lidar, various
solutions can be obtained (Coulter,
1979; Seidel et al., 2010; Beyrich and
Leps, 2012; Haeffelin et al., 2012). The
differences even increase when complex
methods are used to distinguish be-
tween several PBL types (Coen et al.,
2014). This leads to a validation and
implementation problem in CTMs. To
avoid the issue of the derivation prob-
lem, we advise not to use the MLH as
input or validation data for CTMs in
contrast to previous recommendations
by studies like as Geiß et al. (2017).
In accordance with the suggestion of
Hanna and Yang (2001) we therefore
increased the vertical grid resolution
of the model to better reflect shallow
inversion conditions by applying the
recent multi-layering version of the
LOTOS-EUROS CTM.

The impact on the PM mass con-
centration of the vertical layering in
the LOTOS-EUROS CTM is much
larger than the planetary boundary
layer meteorology, with the multi-level
approach of the LOTOS-EUROS CTM
significantly increasing the concentra-
tion mass in the investigation area of
Berlin. Major impact can be associated
to cold stagnant weather conditions,
especially easterly wind periods and
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a better representation of high trans-
boundary PM contributions. By con-
trast, warm periods are not as large
modified by using the high vertical grid
structure. This can be attributed to
a modified distribution of the chemi-
cal compounds, especially nitrate, and
ammonium, which responded highly
sensitive within the used model set-ups.
Compared to the mixed-layer version
the nitrate and ammonium concentra-
tion levels are increased and lead to an
increased total PM mass concentration
when applying the higher resolved ver-
tical layering structure.

This study and recent assessment
for NO2 and ozone show that the multi-
level approach of the LOTOS-EUROS
CTM keeps the pollutants closer to
the surface than the mixed layer ap-
proach (Escudero et al., 2019; Fallah
et al., 2020). Fallah et al. (2020) fur-
ther reveals a seasonal relationship of
the nitrogen oxide mass concentration
levels dependent on the applied vertical
set-up, with an overestimated mixing in
the mixed-layer version of the LOTOS-
EUROS CTM. The similarity of the
results for summer was large, where a
better performance for the multi-level
model version was found for the winter
season compared to the mixed-layer
approach. However, the refined ver-
tical layering still results in too high
PM concentration levels in urban areas
and non-polluted periods, thus further
investigations of the model set-up must
be carried out.

Higher resolved model simulations
and the use of the COSMO-CLM
model as meteorological input data,
leads to a more realistic representation
of the urban-increment compared to
coarser model simulations driven by the
ECMWF model. Especially the spatial
distribution of the PM background

concentration is considerably improved.
The higher horizontal resolution of the
LOTOS-EUROS CTM in combination
with high resolution meteorological
input data hence leads to less artificial
dilution in urban areas.

Individual chemical compounds
should be examined and considered
separately by applying a labelling ap-
proach. Underestimated processes like
as resuspension due to traffic, construc-
tion or agriculture could then easily
be identified to improve the emission
inventory for the Berlin agglomeration.
Further investigations based on source
apportionment and receptor studies
and their comparison to PMF observa-
tions should be carried out to further
enhance the insight of long-range and
local contributions in the investigation
area of Berlin.
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Highlights

• A high resolution (national scale) multi-model intercomparison study was
applied.

• The models show room for improvement predicting O3 at night and MDA8
O3 > 120 µg m−3.

• To evaluate the ozone sensitivity to temperature a new metric was
developed.

• A large spread was found between the CTMs for the ozone sensitivity to
temperature.
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IV. Dynamic evaluation of modeled ozone concentrations in Germany with four
regional chemistry transport models

Abstract

S imulating the ozone variability at regional scales using chemistry
transport models (CTMs) remains a challenge. We designed a

multi-model intercomparison to evaluate, for the first time, four regional
CTMs on a national scale for Germany. Simulations were conducted
with LOTOS-EUROS, REM-CALGRID, COSMO-MUSCAT and WRF-
Chem for January 1st to December 31st, 2019, using prescribed emission
information. In general, all models show good performance in the
operational evaluation with average temporal correlations of MDA8 O3
in the range of 0.77-0.87 and RMSE values between 16.3 µg m−3 and
20.6 µg m−3. On average, better models skill has been observed for rural
background stations than for the urban background stations as well as
for springtime compared to summertime. Our study confirms that the
ensemble mean provides a better model-measurement agreement than
individual models. All models capture the larger local photochemical
production in summer compared to springtime and observed differences
between the urban and the rural background. We introduce a new
indicator to evaluate the dynamic response of ozone to temperature.
During summertime a large ensemble spread in the ozone sensitivities
to temperature is found with (on average) an underestimation of the
ozone sensitivity to temperature, which can be linked to a systematic
underestimation of mid-level ozone concentrations. During springtime we
observed an ozone episode that is not covered by the models which is likely
due to deficiencies in the representation of background ozone in the models.
We recommend to focus on a diagnostic evaluation aimed at the model
descriptions for biogenic emissions and dry deposition as a follow up and
to repeat the operational and dynamic analysis for longer timeframes.

Keywords: air quality, model evaluation, inter-comparison, ozone, nitrogen
oxides
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Introduction

IV.1 Introduction

O zone (O3) remains one of the
most toxic and ecologically

detrimental air pollutants in Europe.
Alongside particulate matter and nitro-
gen oxides, exposure to ozone causes a
substantial burden of diseases in Ger-
many (e.g., Krug et al., 2019; Krug
et al., 2020). Millions of people are
exposed to ozone levels above the
WHO guideline values (EEA, 2018a).
Ozone is not emitted but rather formed
through complex chemical reactions
in the atmosphere. Processes influ-
encing ozone in the troposphere act
over a range of spatial scales, from the
global scale (Crutzen, 1973), through
the regional scale (Schnell et al., 2015),
down to the urban scale (Churkina
et al., 2017). Ozone at a given location
consists of the transported baseline
concentration and the local production
(Parrish et al., 2017; Derwent et al.,
2018). The oxidation of methane in the
remote troposphere and the subsequent
long-range transport of remotely pro-
duced ozone into Europe contributes
to about one third of the annual aver-
age baseline ozone concentration over
Europe (Butler et al., 2020). The long-
range contribution to the background is
strongest in spring, while the local pro-
duction is strongest in summer (HTAP,
2010). High local ozone concentra-
tions associated with ozone threshold
exceedance episodes are primarily at-
tributable to regionally emitted ozone
precursors (e.g., Reidmiller et al., 2009;
Huang et al., 2017; Jonson et al., 2018;
Lupaşcu and Butler, 2019; Lupaşcu
et al., 2022).

The regional buildup of ozone is
highly sensitive to several meteorolog-
ical parameters such as temperature,
moisture, and solar radiation and has

been documented in numerous scientific
studies based on both measurements
and modeling (e.g., Seo et al., 2014;
Coates et al., 2016; Otero et al., 2016;
Kavassalis and Murphy, 2017; Otero et
al., 2018; Luo et al., 2020). The synop-
tic state, such as high-pressure systems
and/ or blocking conditions, can boost
the formation of ozone over a period
of several days (Black et al., 2004).
Biogenic volatile organic compound
(BVOC) emissions are highly temper-
ature dependent (Jacob and Winner,
2009; Monks et al., 2015) and correlate
to clear sky conditions (Guenther et al.,
2006; Guenther et al., 2012). Their
largest impact on ozone formation can
be observed on warm and cloud-free
days (Tawfik and Steiner, 2013) as
photolysis is another crucial factor.
Under high nitrogen oxide (NOX) con-
ditions the photochemical formation
of ozone is enhanced with strong solar
radiation (Kleinman, 1994), especially
during summer when the solar inso-
lation is at its largest (Schaap et al.,
2015; Bessagnet et al., 2016). The
photolysis of ozone can also act as
a sink for ozone, for example in the
remote marine boundary layer where
NOX concentrations are low (Oltmans
and Levy, 1994). In high NOX and
low NMVOC (non-methane volatile
organic compounds) conditions, the
same occurs through the production of
OH and subsequent reaction with ni-
trogen dioxid (NO2). Vegetation is also
an important sink of ozone through
dry deposition. High temperatures
along with low humidity cause plants
to close their stomata to conserve wa-
ter. This reduces the ozone removal
(Fowler et al., 2009; Kavassalis and
Murphy, 2017). A similar correlation
was mentioned by Lin et al. (2020) for
low soil moisture content when plants
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will tend to conserve water. Such a
reduction in ozone dry deposition due
to vegetative water stress can often
be observed during extended episodes
of high ozone levels related to heat-
waves and droughts (Lin et al., 2020).
Churkina et al. (2017) emphasized the
role of enhanced precursor emissions
such as VOCs and the removal effect
of vegetation during heatwaves. Many
of the chemical reactions involved in
the production of ozone are also faster
at higher temperatures (e.g., Sillman,
1995; Atkinson, 2007; Fischer et al.,
2014; Coates et al., 2016).

Extensive modeling efforts are re-
quired to encompass ozone formation
and removal processes with a suffi-
cient high quality representation no-
tably observed for intense episodes. To
hindcast- and forecast the ambient air
pollution of ozone at all scales, a hier-
archy of numerical models is commonly
used, consisting of global models (e.g.,
Young et al., 2018), regional models
(e.g., Colette et al., 2017), and depend-
ing on the application, urban models
(e.g., Maronga et al., 2019). Nowadays,
it is common practice to conduct mod-
eling frameworks using a multi-model
(ensemble) approach with unified input
data (emissions and/ or meteorology)
as done for example in the Coperni-
cus Atmosphere Monitoring Service
(CAMS). Results of an ensemble are
often more robust compared to a sin-
gle simulation and can increase the
validity of the model results (Colette
et al., 2017; Chen et al., 2019). Nu-
merous model intercomparison studies
for ozone have been performed on both
global and regional scales (e.g., Rao
et al., 2011; Foley et al., 2015a; Foley
et al., 2015b; Bessagnet et al., 2016; Co-
lette et al., 2017; Galmarini et al., 2017;
Otero et al., 2018; Chen et al., 2019).

The response of ozone to a uniform
changing emission dataset has been
studied in the HTAP framework (e.g.,
Galmarini et al., 2017; Jonson et al.,
2018). Model performance assessments
and the evaluation of model processes
have been performed within the inter-
comparison studies of ACCMIP (e.g.,
Lamarque et al., 2013; Stevenson et al.,
2013) and CCMI (e.g., Morgenstern et
al., 2017; Dhomse et al., 2018) for the
global scale. The AQMEII (e.g., Rao
et al., 2011; Solazzo and Galmarini,
2016; Galmarini et al., 2017), CAMS
(e.g., Flemming et al., 2017; Inness
et al., 2019) and EURODELTA (e.g.,
Colette et al., 2017) frameworks can
be mentioned as examples for regional
model evaluations. Within CAMS the
needs for the development of regional
air quality modeling aspects have been
developed and described in detail. The
CAMS_61 service provides information
on how to handle daily forecasts- and
hindcasts using multi-model (ensemble)
simulations. Only a few studies for air
quality benchmarking on a national
level have been reported so far.

The quality of model (ensemble)
simulations in the past has predom-
inantly been assessed by determin-
ing the model errors with respect to
in-situ measurements using the op-
erational evaluation. This can be
done using different model quality in-
dicators, such as those provided by
the FAIRMODE initiative (Forum for
AIR quality MODeling in Europe,
https://fairmode.jrc.ec.europa.eu/).
To assess the model errors in more
detail, the dynamic (model) evalua-
tion can be used (e.g., Dennis et al.,
2010; Lecœur and Seigneur, 2013; Hen-
neman et al., 2017). The dynamic
evaluation allows a quality assessment
of model simulations, based on the
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analysis of the relationship between air
pollutants and different input drivers,
such as emissions and/ or meteorology.
While the operational model evaluation
compares the absolute modeled concen-
tration to measurements, the dynamic
evaluation is based on the comparison
of changes in modeled and observed con-
centration levels (Dennis et al., 2010;
Lecœur and Seigneur, 2013). This as-
sesses whether the models can capture
changes in concentrations related to
different meteorological conditions or
emission changes (Dennis et al., 2010).
Modeled and observed sensitivities
to different processes can further be
diagnosed (Dennis et al., 2010; Hen-
neman et al., 2017). Ozone metrics
can be correlated with meteorological
parameters as shown in previous stud-
ies (e.g., Lecœur and Seigneur, 2013;
Otero et al., 2016; Otero et al., 2018).
In Lecœur and Seigneur (2013), corre-
lations were estimated for chemistry
transport model simulations of partic-
ulate matter related to temperature,
precipitation, and wind speed and their
0 to 10 subsequent days. In Otero
et al. (2016) and Otero et al. (2018),
a multiple linear regression analysis
for different meteorological conditions
was applied to estimate their relevance
for ozone. Otero et al. (2016) also
indicate the correlation of probabilistic
threshold exceedances and estimates
the meteorological impact to ozone
extreme values.

In this study we (1) perform a
model inter-comparison study with uni-
form input data (notably emissions and
meteorology) to (2) assess the model
quality on the regional (national) scale
for Germany in 2019, by (3) a com-
bined approach of the operational and
the dynamic evaluation, aiming (4)
to examine model specific behavior

as a function of meteorology. In Sec-
tion IV.2, we describe the experimental
design of the model inter-comparison
study, give information on all four mod-
els applied and the framework used
for the operational and the dynamic
evaluation. In Section IV.3 the results
are provided, discussed and put in a
broader perspective. In Section IV.4
the conclusion is presented.

IV.2 Description of models
and experimental
design

IV.2.1 Participating Models

I n the context of this study four
Eulerian chemistry transport mod-

els have been evaluated and compared:
LOTOS-EUROS, REM-CALGRID,
COSMO-MUSCAT and WRF-Chem
(Table IV.1 & Table IV.2). All models
are designed as regional-scale, limited-
area models to perform air quality
assessments on short- and long time
scales in the lower troposphere and
can be used for process studies in
scientific research activities as well
as for regulatory efforts and policy
advice. All models applied have pre-
viously participated in several model
inter-comparison studies, such as EU-
RODELTA (Colette et al., 2017) and/
or AQMEII (Solazzo et al., 2012; Im
et al., 2015a; Im et al., 2015b), in which
the performance of the models have
been assessed to its peers. The models
are also widely used for ozone applica-
tions (e.g., Flemming and Stern, 2007;
Mar et al., 2016; Escudero et al., 2019).
The models differ in their complexity
with respect to chemical formation pro-
cesses, vertical layering and especially
in their meteorological driving. We
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employed two offline (LOTOS-EUROS
& REM-CALGRID) and two online
models (COSMO-MUSCAT & WRF-
Chem). Characteristics relevant for the
model’s ozone prediction are summa-
rized in Table IV.1 & Table IV.2. For a
complete description with application
examples of the models we refer to the
key references given in the tables.

IV.2.2 Experimental Design

T o guarantee the comparability
of the results as much as possi-

ble, an intercomparison protocol was
developed to harmonize anthropogenic
emissions, meteorological input data,
boundary conditions, model domains
and resolutions as far as possible.

The simulations were conducted for
the year 2019 over a domain encom-
passing Germany (Figure IV.1, upper
panel). Each model simulation has
been performed in a nested approach
with the outer domain covering Europe.
The outer model domain has been
employed to encompass the impacts
of long-range transport on air qual-
ity in Germany. The target domain
over Germany is defined by a regular
longitude-latitude grid with a spatial
resolution of approximately 2x2 km2

and also covers parts of the neighbor-
ing countries, e.g. the Netherlands,
Belgium, Luxembourg, and Poland.
We allow all models to freely select
the number of required intermediate
nested grids. By doing so, the expert
knowledge for each model system could
be used to represent the air quality
in the most accurate manner. Note
that, the model simulations for the
inner nest are performed either with
a grid definition matching or with a
native grid definition close to the target
grid, with all modeled concentrations

harmonized to the target 2x2 km2 grid
for the purposes of intercomparison.

The model simulations were driven
by meteorological input data pro-
vided by the German Weather Ser-
vice (Deutscher Wetterdienst, DWD,
e.g. Reinert et al. (2016b)). For the
large-scale European simulation, the
ICON-EU meteorology with a horizon-
tal resolution of about 7x7 km2 was
selected. Over Germany, the higher-
resolved COSMO-D2 model (~2.2 km2)
has been applied. With the opera-
tional setup, the DWD provides 60
vertical layers for ICON-EU and 65
for COSMO-D2. The offline models
(LOTOS-EUROS & REM-CALGRID)
directly make use of these meteorologi-
cal datasets as 1-hourly input for their
chemical transport modeling. WRF-
Chem and COSMO-MUSCAT (both
online models) use their own methods
for further processing the meteorologi-
cal information according to the needs
of their model specifics. For WRF-
Chem and COSMO-MUSCAT, the
meteorology is simulated as a hindcast
itself, driven by initial and boundary
conditions of the DWD models. To stay
close to the DWD product, the model
simulations are re-/ initialized every
24-72 hours. Aside from the reinitial-
ization of meteorological input fields,
WRF-Chem and COSMO-MUSCAT
also nudge the 3-D meteorological fields
of winds, potential temperature, water
vapor mixing ratio, and geopotential
every hour to ensure that the fields are
not largely diverging from the DWD
models.

For Germany, the officially reported
anthropogenic emissions were pro-
vided by the German Environment
Agency (Umweltbundesamt, UBA,
www.uba.de) for all participating
models individually, gridded using
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the GRETA system (Gridding Emis-
sion Tool for ArcGIS, Schneider et al.
(2016)). For the rest of Europe, the
regional inventory of CAMS for 2018
(CAMS-REG, Kuenen et al. (2022))
was used. The sector classification
for both emission inventories follows
the Gridded Nomenclature for Report-
ing (GNFR). The breakdown of the
GNFR sector F (road transport) in
GRETA towards the sub-categories
F1-F4 is based on a factor split derived
from CAMS-REG (Table IV.3). Area
sources from GRETA’s GNFR sectors
A, B, D, J, and H have been vertically
distributed by using the height profile
presented in Table IV.4. All remain-
ing area sources were to be emitted
into the lowest model layers. Point
sources from GRETA were vertically
distributed using the height informa-
tion that comes with the product.
Profiles for the CAMS-recommended
height distribution for point and area
sources were adjusted by each model
group individually on the correspond-
ing grids of the outer nests. For all
sectors, the emission time profiles were
set to the CAMS temporal profiles to
account for the hourly evolution from
their emitting activity sectors. For
road transport (GNFR sector F) the
direct NO2 emission percentage was
set to 20 %. All other NOX emission
sources are distributed with a 97 % to 3
% (NO to NO2) ratio. The composition
of PM and NMVOCs corresponds to
CAMS-REG and has been adjusted to
the chemical mechanism of the respec-
tive models.

The land use classification is
based on the EU-wide Corine Land
Cover (CLC) dataset for 2018
(EEA, 2021). Over Germany, the
dataset of the Federal Agency for
Cartography and Geodesy (BKG,

https://mis.bkg.bund.de) with a finer
resolution of 5 ha was used. Global
reanalysis data (ECMWF Atmospheric
Composition Reanalysis 4: EAC4) of
CAMS were used as boundary con-
ditions around the outer European
domain including the model top (In-
ness et al., 2019). The EAC4 data are
based on global chemistry transport
calculations in a horizontal resolution
of 0.75◦ and are available in time steps
of 3 hours.
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Table IV.1: Description of basic structures, schemes and relevant parameters of the four participating models (part 1).

LOTOS-EUROS REM-CALGRID COSMO-MUSCAT WRF-Chem
MODEL OVERVIEW
Key references Manders et al. (2017) Stern (2003) Wolke et al. (2012) Grell et al. (2005) and Fast

et al. (2006)
Version 2.2.002 4.0 5.05-02 3.9.1
Research group TNO IVU Umwelt TROPOS RIFS
Two-way feedback offline offline online online
INTERNAL MODEL GRID STRUCTURE
Nesting & horizontal
resolution

3 domains (28x32 km2; 7x8
km2; 2x2 km2)

3 domains (28x32 km2; 7x8
km2; 2x2 km2)

2 domains (14x14 km2; 2x2
km2)

3 domains (30x30 km2;
10x10 km2; 2x2 km2)

Vertical layers 13 10/8 40/65 38
Vertical extent 8000/4000 m (7/10 layers

below 1500 m)
3000 m (8 layers below
1300 m)

8000 m (MUSCAT: 11/20
layers below 1000 m)

20000 m (11 layers below
3000 m)

Depth of first layer 20 m 20 m 20 m 25 m
INPUT DATA (HARMONIZED)
Meteorology ICON-EU & COSMO-D2 (both DWD)
Emissions German Environment Agency (UBA) for Germany & CAMS-REG (Kuenen et al., 2022) for Europe
Boundary conditions CAMS-EAC4 (Inness et al., 2019)
Land use Corine Land Cover 2018 (EEA, 2021) & the 5 ha dataset of the Federal Agency for Cartography and Geodesy (BKG)
MODEL PROCESSES
Advection based on Walcek (2000) based on Walcek (2000),

modified by Yamartino
(2003)

based on Hundsdorfer et al.
(1995), Wolke and Knoth
(2000), and Schlegel et al.
(2012)

third-order Runge–Kutta
time-integration
(Skamarock et al., 2008)

Vertical diffusion Kz-theory, with Kz values
calculated in the stability
parametrization

based on K-theory provided online by COSMO vertical turbulent mixing
calculated online

Dry deposition DEPAC (Van Zanten et al.,
2010)

DEPAC (Van Zanten et al.,
2010)

based on Seinfeld and
Pandis (2006) and
Schlünzen et al. (2012)

based on Wesely (1989)
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Table IV.2: Description of basic structures, schemes and relevant parameters of the four participating models (part 2).

LOTOS-EUROS REM-CALGRID COSMO-MUSCAT WRF-Chem
MODEL PROCESSES
Wet deposition Banzhaf et al. (2012) simple wash-out approach,

scavenging rates are
calculated from
temperature- and
species-dependent Henry’s
Law solubility and rainfall
rate

based on Simpson et al.
(2012)

based on Neu and Prather
(2012)

Gas phase chemistry CBM-IV (Gery et al.,
1989) with 38 species and
96 reactions

CBM-IV (Gery et al.,
1989) with 36 species and
93 reactions

RACM-MIM2-ext
(Stockwell et al., 1997;
Karl et al., 2006; Luttkus
et al., 2022) with 140
species and 335 reactions

MOZART4 (Emmons
et al., 2010) with 140
species and 335 reactions

Cloud chemistry ph dependent oxidation
scheme

no explicit cloud chemistry,
simple parameterization of
sulfate oxidation in clouds

based on Schaap et al.
(2004)

double microphysics
scheme (Morrison and
Gettelman, 2008)

Photolysis computed offline with the
solar-zenith angle and
adjusted online by clouds

offline computed clear sky
rates based on the TUV
radiative transfer model,
online modified by cloud
cover from the
meteorological driver

computed offline with the
solar-zenith angle and
adjusted online by clouds

provided online based on
clear-sky rates as function
of solar-zenith angle and
cloud shading factors

Biogenic emissions similar to Steinbrecher
et al. (2009)

based on Simpson et al.
(1995a), Simpson et al.
(1995b), and Simpson et al.
(1999)

based on Steinbrecher
et al. (2009)

based on Guenther et al.
(2006)

SOA formation not included here SORGAM (Schell et al.,
2001)

based on Schrödner et al.
(2014) and Luttkus et al.
(2022)

based on Knote et al.
(2014)

Sea salt emissions based on Monahan (1986)
and Mårtensson et al.
(2003)

based on Monahan (1986),
Gong et al. (1997a), and
Gong et al. (1997b)

based on Long et al. (2011)
and Sofiev et al. (2011)

based on Monahan (1986),
Gong et al. (1997a), Gong
et al. (1997b), and
O’Dowd et al. (1997)
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Table IV.3: Breakdown of the GNFR sector
F (GRETA) into the transport sub-categories
F1 (exhaust-gasoline), F2 (exhaust-diesel),
F3 (exhaust-LPG) to F4 (non-exhaust) from
CAMS-REG [fraction of the total].

F1 F2 F3 F4
CO 0.75 0.24 0.01 0.00
CO2 0.33 0.66 0.01 0.00
NH3 0.74 0.20 0.05 0.00
NMVOC 0.58 0.16 0.03 0.23
NOX 0.03 0.97 0.00 0.00
PM10 0.05 0.20 0.00 0.75
PM25 0.07 0.31 0.00 0.62
SO2 0.30 0.70 0.00 0.00

IV.2.3 Evaluation metrics and
measurement data

T he modeling results were sam-
pled for locations of the moni-

toring network from the German En-
vironment Agency and the German
federal states, as available in the cen-
tral database at UBA. Based on the
2x2 km2 mesh size of the target grid
resolution, we only incorporated back-
ground sites (urban, suburban, and ru-
ral) into the model performance evalu-
ation. Sites located above 900 m were
excluded from the analysis. In total,
238/ 247 (O3/ NO2) measurement sites
were included (Figure IV.1). The classi-
fication into urban (93/ 108), suburban
(72/ 71), and rural (73/ 68) background
sites was used to discriminate between
more and less polluted areas in Ger-
many. The distinction between rural
and urban sites is used to consider any
(potential) titration effects and provides
information on the modeled ozone pro-
duction efficiency, which may vary con-
siderably with the location and timing
of NOX emissions.

Annual mean concentration maps
were created to illustrate differences
in the spatial distribution between all
models. A regression analysis was per- Ta
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formed to quantify the spatial correla-
tion with measurements. Besides the
evaluation of the spatial distribution,
we generated time series for all sta-
tions from which we show selected sites
in rural (Westerland: DEUB001), sub-
urban (Augsburg: DEBY099) and ur-
ban (Berlin: DEBE034) locations as
well as for all monitoring sites aver-
aged. Time series of the daily mean
and the mean values of the daily maxi-
mum 8-hour average (MDA8) for ozone
provide more insight into the synop-
tic variability. Difference plots address
the specific dissimilarities between the
individual model simulations. By an-
alyzing average weekly and daily vari-
ations, the meteorological impact can
be largely removed, and the effect of
anthropogenic emissions is emphasized.
We therefore calculated average diurnal
cycles for all days of the week. For
ozone we distinguished between the
growing season (April-September) and
the winter period (January-March &
October-December). We further sub-
divided the growing season into April-
June and July-September, as it was an-
ticipated that during the April-June pe-
riod ozone concentrations are predomi-
nantly affected by long-range transport,
while from July to September the local
photochemical production plays a more
important role (Otero et al., 2018; But-
ler et al., 2020).

We calculated an ensemble mean
from the four models to verify possi-
ble benefits when using a simple poor
man’s ensemble approach. The perfor-
mance between the individual model
members can thus be compared against
each other and to this ensemble mean.
To evaluate the capability of the ensem-
ble mean to represent different concen-
tration regimes for ozone, we grouped
the MDA8 O3 into discrete bins based

on concentration.
A wide range of statistical indica-

tors were computed to benchmark the
model performance. We used mean
bias (MB), root mean squared error
(RMSE), index of agreement (IOA)
and correlation coefficient (R) (see ap-
pendix). Due to the large number of
stations we calculated average statis-
tics over all sites. Exceedances of the
calculated values of the 120 µg m−3 EU
long-term target value for MDA8 O3
have been investigated as well. All four
models were evaluated on their ability
to capture the observed threshold ex-
ceedances using time series and statis-
tics. We scored the models on their
rate of false alarms (FA), missed alarms
(MA), good values below (GA-), and
good values above (GA+) the thresh-
old for MDA8 O3 of 120 µg m−3. In
an ideal case, the number of false and
missed alarms is small compared to the
number of good values below and above
the threshold. We provide the proba-
bility of detection (POD) and the suc-
cess ratio (SR), that is "comparing the
(correct) modeled alerts with the (ob-
served) alerts and the (correct) mod-
eled alerts with (all) alerts issued by
the model", respectively (Janssen and
Thunis, 2022).

We made use of the air quality mod-
eling benchmarking indicators provided
by the FAIRMODE initiative (Janssen
and Thunis, 2022). In FAIRMODE, sci-
entific model assessment methods are
combined and harmonized using model-
ing quality indicators (MQIs) and mod-
eling performance indicators (MPIs).
All indicators are based on the uncer-
tainty of measurements for each pollu-
tant (RMSU). Note, that the calcula-
tion of the RMSU differs for time series
and annual averaged values. The MQIs
are calculated using the ratio between
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the model error and the RMSU, scaled
by a factor β=2, so that the differences
between modeled results and observa-
tions are allowed to be twice as large as
the RMSU. To emphasize further needs
for model improvements we make use
of the MPIs that are related to the tem-
poral variation in terms of correlation
(MPIR), bias (MPIBias), standard devi-
ation (MPIσ) and high percentile values
(MPIPerc). In FAIRMODE the 92.9th

percentile of the MDA8 O3 is used to
calculate the MPIPerc. Similar to ozone,
the MPIPerc is assessed for nitrogen
dioxide that equals the 19th occurrence
in 8760 hours (99.8th percentile). In
FAIRMODE, defined modeling quality
objectives (MQO) and modeling perfor-
mance criteria (MPC) are being used to
indicate the limits of applicability of a
modeling approach. The MQO and the
MQC are fulfilled when the 90th per-
centile value of corresponding MQI and
MPI values are ≤1. For a more detailed
description of all indicators, the objec-
tive and criteria we refer to Janssen and
Thunis (2022). The calculation of all
indicators applied in this study is given
in the appendix.

We further assessed the quality of
all four models and the ensemble us-
ing a dynamic (model) evaluation. The
MDA8 for ozone has been used for this
evaluation. We classified the prevailing
weather conditions by categorizing the
meteorological parameters into discrete
bins. Similar straightforward methods
of clustering meteorological conditions
to determine the accumulation of air
pollutants have also been applied in pre-
vious research activities (e.g., van Pinx-
teren et al., 2019; Thürkow et al., 2021).
The MDA8 for ozone was assigned to
each of these discrete classes. As a mea-
sure for the meteorological conditions,
we selected the daytime maximum tem-

perature (Tmax) and the corresponding
humidity at 2 m altitude (RH@Tmax).
We used the DWD COSMO-D2 fore-
casts as a proxy for observations, as
they were applied as input dataset to
all four individual models. For statisti-
cal robustness we require for each bin
that the number count of the obser-
vations is larger than the number of
stations being used. We further tried
to quantify the relationship between
temperature and MDA8 O3 by a very
basic calculation. For this, the average
mean MDA8 O3 values of the binned
temperature clusters for (Tmax = 30 to
32 °C) and (Tmax = 20 to 22 °C) were
subtracted from each other and divided
by the 10 °C temperature difference be-
tween these bins. We performed the
dynamic evaluation for urban and rural
sites as well as for different periods of
the year separately as described above.

IV.3 Results and
discussions

IV.3.1 Spatial distribution

F igure IV.1 shows maps of the
annual averaged MDA8 O3 over

Germany, for all models and the mea-
sured background concentration. A
regression analysis compares the mod-
eled and the measured concentrations
and is shown below the maps for each
model. The ensemble mean is pre-
sented aside. In Figure IV.2 the same
information as in Figure IV.1 is given
for the nitrogen dioxide concentration.

The spatial ozone distribution cal-
culated by all models shows a very
similar pattern (Figure IV.1). Largest
concentrations in Germany are found in
the rural background, including a clear
signal of the orography. Here, we found
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Figure IV.1: Annual averaged MDA8 O3 over Germany for LOTOS-EUROS (a), REM-
CALGRID (b), COSMO-MUSCAT (c) and WRF-Chem (d). Measured concentrations of
the urban (square), suburban (triangle) and rural (circle) background are shown on top. A
regression analysis compares the modeled and the measured concentrations and is shown below
the maps for each model (f-i). The ensemble mean of all models is shown in subplots (e) and
(j).
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Figure IV.2: Same as in Figure IV.1 with information given for the nitrogen dioxide
concentration.
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for all four models the well-known el-
evated ozone concentration pattern in
the Alps. The lowest values are found
in and near NOX source regions, like
the Main-Rhein area, the Ruhr area
as well as the larger cities like Berlin,
Hamburg, Bremen, and Munich. These
minima are due to the well known titra-
tion of ozone by nitrogen monoxide.
All models show increased ozone levels
above the sea, consistent with a smaller
dry deposition sink in comparison to
land areas.

The regression analysis for ozone
summarizes the average model-
measurement comparison indicating
different fit slopes for the participating
models (Figure IV.1). All models over-
estimate the measured MDA8 O3 levels
on annual average in the German back-
ground for rural, suburban and urban
areas. Systematic differences among
the model participants become obvious
in the rural background, over the large
cities, the sea, and the Alps. The model
members differ mainly in terms of the
differentiation between urban and ru-
ral regions, with the largest absolute
mean bias seen for urban areas. This
corresponds with larger fraction errors
in the urban background than in the
rural background. Rural regions show
an overall larger model-measurement
agreement. In addition, the spatial
pattern varies between the models, e.g.,
over the sea, at higher elevations, and
with respect to the gradient between
northern and southern Germany.

Modeled distributions for nitrogen
dioxide clearly show the same pat-
tern as the input emissions due to
it’s short lifetime in the atmosphere
(Figure IV.2). All major cities and
highways can be seen in the annual
distribution. Most models show an
average negative bias for the nitrogen

dioxide background concentration. In
the urban background larger variations
can be recognized for all model partici-
pants compared to the rural area.

IV.3.2 Temporal analysis

F igure IV.3 shows daily time series
of the MDA8 O3, for the mod-

els and measured ozone as average at
all background monitoring sites in Ger-
many. The difference for each model
against the measured concentration is
presented in the lower panel. In Fig-
ure IV.4 we classified the MDA8 for
ozone for observed discrete bins of 20
µg m−3 to investigate how well the mod-
els can reproduce different ozone con-
centration regimes. Daily mean time
series for three example sites (Wester-
land, Augsburg and Berlin-Neukölln)
are presented in Figure IV.5.

The time series (Figure IV.3 & Fig-
ure IV.5) show that the highest ozone
levels in 2019 were measured for a few
single days in June and two episodes in
the second half of July and at the end of
August. The dynamic range across the
year of the simulated ozone concentra-
tion differs between the models, as the
ordering of the model systems changes
from season to season (Figure IV.3 &
Figure IV.4). Figure IV.4 shows that
the MDA8 O3 of about 80-120 µg m−3

in summer and about 40-80 µg m−3 in
winter are captured well by the mod-
els. Observed concentration bins of the
MDA8 for ozone are overestimated by
the models below 80 µg m−3 in summer.
For winter, the models are biased high
for concentration bins of the MDA8 O3
below 40 µg m−3 and biased low for
MDA8 O3 above 80 µg m−3.

We also found that the models
capture MDA8 O3 values above 120
µg m−3 during summer and fall to a

149



IV. Dynamic evaluation of modeled ozone concentrations in Germany with four
regional chemistry transport models

Figure IV.3: Time series (a) of the MDA8 O3 for LOTOS-EUROS (yellow), REM-CALGRID
(magenta), COSMO-MUSCAT (purple), WRF-Chem (blue) and the ensemble mean (green).
Plotted values reflect the average background concentration of all available monitoring sites
in Germany. Measured concentrations are indicated with black circles. The difference for
each model and the ensemble mean to the measured concentration is shown in subplot (b).
Exceedances above the MDA8 O3 target value of 120 µg m−3 are indicated with red dots.

fairly large extent (Figure IV.3 & Fig-
ure IV.4). However, on average, the
model ensemble underestimates the
MDA8 for ozone above the 120 µg m−3

air quality target threshold. Especially,
the observed high ozone levels during
the end of April are not captured by any
of the model participants (Figure IV.3).
Inspection of the individual example
sites further reveals model specific fea-
tures (Figure IV.5). We found that all
four models can represent the condi-
tions present in coastal areas for ex-
ample in the German location of West-
erland. Ozone background concentra-
tions for large agglomerations like in
Berlin and for suburban areas in middle-
sized cities represented by the station
Augsburg can be captured as well.

As the MDA8 O3 is thought to be

rather insensitive to titration regimes
the analysis of the diurnal behavior
provides additional information on the
ozone concentration itself. In Fig-
ure IV.6 the day of the week cycles
for modeled ozone and the measured
levels are shown for rural and urban
background sites and in Figure IV.7
the same information is presented for
nitrogen dioxide.

All models reproduce the early
morning ozone minimum at the same
time and the increase of ozone levels at
a similar rate afterwards (Figure IV.6).
We also found that the models capture
the morning and the evening daytime
maxima for nitrogen dioxide concentra-
tions (Figure IV.7). However, the tim-
ing of the daytime ozone maximum be-
tween the models can be slightly shifted.
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Figure IV.4: Modeled ozone concentration (MDA8 O3) in relation to the measured ozone
levels for LOTOS-EUROS (yellow), REM-CALGRID (magenta), COSMO-MUSCAT (purple),
WRF-Chem (blue) and the ensemble (green). Observations are shown in grey. Plotted values
are binned by the measured background concentration levels of all available monitoring sites
in Germany. Each single dot represents one observation (one day of the MDA8 O3 in the
corresponding bin from one station). The box plot shows the mean, median, 25th and 75th

percentile as well as the min and max values. Different station classes are separated out for
rural (a-c) and urban (d-f) areas. The periods of April-June and July-September are shown in
the subplots (a,d) and (b,e) as well as the winter months January-March and October-December
in subplots (c,f).

We also found that the modeled ab-
solute concentrations largely differ be-
tween the model groups. All models
hardly capture the low ozone levels at
night in summer and winter. Especially
in the urban background, the models
do not decrease as far and overestimate
the ozone levels up to 20 µg m−3 during
the night. LOTOS-EUROS shows the
deepest nighttime dips, which could be
related to larger NO2 concentrations at
night.

We also found on average better
model-measurement agreement during
the growing season than in winter. Es-
pecially in July-September the results
largely vary between the ensemble mem-
bers, with the models sometimes show-
ing better agreement and sometimes
not. During the middle of the day, the

nitrogen dioxide levels are often under-
estimated by all models. The models
slightly tend to overestimate the after-
noon maxima of NO2 in rural areas and
in the urban background at weekends.
LOTOS-EUROS shows too pronounced
morning daytime maxima for NO2. In
winter the treatment of stability and
the titration of NO play a key role and
still remain difficult. REM-CALGRID
converts NO2 cycles rather well except
for rural background areas during the
winter season, where the model substan-
tially differs from the model ensemble.

Simulated ground-level ozone has
already been shown to be sensitive to
the model representation of the local
production which can be influenced e.g.
by vertical mixing processes in the free
troposphere and the planetary bound-
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Figure IV.5: Same as in Figure IV.3 with the information of Westerland (a,d), Augsburg
(b,e) and Berlin Neukölln (c,f) instead of the station average over Germany. Time series of the
MDA8 O3 are presented in subplot (a-c). The differences for modeled and measured levels are
subdivided in (d-f).

ary layer (Jang et al., 1995; Hogrefe
et al., 2018). In addition, the ozone
simulated by regional models can be af-
fected by long-range transport and thus
can be highly sensitive to the choice
of chemical boundary conditions. The
concentrations predicted for the outer
domain act as boundary conditions and
also impact the inflow of ozone through
the edges of the inner model domain(s)
(Colette et al., 2017; Im et al., 2018).
The information on causes for (high)
ozone episodes can be obtained from
simulations that account for the attri-
bution of different source sectors and
source regions (e.g., Lupaşcu and But-
ler, 2019; Pay et al., 2019; Butler et al.,
2020; Lupaşcu et al., 2022; Schaap et
al., 2023) and could give further indi-
cation on the reasons why the model
results largely vary for threshold ex-
ceedances of MDA8 O3>120 µg m−3 in
April compared to the observations.

Ozone exceedance events in the sum-
mertime are mainly affected by re-

gional photochemistry (Schaap et al.,
2023). Figure IV.7 shows (on average)
lower nitrogen dioxide concentrations
in the observed afternoon rush-hour
peak (caused by lower emissions in ur-
ban areas) on weekends than during
the week. This leads to a lowered titra-
tion on weekends. Accordingly, lower
ozone concentrations can be expected
during the rest of the week than on
weekends (Koo et al., 2012) in many
urban areas. In NOX limited regions,
such as in rural areas or some urban
locations, the ozone level can also be
lowered with decreased NOX levels at
daytime. This uncertainty to changes
in NOX emissions with respect to O3
and their response to local photochem-
istry can be in principle captured by
the models. However, adressing the
weekend effect requires to analyse sev-
eral years of data meaning that our
single year simulation is not sufficiently
long to quantify the effect. In addi-
tion, the emission information needs to
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Figure IV.6: Day of the week ozone concentration for LOTOS-EUROS (yellow), REM-
CALGRID (magenta), COSMO-MUSCAT (purple), WRF-Chem (blue) and the ensemble mean
(green). Plotted values reflect the average background concentration of all available monitoring
sites in Germany. Measured concentrations are indicated with black circles. Different station
classes are separated out for rural (a-c) and urban (d-f) areas. The periods of April-June
and July-September are shown in the subplots (a,d) and (b,e) as well as the winter months
January-March and October-December in subplots (c,f).

be refined for this purpose as generic
(monthly, weekly and daily) temporal
profiles per sector have been used.

IV.3.3 Model performance
evaluation by
comparison with
measurements

I n Figure IV.8 the mean bias (MB),
root mean squared error (RMSE),

index of agreement (IOA) and tempo-
ral correlation (R) averaged over all
German background sites are presented.
The statistics for ozone and nitrogen
dioxide concentrations were calculated
for hourly and daily time series. For
ozone, we also provide statistics of
the MDA8 and the daytime maximum.
Each indicator’s value (lowest to largest
skill) has been color coded (from dark
to light red) to improve the readability
and comparability.

The information presented in Fig-
ure IV.8 illustrates the common behav-
ior that chemistry transport models
perform (slightly) better for daily than
for hourly time series. Hourly ozone
correlation coefficients for all models
are between 0.68 and 0.80. Correspond-
ing values of the daily mean time series
are between 0.67 and 0.85. Higher
correlation coefficients can be observed
for the daytime maximum for ozone
and the MDA8 O3 ranging between
0.78-0.86 and 0.77-0.87, respectively.
For the hourly time series, the models
show a larger root mean squared error
(20.4-25.4 µg m−3) than calculated for
the daily time series (14.4-21.3 µg m−3)
as expected. The root mean squared
errors for the daytime maxima and
the MDA8 O3 are comparable to num-
bers we calculate for the daily time
series (both about 16.3-20.6 µg m−3).
Modeled mean biases for the daily and
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Figure IV.7: Same as in Figure IV.6 with information given for the nitrogen dioxide
concentration.

hourly time series are comparable to
each other (5.3-8.8 µg m−3). The mean
bias of the daytime maximum and the
MDA8 for ozone (2.9-6.9 µg m−3) are
lower compared to the daily and hourly
time series. For the index of agreement
we also calculate for hourly and daily
time series quite similar numbers (0.78-
0.89, each). The index of agreement for
the daytime maximum and the MDA8
for ozone is about 0.83-0.91. The over-
all lowest model skills were calculated
for MDA8 O3 values above the tar-
get value of 120 µg m−3. This can be
shown for example for the correlation
coefficients (0.53-0.61) and the index of
agreement (0.56-0.72). We also found
the largest spread between the models
in terms of the mean error (-14.1 to 8.2
µg m−3) and root mean squared error
(12.6-19.6 µg m−3) for MDA8 O3 values
above 120 µg m−3. As shown in the
previous section, the models tend to
overestimate the observed ozone mass
concentration at night. This reduces
the model-measurement agreement of
the ozone depletion at night and its

production afterwards. The challeng-
ing representation of the nighttime
titration can explain the lower model
performance for the hourly ozone as-
sessment compared to daily time series
and the daytime maximum or MDA8
for ozone. The low skill of the models
to represent MDA8 O3 values above
120 µg m−3 illustrates the challenging
nature of chemistry transport models
to capture peak ozone concentrations
or in fact episodes.

For the nitrogen dioxide concentra-
tion the models show consistent results
in the ranking of the model skills. For
daily time series we calculate a mean
absolute bias of 1.8 to 5.0 µg m−3, a
root mean squared error between 7.1
and 9.0 µg m−3, an index of agreement
of about 0.57-0.78 and 0.43-0.71 for the
correlation coefficient. As expected, the
performances for the hourly time series
are lower compared to the daily time
series (Figure IV.8). LOTOS-EUROS
is overestimating the measured NO2
levels on average, whereas the other
model members simulate lower nitrogen
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Figure IV.8: Statistics for ozone (a) and nitrogen dioxide (b). The calculated values of the
mean bias (MB), root mean squared error (RMSE), index of agreement (IOA) and correlation
coefficient (R) reflect the average over all available background sites. All statistics were
calculated for hourly and daily input data. For ozone the MDA8 O3, MDA8 O3>120 µg m−3

and daytime maximum is shown. The model skill has been color coded (from dark to light red:
lowest to highest skill) to improve the readability and comparability of each statistical index.

dioxide concentrations than observed.
The mean model-measurement

agreement and skill for the calculated
statistics is often highest for the model
ensemble, calculated as a simple four
model mean, for ozone as well as for
nitrogen dioxide. Figure IV.8 shows
that the ensemble mean almost always
ranks highest for correlation and index
of agreement. Error statistics for mean
bias and root mean squared error are
also low and often outperform most
of the individual ensemble members.
Even the performance for MDA8 O3
values above 120 µg m−3 is higher than
for the single models.

IV.3.4 Air quality model
benchmarking following
FAIRMODE

F igure IV.9 summarizes the air
quality model benchmarking fol-

lowing guidelines within FAIRMODE
for ozone and nitrogen dioxide. We
found that for ozone all four models
fulfill the modeling quality objectives
(MQOs) for annually averaged values
and for time series of the MDA8, at all
German background locations as well
as in each subclass (MQI≤1 for 90 % of
analyzed stations; indicated with green
boxes). Note that the MQIs in rural
areas are substantially lower (yearly:
0.24-0.45; MDA8 O3: 0.42-0.58) than
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Figure IV.9: Summary of indicators for air quality model benchmarking following the Air
Quality Directive 2008/50/EC (AQD) from FAIRMODE. The modeling quality indicator
(MQI) and the modeling performance indicators (MPIs) were calculated for ozone (a) and
nitrogen dioxide (b). Statistics for the MQI were calculated separately, for yearly averaged
model results (Yearly) as well as for hourly (Hourly, nitrogen dioxide) and the MDA8 O3
(MDA8, ozone) input data. The MPIs are calculated in relation to the temporal variability
and show modeled discrepancies for the bias (Bias), correlation (R), standard deviation (σ)
and high percentile values (Perc). All indicators are calculated for all available background
sites in Germany (All) or their selection of site classes (Urban, SubUrban, Rural). The model
skill has been color coded (from light to dark green: lowest to highest skill) to improve the
readability and comparability of each statistical index. Red color-coded boxes are used to
indicate that the modeling quality objective (MQO) or modeling performance criteria (MPC)
are not fulfilled.

in the urban background (yearly: 0.58-
0.66; MDA8 O3: 0.52-0.62). We found
that the MQIs for the annual assess-
ment are often larger than MQI values
for time series of the MDA8 in urban
areas. This can be simply explained
as the measurement uncertainty for
the annual assessment is smaller as
opposed to time series of the MDA8.
In contrast, for rural and suburban
areas the MQIs for annual averaged
values are lower for most of the model
results.

Modeling performance indicators
(MPIs) for ozone with respect to bias,
correlation, standard deviation and
high percentile values were also calcu-
lated. MPI values with respect to bias
(MPIBias) for all German background
sites are similar between all model sys-

tems (0.26-0.32). Values found in the
urban background are larger (0.31-0.35)
than shown for the rural area (0.12-
0.24). Largest differences for MPIs
of the ozone assessment between the
models were calculated for the correla-
tion, the standard deviation and the
representation of high percentile values.
We found that the models largely vary
in terms of correlation for high ozone
concentrations, illustrated by MPIR
values between 0.17-0.32. We also iden-
tified differences between the models
for MPIσ values of about 0.11-0.34,
that reflects the lower season-to-season
variation for the models applied.
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Table IV.5: Threshold exceedance events of MDA8 O3>120 µg m−3 as total of all background stations used, per model and station type (good
values below threshold: GA-; good values above threshold: GA+; missed alarms: MA; false alarms: FA; probability of detection: POD; success ratio:
SR).

period site class GA- GA+ MA FA POD SR
LOTOS-EUROS all 77992 3438 2266 2608 0.60 0.57

rural 23927 1135 798 710 0.59 0.62
suburban 23550 1074 669 785 0.62 0.58

urban 30515 1229 799 1113 0.61 0.52
REM-CALGRID all 80352 1431 4273 248 0.25 0.85

rural 24580 396 1537 57 0.20 0.87
suburban 24284 445 1298 51 0.26 0.90

urban 31488 590 1438 140 0.29 0.81
COSMO-MUSCAT all 77412 3776 1928 3188 0.66 0.54

rural 23856 1201 732 781 0.62 0.61
suburban 23354 1156 587 981 0.66 0.54

urban 30202 1419 609 1426 0.70 0.50
WRF-Chem all 78862 3237 2467 1738 0.57 0.65

rural 24314 962 971 323 0.50 0.75
suburban 23773 1050 693 562 0.60 0.65

urban 30775 1225 803 853 0.60 0.59
ENSEMBLE all 79551 2906 2798 1049 0.51 0.73

rural 24427 873 1060 210 0.45 0.81
suburban 24033 901 842 302 0.52 0.75

urban 31091 1132 896 537 0.56 0.68
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Similar to ozone, we found for NO2
that the annual averaged values of the
MQI are larger in the urban back-
ground than in rural areas compared
to input data for time series (for NO2,
hourly values). All four models as well
fulfill the MQI for nitrogen dioxide of
the hourly assessment for all German
background locations and their split
into sub-categories for urban to rural
sites. Except for LOTOS-EUROS, the
MQI for annual averaged values of nitro-
gen dioxide is not fulfilled by the models
in the urban background (MQI>1; in-
dicated with red boxes). However, the
parameters for the calculation of the
MQI on annual basis are still under dis-
cussion in FAIRMODE. Nevertheless,
the MPIs for nitrogen dioxide can all be
fulfilled for most of the applied models.
COSMO-MUSCAT in addition misses
the criteria for high percentile values
for all background stations and for the
urban and suburban regions.

In agreement to the performance
evaluation presented in the previous sec-
tion, the result of the ensemble mean
is often more reliable than the single
ensemble members and ranks lowest in
terms of numbers for the MQIs and the
MPIs for ozone as well as for nitrogen
dioxide. All MQI and MPI values as
calculated and presented for the ensem-
ble mean are fulfilling the MQO and
MPC, respectively.

Table IV.5 provides statistical infor-
mation on exceedances for MDA8 O3
above 120 µg m−3 using false alarms
(FA), missed alarms (MA), good val-
ues above (GA+) and below (GA-)
the threshold as well as the probabil-
ity of detection (POD) and the suc-
cess ratio (SR) for German background
sites differentiated per station type and
model. We found that on average
all models lack performance capturing

exceedances of MDA8 O3 above 120
µg m−3. The number of false (248-3188)
and missed alarms (1928-4273) largely
varies between the models and are large
compared to the number of good values
above the threshold (1431-3776) for all
German background sites. The aver-
aged model’s performance is expressed
by both, the probability of detection
(POD) and the success ratio (SR). For
all German sites, we calculate numbers
of the probability of detection ranging
between 25 and 66 % and a success ratio
of about 54 to 85 %. REM-CALGRID
shows by far the largest SR (85 %), but
also the lowest POD (25 %). The other
three ensemble members show a very
consistent picture in the ranking of the
SR (54-65 %) and the POD (57-66 %).
Statistics calculated for the ensemble
mean are biased to the lowest model
performance and thus show high values
for the success ratio (73 %) but a low
probability of detection (51 %) for all
German background sites. We also no-
ticed that the values of the POD are
larger in the urban background than in
rural areas. Vice versa, the SR is larger
in the rural background.

In FAIRMODE it has already been
stated that large inconsistencies may
occur for different indicators depending
on whether time series (daily/ hourly)
or annual averaged values are included
in the analysis (Monteiro et al., 2018).
Following Monteiro et al. (2018), the
MQO for hourly or daily time series
is often attained, whereas it is not
the case for annual values. We could
show that all models fulfill the qual-
ity standards set by the FAIRMODE
guideline values for annual averages
as well as for time series in the back-
ground locations, whereas for specific
regions (e.g. rural vs. urban areas) the
model performance can differ. The ca-
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pability to reproduce extreme events in
model intercomparison and evaluation
studies is often ignored as many times
only averaged values were obtained or
only high percentile values were inves-
tigated (Monteiro et al., 2018). We
therefore also focused on threshold ex-
ceedances as recommended by FAIR-
MODE and which are typically highly
coherent in time and space over scales
of hundreds of kilometers (Schnell et
al., 2015; Carro-Calvo et al., 2017). Re-
gional models are most suited to sim-
ulate human exposure to ozone events
when the grid resolution is considering
the spatial extent of the urban back-
ground in the region of interest (Kuik
et al., 2016), while for simulation of
large-scale ozone exceedance events in
the rural background in Europe, grid
resolutions between 10-20 km have been
shown to be optimal (Schaap et al.,
2015). However, in our study we could
show that the representation of ozone
threshold exceedance events in urban
areas for MDA8 O3>120 µg m−3 is lim-
ited even on a 2x2 km2 scale.

IV.3.5 Dynamic (ozone) model
evaluation

A s introduced, ozone is highly cor-
related to temperature which is

an important driver especially during
ozone episodes. In Figure IV.10 we
show the common relation that higher
ozone concentrations occur more of-
ten during warmer weather conditions,
while at colder temperatures the ozone
concentrations more likely remain low.
Due to the physical relation between
the daytime maxima of temperature
and their corresponding humidity, lower
levels of the relative humidity are more
often connected to higher ozone concen-
trations and vice versa.

Figure IV.10 shows that the en-
semble mean reports a good agree-
ment of the measured concentration
in relation to temperature for April-
June. Largest differences to the ob-
served ozone-temperature dependence
were found for July-September. In July-
September, the measured ozone levels
for temperatures lower than ~18 ◦C are
biased high for the ensemble mean and
for all models. In winter, all models
and the ensemble mean are biased high
for temperatures higher than ~14 ◦C.
Differences between urban and rural
sites are on average smaller compared
to seasonal deviations (see appendix
Figure IV.12).

However, we also observed a large
spread for all models in their ozone
sensitivity to different temperature
regimes. The ozone-temperature depen-
dence for temperatures higher than ~26
◦C in April-September has been well
captured by WRF-Chem and LOTOS-
EUROS. For COSMO-MUSCAT and
WRF-Chem we observed good agree-
ment capturing the ozone sensitivity
to temperature for temperatures lower
than ~18 ◦C in April-June. In winter,
COSMO-MUSCAT is in good agree-
ment with observed concentrations for
temperatures lower than ~14 ◦C. On
the other hand, COSMO-MUSCAT
shows on average larger ozone sensi-
tivity to temperature for warmer con-
ditions in spring- and summertime.
Vice versa, the lowest sensitivity of
ozone to temperature was found for
REM-CALGRID. This too high and
too low sensitivity to temperature
observed for COSMO-MUSCAT and
REM-CALGRID causes an overestima-
tion (COSMO-MUSCAT) and under-
estimation (REM-CALGRID) of the
ozone levels for temperatures higher
than ~26 ◦C in spring- and summer-
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Figure IV.10: Ozone concentration (MDA8 O3) in relation to temperature (a-d) and humidity
(e-h) for LOTOS-EUROS (yellow), REM-CALGRID (magenta), COSMO-MUSCAT (purple),
WRF-Chem (blue) and the ensemble (boxplots). Plotted values reflect the average background
concentration of all available monitoring sites in Germany. Measured concentrations are
indicated with black circles. Box plots of the ensemble show the mean, median, 25th and
75th percentile as well as the two times standard deviation as min and max. Mean values
are used for the ensemble members and the measurements. The periods of April-June and
July-September are shown in the subplots (a,e) and (b,f) as well as the wintermonth January-
March & October-December in subplots (c,g). The relation to temperature and humidity for
exceedances above the MDA8 O3 target value of 120 µg m−3 are shown in subplots (d) and
(h).

time. For temperatures lower than
~14 and ~18 ◦C in April-June, we ob-
served slightly biased high ozone levels
for REM-CALGRID and for LOTOS-
EUROS. For colder conditions in win-
ter, we also observed high biased ozone
concentrations for LOTOS-EUROS,
WRF-Chem and REM-CALGRID.

The observed timeseries show val-
ues of MDA8 O3 just over 120 µg m−3

already in the temperature range from
~15 to ~24 ◦C which are systemati-
cally underestimated by all models (Fig-
ure IV.10). LOTOS-EUROS comes
closest to covering MDA8 O3>120
µg m−3 for temperatures lower than

~24 ◦C. REM-CALGRID captures
the ozone-temperature dependence for
MDA8 O3>120 µg m−3 to a fairly
large extent but is on average biased
low as well. The models show a
similar ozone temperature-dependence
for temperatures higher than ~28 ◦C.
However, temperatures at which the
MDA8 O3 typically starts to rise
largely differ between the models (~22-
26 ◦C) and the observations (~30 ◦C).
COSMO-MUSCAT shows the most pro-
nounced ozone-temperature sensitivity
and therefore the largest underestima-
tion for temperatures lower than ~24 ◦C
and high biased MDA8 O3>120 µg m−3
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for temperatures larger than ~30 ◦C.
In Table IV.6 we present the

temperature increase per Celsius be-
tween ~21 ◦C and ~31 ◦C. The
ensemble mean and nearly all mod-
els underestimate the observed ozone
dependence to temperature in April-
June and July-September for all loca-
tions. Nevertheless, the higher tem-
perature sensitivity in July-September
(OBS: 4.3 µg m−3 ◦C−1; ENSALL: 3.5
µg m−3 ◦C−1) compared with April to
June (OBS: 3.1 µg m−3 ◦C−1; ENSALL:
2.9 µg m−3 ◦C−1) is captured by most
of the models. All models also cap-
ture the observed lower ozone sensi-
tivity to temperature for urban ar-
eas compared to rural stations in
April-June and vice versa in July-
September (see Table IV.6). For MDA8
O3>120 µg m−3, all models show a
too large ozone dependence on tem-
perature (OBSALL: 0.8 µg m−3 ◦C−1;
ENSALL: 2.8 µg m−3 ◦C−1), where
REM-CALGRID comes closest cover-
ing the temperature increase per 10 ◦C
for MDA8 O3>120 µg m−3.

In Figure IV.10 we show the sensi-
tivity to the relative humidity and ob-
served consistent results with an over-
all good model-measurement agreement
for all models. The models slightly over-
estimate the ozone concentrations for
humid conditions equal to relative hu-
midities larger than ~68 % in April-
June and larger than ~64 % in July-
September. Largest high biased concen-
trations for humid conditions have been
found for COSMO-MUSCAT in July-
September and for REM-CALGRID in
winter. Except for LOTOS-EUROS,
in April-June the models are also bi-
ased low for relative humidities lower
than ~28 %. MDA8 O3 values above
120 µg m−3 are biased low as well for
relative humidities lower than ~28 % Ta
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for all models. For REM-CALGRID a
good agreement to the ozone-humidity
dependence is observed. However, sim-
ilar to results shown before for the
ozone sensitivity to temperature, a too
low modeled concentration for MDA8
O3>120 µg m−3 is observed.

In Otero et al. (2018) the influence
of meteorology on ozone has been cal-
culated for a model ensemble and the
observations using a multiple linear re-
gression analysis on a multi-decadal
time scale. The study showed that the
models can reproduce the temperature
(Tmax) response to a fairly large ex-
tent. We precise this finding and argue
that the observed ozone-temperature
dependence shows highest agreement
for warmer conditions, but the mod-
els can also largely vary in the mod-
eled ozone sensitivity to temperature.
In contrast to our results, Otero et
al. (2018) identified a better model-
measurement agreement for summer
compared to spring. We found large
season-to-season differences and high
biased ozone levels for July-September
that seem to be connected with moder-
ate temperatures and thus higher rela-
tive humidities during the summertime,
especially at night. Following Otero et
al. (2018) the relation between humid-
ity and ozone is more difficult to cap-
ture. We found an overall good agree-
ment of the modeled ozone-humidity de-
pendence. However, the models largely
underestimate high ozone concentra-
tions (MDA8 O3>120 µg m−3) for dry
conditions during springtime. We spec-
ulate that this could be connected with
an insufficient representation of mod-
eled deposition velocities covering veg-
etative water stress and low sensitiv-
ity of NOX and BVOC emissions (e.g.,
Churkina et al., 2017; Lin et al., 2020).

IV.4 Summary and
conclusion

W e have successfully compared
and evaluated the perfor-

mance of four regional chemistry trans-
port models and their ensemble. Our
work shares similar features with previ-
ous multi-model intercomparison stud-
ies for ozone but focuses on a higher
grid resolution and performs a national
scale quality assessment, which might
be more relevant with a future revision
of the European air quality directive.

The results demonstrate that all
models satisfy the modeling quality
objectives and criteria (MQO/ MQC)
set by the FAIRMODE initiative for ev-
ery modeling quality and performance
indicator (MQI/ MPI) for annual av-
eraged ozone concentrations as well
as for time series of the MDA8 O3.
All models showed good performance
of the operational evaluation using
standard statistical indicators such as
bias, correlation or for high percentile
values. The analysis of the model skills
demonstrate better performance in ru-
ral areas than in the urban background
and for springtime compared to sum-
mertime. We also showed an improved
performance for the ensemble over the
individual model participants. Despite
the high model-measurement agree-
ment, the individual models and their
ensemble show room for improvement
at simulating threshold exceedances for
MDA8 O3 above 120 µg m−3. Here, we
compute high values for missed alarms
and false alarms. We also found rather
low model-measurement agreement for
observed lower ozone concentrations at
night, which is likely related to difficul-
ties in simulating the stable nocturnal
boundary layer.
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Summary and conclusion

A novel feature of this study is the
dynamic evaluation of modeled ozone
with respect to temperature. In gen-
eral, the models correctly reproduced
the observed higher sensitivity of ozone
with respect to temperature in summer
than in springtime, which is linked
to overall higher local photochemical
production of ozone in summer. The
models also correctly captured the dif-
ferences in the temperature sensitivity
of ozone between rural and urban areas
in both spring and summer seasons,
with a lower temperature sensitivity in
urban areas in springtime and a higher
sensitivity in summertime, showing
that the 2x2 km2 model resolution
used in this study is adequate for simu-
lating the dynamic response of ozone
to temperature in urban background
areas. Despite capturing the observed
spring to summer and urban to rural
differences in the temperature sensi-
tivity of ozone, there was still a large
spread in the modeled temperature
sensitivities. The sensitivity of ozone
to temperature also depends on the
ratio of NOX and BVOC. For exam-
ple, in NOX rich urbanized regions
the temperature-sensitivity to ozone
is higher than in NOX limited regions
Otero et al., 2021. Future work should
focus on the representation of tempera-
ture sensitive processes in models, such
as BVOC and nitrogen oxide emissions.

In general, the models underesti-
mated the observed temperature sen-
sitivity of ozone in summer, despite
showing high bias in simulated ozone
concentrations compared with the mea-
surements. Both, the high bias and the
underestimated temperature sensitivity
can be linked to a systematic overesti-
mation of ozone concentrations in the
60-80 µg m−3 range, which make up
most of the observed ozone concentra-

tions in summer and tend to occur at
moderate temperatures. The models
also show a high bias with respect to
observations in the same concentra-
tion range in spring. However, this
is not reflected in the overall spring-
time model bias due to a systematic
underestimation of higher values (over
100 µg m−3) in spring, which tend to
occur at relatively low temperatures
(below 25 ◦C) compared with similar
exceedance events in summer. The
missed springtime exceedance events
and the general overestimation of con-
centrations in the 60-80 µg m−3 range
could be linked to deficiencies in the
representation of background ozone,
including long-range transport, which
can be further adressed with source ap-
portionment techniques and validation
at the European scale. An important
caveat in this context is that these
results are based only on observations
and model simulations for the year of
2019. Future work should focus on
longer periods to determine whether
these results can be generalized to
longer timeframes.

In this study we focused on an
operational and dynamic evaluation
of four chemistry transport models for
ozone in Germany. The dynamic evalu-
ation would benefit from an extension
to a decadal time scale as shown e.g.
by Colette et al. (2017) and Banzhaf
et al. (2015). We used a poor man’s en-
semble to assess the added value of the
combined information in the ensemble.
The evaluation of larger ensembles of
chemistry transport models is currently
taking place within the Copernicus At-
mosphere Monitoring Service, enabling
it to address additional ensemble prop-
erties which are not covered here. An
important next step for the work pre-
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sented here is to diagnose the reasons
for the mismatches with observations
and differences between the models.
Such diagnostic evaluation requires
investigating the process descriptions
in more detail. As the uncertainties
related to the biogenic emissions and
the dry deposition parametrizations
are large (e.g., Im et al., 2015a), we
recommend to focus on the represen-
tation of these process descriptions
by evaluation of dedicated simulations
for research campaigns providing the
relevant process information.
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Appendix - figures

IV.5 Appendix - figures

Figure IV.11: Graphical abstract
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IV.6 Appendix - statistical indicators

IV.6.1 operational evaluation

mean bias:

MB = 1
N

n∑
i=1

(
Mi − Oi

)
(IV.1)

root mean squared error:

RMSE =

√√√√ 1
N

n∑
i=1

(
Mi − Oi

)2 (IV.2)

index of agreement:

IOA = 1 −
∑n

i=1
(
Mi − Oi

)2∑n
i=1

(
|Mi − Ō| + |Oi − Ō|

)2 (IV.3)

correlation coefficient:

R =
∑n

i=1
(
Mi − M̄

)(
Oi − Ō

)√∑n
i=1

(
Mi − M̄

)2
√∑n

i=1
(
Oi − Ō

)2
(IV.4)

IV.6.2 threshold exceedances indicators

probability of detection:

POD = GA+

MA + GA+ (IV.5)

success ratio:

SR = GA+

FA + GA+ (IV.6)

IV.6.3 reporting model preformance - FAIRMODE (Janssen and
Thunis, 2022)

measured uncertainty:

• for time series

RMSU = Ur(RV )
√

(1 − α2)(Ō2 + σO
2) + α2RV 2 (IV.7)

• for annual averaged values

RMSU ≈Ur(RV )

√
(1 − α2)

Np
Ō2 + α2RV 2

Nnp
(IV.8)
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• with parameters for O3

Ur(RV ) = 0.18 ; RV = 120.0 µg m−3 ; α = 0.79 ; Np = 11.0 ; Nnp = 3.0 (IV.9)

• and parameters for NO2

Ur(RV ) = 0.24 ; RV = 200.0 µg m−3 ; α = 0.20 ; Np = 5.2 ; Nnp = 5.5 (IV.10)

modeling quality indicator:

MQI = RMSE

βRMSU
(IV.11)

• with β = 2

modeling performance indicators:

MPIR = 1 − R

0.5β2 RMSU
2

σOσM

(IV.12)

MPIBias = |Bias|
βRMSU

(IV.13)

MPIσ = |σM − σO|
βRMSU

(IV.14)

MPIP erc = RMSEP erc

βRMSUP erc

(IV.15)

• with β = 2
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Figure IV.12: Ozone concentration (MDA8 O3) in relation to temperature for LOTOS-
EUROS (yellow), REM-CALGRID (magenta), COSMO-MUSCAT (purple), WRF-CHEM
(blue) and the ensemble (boxplots). Plotted values reflect the average for rural (left) and urban
(right) background concentrations of all available monitoring sites in Germany. Measured
concentrations are indicated with black circles. Box plots of the ensemble show the mean,
median, 25th and 75th percentile as well as the two times standard deviation as min and max.
Mean values are used for the ensemble members and the measurements. The periods of April-
June and July-September are shown in the subplots (a,e) and (b,f) as well as the wintermonth
January-March & October-December in subplots (c,g). The relation to temperature for
exceedances above the MDA8 O3 target value of 120 µg m−3 are shown in subplots (d) and
(h).
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