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Abstract
Quantum error correction is an essential ingredient in the development of quan-
tum technologies. Its core subject is to investigate ways to embed quantum
Hilbert spaces into a physical system such that this subspace is robust against
small imperfections in the physical systems. This task is exceedingly complex:
for one, this is due to the vast diversity of possible physical systems with dif-
ferent inherent structure to use. For another, every different physical setting
also comes with different types of dominant imperfections that need to be pro-
tected against. Bred by the complexity of this technological ambition, research
on quantum error correction has developed into a large field of research that
ranges from questions about the engineering of small systems with a single pho-
ton to the creation of macroscopic topological phases of matter and models of
complex emergent physics.

A quintessential tool in quantum error correction is the stabilizer formal-
ism, which tames complicated quantum systems by enforcing symmetries. A
Gottesman-Kitaev-Preskill (GKP) code is a stabilizer code that creates a log-
ical subspace within the infinite dimensional Hilbert space of a collection of
quantum harmonic oscillators by endowing it with translational symmetries.
While practical approaches to GKP codes consider the infinitude of the Hilbert
space, as well as the infinitude of the translational symmetry group as obsta-
cles for implementation, in theory these are precisely the features that make
the theory of GKP codes particularly rich, well behaved and well-connected to
fascinating topics in mathematics.

The purpose of this thesis is to explore these connections: to understand the
coding theoretic- and practical properties of GKP codes, utilizing its rich math-
ematical foundation, and to provide a foundation for future research. Along this
journey we discover – through the looking glass of GKP codes – how quantum
error correction in general fits into a fabulous mathematical world and formulate
a series of dreams about possible directions of research.
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Zusammenfassung
Die Quantenfehlerkorrektur ist ein wesentlicher Bestandteil der Entwicklung
von Quantentechnologien. Ihr Ziel ist die Erforschung von Einbettungen von
quantenmechanischen Hilbert-Räumen in physikalische Systeme, sodass die so
geschaffenen Unterräume robust sind gegenüber kleinen Fehlern, welche im
physikalischen System auftreten können. Diese Aufgabe ist äußerst komplex:
Zum einen liegt dies an der enormen Vielfalt potentieller physikalischer Systeme
mit unterschiedlicher inhärenter Struktur für diese Aufgabe. Zum anderen re-
alisiert jedes physikalische System auch unterschiedliche Formen von Fehlern,
gegen welche es sich zu schützen gilt. Aufgrund der komplexen technologischen
Ambitionen hat sich die Forschung zur Quantenfehlerkorrektur zu einem weitre-
ichenden Forschungsgebiet entwickelt. Sie behandelt Fragestellungen, welche
von Fragen zur Konstruktion und Kontrolle kleiner Systeme mit einem einzigen
Photon bis hin zur Schaffung makroskopischer topologischer Phasen der Materie
und Modellen komplexer emergenter Physik reichen.

Ein wesentliches Instrument der Quantenfehlerkorrektur ist der stabilizer
Formalismus, welcher es erlaubt, komplexen Quantensystemen mithilfe von for-
cierten Symmetrien eine klare Struktur zu verleihen. Ein Gottesman-Kitaev-
Preskill (GKP) Code ist ein solcher stabilizer code, der einen logischen Unter-
raum innerhalb des unendlich dimensionalen Hilbert-Raumes einer Ansamm-
lung von harmonischen Quantenoszillatoren schafft, indem er ihn mit Trans-
lationssymmetrien ausstattet. In praktischen Ansätzen zu GKP Codes wird
die Unendlichkeit des Hilbert-Raumes, sowie die Unendlichkeit der Translation-
ssymmetriegruppe, oft als Hürde für die Implementation betrachtet. In ihrer
Theorie jedoch, sind es genau diese Eigenschaften, die die Theorie der GKP
Codes besonders reichhaltig und interessant macht, sowie Brücken zu modernen
mathematischen Forschungsthemen baut.

Der Inhalt dieser Arbeit ist es, diese Brücken zu erforschen: die kodierungs-
theoretischen und praktischen Eigenschaften von GKP Codes zu verstehen und
Brückenpfeiler für zukünftige Forschung zu errichten. In diesem Bestreben ent-
decken wir – aus der Perspektive von GKP Codes – wie die Quantenfehlerkorrek-
tur im Allgemeinen ihren Platz in einer reichen mathematische Welt einnimmt
und formulieren eine Reihe von Visionen zu möglichen Forschungsrichtungen,
die sich aus den Untersuchungen ergeben.
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respective time step k as indicated by the time labels on the edges.130

XII



7.11 (a) Wigner functions of the two lowest eigenstates of H(0)
av for

twirling level N = 1, .., 15 together with their effective squeez-
ing parameter are shown. (b) Finite squeezing parameters for
N = 1..30 and (c) the ten lowest eigenenergies of H(0)

av are plot-
ted. The two lowest (degenerate for large N ≥ 4) eigenenergies
approximating the GKP |H±〉 states are colored red and are sep-
arated by a gap that shrinks with N from the higher levels. The
effective squeezing of the two lowest eigenstates becomes symmet-
ric in q, p for N ≥ 8 and approximately scales with the twirling-
level ∆q/p ∝ N−0.185.
Code that was used to produce this figure can be found in ref. [52]. 131



Chapter 1

The world of GKP codes

Gottesman-Kitaev-Preskill (GKP) codes were conceived in the year 2000 by
their namesakes in “Encoding a qubit in an oscillator” [95] as a quantum error
correcting code. That is, as a specific way to associate logical quantum infor-
mation represented by a so-called code space HC ⊆ H to a physical quantum
system. The hope in the design of quantum error correcting codes is typically
to choose the subspace such that

1. It is – or can be made – robust to physically well-motivated noise in some
sense and

2. Logical gates, that is unitary operations applied to the code space are
physically easy to implement and can also be made robust in some sense.

We will see a more explicit formulation of these desiderata in the course of
this thesis. Gottesman, Kitaev and Preskill proposed to encode discrete quan-
tum information into a phase-space translation invariant subspace of the infinite
Hilbert space attributed to a collection of quantum harmonic oscillator modes.
While these quantum error correcting codes appeared to have nice properties,
in particular in terms of robustness against errors from a natural error basis in
such physical systems and they come with a simple set of robust logical gates,
the fine-grained experimental control seemed daunting at the time and, aside
from some interesting theoretical observations made early on by Harrington and
Preskill [106, 107], only little work had cumulated. Two notable proposals that
emerged in a long period of silence are the proposals to implement photonic
measurement-based quantum computation using the GKP code by Meniccuci
[135] and a proposal by Terhal and Weigand to implement the GKP code in
superconducting circuits [184]. Finally, as experimental technology began to
catch up, silence broke, and research on the GKP code began to experience a
renaissance with the first demonstration of code-state preparation in a trapped-
ion system by Fluehmann et al. in 2018 [78] followed by its implementation in
superconducting circuits by Campagne-Ibarcq [42] and Sivak [179] that showed
dramatically improved performances. In refs. [5, 147] Albert and Noh showed
that, despite not being explicitly designed to deal with such noise, the GKP
code demonstrates superior performance in its protection against photon loss,
a natural and physically relevant noise source for the physical systems consid-
ered. This cumulation of events has lifted quantum error correction with the
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Figure 1.1: High level overview of research areas highlighted in this thesis that
are connected to GKP codes.

GKP code to a topic of broad interest in recent years, such that even commercial
start-ups like Xanadu [26] and Nord Quantique [121] orient their efforts towards
realizing quantum computation using GKP codes.

Despite their relevance for some promising technological developments, the
primary focus of this thesis will not be on developing the technology and use of
GKP codes. Rather, the goal will be to better our base understanding of GKP
codes, its coding theory and its connections to other areas in mathematics,
computer science and physics. My hope for this work is to convince the reader
that the looking glass of GKP codes provides a unique perspective on quantum
computation and quantum error correction and may help to form meaningful
connections far beyond its own realm. Of course, we point to technological
contributions that naturally emerge along this quest.

1.1 From classical to quantum displacements
Before we define GKP codes from a more conventional perspective, we briefly
sketch out how their structure emerges quite naturally as “the thing that stays
classical in quantization". We remain deliberately vague here to keep things
manageable, but I believe that extensions of the following idea could be inter-
esting to further formalize and generalize. There are many different approaches
to quantization, which is to provide a clear mathematical structure to pass from
classical- to quantum physics, see refs. [24, 68]. Here we softly touch on the
framework referred to as geometric quantization [24] for its natural connection
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to symplectic geometry.
This picture begins with classical Hamiltonian mechanics of a particle on

the line [9]. The state of the particle is described by a position index q ∈ R and
a canonical momentum index p ∈ R. The associated configuration space, R2 3
(q, p) that hosts the state of the particle is called phase space. A Hamiltonian
function H(q, p) determines the energy of the particle in the respective state and
dictates how the state of the particle changes in time. We denote the phase space
index by x = (q, p) and the gradient by ∇ = (∂/∂q ∂/∂p)

T . The Hamiltonian
evolution of the particle is given by the Hamiltonian equations of motion

d

dt
x = J2∇H, (1.1)

where we have also defined the symplectic form

J2n =

(
0 In
−In 0

)
. (1.2)

We will encounter the symplectic form often throughout this thesis and will
generally omit the index 2n when the dimensions of the matrix are clear from
context.

The Hamilton function is a classical observable, whose evaluated value H(x)
outputs information about the state of the system. The time evolution of any
other observable f(x) along the trajectories dictated by the Hamiltonian evo-
lution is given by

d

dt
f = −(∇H)

T
J∇f (1.3)

=
∂f

∂q

∂H

∂p
− ∂f

∂p

∂H

∂q
=: {f,H}, (1.4)

where in the last line {·, ·} denotes the Poisson bracket. The differential operator
XH := (J∇H)

T∇ appearing in eq. (1.3) is the so-called Hamiltonian vector field
and a formal solution to the corresponding differential equation for the evolution
of the observable f is

f(x(t)) = etXHf(x(t = 0)). (1.5)

We have [Xf , Xg] = XfXg − XgXf = −X{f,g}, such that the evolutions
generated by two Hamiltonian vector fields with Hamiltonians f and g commute
when the Poisson bracket of the respective Hamiltonians is constant. Consider
the simplest non-trivial Hamiltonians: Hq(x) = −vq and Hp(x) = up. Per
eq. (1.1) these Hamiltonians generate the evolutions

Hq :
d

dt
x =

(
0
v

)
, Hp :

d

dt
x =

(
u
0

)
, (1.6)

that is, Hq induces a change of momentum with constant rate q andHp induces a
change of position with constant rate v. The corresponding evolution operators
that generate the effective time evolution of observables etXH as in eq. (1.5) are
given by

Dq(ut) = eut
∂
∂p , Dp(vt) = evt

∂
∂q . (1.7)
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These classical displacement operators displace phase-space points on classical
observables

Dq(v)f(q, p) = f(q, p+ v), Dp(u)f(q + u, p), (1.8)

i.e. they effectively implement shifts (q, p) 7→ (q + u, p + v) in phase space.
Since the Poisson bracket {q, p} = 1 is constant, these classical displacement
operators also do,

Dq(v)Dp(u) = Dp(u)Dq(v), (1.9)

and as linear operators that act on observables they naturally preserve each
others eigenspaces. In particular all observables invariant under shifts Dp(u) :
q 7→ q + u will maintain that invariance relative to any offset in p via Dq(v) :
p 7→ p+ v.

This situation changes distinctively when moving from classical- to quantum
mechanics. Instead of describing the state of a particle by deterministic phase
space indices q and p, position and momentum are lifted to infinite dimensional
operators q̂, p̂ acting on a separable Hilbert spaceH = L2(R) of square integrable
functions and linearity over C, in a manner that the classical Poisson bracket
gets replaced by the commutator of these operators {·, ·} 7→ −i/~ [·, ·], and we
obtain the canonical commutation relations1

[q̂, p̂] = i~Î . (1.10)

The failure of position- and momentum operators to commute is reflected in
Heisenberg’s uncertainty-relation, Var(q)Var(p) ≥ ~2

4 , so that one cannot be
measured without perturbing the potential measurement outcome of the other.

The displacement operators that we have encountered before now have be-
come

D̂q(v) = eivq̂, D̂p(u) = e−iup̂, (1.11)

which form one-parameter unitary groups and fail to commute as

D̂q(v)D̂p(u) = eiuvD̂p(u)D̂q(v). (1.12)

This is the so-called Weyl form of the canonical commutation relations. The
Stone-von Neumann theorem [161, 190] guarantees the uniqueness of any pair
of such one-parameter groups of unitary operators, which is a cornerstone of
quantum mechanics. They form a so-called Heisenberg(-Weyl) group H. This
group is isomorphic to U(1) × R2, where the R2 ⊃ (u, v) component refers to
the indices we have been using and U(1) attaches a phase to each element in
the group.

This group is said to fit into the exact sequence

1→ U(1)→ H → R2 → 0, (1.13)

meaning that each arrow indicates a group homomorphism and the image of one
arrow is exactly the kernel of the next. In this example this essentially refers to
the fact that the identity element in H corresponds to (0, 0, 0) ∈ U(1)× R2.

1Note that this equation is easily misinterpreted to yield nonsense statements. If, e.g., the
operators in this equation were treated as finite dimensional objects, taking the trace of this
equation would imply the statement “1 = 0”. The rigorous way to define this is by instead
considering the Weyl form of the commutation relations.
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We take away that displacement operators are clearly important in quantum
mechanics – we will see many more properties of them in the coming chapters
– and comprise in a certain sense the core of this thesis.

The group of displacement operators contains a subset that mimics their
classical ancestors: that is the algebra of displacement operators spanned by

S0 =
{
D̂q(v), D̂p(u) : uv ∈ 2πZ

}
(1.14)

maintains the commutation relations of the classical displacement operators in
eq. (1.9) and leave the mutual eigenspaces invariant. To phrase it differently,
notice that one realization of the operators in S0 is spanned by the displace-
ment operators generated by Dq

(√
2πλ−1

)
, Dp

(√
2πλ

)
for some λ > 0. These

operators commute and their measurements can be interpreted to correspond
to measurements of the modular quadratures

q̂ mod
√

2πλ and p̂ mod
√

2πλ−1, (1.15)

which behave as if they were classical observables. This spectacular magic trick
is one operational perspective on the essence of the GKP code; it has found
a direct implementation in a quantum displacement sensor scheme by Duiv-
envoorden et al. [70] and GKP stabilizer measurements that we will discuss
later.

Before we continue, note that this section has also illustrated the role of the
symplectic matrices

Sp2n(R) :=
{
S ∈ GL2n(R) : STJS = J

}
(1.16)

in classical Hamiltonian dynamics. This is the group of matrices that preserve
the symplectic form J and is closed under transposition. From eq. (1.3) we
can see that a basis transformation x 7→ Sx = x′ ⇔ ∇ = ST∇′, S ∈ Sp2(R)
preserves the time evolution of observables and here corresponds to our freedom
of implementing coordinate transforms that yield the same observable dynamics.
Symplectic matrices will accompany us throughout the coming chapters and take
a special role in the description of GKP codes.

For the rest of this work, when clear from context and not specifically rele-
vant, we will omit the operator hats ·̂ on operators and adhere to the convention
~ = 1.
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1.2 Translation invariant functions on phase space

What is ... a holomorphic function?

A holomorphic function f : C → C is a complex function that is complex
differentiable on every point of an open subset U ⊆ C such that the limit

f ′(z) = lim
h→0

f(z + h)− f(z)

h
(1.17)

exists ∀z ∈ U .
Every complex number z = Re(z) + i Im(z) ∈ C ∼ R2 can be labeled by two
real numbers z 7→ h(z) = Re(z)⊕ Im(z), and there is a homomorphism

h(z) =

(
Re(z) − Im(z)
Im(z) Re(z)

)
, (1.18)

that satisfies h(w + z) = h(w) + h(z) and h(wz) = h(w)h(z) for all w, z ∈ C.
The function h(z) is a homomorphism for the additive structure of C while
h(z) also carries a homomorphism for the complex multiplication to the vectors
via

h(w)h(z) = h(wz). (1.19)

Notice that h(1) = I2 and h(i) = −J2, that is, the symplectic form J2
forms a linear representation of the multiplication with the complex unit i
and h

(
eiφ
)

=: Rφ = cos(φ)I2 − sin(φ)J2 is a rotation of the plane.
By identifying the complex function f(z) = f(x+ iy) = u(x, y) + iv(x, y) with
a function with domain R2, we can compute

h(df(x+ iy)) =

(
∂xu ∂yu
∂xv ∂yv

)(
dx
dy

)
. (1.20)

In the definition of the complex derivative in eq. (1.17) it is important that the
derivative should be well-defined and independent of the direction φ the param-
eter h = |h|eiφ approaches 0. Translated into the representation in eq. (1.20)
this in particular means that the outcome of eq. (1.20) should be linear in
rotations dx ⊕ dy 7→ Rφ(dx⊕ dy) and the complex derivative should satisfy
h(f ′(z)dz) = h(f ′(z))h(dx+ idy) with df = f ′(z)dz. Altogether, this require-
ment that the derivative should behave complex linear implies the Cauchy-
Riemann equations

∂xu = ∂yv, ∂xv = −∂yu. (1.21)

This behavior endows holomorphic functions with a particular high degree of
structure. In particular, holomorphic functions f : C → C are analytic, that
is, they can be expanded into a power series

f(z − z0) =
∑
k≥0

ak(z − z0)k (1.22)

in the open neighborhood U ⊆ C of every point z0 ∈ C. Another important
property is that, via Liouvilles theorem, every bounded holomorphic function
|f(z)| < M, ∀z ∈ C is constant [145]; which also implies that there are no
non-trivial doubly translation invariant holomorphic functions.

In quantum mechanics, the classical phase space we have encountered earlier
finds a new meaning: it becomes the domain for wave-functions and (quasi-)
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probability distributions that determine the statistics of measuring a certain
position and momentum. For a single degree of freedom, it is given by indices
(q, p) ∈ R2 which we can complexify to obtain the more compact labelling
z = q+ ip ∈ C. Now the functions that determine the physics of our system are
complex functions and since they are supposed to represent physical quantities,
it makes sense to require them to be very well-behaved. Concretely, we require
them to be holomorphic functions and to be normalizable under the scalar-
product induced norm of a Hilbert space they reside in. The relevant scalar
product of their Hilbert space is given by

〈f |g〉 =
1

π

∫

C
dz e−|z|

2

f(z)g(z), (1.23)

which constructs the Segal-Bargmann representation of quantum mechanics [12,
43, 170].

In the preceding section we have motivated the relevance of phase space
translation-symmetric states. Since phase space has two (real) dimensions we
also need to specify to translation axes, one of which we fix with the basis
“vector” 1 ∈ C and the other by τ ∈ C, Im(τ) 6= 0. W.l.o.g. we require
τ ∈ h = {z ∈ C, Im(z) > 0} to be a vector in the complex upper half plane such
that the complex lattice of translational symmetries of our desired functions is
given by Λ = Z + τZ.

Now we have hit a roadblock. By Liouville’s theorem there are no non-
constant holomorphic functions that have a doubly translational symmetry
f(z) = f(z + λ) ∀λ ∈ Λ. To obtain non-trivial functions with doubly trans-
lational symmetries has to either allow for poles, i.e. relax to use meromorphic
functions, or relax the requirement on periodicity. The former leads to the the-
ory of so-called elliptic functions, which we will encounter later in chapter 4.
Here we decide to relax the requirement of periodicity which brings us naturally
to the theory of theta functions. Jacobi’s theta function is defined as [142]

ϑ(τ, z) =
∑

n∈Z
eiπn

2τ+i2πnz. (1.24)

The infinite series converges compactly on h×C and yields a holomorphic func-
tion in z ∈ C It is doubly periodic as

ϑ(τ, z + 1) = θ(τ, z), ϑ(τ, z + τ) = e−iπτ−i2πzϑ(τ, z). (1.25)

The non-trivial factor on the r.h.s. of this equation establishes its quasi
periodic behaviour.

Following ref. [142], define the “holomorphic displacement operators" Sa, Tb
with (a, b) ∈ R2 by

Saf(z) = f(z + a), Tbf(z) = eiπb
2τ+i2πbzf(z + bτ). (1.26)

These operators naturally satisfy Sa1
Sa2

= Sa1+a2
, Tb1Tb2 = Tb1+b2 and the

commutation relation
SaTb = ei2πabTbSa, (1.27)

equivalent to the Weyl form in eq. (1.12) such that, by the Stone-von Neumann
theorem, these displacement operators are in fact equivalent to those we have
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found before, and we again obtain a representation of the Heisenberg group
H = U(1) oR2 that acts on holomorphic functions as

U(λ,a,b)f(z) = λei2πabeiπb
2τ+i2πbzf(z + a+ bτ). (1.28)

The theta functions ϑ(τ, z) are (up to scalars) the unique functions invariant
under the action of the subgroup of the Heisenberg group

H1 =
{

(1, a, b), (a, b) ∈ Z2
}
⊂ H, (1.29)

for which the commutation factor ei2πab = 1 is always trivial.
We can obtain even more functions with a similar behavior by scaling the

lattice of translational symmetries by an integer factor d ∈ N : Λ → dΛ. The
space Vd of holomorphic functions invariant under the group

Hd =
{

(1, a, b), (a, b) ∈ dZ2
}
⊆ H1 (1.30)

is in fact dim(Vd) = d2 dimensional. To see this, note that Vd is closed under
the operators S1/d and T1/d as these operators commute with the displacements
representingHd. Denote the group generated by these operators withH⊥d = rd×(

1
dZd

)2 ⊂ H, where rd denotes the set of d-th roots of unity. This group is called
the finite Heisenberg-Weyl group, and similar to the continuous Heisenberg-Weyl
group there is an exact sequence

1→ rd2 → H⊥d →
(

1

d
Zd
)2

→ 0, (1.31)

where now the action of H⊥d is trivial under the preimage Hd of (dZ)
2. 2 This

construction of a discrete Heisenberg-Weyl group as a subgroup of the continu-
ous one – i.e. the fact that each element in the sequence in eq. (1.31) embeds
into the corresponding element in the sequence in (1.13) – is the first exam-
ple of a GKP-code, which we will discuss more in-depth in the following. The
unitary representation of discrete Heisenberg-Weyl algebra is also sometimes re-
ferred to as the (generalized) qudit Pauli-group, which plays an important role
in quantum computing and quantum error correction.

The discrete Heisenberg-Weyl group has a irreducible action on Vd [142] and
defines a basis for Vd given by the theta functions with characteristic (a, b) ∈
d−1Z/Z

ϑa,b(z) = SbTaϑ(z). (1.32)

It can be shown that for p, q ∈ Z

ϑa+p,b+q(z) = ei2πaqϑa,b(z), (1.33)

which shows that ϑa,b(z), up to a constant, only depends on characteristics
(a, b) ∈ 1

dZ/Z and these d2 theta functions form a basis for Vd.
Theta functions are not going to be in the focus of the upcoming presenta-

tions, but nevertheless form important objects that underlie many of the topics
and ideas we are about to discuss. Equipped with the following understanding,
the relevance of the role of theta functions will hopefully become more clear:

2This discussion has been motivated by the presentation of D. Arapura provided in ref. [8].
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1. Theta functions with characteristic form a basis for logical GKP states,
and

2. Theta functions yield a projective embedding of the complex torus Eτ =

C/(Z + τZ)→ CPd
2−1 into complex projective space.

While the first point is going to become clearer very soon, the second point
will only be briefly discussed in sec. 4.4. By Chow’s theorem [44], it is this
embedding that implies that complex tori, which we will learn to interpret as
GKP codes, are in fact algebraic curves. I encourage the reader to return to this
point after reading the next chapter and hope that at that point it will become
less of a mystery and more of a wonder why such mathematical idiosyncrasies
appear in a thesis about quantum error correction.

1.3 Outline
This thesis will be arranged in four core chapters. Chapter 4 will focus on the
abstract coding theory of GKP codes and the mathematical structure behind
fault-tolerant quantum computation with GKP codes. In the first part of that
chapter we will open the toolbox of lattice theory to examine GKP codes, derive
coding theoretic properties and tradeoffs. By examining the structure of logical
Clifford gates for the GKP code, we will discover a route to zoom out further
and develop an algebraic geometric perspective on GKP codes, where we classify
the structure of “moduli spaces of GKP codes" and build a close link between
the theory of moduli spaces of elliptic curves and the theory of fault tolerance
for the GKP code. This work on the coding theory of GKP codes will form the
centerpiece of this thesis.

In chapter 5, we apply the developed structure to discuss concrete GKP
codes with their lattice-theoretic and coding-theoretic properties. This chapter
discusses the structure of some GKP codes already found in the literature and
also features a class exotic GKP codes with good properties that can be derived
from a lattice-based post-quantum cryptosystem called NTRU.

For practical implementations, merely knowing the structure and properties
of codes is not enough. Concretely, to use a quantum error correcting code, it is
paramount to be able to find classical strategies to process how best to correct
the errors on the system given partial information extracted from measuring its
stabilizers. We discuss the decoding problem associated to GKP codes through
a complexity theoretic lens in chapter 6 and show how the decoding problem for
the NTRU-GKP codes presented in chapter 5 implies a quantum cryptographic
scheme. This is done by proposing a private quantum channel that builds on
the post-quantum cryptographic properties of the NTRU-GKP codes.

As a strong motivation to examine GKP codes are their technological real-
ization, the fourth chapter 7 will discuss how GKP codes can be implemented.
We discuss various ways to implement the GKP code through active error cor-
rection that are relevant for photonic- and superconducting circuit architectures
and discuss the physics behind passive quantum error correction with the GKP
code. A new result presented in this chapter is a “passive” error correction
scheme that engineers a Hamiltonian that hosts the GKP code space in its
ground state utilizing time-dependent control.
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Inspired by the AMS “What is...?” column series [198] I include topical
“What is...?” boxes to provide very brief introductions to specialized ideas that
appear throughout this work. Each chapter closes with a Dream, in which I
highlight a perspective on interesting follow-up work that extends the work
presented in the respective chapter. I hope that the ideas and dreams presented
in this thesis will encourage the reader to take interest in the GKP code and
its various applications in- and outside quantum computation and stimulate the
reader to dive into the dreams presented here.
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Chapter 2

Continuous variable basics

A continuous variable (CV) quantum system is one, where states in the cor-
responding Hilbert space H = L2

(
R2n

)
are naturally labelled by continuous

degrees of freedom, such as the position- and momentum variables of a parti-
cle we have encountered before. In the literature one often also encounters the
association to the Hilbert space of a quantum harmonic oscillator (QHO) or
the reference to a bosonic system [95, 183]. These nomenclatures refer to the
fact that the state space is naturally given by that of a physical collection of n
quantum harmonic oscillators with Hamiltonian governing the time evolution

H =

n∑

i=1

q̂2
i + p̂2

i

2
=
x̂†x̂

2
, x̂ = (q̂1 . . . q̂n p̂1 . . . p̂n)

T
, (2.1)

and highlight fact that the relevant quadratures satisfy bosonic commutation
relations1

[x̂i, x̂j ] = iJij . (2.2)

Expressed in annihilation operators âi = (q̂i + ip̂i)/
√

2, the Hamiltonian be-
comes H =

∑n
i n̂i + n

2 , where the number operators are given by n̂i = â†i âi.
The number operators have a countably infinite spectrum ni ∈ N0 and eigenba-
sis given by Fock states {|ni〉}∞ni=0.

Quantum harmonic oscillator systems are ubiquitous in nature. Some sys-
tems, such as the electromagnetic field of a propagating photon, the fluxes and
charges of a superconducting LC-circuit, a trapped ion, or a very very small me-
chanical spring are directly equipped with such Hamiltonians and state-spaces.
Beyond these, a popular physicists’ argument is that every natural potential has
local minima, each of which can be well approximated by a quantum harmonic
oscillator system. This argument is not truly universally applicable but shall
suffice to motivate that quantum harmonic oscillators are both relevant building
blocks of nature and “easy” to construct in a controlled environment.

We define displacement operators with amplitude ξ ∈ R2n

D(ξ) = exp
{
−i
√

2πξTJx̂
}
. (2.3)

1See also footnote 1 in the previous chapter.
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These displacement operators act linearly on H to implement shifts of the
quadratures

D†(ξ)x̂D(ξ) = x̂+
√

2πξ, (2.4)

as can be verified using the well-known identity eABe−A = e[A,·]B. They are
orthonormal with

Tr
[
D†(ξ)D(η)

]
= δ(ξ − η), (2.5)

and commute and close as

D(ξ)D(η) = e−iπξ
T JηD(ξ + η),

= e−i2πξ
T JηD(η)D(ξ). (2.6)

In this equation we recognize the Weyl-form of the canonical commutation
relations encountered before (set n = 1). The orthonormality of the displace-
ment operators allows to express any (trace-class) operator to be expressed as
a continuous linear combination of displacements

Â =

∫

R2n

dx cA(x)D(x), cA(x) = Tr
[
D†(x)Â

]
, (2.7)

where the function cA(x) is called the characteristic function of Â. Closely
related is the Wigner function of Â, given by the symplectic Fourier transform

WA(x) =

∫

R2n

dη e−i2πx
T Jη Tr

[
D(η)Â

]
. (2.8)

The Wigner function of a state Wρ is a quasi-probability distribution for the
state, such that the probability to measure a quadrature along axis ei is given
by marginalizing over the remaining coordinates

P
(
eTi x

)
=

∫

e⊥i

dxWρ(x), (2.9)

and with

Tr[AB] =

∫

R2n

dxWAB(x) =

∫

R2n

dxWA(x)WB(x), (2.10)

it allows to compute expectation values of observables Ô as

〈Ô〉 = Tr
[
ρÔ
]

=

∫

R2n

dxWρ(x)WÔ(x). (2.11)

The Wigner functions of a vacuum-, squeezed- and GKP state are shown in fig.
2.1. The vacuum state |0〉 = |0〉⊗n is a so-called Gaussian state, whose Wigner
function is given by a Gaussian distribution. Tightly related are the so-called
coherent states

|α〉 = D(α) |0〉 , (2.12)

which are eigenstates of the generalized annihilation operator â = (â1 . . . ân)
T

with eigenvalues
√

2πα. Coherent states are simply Gaussian vacuum states
centered at phase space point

√
2πα. As operator, they can be decomposed

into displacements as
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Figure 2.1: The Wigner function of a vacuum-, squeezed- and approximate GKP
state. These plots were produced using a code base provided in ref. [194].

|α〉〈α| =
∫

R2n

dβ Tr
[
D†(β) |α〉〈α|

]
D(β) (2.13)

=

∫

R2n

dβ e−
π
2 β

Tβ−i2παT JβD(β), (2.14)

such that a resolution of the identity is given by
∫

R2n

dα |α〉〈α| = I, (2.15)

and we have
〈β|α〉 = e−

π
2 (‖α−β‖2+i2αT Jβ), (2.16)

that is, coherent states form a non-orthogonal over-complete basis for operators
on phase space.

There also exists a different parametrization of displacement operators la-
beled by complex indices γ ∈ Cn given by

Dc(γ) = exp
{√

π
(
γT â† − γ∗T â

)}
= D(ξγ), (2.17)

where the equivalent real parameter is ξγ = Re(γ)⊕ Im(γ) ∈ R2n.
In this parametrization the displacement operator acts as

Dc(γ)
†
âDc(γ) = â+

√
2πγ. (2.18)

and the commutation relation is given by

Dc(γ)Dc(δ) = e−i2π Im(γ†δ)Dc(δ)Dc(γ). (2.19)

The symplectic form ω(γ, δ) = Im
(
γ†δ

)
is a skew-symmetric function inherited

from the hermitian form H(γ, δ) = γ†δ as its imaginary part.
The complex parametrization provides the usual notation for coherent states

|γ〉 = Dc(γ) |0〉, which is equivalent to the previous definition. Expressed as a
function of this index, the function Q(γ) = 〈γ|ρ|γ〉 is the so-called Husimi-Q
function. It is holomorphic in the complex parameter and can also be obtained
as a Gaussian-smoothed Wigner-function [40], as can also be computed using
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eq. (2.11). One can interpret the Husimi-Q function as the probability distribu-
tion for joint position- and momentum measurements (taking into account the
Heisenberg uncertainty) and it is connected to representation of states in the
Segal-Bargmann (or stellar-) representation encountered in the previous section
by the correspondence [43]

Q(γ) = e−πγ
†γ |f(γ)|2. (2.20)

Note the difference in convention relative to ref. [43] since we have chosen to
scale the domain by a factor

√
2π in the real representation. This representation

has nice properties: the stellar function, aside from being holomorphic and
normalizable under the norm given by eq. (1.23), is not required to immediately
represent a physical observable but is allowed to have infinite support. This
feature makes it a nice representation for the treatment of GKP states.

Unitary evolution via Hamiltonians strictly quadratic in the quadrature op-
erators implement symplectic transformations, as can again be verified using
eABe−A = e[A,·]B,

US = e−
i
2 x̂

TCx̂, C = CT , (2.21)

U†Sx̂US = Sx̂, S = eCJ , (2.22)

where S ∈ Sp2n(R) is a symplectic matrix which follows from unitarity of US ,
and we have

USD(ξ)U†S = D(Sξ), (2.23)

such that also
WUSρU

†
S
(x) = Wρ(Sx). (2.24)

The symplectic group contains an important subgroup of symplectic orthogo-
nal matrices isomorphic to the unitary group O2n(R)∩Sp2n(R) = Un(C), where
for elements U ∈ Un(C) the isomorphism is given by

(
ReU − ImU
ImU ReU

)
∈ O2n(R) ∩ Sp2n(R). (2.25)

These symplectic orthogonal transformations are those, that can be im-
plemented by purely passive – photon-number preserving – linear optical el-
ements: beamsplitters and phase-shifters, and do not require additional squeez-
ing. For this reason they are considered particularly cheap to implement. This
becomes explicit via the Bloch-Messiah decomposition. Every symplectic ma-
trix S ∈ Sp2n(R) admits a decomposition into symplectic orthogonal matrices
O1, O2 ∈ O2n∩Sp2n and a diagonal matrix D = diag

(
λ1 . . . λnλ

−1
1 . . . λ−1

n

)
, λi >

1 such that
S = O1DO2. (2.26)

The diagonal matrix D implements a squeezing of the quadratures (q̂i, p̂i) 7→
(λiq̂i, λ

−1
i p̂i), of which the maximum sq(S) =

√
λmax(STS) = maxi λi squeez-

ing value yields an indicator for the amount of energy that needs to be pumped
into the QHOs to realize US .

Unitary operators of the form U(S,x) = D(x)US are so-called Gaussian
unitaries, as they can be generated by Hamiltonians of maximal quadratic order
in the quadratures, and they preserve Gaussianity of the Wigner-functions of
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states they act on. Due to the simplicity of their generating Hamiltonian, and
their simple linear-order action on the quadrature vector, Gaussian unitaries are
considered as especially desirable and robust in physical implementation.

This quick overview concludes the basics technical physics background to
understand what follows. These tools are part of a larger toolbox typically
attributed to the topic of quantum optics, and many good textbooks and review
articles exist to which we refer the reader for further studies, see e.g. refs. [88,
193] and references therein.
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Chapter 3

Quantum computation and
quantum error correction

Since the core technological contribution of the GKP is to facilitate quantum
computation, in this chapter we very briefly review what quantum computation
is about and how quantum error correction is meant to make it possible. The
purpose of this brief review is to both provide context for this work, and to
understand the technological goalposts of the development of the GKP code.
We keep the presentation here to a minimum and refer the reader to excel-
lent resources: See refs. [153, 176] for historical accounts and ref. [146] for a
comprehensive overview.

The idea of using a quantum mechanical system to perform computation or
to simulate other physical quantum systems traces its roots to Manin, Beninoff
and Feynman [14, 77, 129] in the early 1980s. Motivated by classical computing,
the typical setup is to consider a computation based on performing unitary op-
erations and measurements on a system of n-qubits, each of which are described
by a two-dimensional Hilbert space H1 = spanC{|0〉 , |1〉}. The evolution of a
state thus takes place in dim

(
H⊗n1

)
= 2n dimensional state space. This expo-

nentially large size yields plenty of opportunity to design quantum algorithms
to take advantage of the ability to create superpositions of basis states, engineer
interferences to amplify correct answers to input problems and to take advan-
tage of state collapse under projective quantum measurements in order to single
out individual state evolutions. In the 1990s this toolbox was then exploited by
Deutsch, Joza, Shor and Grover [64, 100, 175] to show that quantum algorithms
can be designed that may outperform their classical counterparts. Concurrent
research into possible physical realizations of quantum computation, see e.g.
refs. [50, 125, 126], however, also made it clear that physical realizations of
qubits as effective degrees of freedom in a real quantum system will never be
perfectly shielded from environmental influences or imperfect separation from
other degrees of freedom of its embedding system. In order for the qubit system
to be able to carry out the desired computations, it is necessary for the quantum
states to maintain superposition for a long time and logical operations on those
qubits would need to be packaged into a form to not incur dramatic errors on
the state of the computation. This necessity gave rise to the theory of quantum
error correction and fault tolerance [94, 174, 182].
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Fault-tolerance refers to the rather qualitative idea of physically implement-
ing effective logical channels on encoded quantum information in a manner that
is robust (tolerant) towards imperfections (faults) on the physical realization of
the channel. There is a large variety in interpretations of this property which is
claimed under various different assumptions in the literature on a case-by-case
basis tailored to the individual engineering problem. A general quantitative
framework and definition for fault tolerance, that is hoped to encapsulate exist-
ing ideas, was proposed by Gottesman and Zhang in ref. [96]. This framework
will be important for us, and we will spend some time discussing it in chapter 4.

3.1 How to quantum compute
The basic tool for quantum computation are the Pauli operators. Consider
a qubit with Hilbert space H2 = spanC{|0〉 , |1〉}. The distinguished basis is
given by the states |0〉 , |1〉 is called the computational basis. It is defined as the
eigenbasis of the Pauli Z operator and permuted by the Pauli-X operator

Z = |0〉〈0| − |1〉〈1| , X = |0〉〈1|+ |1〉〈0| , ZX = −XZ, (3.1)

which together generate the single qubit Pauli group P1 = 〈iI,X, Z〉, which is
the unitary representation of the discrete Heisenberg group H ′2 we encountered
earlier. Note that everything discussed here can be extended to the case of
qudits of dimension d, where H1 = spanC{|0〉 , . . . |d− 1〉} and the generalized
Pauli operators act as

Zd |j〉 = ei
2π
d |j〉 , Xd |j〉 = |j + 1 mod d〉 , ZdXd = ei

2π
d XdZd. (3.2)

We denote the n-qudit pauli group by Pn(d) = 〈ei 2π
d I,Xd, Zd〉. The n-qudit

Pauli group Pn(d) = P⊗n1 (d) is normalized by the Clifford group

Cln(d) =
{
U ∈ Un(d) : UPU† ∈ Pn ∀P ∈ Pn

}
, (3.3)

which is the subgroup of the n-qudit unitary group Un(d) that normalizes the
Pauli group. We will mostly stick to d = 2 for convenience and since this
is the most important special case. The qubit Clifford group together with
a unitary operator outside the Clifford group, such as the magic gate T =
|0〉〈0|+eiπ/4 |1〉〈1| allows to efficiently approximate any unitary operation on the
Hilbert space. Together with the of operations “Initialization of computational
basis states” and “measurement of Pauli-Z on qubits in an n qubit register”
these resources hence constitute a complete set of building blocks to realize
any quantum computation. Clifford gates are typically implemented through a
sequence of gates from a generating set given by the phase S and Hadamard H
gates satisfying

SXS† = iXZ, SZS† = Z, HXH† = Z, (3.4)

as well as the controlled NOT gate

CNOTabXaCNOT†ab = XaXb, CNOTabZbCNOT†ab = ZaZb, (3.5)

CNOTabZaCNOT†ab = Za, CNOTabXbCNOT†ab = Xb. (3.6)
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|ψ〉

|T 〉

S T̂ |ψ〉

Figure 3.1: The magic gate injection protocol. The auxiliary magic state is
coupled to the data qubit using a CNOT gate and measured in the Pauli-Z
basis. If the outcome is 1 a classical correction with S is applied to the data
qubit.

The “magic” T gates are typically implemented using a magic resource state
|T 〉 = T |+〉 through a protocol called magic gate injection [31, 95] pictured
in fig. 3.1, since this is one of the simplest fault-tolerant ways to implement
this gate building on the fault-tolerant implementations of the CNOT gate, the
Pauli measurement as well as the faithful preparation of the magic state.

The important feature to notice in this section is the close similarity between
the behavior of the (generalized) Pauli operators and the displacement operators
encountered before. This is not a coincidence as they both form a realization of
the Heisenberg-Weyl group in either the discrete or continuous setting, and in
the previous section we have even seen how the discrete Heisenberg-Weyl opera-
tors arise as discrete subgroup of the continuous one when acting on the subspace
Vd. Similarly, the Clifford group, as the unitary normalizer of the Pauli group,
is strictly analogous to the group of Gaussian unitary operators, which form the
normalizer of the displacement operators (see eq. (2.23)). This close analogy
strongly suggest that the embedding of the discrete Heisenberg-Weyl groups
into displacement operators would yield a natural way to implement quantum
computation using discrete degrees of freedom on a continuous variable system.
Such an embedding would be realized through an irreducible representation of
the discrete Heisenberg-Weyl group, which is provided by a subspace of the form
Vd defined in chap. 1.

3.2 How to quantum error correct
The core idea of quantum error correction (QEC) is to encode logical information
into a subspace HC of a physical Hilbert space H, which we refer to as code
space. To keep things simple, let’s assume that the physical Hilbert space
H = H⊗n2 is made up of a collection of n qubits (generalization to qudits is
straightforward) and acted upon by the Pauli group Pn. Like displacement
operators, Pauli operators form a complete basis for operators acting on Hilbert
space and every operator can be decomposed into a linear combination of Pauli
operators Pα, α = 0 . . . 4n − 1

E =

4n−1∑

α=0

cαPα (3.7)

and two Pauli operators either commute or anticommute. The most promi-
nent way to distinguish this code space is via the stabilizer formalism [97],
where a subspace of the physical Hilbert space is distinguished by a so-called
stabilizer group, generated by r independent commuting Pauli operators G =
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{g1, . . . , gr} ⊂ Pn. The stabilizer group

S = 〈G〉 − {−I,±iI} (3.8)

is an Abelian group and as a subgroup of the Pauli group, each element has
order 2 and Eigenvalues ±1. The stabilizer group carries this name as it acts as
the stabilizer of the code space, which has dimension dim(HC) = 2n−r =: 2k,
such that it encodes k logical qubits. A distinguished subgroup with irreducible
action on code space is given by the logical Pauli operators, which need to
commute with the stabilizer group and hence are contained in its centeralizer
C(S) ⊆ Pn within the Pauli operators. The stabilizer group S ⊆ C(S) is Abelian
if and only if it is a subgroup of its own centralizer, and we obtain representatives
for logical Pauli operators as elements in the quotient group C(S)/S, which has
order 4k up to phases. The logical Pauli group forms the basis to analyse the
implementation of logical operators for a stabilizer code. The size of the smallest
non-trivial logical operator

d(S) = min
x∈C(S)−S

‖x‖H (3.9)

is called the distance of the code, where ‖ · ‖H denotes the Hamming norm, and
quantifies the minimum number of single-qubit error that need to happen to
make up a logical error. A different way to capture this definition is through
the quantum error correction conditions. Let ΠC = 2−r

∑
s∈S s denote the

projector on HC and let {Ek} constitute a set of relevant Kraus operators that
capture physical error processes on H. The QEC conditions read

ΠCE
†
kEk′ΠC = ckk′ΠC , (3.10)

with Hermitian matrix c = c†. This condition captures the requirement that
physical errors maintain orthogonality of code states in HC and do not leak
information about the code state to the environment. Fulfilling the condition
for an error channel relative to a code guarantees the possibility to recover the
logical information from its corruption [146]. In this language, the distance
becomes the Hamming weight of the smallest operator P = E†kEk′ ∈ Pn that
violates the quantum error correction conditions. A quantum error correcting
code that encodes k logical qubits into n physical qubits with a distance d is
also denoted by [[n, k, d]].

Operationally, quantum error correction proceeds as follows. A code state
|ψ〉 ∈ HC undergoes a physical noise channel N , which probabilistically applies
an error

E =

4n−1∑

α=0

cαPα (3.11)

to the input state with probability p(E). Upon measurement of the generators
of the stabilizer group G = {g1, . . . , gr} ⊂ Pn, the state collapses onto a state
with a definite syndrome s, which is stabilized by

S(s) = 〈(−1)s1g1, (−1)s2g2, . . . , (−1)srgr〉 − {−I,±iI}. (3.12)

The vector s of stabilizer generators eigenvalues measured reflects the subspace
that the state has collapsed onto. This process – the measurement collapse
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– is the central ingredient to facilitate active quantum error correction. By
collapsing the state onto a fixed syndrome, the structure of the effective error
that has been applied to the state is significantly simplified and behaves almost
like a pure Pauli error. Now to return to code space, one applies a corrective
Pauli operator

Pr(s) : Pr(s)S(0)P †r(s) = S(s), (3.13)

which produces the same syndrome as we have measured. Since the syndrome,
by design, contains no information about the logical state, the correction leaves
open the possibility for a logical error to have happened either through the noise
channel or via a bad choice of correction r(s). In order to minimize this effect
one hence needs to choose r(s) such that the probability of a remaining logical
error is minimized. For a Pauli error model (i.e. one for which each Kraus
operator is of Pauli-type) the optimal strategy is to amend a generic choice
of correction r(s) through a classical optimization called maximum likelihood
decoding(MLD), where a logical post-correction is found by solving

MLD
(
Pr(s)

)
= max
L∈C(S)/S

∑

S∈S
p
(
Pr(s)LS

)
. (3.14)

To see why this works, note that every Pauli operator E = Pr(s)LS can be
decomposed as a product of a a pure error/destabilizer, which is a generic Pauli
operator that reproduces the correct syndrome according to eq. (3.13), a logical
representative L ∈ C(S)/S and a stabilizer s ∈ S. Solving this optimization
maximizes the probability that the error correction process returns the state to
the correct code state, taking into account the degeneracy provided by stabilizer
operations. Since this optimal process requires a rather costly computation of
the cost function (note e.g. that |S| = 2n−k grows exponentially with the
number physical qubits), in practice one often resorts to more computationally
efficient methods, such as simply optimizing

MLE(s) = max
P :PS(0)P †=S(s)

p(P ), (3.15)

dubbed maximum energy decoding [191]. Alternatively, one may also use tensor
network methods to approximate the sum in eq. (3.14) [32, 46] or one of many
other approximations found throughout the literature. An interesting view-
point, proposed by Dennis et al. in ref. [63], is that the structure of the MLD
decoder in eq. (3.14) may also be interpreted as the partition function of a clas-
sical statistical mechanical model, providing an interesting connection between
quantum error correction and condensed matter theory (see also refs. [47, 191]).
In this identification thresholds of quantum error correcting codes, i.e. error
parameters below which an increase in the size of the code n leads to an ex-
ponential suppression of the remainder logical error probability, are understood
as phase-transitions of the corresponding statistical mechanical model. This
understanding provides an argument for the existence of thresholds [63, 191],
and, reversely, suggests the possibility to simulate physical phenomena in con-
densed matter theory through the implementation of quantum error correction.
This fascinating correspondence is only one of the many interesting connections
quantum error correction offers to foundational topics in physics and provides
example for how the theory of quantum error correction, albeit motivated as a
means to facilitate technology, has the potential to become an integral tool to
the basic sciences.
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Chapter 4

GKP coding theory

In this chapter, we will build a abstract foundation for the theory of GKP
codes. We begin by discussing a lattice theoretic perspective theory on GKP
codes, which extends the lattice theoretic formulation already present in the
original work [95] and refs. [106, 107]. The presentation here will mostly be
guided by my work in ref. [57], but it is worth mentioning that around the time
ref. [57] appeared, two independent lattice theoretic investigations into the GKP
code were also published in refs. [163, 167], which are valuable complementary
resources. In sec. 4.4.1 we investigate the structure of Clifford gates for the
GKP code. Their understanding will naturally lead to a algebraic geometric
perspective on GKP codes, which yields a classification of the space of GKP
codes. We will show how this perspective naturally yields a description of fault-
tolerant quantum computation with the GKP code in Gottesman and Zhangs
framework for fiber-bundle fault tolerance.

4.1 GKP codes: A lattice perspective
A GKP code [95] is a stabilizer code acting on the Hilbert space of n bosonic
modes, where stabilizers are given by displacement operators.

Definition 1 (GKP stabilizer group [95]). The stabilizer group of a GKP code
is given by a set of displacements

S := 〈D(ξ1), . . . , D(ξ2n)〉, (4.1)

where {ξi}2ni=1 are linearly independent and we have ξTi Jξj ∈ Z∀ i, j.

The content of this chapter is oriented along the publications ref. [57] and ref. [55]. In
particular the content of secs. 4.1, 4.2 and 4.3 are adapted from ref. [57] and the content of
secs. 4.4.1 and 4.4 are adapted from ref. [55].
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What is ... a lattice?

There are different definitions of lattices in the literature. A very general
definition is to define a lattice L ⊂ G as a discrete subgroup of topological
group, i.e. a topological space with a product operation between its elements
that satisfy the group axioms [140], such that Γ\G 1has a finite volume relative
to the constant (Haar) measure on G.
The most common type of lattices we will consider here are discrete additive
subgroups of Rn, which are always isomorphic to Zm for some m ≤ n, such
that L = MTZn ⊂ Rn for some m × n matrix MT . If m = n the lattice is
called full-rank and else degenerate.
The definition is such that other topological groups can also give rise to lattices.
Important examples are G = SLn(R) and G = Sp2n(R), where the discrete
subgroups SLn(Z), respectively Sp2n(Z) form lattices in SLn(R) and Sp2n(R)
[140, 150].

Exploiting the structure of the displacement operators, the GKP construc-
tion defines a stabilizer group isomorphic to a lattice with generator matrix

M =



ξT1
...
ξT2n


, (4.2)

which is simply the set of integer linear combinations of basis elements

L = L(M) =
{
ξ ∈ R2n

∣∣ ξT = aTM, a ∈ Z2n×2n
}
. (4.3)

We follow the convention of ref. [95], where the basis vectors of the lattice L
constitute the rows of the generator matrix, which is the convention common in
coding theory; lattice theory more conventionally uses a column convention, but
we will mostly stick to the row convention and specially indicate when we do
deviate from it. A lattice is a Z module: It behaves almost like a vector space
in terms of addition of elements and closure under multiplication by elements
in Z, but since the set of integers Z does not contain a multiplicative inverse for
every element2, the lattice formally is a module (a vector space requires to be
built on top of a field ; see also the “what is ...” box 5.3).

For S to constitute a stabilizer group, it needs to be (1.) a group and (2. )
Abelian. By construction in definition 1, S is a group and by means of eq. (2.6)
it can be observed that S is Abelian if and only if the symplectic Gram matrix
associated with any generator M of the lattice

A := MJMT (4.4)

has only integer entries. We then say that the lattice L(M) is symplectically
integral.

Lemma 1. Each element of the stabilizer group S can be written as

2n∏

i=1

D(ξi)
ai = eiπa

TA aD
(
(aTM)T

)
, (4.5)

1Throughout this work, we will use the backslash ·\· for left-quotients, while the usual set
exclusion will be denoted by a minus − sign.

2It is a Ring.
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where A : (A )i,j = Ai,j ∀ i > j is the lower triangular matrix of A.

Proof. This is verified as follows. Let a[i] denote the vector a = a[2n] with
all entries aj = 0 ∀j > i and let φi denote the cumulative global phase when
simplifying the product (row vector convention in D() here)

2n∏

i=1

D(ξi)
ai =

2n∏

i=1

D(aiξi) (4.6)

=

[
2n−1∏

i=1

D(aiξi)

]
D(a2nξ2n) (4.7)

= eiφ2n−1D
(
aT[2n−1]M

)
D(a2nξ2n) (4.8)

= eiφ2n−1e−iπa
T
[2n−1]MJ(a2nξ2n)D

(
aT[2n]M

)
. (4.9)

We combined the displacements using eq. (2.6), from where we can already see
that eiφj = ±1∀j when A is integer. The expression above allows us to write
down the recursion

φ1 = 0 (4.10)

φi = φi−1 − πaT[i−1]MJ(aiξi) (4.11)

= φi−1 + π

i−1∑

j=1

aiAi,jaj . (4.12)

Computing the recursion, we observe that

φ2n = π
∑

i>j

aiAi,jaj = πaTA a, (4.13)

where A : (A )i,j = Ai,j ∀ i > j is the lower triangular matrix of A.

The stabilizer group S is hence given by

S =
{
eiφM (ξ)D(ξ)|ξ ∈ L

}
, (4.14)

where
φM (ξ) = πaTA a, aT = ξTM−1 (4.15)

determines the phases attached to each lattice displacement relative to the pivot
basis M , i.e. the set of basis vectors for which each associated displacement
operator is fixed to eigenvalue +1 by definition 1. We will also use the notation
(M,φM ) to specify GKP stabilizer groups from its generatorM when the phase-
sector is relevant. The pair (M,φN ) specifies that the generator for the stabilizer
group D

(
MT
i

)
is fixed by eigenvalue eiφN(MT

i ) in code space. Consistently, we
have (M,φM ) = (M, 0).

When L is symplectically integral, we have eiφM (ξ) = ±1 ∀ ξ ∈ L, and
eiφM (ξ) = 1 holds when A ∈ (2Z)

2n×2n is even. While these additional phases
have no effect on the projective Hilbert space, they determine the eigenvalue
of the corresponding displacement operator in the codespace determined by
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(M,φM ) = (M, 0) These phases are e.g. non-trivial for the sensor state [71]
with stabilizer group

Ssensor = 〈D(e1), D(e2)〉 =
{

(−1)mnD(me1 + ne2), (m,n) ∈ Z2
}
, (4.16)

where ej are canonical basis vectors, so that code-states should have eigenvalue
−1 on displacement for which mn is odd if they have eigenvalue +1 on each
generator D(e1), D(e2). In an alternative definition, used in ref. [95], with
S ′ = {D(ξ), ξ ∈ L}, D(e1)D(e2) = (−1)D(e1 + e2) would formally not be
included in the stabilizer group.

To encode discrete quantum information, such as a qubit, the continuous
state space needs to be fully “discretized” by introducing suitable constraints.
This is done by choosing a generating set for the stabilizer group with 2n lin-
early independent generators. Each linearly independent generator can be seen
as quantizing one direction in phase space. This is the reason why we require
the lattice L to be full rank, i.e., M has full row-rank. It is possible to specify a
lattice in R2n using more than 2n basis vectors, but they can always be reduced
to 2n linearly independent vectors, a process for which a number of (efficient)
algorithms are known [137]. Note also that non-full rank (or degenerate) lattices
had recently been explored to define effective GKP codes [111, 149]. The code
space of such codes retains continuous quadratures which allows to encode and
perform error correction on encoded CV states. In this work we focus on en-
coding qubits or qudits defined via full-rank lattices and refer to refs. [53, 149]
for discussions on encoding continuous information using the GKP code.

While a lattice L = L(M) is unique as a geometric object, different generator
matrices M, M ′ can generate the same lattice if and only if there exists an
unimodular matrix U ∈ GL2n(Z), |det(U)| = 1 such that

M ′ = UM. (4.17)

Such transformation also transforms

A 7→ A′ = UAUT , (4.18)

which has even entries if and only if A does. Due to the phases appearing in
eq. (4.14), when a different basis M ′ is used to fix the stabilizer group as in
definition 1, the generating set for the stabilizer group needs to be chosen as

(M ′, φM ) (4.19)

to yield the same stabilizer group and the same code-space.
The symplectic Gram matrix is invariant under a symplectic transformation

M 7→MST =




(Sξ1)T

...
(Sξ2n)T


, (4.20)

which generally change the lattice L 7→ SL but leave the symplectic Gram
matrix invariant. Comparing to the discussion in the introduction, see eq. (1.3),
one can also understand the symplectic transformation as a transformation on
the basis or ambient space which preserves symplectic inner products.
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A sublattice L′ ⊆ L is a subset of L that is itself a lattice. Any d ≤ 2n
dimensional sublattice of L can be specified by the basis

S = BM, (4.21)

where B ∈ Zd×2n is an integer matrix of full row rank. The symplectic dual
(simply “dual” in the following) of a lattice L is the lattice L⊥ that consists of
all vectors that have integer symplectic inner product with any vector from L

L⊥ =
{
ξ⊥ ∈ R2n |

(
ξ⊥
)T
Jξ ∈ Z ∀ξ ∈ L

}
. (4.22)

Within the GKP code construction vectors ξ⊥ ∈ L⊥ correspond to the displace-
ment amplitudes associated to the centralizer of the stabilizers within the set
of displacement operators. A canonical choice of basis M⊥ for the symplectic
dual is specified by fixing M⊥ to satisfy

M⊥JMT = I. (4.23)

Since we will focus on full rank lattices, for which M is non-singular, we obtain
the canonical dual basis as

M⊥ = (JMT )−1 = M−TJT . (4.24)

Together with the definition of A it can be shown that

M = AM⊥, (4.25)

that is, the symplectic Gram-matrix A describes how the sublattice L = L(M) ⊆
L⊥ = L

(
M⊥

)
associated to stabilizer operators embeds into the lattice associ-

ated to its centralizer. The dual quotient of L,

L⊥/L ∼ C(S)/S, (4.26)

thus lists the logically distinct displacements admitted by the GKP code S.
These displacements form the effective logical Pauli group.

Finally, the number of logically distinct centralizer elements associated to S
is

dim(HC)
2

= |L⊥/L| = |det(M)|/|det
(
M⊥

)
| = |detA| = |det(M)|2. (4.27)

One can verify this formula geometrically by imagining the partition of unit
cells of L with patches unit cells of L⊥, see fig. 4.1. Under basis transformation
of the direct lattice M 7→ UM the canonical dual basis transforms as

M⊥ 7→ U−TM⊥, (4.28)

and under symplectic transformations M 7→ MST we obtain M⊥ 7→ M⊥ST

The symplectic Gram matrix of the dual lattice can be shown to satisfy

A⊥ := M⊥J
(
M⊥

)T
= −A−1. (4.29)

It is similarly common to define the euclidean dual of a lattice L which we shall
denote by L∗. This is the lattice in R2n consisting of all vectors with integer
euclidean inner product with every vector in L.
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The euclidean dual is more common than the symplectic one in the lattice
theory literature, and hence often simply called dual. Similar to the symplectic
case, a canonical basisM∗ for the dual lattice can be fixed to satisfyM∗MT = I.
Since J ∈ O(2n) is an orthogonal matrix, we can observe that the symplectic
dual is equivalent to the euclidean dual up to an orthogonal rotation. In par-
ticular, the distribution of lengths of vectors in L⊥ is equal to the distribution
of lengths of vectors in L∗. We will take advantage of this fact when analyzing
the code distance of GKP codes in section 4.3.

We close this section by introducing the two most studied classes of GKP
codes, which we will use for illustrations throughout this manuscript. The first
class, which we will refer to as scaled codes, have been thoroughly examined in
ref. [107] and build on symplectic self-dual lattices. A symplectic self-dual lat-
tice L0 is a symplectically integral lattice for which |det(M0)| = |det(A0)| = 1
and, consequently, L0 = L⊥0 and A0 = J : The generator matrix M0 ∈ Sp2n(R)
is (up to a basis transformation equivalent to a) symplectic matrix and the asso-
ciated code-space is one-dimensional. GKP codes associated to a symplectically
self-dual lattice are analogous to so-called stabilizer states known in quantum
information and the sensor state in eq. (4.16) already presented one such exam-
ple.

Scaled GKP codes.

Definition 2. A scaled GKP code is obtained by rescaling a symplectically self-
dual lattice L0 = L⊥ to L =

√
dL0 with an integer d ∈ N.

LetM0 be a generator matrix for L0. We will see shortly that one can always
choose a basis such that M0JM

T
0 = J is itself a symplectic matrix.

The symplectic Gram matrix associated to the scaled GKP code becomes
A = dJ and the dimension of the code-space is dim(HC) = |

√
det(dJ)| = dn.

By choosing d = 2 this yields a code with k = n log2(dim(HC)) = n encoded
qubits. Let

λ1(L0) := min{‖x‖, x ∈ L0 − {0}} (4.30)

be the length of the shortest vector in L0 = L⊥0 . Note that throughout this
manuscript ‖ · ‖ = ‖ · ‖2 denotes the euclidean 2-norm. The rescaling im-
plies λ1(L) = d

1
2λ1(L0) and λ1

(
L⊥
)

= d−
1
2λ1(L0). For d > 1 the symplectic

dual vector corresponding to λ1

(
L⊥
)
cannot be in L and hence constitutes the

shortest logically non-trivial displacement, the length of which decreases with
the number of logical dimensions that are squeezed into the code. Prominent
examples of scaled GKP codes that have already been discussed in ref. [95] are
generated by √

2MZ2 =
√

2I2, (4.31)

also known as the square GKP code, that encodes k = 1 qubit into n = 1
oscillator and √

2MA2
= 3−

1
4

(
2 0

1
√

3

)
, (4.32)

which is known as the hexagonal GKP code, similarly with parameter k = n = 1
but with a different lattice geometry that requires a slightly larger displacement
amplitude to implement a logical operator. The hexagonal GKP code is labeled
by the symbol A2, which we will explain in chapter 5. Here we have λ1

(
L⊥
)

=
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Figure 4.1: The symplectic lattices Z2 (left) and A2 (right) scaled by d = 2
and their respective (dual) unit cells. The logical displacement amplitudes are
marked in turquoise and stabilizer displacements are marked in red.

3−
1
4 compared to λ1

(
L⊥
)

= 2−
1
2 for the square GKP code. The simplest Z2 and

A2 scaled GKP codes with d = 2 are illustrated in fig. 4.1. Further symplectic
self-dual lattices with larger λ1(L0) and a numerical procedure to find symplectic
self-dual lattices are detailed in ref. [107] and discussed in chapter 5.

Scaled GKP codes are important as every GKP code can be understood as
an extended version of a scaled GKP code. We discuss this relationship in the
next section.

Concatenated square GKP codes.

The second relevant class of GKP codes that of concatenated codes built from
the square GKP code and a qubit quantum-error correcting code. Let Q ⊂ Z2n

2

be a set of binary symplectic vectors3 such that

SQ =
{
Zq11 Zq22 . . . X

qn+1

n+1 . . . Xq2n
2n

∣∣∀q ∈ Q
}

(4.33)

describes the stabilizer group of an [[n, k, d]] qubit quantum error correcting code.
We can embed binary vectors in R2n in the trivial way. The lattice associated
to the concatenated GKP code will be given by

L = Λ(Q) :=
{
x ∈ R2n

∣∣√2x mod 2 ∈ Q
}

(4.34)

and equally describes an encoding of k logical qubits into n modes. Such lattices
are known in the literature as Construction A lattices [61]. Given r = n − k
symplectic vectors associated to a set of generators for SQ that we stack row-
wise into a generator BQ ∈ Zr×2n

2 , we can write down the generator for the
concatenated code as

Mconc =
1√
2

(
BQ
2I2n

)
. (4.35)

This generator defines an overcomplete basis and can be row-reduced to only
consist of 2n generators. In slightly greater generality, a concatenated GKP

3That is qT Jq′ = 0 mod 2 for all q, q′ ∈ Q (considering addition over reals or in Z2 does
not make any difference).
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code can be understood as a GKP code where the lattice L contains a sublattice
corresponding to the union of the single mode GKP codes. We summarize this
as definition

Definition 3. A GKP code described by lattice L ⊆ L⊥ ⊂ R2n is concatenated,
if it contains a sublattice

√
dL⊕n0 ⊂ L, (4.36)

where d ∈ N and each local sublattice, Lloc =
√
dL0 ⊂ R2, L0 = L⊥0 , corresponds

to a single-mode GKP code. When L0 = Z2, we call the GKP code square
concatenated.

This definition is flexible enough to allow for arbitrary choices of single-mode
GKP codes and dimensionalities of the effective local logical qudits. It however
constrains each local GKP code to be the same. An even more flexible structure
is defined by glueing, a construction further discussed in chapter 5.

4.2 Bases of GKP codes

4.2.1 The canonical basis and symplectic equivalence
A core feature of symplectically integral lattices L ⊆ L⊥ is that there always
exists a choice of basis that partitions the vectors in to symplectically conjugate
pairs. This is the content of the following lemma due to Frobenius [13, 27, 95],
which we adapt from the presentation in refs. [13] and [27].

Lemma 2 (Frobenius Lemma [13, 27]). Let L be a free finitely generated Z-
module and E : L × L → Z a skew-symmetric, non-degenerate form. There
exists positive integers d1|d2| . . . |dn and a basis (e1, . . . en,f1, . . . ,fn)

T of L,
such that the matrix A of E becomes A = J2 ⊗ D, with D = diag(d1, . . . , dn)
and the ideals diZ, i = 1 . . . n are uniquely determined.

Proof. (from [13]) Let d1 be the minimum of the numbers E(a, b) for a, b ∈ L,
E(a, b) > 0; choose e1,f1 ∈ L such that E(e1,f1) = d1. For any z ∈ L,
E(e1, z) is divisible by d1 – otherwise, using Euclidean division, we would find z
with 0 < E(e1, z) < d1. Likewise, E(f1z) is divisible by d1. Set U = Ze1 +Zf1

such that we have L = U ⊕ U⊥. This holds as for any z ∈ L we have

z =
E(z,f1)

d1
e1 +

E(e1, z)

d1
f1 +

(
z − E(z,f1)

d1
e1 −

E(e1, z)

d1
f1

)
. (4.37)

Reasoning by induction on the rank of L, we find that L = U1⊕U2⊕ . . . Un
decomposes in n 2- dimensional subspaces Ui = Zei + Zfi, E(ei,fi) = di and
d2| . . . |dn. Using Euclidean division it can again be shown that if d1 does not
divide d2 one can find k ∈ Z such that E(e1 + e2, kf1 + f2) < d1, which is a
contradiction. Finally, we show that the ideals diZ are uniquely determined. To
show this, note that there exist a canonical isomorphism L→ L∨ : x 7→ x(·) =
xTJ(·). Applying this to the basis elements ei,fi determines functionals into
the ideals L→ diZ.
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The Frobenius lemma immediately implies a standard form for symplectic
Gram matrices of GKP codes.

Corollary 1 (Normal form for GKP Codes). Let L ⊆ L⊥ be a GKP code with
symplectic gram matrix A ∈ Z2n×2n. There exists a unimodular transformation
U ∈ GL2n(Z), such that

UAUT = J2 ⊗D (4.38)

with positive integer diagonal matrix D = diag(d1, . . . , dn) and unique integers
d1|d2| . . . |dn.

Proof. We use the result of lemma 2. The Lattice L = MTZ2n is a free
finitely generated Z-module and E : L × L → Z, E(x,y) = xTJy is the
trivial skew-symmetric non-degenerate form. By lemma 2 there exists a basis
(e1, . . . , en,f1, . . . ,fn)

T of L, such that the symplectic Gram matrix A takes the
form A = J2⊗D with D = diag(d1, . . . , dn). Since all bases of a lattice are uni-
modularily equivalent, there is a unimodular matrix U with UAUT = J2 ⊗D.
Per lemma 2 the principal ideals diZ are unique.. Since two principal ideals
nZ = mZ are equal exactly when n = ±m, and we have chosen di > 0, the
matrix D is unique.

We call D – either as matrix or as vector (d1, . . . , dn)T depending on the
context – the type of the GKP code. The corresponding basisM = (ξ1 . . . ξ2n)T

is called the canonical basis, and we refer to the corresponding symplectic Gram
matrix A = J2 ⊗ D as the standard form. We have shown that the canonical
basis is given by symplectically conjugate pairs of vectors

(ξi, ξi+n) : ξTi Jξi+n = di ∀i ∈ {1, . . . , n},
ξTi Jξj = 0 ∀j 6= i+ n ∀i ∈ {1, . . . , n}, (4.39)

and similarly, the dual basis M⊥ = (ξ⊥1 . . . ξ⊥2n)T can be arranged into pairs of
vectors (ei,fi) = (ξ⊥i , ξ

⊥
i+n) with

eTi Jfi =
1

di
∀i ∈ {1, . . . , n},

eTi Jfj = 0 ∀j 6= i ∈ {1, . . . , n}. (4.40)

These vectors constitute precisely the canonical representatives for the log-
ical generalized Pauli operators of the GKP code and satisfy the rules of the
desired Heisenberg-Weyl algebra

Xi := D(ei), Zi := D(fi) : ZiXi = e
i 2π
di XiZi, (4.41)

Xdi
i , Z

di
i ∈ S, (4.42)

[Xi, Zj ] = 0 ∀i 6= j . (4.43)

Remark. The structure of this Heisenberg-Weyl algebra also lends itself to an
alternative interpretation for GKP codes: Given a physical Hilbert space, we can
imagine to first pick Heisenberg-Weyl operators Xi, Zi : e

i 2π
di XiZi and then to

simply define the codespace to be the subspace HC ⊂ H in which Xdi
i and Zdii

act as identity.
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As already pointed to in the construction of scaled GKP codes, there is a
close connection between general GKP codes described by a symplectically inte-
gral (or weakly symplectically self-dual) lattice L ⊆ L⊥ with integral symplectic
Gram matrix A = J2 ⊗D and symplectic self dual lattices with L0 = L⊥0 and
A = J . Note that for scaled GKP codes L =

√
dL0, the type is D = (d)⊕n and

we additionally have d = 1 for symplectic self-dual lattices.
We can reinterpret a general GKP code as follows. Take the symplectic

conjugate pairs of vectors (ξi, ξi+n) : ξTi Jξi+n = di that make up basis M and
define rescaled pairs

(
ξi,
′ ξ′i+n

)
=
(
d−1
i ξi, ξi+n

)
: ξ′Ti Jξ

′
i+n = 1. (4.44)

The rescaled pairs of vectors now define a symplectically self-dual lattice with
basis M0 = (ξ′1 . . . ξ

′
2n)T , such that

M := (D ⊕ In)M0. (4.45)

This decomposition implies two ways to interpret the type D GKP code
given by basis M . First of all, it implies that the lattice associated to the GKP
code L can be understood as a sublattice of the symplectic lattice L0 where L
is embedded into L0 by a D⊕ In linear combination of the basis vectors in M0.
Secondly, by comparing to eq. (4.20), one may also interpret it as a GKP code
with lattice basis D ⊕ In that underwent a symplectic transformation via the
symplectic matrix S = MT

0 .
In particular, this duality also immediately implies

Theorem 1 (Symplectic equivalence). Let M,N ∈ R2n×2n be generators of
full rank lattices that each satisfy L ⊆ L⊥ . Without loss of generality, assume
the bases M,N are chosen such that AM = MJMT = J2 ⊗ DM and AN =
NJNT = J2 ⊗DN are in standard form. Then M = NST for some symplectic
matrix S if and only if DN = DM =: D.

Proof. We have already shown that there exist symplectic matricesM0, N0 such
that

M = (D ⊕ In)M0, (4.46)
N = (D ⊕ In)N0. (4.47)

Choosing S = N−1
0 M0 yields the desired relationship M = NST . Reversely,

since symplectic transformations S ∈ Sp2n(R) satisfy STJS = J , the sympelec-
tic relation M = NST immediately implies AM = AN .

Further applying a squeezing transformation S = D−
1
2 ⊕D 1

2 ∈ Sp2n(R) to
the GKP code with lattice basis (D ⊕ In) shows that these codes are in fact
simply squeezed square GKP codes. This observation implies that every GKP
code can be obtained by symplectically transforming a square GKP code with
the correct dimensionalities.

Corollary 2 (Normal form of generators). Let M ∈ R2n×2n describe the basis
of a full rank lattice L ⊆ L⊥. W.l.o.g. assumeM is chosen such that A = J2⊗D
is in standard form. The code specified by the generator

N� = ⊕nj=1

√
diI2 (4.48)

is symplectically equivalent to the one specified by M .
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Proof. We have already seen earlier that we can write M = (D ⊕ In)M0 with
M0 symplectic. Applying the symplectic transformation D−

1
2 ⊕D 1

2M−T0 yields

M 7→
√
D ⊕

√
D, (4.49)

which is a trivial collection of n single mode square with local scaling dimension
di.

Note that, to highlight the local structure of the code we have used the
indexing of quadratures (q̂1, p̂1, q̂2, p̂2, . . .) where the symplectic form takes the
form J ′2n = In ⊗ J2 which looks different from the usual representation with
J2n = J2 ⊗ In but constitutes an equivalent choice. In the statement of this
corollary, the matrix N� is diagonal, such that its stabilizers each act on a single
quadrature at a time. Since N� decomposes into a direct sum over each mode,
we can always prepare a code state of M by locally preparing a code state of
N� and apply the corresponding symplectic transformation.

The same symplectically equivalent local decomposition can also be stated
using the hexagonal GKP code on each local mode and since A� = A9 = dJ2.
Similarly, any other scaled GKP code can also be used to provide a similar
decomposition. This is an example of Gaussian code switching which is always
possible between two GKP codes L(M) and L(N) on the same number of modes
whenever DN = DM in their respective standard bases.

Based on the preceding observations, we can also deduce the following corol-
lary.

Corollary 3 (Normal form in prime dimensions). For d = |det(M)| prime, the
lattice L ⊂ R2n is symplectically equivalent to a code specified by

N ′ =
√
dI2 ⊕ I⊕(n−1)

2 , (4.50)

Proof. For a basis of L in standard form, we have

d =

n∏

j=1

dj . (4.51)

Since D is a positive integer diagonal matrix, if d is prime, the eigenvalues of
D are uniquely specified by D = diag(d, 1, 1, . . .) up to permutations. Hence by
theorem 1 we have that L is symplectically equivalent to the code specified by
eq. (4.50).

From the proof above observe that the number of symplectically inequivalent
classes of codes with given logical dimension d corresponds to the number of dif-
ferent factorizations of d. For example, for two modes encoding two qubits there
are two inequivalent choices: D = diag(4, 1) or D = diag(2, 2), corresponding
to two symplectically inequivalent classes of codes.

4.2.2 Complex parametrization
Before we proceed, it is interesting to also write down a complex representation
of symplectic lattices in Cn ∼ R2n, which represents the displacement ampli-
tudes of GKP codes when the complex representation of displacement operators
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from eq. (2.17) is used. To this end we can map C : (x,y)
T ∈ R2n 7→ x+ iy ∈

Cn, with reverse map ξγ = Re(γ)⊕ Im(γ). Under this map the linear operation
JT on R2n is one-to-one with the scalar multiplication by the complex unit i on
Cn such that euclidean and symplectic inner products become encoded in the
Hermitian inner product

γ†δ = ξTγ ξδ + iξTγ Jξδ. (4.52)

We have already seen the appearance of the symplectic inner product in terms
of the imaginary part of a Hermitian inner product before when discussing the
complex parametrization of displacement operators in eq. (2.17).

Denote the complexification of the lattice L by Λ. We have seen earlier that
in its real parametrization, every lattice L ⊆ L⊥ can be written in a basis such
that their generators are related by M = AM⊥, where A = MJMT was the
symplectic Gram matrix. Similarly, we can construct a complex matrix Π ∈
Cn×2n, such that its columns represent a basis for Λ, this matrix is sometimes
also called the matrix of periods, and we will only later discuss why. For now, let
Π,Π⊥ be the complexifications of M,M⊥. The above relation simply translates
into

Π = Π⊥AT . (4.53)

In this section we have established that every symplectically integral lat-
tice L can be written as a sublattice of a symplectic lattice provided by the
decomposition of bases M = (D ⊕ In)M0. Lets denote with

MT
0 =

(
α γ
β δ

)
(4.54)

the generator matrix for the symplectic lattice L0 = L⊥0 . A complex basis for
L0 is then given by

Π0 =
(
α+ iβ γ + iδ

)
=
(
I Ω

)
(α+ iβ), (4.55)

where we have set Ω = (γ + iδ)(α + iβ)−1, which is an element of Siegel upper
half space [79]

Hn =
{
Z = ZT ∈ Cn×n, Im(Z) > 0

}
. (4.56)

Generally, we can always choose a basis such that the period matrix takes the
form (by aligning the axes of our coordinate system with the first n columns of
Π0)

Π0 =
(
I Ω

)
, Ω ∈ Hn. (4.57)

We have from eq. (4.52)

Π†0Π0 = M0M
T
0 + iM0JM

T
0 = M0M

T
0 + iJ, (4.58)

such that Im
(
Π†Π

)
= A0 reproduces the symplectic Gram matrix of L0. When

the lattice is equipped with a non-trivial type D, one can instead choose the
basis to take the form

Π =
(
D Ω

)
, Ω ∈ Hn, (4.59)

which satisfies
Im
(

Π† Im(Ω)
−1

Π
)

= J2 ⊗D. (4.60)
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In this form the Hermitian inner product with Kernel Im(Ω)
−1 yields a positive

definite form whose imaginary part reproduces the symplectic Gram matrix. In
fact, one can see that every symplectic matrix can be associated to an element
Ω ∈ Hn by defining the Möbius or modular action for a symplectic matrix

S =

(
A B
C D

)
by S.Z = (AZ +B)(CZ +B)−1 which can be shown to preserve

the Siegel upper half space Hn and acts transitively on it [79].
These fun facts are not very relevant for now, but we will see later how they

come into play when we establish a geometric picture to classify the spaces of
GKP codes. What the above relation tells us is that when D (and implicitly
also n) is fixed, the degrees of freedom in choosing a GKP code are fully char-
acterized by the choice of the matrix Ω ∈ Hn as every symplectic lattice can
be described by such an Ω ∈ Hn. This summarizes the key takeaway of this
section: After fixing the type D, every GKP code is equivalent up to symplectic
transformations.

4.3 Distance of a GKP code
In reality, we need a benchmark to assess how well the logical content of a GKP
state is protected from noise. In qubit codes, a simple standard assumption is
that noise is stochastic i.i.d. for each physical qubit, such that the likelihood of
an error decreases exponentially with its support or weight. This assumption
makes the definition of a code distance as weight of the shortest non-trivial log-
ical operator meaningful. But this model no longer makes sense in the bosonic
setting. Here, a more reasonable assumption about the underlying error model
is that weak coupling to the environment results in effectively small displace-
ments. Concrete examples for realistic models of relevant noise are loss, thermal
noise [147], and to a limited extent, finite squeezing errors [93, 183, 187]. For
simplicity, we assume a stochastic displacement noise model where small dis-
placements are more likely than large displacements. One such noise channel is
provided by the Gaussian displacement noise model

N (ρ) =

∫
dx Pσ̃(x)D(x)ρD†(x), (4.61)

which will be analyzed more in-depth later, where the probability to displace
the state by an amount x is determined by a centered Gaussian distribution
with variance σ̃2,

Pσ̃(x) = G
[
0, σ̃2I2n

]
(x) ∝ e−

‖x‖2

2σ̃2 . (4.62)

Although this error model is widely used in the analysis of GKP codes [105, 148,
192] for its simplicity, one needs to be careful to note that in real implementa-
tions of GKP error correction, this is not a physically accurate model [53, 183]
in general, but only reproduces the correct measurement statistics in specific
cases, such as when the finite squeezing error is applied to a perfect GKP state
and interpreted as channel or when GKP states undergo a 0−photon loss event.
The concrete details of the noise models are not very relevant for now and an
in-depth discussion can be found in refs. [95, 183]. The distance measure that
we introduce merely assumes that larger phase-space displacements are more
likely than smaller ones, which is a natural choice and is sufficiently meaningful
to indicate the robustness of the code with respect to realistic noise sources.
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Definition 4 (Euclidean distance of a GKP code). The (euclidean) distance
∆ of a GKP code given by lattice L is the euclidean length of the shortest non-
trivial logical operator, i.e.,

∆ = ∆(L) := min
06=x∈L⊥−L

‖x‖. (4.63)

For GKP codes with the special decomposition L = Lq⊕Lp, which one may
call CSS type in reference to the analogous situation for qubit-based quantum
error correcting codes, we can further distinguish

∆q := min
06=x∈L∗p−Lq

‖x‖, (4.64)

∆p := min
06=x∈L∗q−Lp

‖x‖. (4.65)

Lemma 3 (Distance bound). Let λ1

(
L⊥
)
denote the shortest non-zero vector

in the dual lattice. We have
∆ ≥ λ1

(
L⊥
)
. (4.66)

Proof. Because the lattice vector 0 6= x ∈ L⊥/L for which ‖x‖ is minimal is
also in L⊥ this holds trivially.

We have already seen in the previous section that for GKP codes obtained
from scaling a symplectically self-dual lattice L0 to L =

√
dL0 we have

∆scaled = λ1

(
L⊥
)

= d−
1
2λ1(L0), (4.67)

so the distance decreases while the size of the stabilizers and number of encoded
logical dimensions increases. In order to find scaled GKP codes with both
growing encoded dimension distance it hence turns out to be sensible to keep
the scaling parameter d fixed and consider families of lattices of growing shortest
lattice vectors λ1(L0). We will see in section 4.3.3 how such lattice families can
arise via random constructions.

For the concatenation of a single mode GKP code into a [[n, k, d]] qubit quan-
tum error correcting code, we have, due to the conversion between Hamming
‖ · ‖0 norm and Euclidean norm, the following bound.

Lemma 4. The euclidean distance of a concatenated GKP code satisfies

∆conc ≥
√
d∆loc, (4.68)

where ∆loc is the distance of the local single mode GKP code.

Proof. Eq. (4.68) is verified by decomposing a shortest representative non-trivial
logical vector L = ⊕ni=1li into n local sub-blocks, where li is a logical operator
of the respective local code, such that we have ‖L‖2 ≥ d∆2

loc.

The local distance is of typical magnitude ∆� = 2−
1
2 for the square GKP

code or ∆9 = 3−
1
4 for the hexagonal GKP code. Equality in eq. (4.68) holds

when the code we consider is CSS or the local code is the hexagonal GKP code
(such that all shortest non-trivial logical vectors have the same distance).

The distance of a concatenated code is typically strictly larger than λ1

(
L⊥
)
,

because the shortest dual vectors would typically correspond to stabilizer dis-
placements.
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The length of the shortest vector in a lattice λ1(L) is the first of 2n successive
minima of the lattice. Generally, the ith successive minimum λi(L), i ≤ 2n is
defined to be the smallest r > 0, such that L contains i linearly independent
vectors of length at most r. It holds that µ(L) ≥ λ2n(L)/2, where µ(L) is
the covering radius of the lattice L, i.e., the minimum radius µ, such that the
union of closed balls Bµ(x), x ∈ L centred around each lattice point of L cover
the entire space R2n. A related quantity is the packing radius of the lattice
ρ(L) = λ1(L)/2.

4.3.1 Tradeoffs and bounds for GKP codes
Successive minima of the direct and dual lattice L∗ are related by so-called
transference theorems, in particular we have [10]

1 ≤ λ1(L)λ2n(L∗) ≤ 2n. (4.69)

The symplectic- and euclidean dual lattices L⊥ and L∗ differ only by an orthog-
onal transformation, therefore it holds that

λi
(
L⊥
)

= λi(L∗) (4.70)

and we can apply eq. (4.69) to relate the distance to the length of stabilizer
vectors.

Theorem 2 (Distance bound). For a GKP code with lattice L, distance ∆ and
maximal length C of basis vectors for a fixed basis M we have

∆ ≥ λ1

(
L⊥
)
≥ λ−1

2n (L) ≥ C−1, (4.71)

as well as
∆ ≤ λ2n

(
L⊥
)
≤ 2n

λ1(L)
. (4.72)

Proof. The first bound follows immediately from lemma 3 and eq. (4.69) by
swapping the roles of L⊥ and L, which is possible because

(
L⊥
)⊥

= L and
further from C ≥ λ2n(L). Similar for the second bound.

These bounds indicate an intimate relation between the lengths of the stabi-
lizers in L and the distance of the GKP code, which we will expand on further
below.

4.3.2 Symplectic transformations
It is interesting to study how symplectic transformations change the code dis-
tance. In particular, since we have seen in theorem 1 that GKP codes with
equal standard form are symplectically equivalent, it is possible that for specific
noise models a symplectic transformation of the stabilizers M 7→ MST can be
used to improve the code’s resilience to noise. Clearly, orthogonal (symplectic)
transformations S satisfying STS = I leave the distance invariant.

This is not the case for squeezing. In particular if we consider a uniform
squeeze

S = ηIn ⊕ η−1In, η ∈ (0,∞) (4.73)
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applied to a CSS code, we have

∆q 7→ ∆q,η = η−1∆q, ∆p 7→ ∆p,η = η∆p. (4.74)

Squeezing a code allows to account for potential bias in the noise, e.g. when the
stochastic displacement noise channel is governed by

P (x) = G[0, σ̃2
(
η−1In ⊕ ηIn

)
](x), (4.75)

it allows to change the effective bias experienced by the code. For concatenated
CSS GKP codes, we generally have

∆q =
√
dZ∆q,loc, ∆p =

√
dX∆p,loc, (4.76)

such that squeezing the local codes by η is equivalent to increasing (decreasing)
the upper level X/Z− distances dX/Z by a factor of η2. On the other hand,
for natively unbiased noise it is also possible to squeeze the local code and
employ a qubit quantum error correcting codes tailored towards biased noise
such that ∆q = ∆p remains constant. Although such a setup leaves the distance
invariant, it can still lead to improvements in the error correction procedure
when dedicated decoders for the qubit error correcting codes are used, as was
recently demonstrated in ref. [105].

Corollary 3 can also be used to derive an upper bound on the distance of a
given code from symplectic equivalence as follows. Let us first consider a code
L with generator M , encoding a single qubit within n modes. Suppose M is in
canonical form with

A = MJMT = J2 ⊗D with D = diag{2, 1, . . . , 1}. (4.77)

The corollary implies that there exists a symplectic matrix S with M = N�S
T

and N� is the generator of the code with logical dimension two. Since N� is
diagonal, the corresponding lattice L� is trivially orthogonal, and so is the dual
L⊥�. The shortest non-trivial logical operators are thus immediately found as
ηT�,1 =

(
1/
√

2,0T2n−1

)
and ηT�,2 =

(
0,−1/

√
2,0Tn−2,

)
. We can now recall that

commutation relations for the displacements are related to symplectic products
of the corresponding phase space vectors and that S preserves symplectic prod-
ucts. Hence, the transformation S maps all points in L⊥� that correspond to
stabilizers, x ∈ L� ⊂ L⊥�, to direct lattice points Sx ∈ L, which are stabiliz-
ers of L, and all non-trivial logical operators to non-trivial logical operators.
Therefore, we can readily write down two logical operators, η1,η2 ∈ L⊥ \ L, as
ηj = Sη�,j whose lengths are

||ηj || =
∣∣∣∣Sη�,j

∣∣∣∣ ≥ ∆. (4.78)

One can further relate the distance to the squeezing contained in S. Applying
the Bloch-Messiah [29] we can write S = O2KO1 with Oj symplectic orthogonal
matrices and K = diag{k1, . . . , kn, 1/k1, . . . , 1/kn} with kl ∈ (0,∞) denoting
an effective squeezing operation. Similar to ref. [111], we denote by sq(S) =√
λmax(STS) the root of the largest eigenvalue of STS, or equivalently, the

largest squeezing factor in the Bloch-Messiah decomposition of the associated
symplectic matrix. Taking everything together, we obtain

∆ ≤ ‖Sη�,j‖ ≤ ‖K‖‖η�,j‖ =
1√
2
sq(S). (4.79)
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The bound presented above generalizes straightforwardly to codes with higher
logical dimension, and we obtain the following summarized statement.

Theorem 3 (Squeezing bound to the distance). Let L = L(M) specify a GKP
code with symplectic Gram matrix A = J2 ⊗D in its canonical form. Further,
let S denote the symplectic matrix that transforms between M and the generator
N� as specified in corollary 3. We have

∆ ≤
√

max
j
dj
−1

sq(S). (4.80)

This bounds a benchmark for error correcting capabilities of a code by the
squeezing measure of the Gaussian unitary necessary to prepare the code state
from a collection of square GKP codes.

4.3.3 Good random GKP codes
As already remarked earlier, an especially interesting family of GKP codes is
called good.

Definition 5 (Good GKP codes). A GKP code family Ln ⊂ R2n parametrized
by lattice dimension 2n with asymptotically non-vanishing rate

log det(Ln) = Ω(n) (4.81)

and distance scaling
∆2 = Ω(n) (4.82)

is good.

In particular, we obtain good scaled GKP codes if a family of symplectic
self-dual lattices L0 = L⊥0 ⊂ R2n can be found such that λ1(L0) ∝ √n, i.e.
the shortest lattice vector grows as the square root with the dimension of the
lattice.

The proof of existence of good GKP codes provided by ref. [106] can es-
sentially be formulated using a Haar average over the (moduli) space of all
symplectic lattices [166]. The analogous heuristic to lower bound the shortest
vector in a general lattice is given by the Gaussian heuristic.

Gaussian Heuristic (GH) 1. Let L ⊂ Rn be a sufficiently random full rank
lattice with large n, then we expect the smallest non-zero vector in the lattice
will satisfy

λ1(L) ≈
√

n

2πe
det(L)

1
n . (4.83)

Argument [7, 177]: The moduli space of full rank lattices in Rn with unit
covolume is given by Ln = SLn(Z) \ SLn(R), where the left4 quotient SLn(Z)
indicates the equivalence up to changes of basis. There is a Haar measure µn
over Ln, normalized to µn(Ln) = 1, such that for Lebesque-integrable functions
f : Rn 7→ R, we have that [128]

4We write the left quotient because of the row-convention used in the definition of lattice
bases. In the literature one more commonly uses a right-quotient associated to a column-
convention.
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〈f(L− {0})〉 :=

∫

L∈Ln

∑

x∈L−{0}
f(x) dµn =

∫

Rn
f(x) dx. (4.84)

Let f(x) = θ(‖x‖ ≤ R), where θ is the Heaviside function. Equation (4.84)
yields 〈

#{x ∈ L : ‖x‖ ≤ R, x 6= 0}
〉
L∈Ln

= Vn(R), (4.85)

where

Vn(R) =
π
n
2

Γ
(
n
2 + 1

)Rn (4.86)

is the volume of the centered n−ball Bn(R) ⊂ Rn.
We hence have that if lattices L are sampled from a random distribution close

to µn in the moduli space of all lattices with det(L) = 1, the average number of
non-zero lattice points of length at most R is given by the volume of the n-ball,
Vn(R). Similarly, it is reasonable to expect that the average number of non-
zero lattice points of length at most R, when the lattice has det(L) 6= 1 and is
sampled from an approximation to the Haar measure is given by Vn(R)/det(L).

Using Stirling’s approximation, the smallest R for which this number be-
comes non-zero is given by R ≈

√
n/2πedet(L)

1
n .

The Gaussian Heuristic is a statement accepted to be generally true in lattice
theory and post-quantum cryptography. In the above argument the “heuristic”
enters in the assumption that the design property eq. (4.84) still holds for mea-
sures that only approximate the Haar measure on the space of lattices and that
it moreover also still holds when the lattices are not of det(L) = 1.

The Gaussian heuristic motivates that lattices with λ1 = Ω(
√
n) can be

found amongst sufficiently random sets of lattices. Buser and Sarnak [166]
showed that there is also a Haar measure over the moduli space of symplectic
lattices, using which Harrington and Preskill identified the existence of good
GKP codes by a similar calculation as presented above [106]. In fact, we can
make an even stronger statement here by considering a subset of symplectic
lattices which still retains the goodness property. We construct this class using
symmetric matrices X = XT ∈ Zn×n matrices to define the generator

M [X] =

(
I X
0 qIn

)
. (4.87)

Matrices of this form are is q-symplectic, that is, they are such that

M [X]JMT [X] = qJ (4.88)

and we can rescale M0[X] = q−
1
2M [X] to obtain a symplectic matrix.

The GKP code produced by this lattice basis is square concatenated: The
lattice L generated by M [X] contains a sublattice qZ2n and the rescaled lattice
q−

1
2L contains a sublattice √qZ2n. The top block of M [X] can be interpreted

as the so-called reduced row-echelon form (I X) of a classical linear q−ary code
in F2n

q .
Following the technique used in ref. [166], we can show the subsequent state-

ments.
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Theorem 4. Let

Uq :=

{
X = XT ∈

{
−q

2
, . . . ,

q

2

}n×n}
(4.89)

be the set of symmetric matrices in Zq and let f : R2n → R be a function with
compact support. We have

lim
q→∞

〈 ∑

k∈Z2n−{0}
f
(
MT

0 [X]k
)〉

X∈Uq
=

∫

R2n

f(x)dx, (4.90)

where the expectation value on the LHS is taken uniformly over Uq.

Proof. We start from the definition

lim
q→∞

〈
F (X)

〉
X∈Uq

= lim
q→∞

q−1

q/2∑

X1,1=−q/2
q−1

q/2∑

X1,2=−q/2
. . . F (X) (4.91)

=

∫ 1/2

−1/2

dX1,1dX1,2dX1,3 . . . F (qX).

We have for k = m⊕ n

MT
0 [X]k = q−

1
2

(
m

qXm+ qn

)
,

such that we can compute analogously to the argument presented in ref. [166]

I(q) =

∫ 1/2

−1/2

dX1,1dX1,2dX1,3 . . .
∑

m,n∈Zn−{0}
f

(
q−

1
2

(
m

qXm+ qn

))
(4.92)

=

∫ 1/2

−1/2

dX1,1dX1,2dX1,3 . . .





∑

m∈Zn,
m1 6=0

+
∑

m∈Zn,
m1=0
m2 6=0

+
∑

m∈Zn,
m1=0
m2=0
m3 6=0

+ . . .





(4.93)

×
∑

n∈Zn
f

(
q−

1
2

(
m

qXm+ qn

))
+
∑

n∈Zn
f

((
0√
qn

))
(4.94)

In eq. (4.94), we consider each summation over m separately. In the first term
with the constraint m1 6= 0 we rewrite

qXm+ qn =




qm1

(
X1,1 + n1

m1
+m−1

1

∑
k>1X1,kmk

)

qm1

(
X2,1 + n2

m1
+m−1

1

∑
k>1X2,kmk

)

qm1

(
X3,1 + n3

m1
+m−1

1

∑
k>1X3,kmk

)

...



. (4.95)

We write for each ni = b nim1
cm1 + (ni mod m1) and split the summation

∑

ni∈Z
g

(
ni
m1

)
=
∑

ji∈Z

∑

ni∈Zm1

g

(
ji +

ni
m1

)
. (4.96)
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This way, each summation over the integer divisors of ni with m1 can be com-
bined with the integral over Xi,1 ∈ [−1/2, 1/2] to an integral of Xi,1 ∈ R over
the real numbers. To perform this trick, start with X1,1 + j1 in the first row
of eq. (4.95) and realize that all subsequent rows are independent of X1,1. Af-
ter converting the integration in the first row, all remaining summand of that
row can be absorbed into a shift of the X1,1 integral. Now the first row is also
independent of X2,1 = X1,2, such that we can repeat this trick, converting the
integral over X2,1 and summation over j2 into integration of X2,1 over R which
again gets rid of the dependency on Xk,2, k > 1 in this row. Similarly, the sum-
mations over the terms ni

m1
also becomes trivial and provides a factor of m1. In

total, after substitution ti = qm1Xi,1

∫ 1/2

−1/2

dX1,1dX1,2dX1,3 . . .
∑

m∈Zn,
m1 6=0

∑

n∈Zn
f

(
q−

1
2

(
m

qXm+ qn

))
(4.97)

=
∑

m∈Zn,
m1 6=0

∫ ∞

−∞
dt q−nf

(
q−

1
2

(
m
t

))

= q−n/2
∑

m∈Zn,
m1 6=0

∫ ∞

−∞
dt f

((
q−

1
2m
t

))
.

In the second term with constraint m1 = 0, m2 6= 0 we repeat the above pro-
cedure by pulling out a factor of qm2, qXm + qn = qm2(qXm/m2 + n/m2).
Begin with the integration over X2,2, together with the sum over n2 this again
extends the domain of integration of X2,2 to R. Substituting the remaining
summands in the corresponding row renders the rest of qXm+ qn independent
of X2,i, i > 2 such that in each other row we can combine the X2,i integration
with the sum over ni to extend the domains of integration. Repeat this proce-
dure using each mi 6= 0 in eq. (4.94) and finally use that f has compact support,
such that in the limit q →∞ eq. (4.92) becomes

lim
q→∞

I(q) = lim
q→∞

q−n/2
∑

m∈Zn−{0}

∫ ∞

−∞
dt f

((
q−

1
2m
t

))
. (4.98)

In the limit, we again use the definition of the Riemann integral to finally obtain

lim
q→∞

I(q) =

∫

R2n

f(x)dx. (4.99)

The proof technique used above was adapted from a similar proof in ref. [166].
It is quite remarkable that it is possible to explicitly compute the expectation
value of functions over the space of random lattice using standard tricks from
calculus. Comparing the derived statement to the proof of the Gaussian Heuris-
tic 1, this immediately implies

Corollary 4. Under the same assumptions as in theorem 4, Lattices Lq,X gen-
erated by uniformly random over

Uq :=

{
X = XT ∈

{
−q

2
, . . . ,

q

2

}n×n}
(4.100)
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have expected shortest vector length λ1(Lq, X) ≈
√
n/2πe. In particular, for

large q, there always exists X ∈ Uq such that

λ1(Lq,X) ≥
√
n/2πe. (4.101)

Proof. Let Lq,X = L(M0[X]) be a lattice generated by the basis M0[X] as
before. Theorem 4 asserts that for any compact function f : R2n → R, it holds
that

lim
q→∞

〈
f(L− {0})

〉
X∈Uq

=

∫

R2n

dx f(x). (4.102)

Now, same as in the proof of the Gaussian Heuristic 1, set f(x) = θ(‖x‖ ≤ R)
with the Heaviside theta function θ. We obtain

lim
q→∞

〈
#{x ∈ Lq,X : ‖x‖ ≤ R, x 6= 0}

〉
X∈Uq

= Vn(R), (4.103)

where again

Vn(R) =
π
n
2

Γ
(
n
2 + 1

)Rn (4.104)

is the volume of the centered n−ball Bn(R) ⊂ Rn which describes the average
number of lattice points of Lq,X in a Ball of radius R for large q. Using Stirling’s
approximation, we see that this number is non-zero when we have at least
R ≈

√
n/2πe. The average property implies the existence of instances Lq,X

with shortest vector length at least
√
n/2πe.

Scaled GKP codes given by L =
√
dLq,X in the limit q → ∞ are hence

good : They encode logical dimension dim(HC) = dn and have distance scaling
∆ ∝

√
n/d. We will later find that even a further refinement of GKP codes

of this form, derived from a lattice cryptosystem, will maintain this goodness
property. This will be the topic of sec. 5.3. For now, the core message of this
section is, informally,

Corollary 5. Good families of GKP codes exist.

For more flexibility in choosing logical dimensionalities, one can even show
the final statement of this section.

Corollary 6. 5 For any type D = diag(d1, . . . , dn), there exists a GKP code
with lattice L ⊆ L⊥ and distance

∆(L) ≥ 1

lcm(D)

√
n

πe
, (4.105)

where lcm(D) is the least common multiple of the factors in D, lcm(D) :=
lcm(d1, . . . , dn) ≤ det(D).

5I sincerely thank Jerry Zheng for asking the question that lead to the derivation of this
statement.
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Proof. We use the fact that every type D GKP code can be understood as a
(D ⊕ I) sublattice L of such a symplectic lattice. We have bases M, M0 for the
lattices L, L0 respectively such that

M = (D ⊕ In)M0. (4.106)

By associating the canonical dual to each of these bases demandingM⊥JMT =
I, we find

M⊥ =
(
D−1 ⊕ In

)
M⊥0 . (4.107)

Note that in this equation, the lattice spanned by M⊥ cannot be interpreted
as a sublattice of the lattice spanned by M⊥0 unless D−1 is integer (i.e. D =
In). However, we can multiply both sides of the equation by the least common
multiple of the factors in D, lcm(D) := lcm(d1, . . . , dn) ≤ det(D) such that
B = lcm(D)

(
D−1 ⊕ In

)
is an integer matrix. This shows that lcm(D)L⊥ ⊆ L0

is a sublattice of the symplectic lattice as well, such that we obtain

∆(L) ≥ λ1

(
L⊥
)
≥ 1

lcm(D)
λ1(L0), (4.108)

where we have used that if L′ ⊆ L is a sublattice, it also holds that λ1(L′) ≥
λ1(L). Now using the fact that symplectically self dual lattice L0 = L⊥0 ⊂ R2n

with λ1(L0) ≥
√

n
πe exist yields the final result.

We end this section on a conjecture.

Conjecture 1. There exists a Haar measure over all symplectically integral
lattices L ⊆ L⊥ ⊂ R2n with type D.

This conjecture is motivated by the fact that every type D symplectically
integral lattice L ⊆ L⊥ is simply provided by the D ⊕ In sublattice of the 2n-
dimensional symplectic lattices, for which a Haar measure µ2n(Sp2n(Z)\ Sp2n(R))
is already known to exist.

4.3.4 The euclidean distance in lattice theta functions
The relevant information of a lattice that captures its distance is contained in its
so-called lattice theta function, which is the generator function for its distance
distribution – i.e. the numbers Nd of lattice vectors x ∈ L of square length
xTx = d. The theta function is simply defined by summing over all vector in a
lattice L,

ΘL(τ) =
∑

x∈L
qx

Tx =
∑

δ∈D
Nδq

δ, (4.109)

where q = ei2πτ , τ ∈ h and D =
{
‖x‖22, x ∈ L

}
is the set of squared distances

of L. We have also introduced the number of lattice vectors of a given length

Nδ = #
{
x ∈ L : xTx = δ

}
. (4.110)

For integral lattices, i.e., when the corresponding (euclidean) Gram matrix sat-
isfies G = MMT ∈ Z2n×2n, we can set D = N and Nm is given by the number
of integer solutions n ∈ Z2n to the equation nTGn = m, which is an example
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of a Diophantine equation. We call the pair (D, Nδ) the distance distribution of
the lattice L. The theta function converges and is holomorphic for Im(τ) > 0.
The first summands are given by

ΘL(τ) = 1 + κqλ1 + . . . , (4.111)

where λ1 = λ1(L) is the length of the shortest vector of the lattice and κ is
known as the kissing number, the number of minimal-length vectors of L. It is
known that the theta function for the (euclidean) dual of a lattice L ⊂ R2n is
given by

ΘL∗(τ) = det(L)

(
i

τ

)n
ΘL

(
−1

τ

)
, (4.112)

which follows from the Poisson summation formula. Since this is a very use-
ful formula, we briefly write down the Poisson formulas for sums over lattices
relevant for GKP codes.

Lemma 5 (Dirac comb representation). Let L ⊆ R2n be a lattice with generator
M with symplectic dual L⊥, we have

∑

ξ∈L
ei2πξ

T Jz =
1

det(L)

∑

ξ⊥∈L⊥
δ2n
(
z − ξ⊥

)
. (4.113)

Proof. We compute straightforwardly using one dimensional Poisson resumma-
tion

∑

ξ∈L
ei2πξ

T Jz =
∑

a∈Z2n

ei2πa
TMJz (4.114)

=
∏

j

∑

aj∈Z
ei2πaj(MJz)j (4.115)

=
∏

j

∑

bj∈Z
δ
(

(MJz)j − bj
)

(4.116)

=
1

det(L)

∑

b∈Z2n

δ2n
(
z −

(
bTM⊥

)T)
(4.117)

=
1

det(L)

∑

ξ⊥∈L⊥
δ2n
(
z − ξ⊥

)
. (4.118)

Lemma 6 (Poisson resummation). Let L ⊆ R2n be a lattice with symplectic
dual L⊥, we have for all Schwartz functions f : R2n → C,

∑

ξ∈L
f(ξ) =

1

det(L)

∑

ξ⊥∈L⊥
f̂
(
ξ⊥
)
, (4.119)

where
f̂(x) =

∫

R2n

dyf(y)ei2πy
T Jx (4.120)

is the symplectic Fourier transform of f .
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Proof. We proof this fact following the analogous proof using the usual Fourier
transform provided in ref. [75]. First define

F (z) =
∑

ξ∈L
f(z + ξ). (4.121)

This function is invariant under transformations z 7→ z+L, such that it descends
to a function on R2n/L and has Fourier expansion

F (z) =
∑

y∈L⊥
F̂ (y)ei2πy

T Jz, (4.122)

where
F̂ (y) =

1

det(L)

∫

R2n/L
dxF (x)ei2πx

T Jy. (4.123)

Using lemma 5 the correctness of the Fourier expansion can be straightforwardly
verified. Let P = R2n/L be a fundamental domain of L. We compute for y ∈ L⊥
(such that ei2πx

T Jy is well-defined on x ∈ R2n/L)

det(L)F̂ (y) =
∑

ξ∈L

∫

x∈P
dx f(x+ ξ)ei2πx

T Jy (4.124)

=
∑

ξ∈L

∫

x∈P−ξ
dx f(x)ei2πx

T Jy (4.125)

= f̂(y), (4.126)

such that we have

F (z) =
1

det(L)

∑

ξ⊥∈L⊥
f̂(y)ei2πy

T Jz. (4.127)

Taking z = 0 completes the proof.

Using these tools it is now easy game to verify eq. (4.112), which we leave as
exercise to the reader. Note that in the definition of the lattice theta function the
parameter τ takes the place of a variance-like factor, which is known to become
inverted when the corresponding Gaussian function is Fourier transformed.

Since we have seen that L∗ and L⊥ only differ by an orthogonal transforma-
tion, which does not change the length of lattice vectors, and hence the theta
function, we also have

ΘL⊥(τ) = ΘL∗(τ), (4.128)

such that we can immediately obtain the theta function of L⊥ whenever the
theta function of the direct lattice ΘL(τ) is known. By definition of the theta
function, the distance of a GKP code specified by L is given by the smallest
non-zero power of q in

QL(τ) := ΘL⊥(τ)−ΘL(τ) = N∆2q∆2

+ . . . , (4.129)

and furthermore since we have that ΘL(τ) is uniquely determined by the dis-
tance distribution (D, Nδ) of L, which by eq. (4.112) also fully specifies ΘL⊥(τ).
Note that QL(τ) > 0 since L ⊆ L⊥. We arrive at the following insight.

44



Theorem 5 (Code distance is specified by the distance distribution). The dis-
tance of a GKP code specified by L is uniquely determined by its distance dis-
tribution (D, Nδ).

The theta function of a scaled lattice is

Θ√dL0
(τ) = ΘL0

(dτ). (4.130)

Many expressions of theta functions of symplectically self dual lattices, in par-
ticular those that also correspond to euclidean self-dual lattices are known in
the literature [61] such that their corresponding distances can e.g. be estimated
from a logarithmic fit for small q � 1 of eq. (4.129), or by expressing Q in a
basis for which the distance distribution is known.

For concatenated (square) GKP codes, where L = Λ(Q) is given by a Con-
struction A lattice, we can express the theta function using the weight enu-
merator. We first introduce the weight distribution of a linear code Q, which
is given by the numbers {Ai}2ni=0 of codewords q in Q ⊂ Z2n

2 with Hamming
weight wt(q) = i. Crucially, the weight distribution {Ai}2ni=0 here refers to
the Hamming-weight distribution of the symplectic representation of the qubit
stabilizers. The weight enumerator is given by

WQ(x, y) =
∑

q∈Q
x2n−wt(q)ywt(q) =

2n∑

i=0

Aix
2n−iyi. (4.131)

Using this definition, we can express the theta function of a construction A
lattice [61] by straightforward computation

ΘΛ(Q)(τ) = WQ(θ3(2τ), θ2(2τ)), (4.132)

where

θ3(τ) = ΘZ(τ) =
∑

m∈Z
qm

2

, (4.133)

θ2(τ) = ΘZ+ 1
2
(τ) =

∑

m∈Z
q(m+ 1

2 )
2

. (4.134)

Since we see that we can find the theta function of a Construction A lattice
corresponding to a concatenated code by means of the (Hamming) weight dis-
tribution of its (qubit) stabilizer group, we obtain similar to theorem 5 and by
eq. (4.68) the final corollary.

Corollary 7 (Distance of CSS qubit stabilizer code from weight distribution).
The distance d of a CSS qubit stabilizer code is fully determined by the weight
distribution {Ai}2ni=0 of its stabilizers.

We note that this corollary also follows from a symplectic version of the
weight enumerators defined by Shor and Laflamme [173] and Rains [154], which
through their immediate relationship to the quantum error correction conditions
[116] impose strong restrictions on possible quantum error correcting codes.
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4.4 GKP codes: A Rosetta stone
In this section we explore the structure of logical Clifford gates for the GKP
code, which leads to an algebraic geometric perspective on GKP codes and will
allow us to quantify the moduli space of GKP codes to relate the fault-tolerance
of logical gates for the GKP codes to a concept introduced by Gottesman and
Zhang in ref. [96] termed fiber bundle fault tolerance. On a high level, GKP
Clifford gates are given by lattice automorphisms of the GKP codes. The title
of this section stems from the motivation that we connect something discrete
and hard-to-tame (fault tolerance) to something geometric and beautiful (com-
pact Riemann surfaces) via an understanding of the related symmetries (lattice
automorphisms). This explains the Rosetta stone reference in the title of this
section. 6

4.4.1 Logical Clifford gates for the GKP code
The set of GKP Clifford gates form a special and important set of gates that
act on the logical space of a GKP code. GKP Clifford gates for a GKP code of
type D are given by the symplectic automorphism group

Cliff(D) ≡ AutS∞
(
L⊥
)

= AutS
(
L⊥
)
n L⊥, (4.135)

such that every logical Clifford gate can be described by the combination of a
displacement by a vector in L⊥ – a so-called trivial Clifford gate, since it only
conjugates Pauli operators (displacements in L⊥) to an additional phase factor
– and a symplectic automorphism of the lattice L⊥ that sends logical Pauli
operators to logical Pauli operators but preserves the 0 element. Symplectic
automorphisms transform vectors constituting the lattice basisM in a way that
only implements a symplectic change of basis while leaving the lattice as a
geometric object invariant,

AutS(L) := {g ∈ Sp2n(R)| ∃U ∈ SL2n(Z) : UM = MgT }, (4.136)

and we refer to the basis transformation U ∈ SL2n(Z) as the integral represen-
tation of the corresponding element. An important subgroup is the group of
symplectic orthogonal automorphisms AutSO(L) = AutS(L) ∩O2n(R) which is
significant due to its interpretation as GKP Clifford operations realizable via
passive linear optics without squeezing.

For GKP codes specified by a lattice L ⊆ L⊥, each element of the symplectic
automorphism group is uniquely specified by its integral representation given
by the group

SpD2n(Z) = {U ∈ GL2n(Z) : UADU
T = AD}. (4.137)

These transformations preserve the symplectic form in its canonical basis AD =
J2 ⊗ D [22] and yield the so-called integral representation of the symplectic
automorphisms.

6This is an ambitious attribution to the famous Rosetta stone for Mathematics due to
H. Weil [197], who proposed a bridge between number theory and the geometry of Riemann
surfaces.
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Lemma 7. Given a weakly symplectically self dual lattice L ⊆ L⊥ with sym-
plectic Gram matrix (symplectic form) A = J2 ⊗ D, D = diag(d1, . . . , dn), we
have that AutS(L) is equivalently specified by the integral representation

SpD2n(Z) = {U ∈ GL2n(Z) : UAUT = A}. (4.138)

Proof. Since MD = D ⊕ I is invertible, it holds that the unique SU for which
UMD = MDS

T
U is symplectic. Since any basis for a GKP code of type D can be

given by MDS
T
0 for some S0 ∈ Sp2n(R), it follows that the elements of SpD2n(Z)

are integral representations for symplectic automorphisms of L. Conversely,
from UM = MST it can also be shown that A = MSTJSMT = UMJMTUT =
UAUT every integral representation for a symplectic automorphism needs to
admit the defining relation of eq. (4.137).

In fact, we also have

Corollary 8.
AutS(L) = AutS

(
L⊥
)

(4.139)

Proof. In the canonical basis, we have M = AM⊥ where, by lemma 7, a
symplectic automorphism S ∈ AutS(L) is specified by a unimodular matrix
U, UAUT = A. Combining these statements one finds M⊥ST = A−1UAM⊥ =
U−TM⊥. Since inverses and transposes preserve the unimodularity of V = U−T ,
we have S ∈ AutS

(
L⊥
)
and thus AutS(L) ⊆ AutS

(
L⊥
)
. Conversely, we have

that A−1 = −M⊥J
(
M⊥

)T , such that for a given S ∈ AutS
(
L⊥
)
the rela-

tion VM⊥ = M⊥ST for unimodular V implies that the integral represen-
tation satisfies V A−1V T = A−1. With M⊥ = A−1M this yields MST =
AV A−1M = V −TM , such that unimodularity of V implies S ∈ AutS(L) and
thus AutS

(
L⊥
)
⊆ AutS(L).

A similar statement can be shown to hold for the orthogonal automorphism
group, whose integral representation is given by matrices U ∈ GL2n(Z) that pre-
serve the euclidean Gram matrix G = MMT . In the special case of scaled GKP
codes (see ref. [57]), i.e. GKP codes withD = qI we have AutS

(
L⊥
)

= AutS(L),
such that every automorphism in AutS

(
L⊥
)
also descends to an automorphism

in L⊥/L by reducing the outcome modulo L.
The integral representation of the automorphisms in eq. (4.137) can be un-

derstood to represent the logical action of the (non-trivial) Clifford group on
the Heisenberg-Weyl operators in eq. (4.41). A logical Heisenberg-Weyl opera-
tor O(l) =

∏n
i=1X

li
i Z

li+n
i with Xi, Zi from eq. (4.41) is specified 7 by a vector

l ∈ Z2n
D , where Z2n

D denotes Z2n with the element-wise reduction modulo I2⊗D,
such that vectors are considered equivalent if they differ only by stabilizers. The
action of a non-trivial Clifford operation is then given by l 7→ gIl mod D ⊕D
and gI denotes the integral representation of the corresponding g ∈ AutS(L).
The reduction modulo I2 ⊗ D therefore implements the equivalence relation
given by the stabilizers as translations by elements in L and can be understood
as the map AutS

(
L⊥
)
→ AutS

(
L⊥/L

)
.

Henceforth, we focus on scaled GKP codes, where D = dIn, such that
L = dL⊥ are proportional. From the definition of symplectic automorphisms in

7That is, up to phases, as we usually care about the action of these operators on a projective
Hilbert space.
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AutS
(
L⊥) Sp2n (Z)

AutS
(
L⊥/L

)
Sp2n (Zd)

mod L mod d

Figure 4.2: Commutative diagram for the structure of nontrivial Cliffords for
scaled GKP codes. Note that for n = 1 we have the equality SL2(Z) = Sp2(Z).

eq. (4.136) observe that AutS(L) is one-to-one with its integral representation
given by Sp2n(Z). The relationships between the integral and real represen-
tations of symplectic automorphisms for scaled GKP codes and their logical
actions are illustrated in fig. 4.2. It can also be seen that the action of the
symplectic automorphism group on the quotient L⊥/L is equivalent to that of
Sp2n(Zd), the usual symplectic representation of the non-trivial Clifford group
on qudits.

A special class of symplectic lattices is given by symplectic lattices that are
also euclidean self-dual. Such lattices can be shown to fulfil the property

Lemma 8 ([166]). A euclidean self-dual lattice L = L∗ ⊂ R2n is symplectic
self-dual if and only if J is a lattice automorphism.

Proof. A basis M : G = MMT ∈ Z2n×2n of a euclidean lattice has a canonical
dual lattice L∗ generated by the matrix M−T similarly to a symplectic self
dual lattice, for which any basis has the canonical symplectic dual given by
M⊥ = M−TJT . From these relations we see that a euclidean self-dual lattice
with basis M = UM−T for an unimodular matrix U also satisfies

MJT = UM−TJT = UM⊥. (4.140)

Hence, if J is an automorphism of the lattice spanned by M , it holds that
L ∼ L⊥ and the lattice is symplectic self-dual. Conversely, a symplectic self-dual
lattice satisfies M = VM−TJT for some unimodular U . If it is also euclidean
self-dual, there is some unimodular W , such that WM = M−T , such that

M = VWMJT . (4.141)

Since VW is also unimodular this shows that the lattice L = JL spanned by
matrix M has an automorphism given by J .

This statement can be used to prove symplectic self-duality for the E8 lattice,
which was the strategy presented in ref. [166].

The symplectic automorphism groups discussed here can be generated by a
set of symplectic transvections, given by matrices tα, α ∈ L⊥,

tα = I +ααTJ , (4.142)

which are implemented via the Gaussian unitaries

Uα = e−
i
2 (αT Jx̂)

2

(4.143)

with squeezing value bounded by sq(tα) := ‖tα‖2 ≤ 1 + ‖α‖.

48



The symplectic transvection adds multiples of α to an input vector x ac-
cording to the symplectic inner product αTJx, from which it is easy to see that
symplectic lattices L0 are preserved under transvections by vectors in L0. For
elements of a scaled GKP code L⊥ =

√
d
−1L0, a symplectic transvection by one

of the canonical basis vectors acts non-trivially on its partner,

t√deifi = fi + ei , (4.144)

and trivially on every other canonical basis vector. In particular using
tαtβt

−1
α = ttα(β) one observes that for symplectic canonical form basis vec-

tors of the lattice α,β, the commutation of the corresponding transvections is
determined by whether or not the vectors have a non-trivial symplectic inner
product.

In fact, symplectic transvections are known as representations of Dehn twists
on compact genus n surfaces Sn [150], while the group Sp2n(Z) of integral rep-
resentations of symplectic automorphisms for a symplectic lattice L0 forms a
representation of their mapping class group Mod(Sn) [76] which we now under-
stand to be generated by Dehn-twists. As homeomorphisms of the surface Sn,
Dehn-twists preserve the intersection numbers of loops, which is also reflected in
the preservation of commutativity of the corresponding symplectic transvections

tγ [tα, tβ]t−1
γ =

[
ttγ(α), ttγ(β)

]
. (4.145)

In fig. 4.3 we depict such a generating set (known as the Lickorish generators
[76]), where each Dehn twist label associates to a corresponding lattice vector
given either by a canonical basis element ei, fi or a linear combination of such.

Example: the square lattice, L =
√

2Z2. For the single-mode square GKP
code we can choose bases such that M = 2M⊥ =

√
2I. Relative to this choice

the first row of M⊥ represents the logical X-type Pauli operator X̂ = e−i
√
πp̂

while the second represents Ẑ = ei
√
πq̂.

Via eq. (4.136) we can identify a symplectic transformation g that imple-
ments a non-trivial Clifford gates with its integral representation via U = gT .

It is convenient to introduce the S and T matrices,

S =

(
0 −1
1 0

)
, T =

(
1 1
0 1

)
, (4.146)

which generate Sp2(Z) = 〈S, T 〉.
In the integral representation, the S-matrix just introduced can be seen to

implement a logical Hadamard gate UH = S, while the logical phase gate P̂ can
be obtained from UP := TT (the transpose of T ). The S-matrix is orthogonal,
just as the associated symplectic transformation on the lattice and thus the
logical Hadamard can be implemented by a mere passive linear optical element
with a representative Gaussian unitary ÛH = e−i

π
2 n̂ corresponding to a π/2

rotation in phase space. The T -matrix however is not orthogonal and since the
vectors in L⊥ corresponding to Pauli-Y operators are generically of a different
length than corresponding Pauli-X or -Z representatives, the logical phase gate
does not admit an orthogonal implementation [163].
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Figure 4.3: A visualization of the surface Sn, where logical operators for the
GKP code are represented as elements of the first homology group indicated
by the elements (ei,fi). Logical Clifford transformations are represented by
sequences of Dehn-twists of the torus in this representation, and we depict how
two such transformations act on these generators going from the top to the
bottom figures. On the left-most handle, we show how a Dehn-twist about f1,
a.k.a. a symplectic transvection tf1

, implements a logical phase gate by mapping
e1 7→ e1 + f1. On the right-most handle, a logical CZ gate is realized via a
Dehn twist about the loop with label c3, which corresponds to a symplectic
transvection tf3+f4

.

Example: the hexagonal lattice, L =
√

2A2. For the hexagonal GKP code
we haveM⊥ = MA2

/
√

2. As a root lattice, orthogonal automorphisms are given
by reflections

rα = I − 2
ααT

αTα
(4.147)

along the so-called root α, β contained in the rows of MA2
in eq. (4.32). Re-

flections are involutions with a −1 determinant, and hence are not symplectic.
We can thus identify the subset of symplectic orthogonal automorphisms to lie
within the even subgroup of the Weyl group W (A2) which is generated by the
product of the two reflections

R 2π
3

= rβrα =

(
cos 2π

3 − sin 2π
3

sin 2π
3 cos 2π

3

)
. (4.148)

Solving UMA2
= MA2

RT2π
3

yields the integral representation

U =

(
0 1
−1 1

)
. (4.149)

By probing its effect on the standard basis, we find that this matrix implements
the transformation on logical Pauli operators X 7→ Z 7→ Y 7→ . . . which realizes

a logical
(
P̂ Ĥ

)†
gate [99].

4.4.2 Generating symplectic automorphisms
Due to the one-to-one relationship between symplectic automorphisms stated
in lemma 7, a generating set for their integral representation immediately also
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yields a generating set for the symplectic matrices that need to be implemented
to generate and logical Clifford group element. In lemma 7 we have identified the
integral representation for symplectic automorphisms with the group Sp2n(Z, D)
where the group action on vectors representing logical Pauli operators is defined
mod D. We focus on the case of scaled GKP codes, with D = dIn, such that
the group of symplectic automorphisms in their integral representation is given
by Sp2n(Zd). In the following we define a generating set for Sp2n(Zd) and proof
that every element in Sp2n(Zd) can be generated by at most O

(
dn2
)
elements

in this generating set. This group can also be understood as known as the non-
trivial Clifford group for a qudit, such that we will borrow from the lingo of
Clifford gates on qudits to explain the action of its generators.

Block matrices
S =

(
A B
C D

)
∈ Z2n×2n

d (4.150)

are symplectic if ATC = CTA, BTD = DTB as well asATD − CTB = I. In
particular, we have that for B = C = 0 the matrix is symplectic if D = A−T

such that S = A⊕A−T . If A = D = I and C = 0 (B = 0) it becomes necessary
that B = BT is symmetric (C is symmetric). Matrices of these constrained
types have particularly simple structure and follow simple multiplication rules

(
A1 0

0 A−T1

)(
A2 0

0 A−T2

)
=

(
A1A2 0

0 (A1A2)
−T

)
, (4.151)

(
I B1

0 I

)(
I B2

0 I

)
=

(
I B1 +B2

0 I

)
, (4.152)

(
I 0
C1 I

)(
I 0
C2 I

)
=

(
I 0

C1 + C2 I

)
. (4.153)

In this section we show, building on previous work on qubits [3, 152], how
for prime dimension d, symplectic matrices in Sp2n(Zd) can be synthesized from
an elementary gate set S = {Ji, Pi, Ci→j} of such constrained block matrices
consisting of the following matrices in block form, where πi = eie

T
i and eij =

eie
T
j :

• The quantum Fourier transform on qudit i

Ji =

(
I − πi πi
−πi I − πi

)
, i ∈ [1, n] (4.154)

with J2
i = −I , mapping Xi 7→ Z−1

i , Zi 7→ Xi,

• the phase gate

Pi =

(
I 0
πi I

)
, i ∈ [1, n], (4.155)

mapping Xi 7→ XiZi and

• the CNOT gate

Ci→j =

(
I + eji 0

0 I − eij

)
, i 6= j ∈ [1, n] (4.156)

that maps Xi 7→ XiXj .
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• The CNOT gate is of block diagonal form, and it can be shown by per-
forming the matrix multiplication that the upper triangular elementary
block matrix

Bij =

(
I eij + eji
0 I

)
= J−1

j Cj→iJj (4.157)

mapping Zi 7→ XjZi and Zj 7→ XiZj can be obtained by conjugating
the CNOT with a Hadamard type gate. This generating set has |S| =
2n + n(n − 1) elements, where the contribution n(n − 1) comes from the
fact that we assume all-to-all connectivity for the CNOTs in use. This
set can be reduced down to a set of 3n − 1 generators with CNOTs only
between a linear number of pairs analogous to the Lickorish generators for
the Dehn-twists mentioned before, which however would come at the cost
of needing to mediate CNOTs not included in the set via a O(n) number
of those that are.

Denote sequences generated by a finite product from S as

Sk := {g1g2 . . . gk, gi ∈ S}. (4.158)

Similar to previous work on generating Sp2n(Z2) we show here that for

Lemma 9. Let d be prime. For the generating set S = Ji, Pi, Ci→j defined
above, we have

Sp2n(Zd) ⊆ Sk (4.159)

for k = O
(
dn2
)
.

That is, sequences of O(dn2) of gates from S suffice to generate all elements
in Sp2n(Zd).

Proof. It has been shown in ref. [69] that every symplectic matrix S ∈ Sp2n(Zd),
d prime admits a decomposition into symplectic matrices

S = Q

(
I 0
C I

)(
A 0
0 A−T

)(
I B
0 I

)
, (4.160)

where A ∈ GLn(Zd) is invertible and C ∈ GLn(Zd) and B ∈ GLn(Zd) are
symmetric and Q is an O(n) length product of the matrices Ji we have defined
above. Ref. [69] in fact showed this for the field of complex numbers C, but
the proof carries over to any number field, such as Zd for d prime. Using this
decomposition, it suffices to check how each individual block matrix can be
compiled from the generating set above. Using that

J

(
I B
0 I

)
JT =

(
I 0
−B I

)
(4.161)

together with J =
∏n
i=1 Ji we have that the every upper block triangular matrix

can be converted to a lower block triangular one with O(n) overhead and that
every block upper triangular matrix

(
I B
0 I

)
(4.162)
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with B = BT can be obtained from an O(dn2) fold product of matrices of type
JiPiJ

T
i and Bij for their simple multiplication structure. It remains to bound

the complexity of compiling the block diagonal part A⊕A−T . Note that due to
the simple multiplication structure of these matrices this problem is equivalent
to bounding the complexity of compiling the blocks A as generated by elements
I+ eji. This is bounded using the same argument as in ref. [3], which employed
a result from Patel et al. [152], who showed that for underlying field Z2 an
achievable lower bound is given by O

(
n2/ log2(n)

)
. As was already noticed in

ref. [152], their technique generalizes for any finite field with order d, where it
yields a bound O

(
n2/ logd(n)

)
. In total, we hence obtain a bound O(dn2) for

the length of the product from S to generate any element in Sp2n(Zd).

What is ... a Riemann surface?

A Riemann surface C is a one complex-dimensional complex manifold, i.e. it
is a two real-dimensional manifold covered by open sets {Uα}α, ∪αUα = C,
such that there is atlas defining coordinate charts A = {(Uα, zα)}α where

zα : Uα → Vα ⊆ C (4.163)

is a homeomorphism to a subset of C. The transition functions

fα,β = zβ ◦ z−1
α : zβ(Uα ∩ Uβ)→ zα(Uα ∩ Uβ) (4.164)

are required to be holomorphic and two atlases are equivalent if they only differ
locally by holomorphic functions.
Trivially C is a Riemann surface, same as the Riemann sphere Ĉ = C ∪ C.
A mapping between Riemann surfaces f : C → D is a holomorphic if for every
coordinate chart (U, z) on C and every coordinate chart (V,w) on D with
U ∩ f−1(V ) the map

w ◦ f ◦ z−1 : z
(
U ∩ f−1(V )

)
→ w(V ) (4.165)

is holomorphic. In particular, a holomorphic mapping into C is a holomorphic
function and a holomorphic mapping into Ĉ is a meromorphic function. See
[25] for a more in-depth discussion on complex differential geometry.

4.4.3 GKP codes from compact Riemann surfaces
The connection between the symplectic automorphism group of the 2n-dimensional
symplectic lattice and that of the mapping class group of a compact (2-dimensional!)
genus n surface Sn is in fact not a coincidence, but hints at a deeper connection
between symplectic lattices and the compact surface Sn. As elaborated below,
this connection leads to a way of viewing GKP codes as Jacobians of algebraic
curves. We begin by first discussing the relation between logical operators of
GKP codes and the homology of compact surfaces.

The identification of symplectic lattice automorphisms with transformations
generated by Dehn twists encountered earlier (or simply elements of Sp2n(Z)),
which are intersection number preserving homeomorphisms of genus g surfaces,
suggests a more intuitive understanding of the topological nature of scaled GKP
codes. One way to understand this connection is to realize that the homology
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Figure 4.4: The trefoil knot corresponding to the one dimensional defect of
“distance zero GKP codes” in S3. A non-trivial link with the trefoil knot given
by a π/2 rotation of the square lattice Λ 7→ eiφΛ, φ ∈ [0, π/2] corresponding to
a logical Hadamard gates is illustrated. The non-trivial linking is a topological
feature of the path that implements the logical Hadamard gate and can be
interpreted as the feature that makes the gate implementation fault-tolerant
within the fiber bundle framework for fault tolerance [96].

groups
H1

(
R2n/L⊥,Z

)
∼ H1(Sn,Z) (4.166)

are isomorphic, and that the symplectic inner product between Z-valued vectors
representing elements in H1

(
R2n/L⊥,Z

)
is identical with the algebraic intersec-

tion number defined for elements in H1(Sn,Z). Since we have L = dL⊥, the
torus R2n/L is a d2-fold cover of R2n/L⊥, such that, when regarding elements in
L = H1

(
R2n/L,Z

)
as logically trivial elements, the representation of logical op-

erators on H1

(
R2n/L⊥,Z

)
descends to one on H1

(
R2n/L⊥,Zd

)
. By eq. (4.166)

we can thus regard elements in H1(Sn,Zd) as representations of logical oper-
ators. A d-fold wind representing a stabilizer group element is corresponds to
a trivial logical operator and the intersection number of these loops modulo d
determines the commutative phase of the associated displacement operators.

Jacobians and compact Riemann surfaces

The Jacobian of a curve or compact Riemann surface can be thought of as a
first-order approximation of a compact Riemann surface, which contains the
information about the first homology group of the surface and the intersection
between its elements. We now briefly discuss the essential steps of the con-
struction of the Jacobian and its associated symplectic lattice from a compact
Riemann surface; for more detailed treatments see refs. [16, 22, 166].

Let C be a compact Riemann surface of genus n = dimH0(ωC), given by
the dimension of the space of holomorphic differentials on C. As a n-handled
torus, this Riemann surface has a canonical basis that generates its first homol-
ogy group 〈γ1 . . . γ2n〉 = H1(C,Z), where the intersection number between two
basis elements (γi · γj) = −Jij is determined by the symplectic form we have
encountered earlier.
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Choosing a basis ω1, . . . , ωn for H0(ωC) yields a linear map

p : H1(C,Z)→ Cn : γ 7→
(∫

γ

ω1, . . . ,

∫

γ

ωn

)T
(4.167)

defined from the set of 2n generators of H1(C,Z) to 2n vectors in Cn. The
n× 2n matrix

Π =
(
p(γ1) . . . p(γ2n)

)
(4.168)

is known as the period matrix.
The period matrix admits a standard form. In particular, we can always

choose a basis and normalization such that Π takes the canonical form Π =
(In Ω) where Ω is symmetric and Im Ω > 0 [22].

Consider the lattice Λ spanned by the columns of Π, Λ = ΠZ2n. The
complex torus TΛ = Cn/Λ obtained from the quotient by Λ is known as the
Jacobian variety J(C) of C. We can map Λ into real space lattice LΛ by
associating with each vector Λ 3 v 7→ (RevT , ImvT )T ; this is known as the
real representation. Writing Ω = X + iY , LΛ is generated by the rows of the
matrix M defined by

MT =

(
In X
0 Y

)
, (4.169)

and satisfies
M
(
J2 ⊗ Y −1

)
MT = J. (4.170)

Since Y > 0, we can define the rescaled generator matrix

MC = M(I2 ⊗ Y −
1
2 ), (4.171)

which, by eq. (4.170), is symplectic and generates a symplectic lattice, such that
it can be scaled to yield a GKP code as discussed earlier.

Eq. (4.171) also allows for an interpretation of the lattice generated by M ,
it is simply a stretched version of the symplectic lattice spanned by MC with
“stretching" Y

1
2 ⊕ Y 1

2 . In the simple case where Y = dIn, this becomes equiva-
lent to the lattice present in a scaled GKP code of type D = dIn.

The lattice spanned by the rows of Π, can directly be seen to carry the
symplectic structure using Riemann’s bilinear relations, which tells us that two
rows of the period matrix and its conjugate ai, bj given by the period integrals
over the forms ωi, ωj have symplectic inner product given by

∫

C

ωi ∧ ωj = aTi Jbj , (4.172)

which is always real and non-negative for i = j. In general, we have that

i

∫

C

ωi ∧ ωj = i
(
ΠJTΠ

)
ij

(4.173)

yields a positive definite matrix; for more details, see ref. [22]. It is this relation
that explains the connection between the Jacobian and symplectic lattices.

In general, a complex torus Cn/Λ obtained from a symplectic lattice is
also known as a principally polarized Abelian variety [22, 166], where “polar-
ized Abelian variety" refers to the fact that there is a Hermitian inner product
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H(x, y) = x†Y −1y, Y > 0 on this torus with the property that ImH(Λ,Λ) ∈ Z.
In the real representation, ImH(x,y) = xT (J2⊗Y −1)y is precisely the product
appearing in eq. (4.170). The adjective “principal" applies to the special case
Y = In, such that LΛ as defined above automatically is a symplectic lattice
[16, 22, 166] which we have seen to arise above under the appropriate transfor-
mation.

Rather than to refer to compact Riemann surfaces, one typically refers to
the Jacobian associated to a projective complex algebraic curve. This underlies
a deep connection between algebra and geometry: projective complex algebraic
curves can be understood as “explicit parametrizations" of compact Riemann
surfaces. This connection is outlined in the box below, and I refer the reader
for a more detailed treatment to refs. [25, 98].

The point is that these connections allow us to construct (scaled) GKP
codes from complex curves via their Jacobians. The chain of correspondences
illustrating the chain of maps that map from curves to GKP codes via the
construction of the Jacobian is pictured in figure 4.5.

Complex algebraic curves and compact Riemann surfaces

A complex algebraic curve

C =
{

(x, y) ∈ C2, P (x, y) = 0
}
⊂ C2 (4.174)

is the set of roots of a polynomial equation in 2 variables with maximal degree
d and is equivalent to its homogenization

Ch =
{

(x, y, z) ∈ C3, Ph(x, y, z) = 0
}
⊂ CP2, (4.175)

given by the constant degree polynomial Ph(x, y, z) = zdP (x/z, y/z) whose set
of roots in Ch satisfy the equivalence relation (λx, λy, λz) ∼ (x, y, z), λ ∈ C×
and C ⊂ CP2 is typically viewed as a projective curve. There are finitely many
singular points

S = {(x0, y0) ∈ C : ∂xP (x0, y0) = ∂yP (x0, y0) = 0}, (4.176)

away from which the curve can always be parameterized by points of
the form (x, y(x)) ∈ C2 or (x(y), y) ∈ C2 such that either ∂xy(x) =
−∂yP (x, y)/∂xP (x, y) or ∂yx(y) = −∂xP (x, y)/∂yP (x, y) are well-defined and
the projection (x, y) → y resp. (x, y) → x yields local coordinates in C. The
normalization theorem [98] effectively smoothens out the singular points and
guarantees the existence of a compactification of the curve C∗ = C\S to ob-
tain a compact Riemann surface Ĉ that covers C. Reversely, Riemann showed
that all compact Riemann surfaces can be described as compactifications of
algebraic curves. While these arguments show the one-to-one correspondence
between compact Riemann surfaces and algebraic curves, they are unwieldy in
the explicit computation of the period integrals to construct Jacobians associ-
ated to curves.
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Compact Riemann surface Ĉ Curve C

Jacobian J(C) symplectic lattice LΛ scaled GKP code LΛ

normalization theorem [98]

Riemann existence theorem [98]

eq. (4.171)

period mapping eqs. (4.167), (4.168)

eq. (4.45)

Figure 4.5: The chain of correspondences and maps that associate a GKP code
to any complex algebraic curve C ⊂ CP2.

In the special case of hyperelliptic curves given by polynomials of the form

P (x, y) = y2 − f(x), f(x) =

N∏
i=1

(x− λi), λi 6= λj ∀ i 6= j (4.177)

the identification of the homology basis of the corresponding compact Riemann
surface and construction of the homolorphic forms becomes more simple: Solu-
tions to the curve are of the form y =

√
f(x) where a homology basis with 2n

generators is derived from the branch cuts of the complex square root spanned
between the roots λi (see also ref. [178, p. 160]). A basis of for the holomorphic
differentials is then given by ωi = xi−1 dx√

f(x)
for i = 1 . . . n [22].

The fact that GKP codes may be obtained from compact Riemann surfaces
has some interesting implications. For example, one may expect that represen-
tations of quantum states in code space obtained from pulling back phase-space
representations (such as the stellar representation [43]) to be constrained by
the topology of the Riemann surface. However, the more interesting immediate
question is whether every GKP code can be understood as a curve. Unfortu-
nately, the answer to this is negative: there are symplectic lattices, such as the
E8 lattice, that do not arise as the Jacobian of curves [16, 166]. The general
question of “which principally polarized Abelian varieties arise as Jacobians of
curves" is a long-standing mathematical quest known as the Schottky problem
[101, 166].

Single-mode GKP codes from elliptic curves

In the previous section we have established a connection between complex curves
and GKP codes which we now make more concrete for the case of a single mode
n = 1. An elliptic curve is a complex torus [102, 178]

E = (C/Λ, z), z ∈ C/Λ, (4.178)

where Λ ⊂ C is a complex, non-degenerate lattice and z ∈ C/Λ is a point on the
torus [102]. The point z ∈ C/Λ can be thought of as the choice of 0-point on
the torus (since the torus forms an additive group under addition in C modulo
Λ we need to fix an identity element).

This definition of an elliptic curve is one-to-one with an algebraic definition
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in the following sense. The curve

Cg2(Λ),g3(Λ) =
{

(x, y) ∈ C2, y2 = 4x3 − g2(Λ)x− g3(Λ)
}
, (4.179)

specified by two complex numbers g2, g3 that are the image of a lattice under
the functions defined below, is parameterized by the Weierstrass ℘ function

℘(z, Λ) :=
1

z2
+

∑

ω∈Λ\{0}

(
1

(z − ω)2
− 1

ω2

)
, (4.180)

where the invariance under translations by lattice vectors ℘(z+Λ) = ℘(z) shows
that this is a well-defined function on the complex torus C/Λ with poles of order
2 on each lattice point. Therefore, distinct lattices Λ, Λ′ are distinguished by
their ℘ functions.

The Weierstrass function ℘ also provides an alternative parametrization of
the elliptic curve Cg2(Λ),g3(Λ), which can be seen as follows. Introduce the (nor-
malized) Eisenstein series of weight k

Gk(Λ) =
∑

ω∈Λ\{0}
ω−k, (4.181)

and
g2(Λ) = 60G4(Λ), g3(Λ) = 140G6(Λ) . (4.182)

Then the equation for the elliptic curve is given by

℘′2 = 4℘3 − g2℘− g3. (4.183)

The elliptic curve is non-singular, i.e. it has no cusps or self-intersections, when
the discriminant of the right-hand side

∆(Λ) = g3
2 − 27g2

3 (4.184)

is nonzero, which holds whenever Λ is full-rank in C.
Let ω1, ω2 form a basis for the lattice Λ = ω1Z ⊕ ω2Z, which is full-rank if

Im(ω2/ω1) 6= 0. One can fix an orientation of the basis elements by choosing
a basis with Im(ω2/ω1) > 0, corresponding to a positive intersection of the
homology element ω2 with ω1 on the torus C/Λ such that, up to an overall
factor of rescaling and rotation ω1, the lattice Λτ = Z ⊕ τZ is parameterized
by τ ∈ h := {z ∈ C, Im(z) > 0} in the complex upper half plane. As a function
of τ , the Eisenstein series defined above gk(τ) = gk(Λτ ) are modular forms
of degree 2k [199], implying that they satisfy the transformation rule f(γ.τ) =
(cτ+d)kf(τ)∀γ ∈ SL2(Z), where we have introduced the Möbius transformation

(
a b
c d

)
.τ =

aτ + b

cτ + d
. (4.185)
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Figure 4.6: The Iwasawa- (l.) and Bloch-Messiah (r.) decomposition of sym-
plectic matrices understood via Möbius transformations.

Möbius acrobatics

To further illustrate the behavior of the Möbius action on the upper half plane
we discuss how it can be used to derive the Iwasawa- and Bloch-Messiah de-
composition, depicted in fig. 4.6. Our presentation is guided by the example
presented in ref. [59]. The main ingredient to this understanding it the tran-
sitivity of SL2(R) on the upper half space h = SL2(R)/ SO2(R).i
To derive the Iwasawa decomposition, recognize that an arbitrary z ∈ h can
be written as

z = x+ iy =

(
1 x
0 1

)
.

(√
y 0

0 1/
√
y

)
.i, (4.186)

where the squeeze “pushes” the point z0 = i upwards to z = iy and the final
shear moves it horizontally to z = x + iy. Since every point z ∈ h can be
described by this sequence of Möbius transformations and the upper half plane
is one-to-one with elements of Sp2(R) up to a right- rotation, we can deduce
that every matrix S ∈ Sp2(R) can be written as S = NAK, where N and A
are shears and squeezes as above and K ∈ Sp2(R) ∩ SO2(R) is a rotation.
Similarly, every point z can also be expressed by a squeeze and rotation acting
on z0 = i, which leads to the Bloch-Messiah decomposition S = K1AK2,
where A is again a squeeze and O1, O2 ∈ Sp2(R) ∩ SO2(R). The steps are
geometrically sketched in fig. 4.6.

As a function of τ , the discriminant modular form ∆(τ) = ∆(Λτ ) is a mod-
ular cusp form of weight 12 that vanishes at i∞. Möbius transformations with

elements γ =

(
a b
c d

)
∈ SL2(Z) can be understood as basis transformation of

the corresponding lattice via the map
(

1
τ

)
7→ XγX

(
1
τ

)
= (cτ + d)

(
1
γ.τ

)
, (4.187)

where X =

(
0 1
1 0

)
and XγX ∈ SL2(Z). For a fixed volume det Λτ , the lattice

Λ can always be recovered via appropriate rescaling up to a global rotation.
To associate a single-mode GKP code to an elliptic curve, note that the

Möbius transformation defines a transitive action on the upper half plane h.
For symplectic orthogonal matrices K ∈ SO2(R) = Sp2(R) ∩ O2(R), we have
that i is a fixed point, i = K.i. Therefore, every point in the upper half plane
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Figure 4.7: The hexagonal GKP code given by Λρ, ρ = ei2π/3 and relative level
structure d−1Λρ for d = 3. The points z mod d−1Λρ parametrize the syndrome
of the GKP code while the d-torsion points d−1Λρ in in Λρ are interpreted to
label logical Pauli operators for the associated GKP code.

τ = S.i ∈ h is one-to-one with a symplectic matrix S ∈ Sp2(R)/ SO2(R) up
to a rotation. We associate with the symplectically self-dual lattice Z2 the
square GKP code encoding a qudit with dimension d by rescaling the lattice
τ 7→

√
d/det(Λτ )Λτ . Since this rescaling can always be done, it suffices to

identify Λτ , equivalently the torus C/Λτ , with the corresponding qudit GKP
code.

In fact, this procedure allows to obtain all single-mode GKP codes as the
orbit Sp2(R).i. We can hence identify single-mode GKP codes with elliptic
curves E = (C/Λτ , z), z ∈ C/Λτ . First we interpret Λτ as the lattice associated
to the stabilizer group of a GKP code. Then z, which labels a point in C up
to a displacement by a (stabilizer) element in Λτ , is interpreted as the sum of a
syndrome z mod 1

dΛτ and a representative logical displacement label z ∈ 1
dΛτ .

See the discussion in Sec. 4.4.1.
A level-d structure [102] on an elliptic curve is given by an oriented basis(

1
d ,

τ
d

)
of H1(E,Zd) – the so-called d-torsion points on E – where the inter-

section number modulo d of the basis elements is 1 such that the intersection
pairing H1(E,Zd)×H1(E,Zd)→ Zd again defines the desired Heisenberg-Weyl
commutation phase of the associated displacement operators (see eq. (4.41)).
The level structure defines a finer structure on the elliptic curve. Under the
above mapping from elliptic curves to GKP codes, it can be understood as the
algebra of logical operators (the symplectic dual lattice to LΛ), relative to which
z becomes associated with the syndrome of the GKP code.

4.4.4 Moduli space of GKP codes and fiber bundle fault
tolerance

GKP distance and modular discriminant

In this section, we discuss a connection between the space of all single-mode
GKP codes with a nonzero distance and a complex parameterization in terms
of the modular discriminant.

To understand the space of GKP codes, lets focus on the space of symplectic
lattices in 2−dimensions (equivalently, we focus on the space of elliptic curves
ignoring the choice of z). We have already seen in the previous section that
every point τ ∈ h parametrizes a symplectic lattice up to an overall rotation.
Since lattices – as geometric objects – are defined independent of the choice of
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Figure 4.8: The fundamental domain F on is marked in grey on the RHS. We
illustrate the effect of a squeezing operation τ 7→ (λ ⊕ λ−1).τ = λ2τ and the
corresponding transformation on the lattice Λτ 7→ Λλ2τ/

√
det(Λλ2τ ).

representing basis, the set of symplectic lattices up to basis transformation is
given by the left quotient Sp2(Z)\ Sp2(R) (remember that Sp2(Z) = SL2(Z)).
Sp2(R) has a transitive action on the upper half plane h, which is trivial for the
elements {±I}. We can hence equally parametrize the space of all symplectic
lattices by the quotient

M1 = PSp2(Z)\h, (4.188)

where PSp2(Z) = Sp2(Z)/{±I} has an effective action on h.
Points of M1 corresponds to isomorphism classes of elliptic curves (GKP

codes)[102] and, in fact, M1 again is a Riemann surface, where a holomorphic
map to C is given by the j function

j(τ) = 1728
g3

2(τ)

∆(τ)
, (4.189)

which is a modular form of weight 0.
We can represent M1 via the fundamental domain

F =

{
τ ∈ h : |Re(τ)| ≤ 1

2
, |τ | ≥ 1

}
, (4.190)

shown in fig. 4.8.
It is important to note that the spaceM1 fails to be a quotient manifold in for

which every point τ ∈M1 has isomorphic orbits under SL2(Z) action. At fault
is the existence of fix-points in h such that the PSp2(Z) action is not free. On
the upper half plane, the S and T matrices that generate Sp2(Z) have Möbius
actions S.z = −1/z, T.z = z+ 1, such that the points τ = i and τ = ρ := ei2π/3

are fixed points under S and ST−1. It is quickly verified that τ = i corresponds
to the GKP code built from the square lattice Z2, where the S matrix can be
understood as the logical Hadamard gate Ĥ in its integral representation and
similarly, τ = ρ corresponds to the GKP code built from the hexagonal lattice
(A2) which has a logical ĤP̂ † Hadamard times phase gate corresponding to
the ST−1 matrix. The existence of automorphisms is hence both a blessing
and a curse. They show the existence and characterize possible logical Clifford
gates, but also equip our classifying space M1 with the structure of an orbifold
– meaning that rather than being locally isomorphic to C, it behaves locally like
a quotient space of C modulo a local group action by a group that varies from
point to point [39, 102]. In fact, as a consequence of our choice of representation,
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these fixpoints are stabilized by elements in SO2(R), i.e. they are associated to
GKP codes with logical Clifford gates implementable through passive linear
optical elements. Later we will construct a moduli space of GKP codes where
these points are effectively removed by a choice of additional constraints, such
that the moduli space can be fully treated as a complex manifold, and we will
leave an investigation of spaces of GKP codes that incorporates the orbifold
structure to future work. We begin by investigating the connection between the
topology of M1 and the coding theoretic properties of the associated codes.

The j function diverges in the limit τ → i∞. Using q = ei2πτ , we can write

j(τ) = q−1 + 744 + 19884q + . . . , (4.191)

∆(τ) = (2π)12q

∞∏

k=1

(1− qk) =

∞∑

n=1

τ(n)qn, (4.192)

g2(τ) =
4π4

3

(
1 + 240

∞∑

n=1

σ3(n)qn

)
, (4.193)

where we have the Ramanujan τ(n) function and the divisor sum σ3(n) =∑
d|n d

3 function, we recognize that the source of this divergence is the simple
root of ∆(τ) in the limit τ → i∞. Comparing to the discussion in the previous
chapter, this corresponds to the limit where the lattice Λτ is not full rank
anymore. To understand this point better, write τ = x+ iy = M.i, with

M =

(√
y x/

√
y

0 1/
√
y

)
. (4.194)

The shortest vector in the lattice L(M) spanned by the rows of M satisfies

λ2
1(L(M)) = min

(0,0) 6=(n,m)∈Z2
‖n2y + (nx+m)2/y‖2

≤
{
y +

x2

y
,

1

y

}
, (4.195)

such that in particular we have Im(τ) ≤ λ−2
1 (L(M)). That is, representing the

lattice basis in h, demanding that the lattice (the corresponding GKP code) has
finite non-zero distance λ1 ≥ const., yields an upper bound on the imaginary
part of its representation in h. Similarly, one can show that the squeezing
value associated to M , that is the squeezing necessary to prepare a code state
associated to M starting at the canonical square GKP code bounds sq(M) =
‖MT ‖2 ≥ Im(τ). We illustrate the intuition behind the limit τ → i∞ being
associated to a zero distance GKP code in fig. 4.8, where, starting at a square
GKP code, a squeezing deformation maps τ = i 7→ λ2i, λ ∈ R. While one of
the lattice basis vectors gets increasingly longer, due to the volume-preserving
nature of Sp2(R) the other shrinks until it converges to 0 in the infinite squeezing
limit.

We show that the finiteness of the distance of the GKP code λ1 ≥ const.
also lower bounds the discriminant function ∆(τ). With Im(τ) ≤ λ−2

1 , for large
Im(τ) we also have

|j(τ)| ≤ e2π/λ2
1 +O(1). (4.196)

Using eq. (4.189) this bounds

|∆(τ)| ≥ e−2π/λ2
1 |g2(τ)|3 +O

(
|g2(τ)|3

)
. (4.197)
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Since all the zeros of the Eisenstein series lie on the unit circle |τ | = 1 [155],
|∆(τ)| will be lower-bounded by const. × e−2π/λ2

1 away from |τ | = 1. Together
with the fact that the discriminant modular form is non-zero for any finite value
in h, in particular on the circle |τ | = 1, this shows that any finite distance GKP
code with λ1 ∝ ∆GKP > 0 will also have a non-zero modular discriminant.

We have arrived at the main result of this subsection: the space of bounded
distance ∆GKP(L) > const. single-mode GKP codes can be parametrized by
τ ∈ h with bounded |∆(τ)| > const..

Topological interpretation: the trefoil defect

We can understand this space topologically via an interpretation presented in
refs. [89, 138]. As we have argued above, every lattice Λ ⊂ C, through its
association to a defining equation for an elliptic curve eq. (4.183), is equivalently
parametrized by the two parameters (g2, g3) ∈ C2. Since for any c ∈ C× we
have g2(cΛ) = c−4g2(Λ), g3(cΛ) = c−6g3(Λ), one can always rescale the lattice
so that |g2|2 + |g3|2 = 1 which is the parametrization of a 3−sphere S3. The
space of zero-distance GKP codes is given by 0 = ∆ = g3

2 − 27g2
3 . In terms of

the two complex parameters this equation defines a trefoil knot

K =
{

(g2, g3) ∈ C2, g3
2 − 27g2

3 = 0, |g2|2 + |g3|2 = 1
}
. (4.198)

We can therefore understand the space of single-mode GKP codes as the knot
complement S3−K ∼ Sp2(Z)\Sp2(R). The trefoil knot is illustrated in fig. 4.4
and the reader is referred to refs. [89, 90] for further reference.

Any smooth implementation of a Clifford gate on a GKP code naturally tra-
verses a continuous closed loop in the space of lattices Sp2(Z)\ Sp2(R) while
implementing a basis transformation. The topological defect in this space
carved out by the trefoil knot illustrates that such loops are in general ho-
motopically non-trivial. One way to understand this is through the equivalence
Sp2(Z)\ Sp2(R)/ SO2(R) = Sp2(Z)\h = F . The space of lattices, up to a rota-
tion, is labeled by an element in the fundamental domain such that each lattice
– including a rotation label – can be labeled by a point in the fundamental
domain F together with a rotation label in S1 (which my vary across points
in F). In order for a smooth transformation on the space of lattices to return
to the same point in the fundamental domain with the same rotation label, it
must either map to a SL2(Z) equivalent point in h, or perform a full rotation
in S1. This decomposition of Sp2(Z)\ Sp2(R) is the so-called Seifert fibration
[171], which is illustrated in fig. 4.9. In fact, the fundamental group of this space
Sp2(Z)\ Sp2(R) which we now understand as the homotopy group of the know
complement π1

(
S3 −K

)
= B3 = SL2(Z) is the braid group of three strands

[86]. To see this in generality, lets return to label the lattice Λ = ω1Z + ω2Z
by the complex basis (ω1, ω2) for a minute. Since C is algebraically closed, the
defining equation of the elliptic curve takes the form [178]

℘′2 = (℘− e1)(℘− e3)(℘− e3), (4.199)

∆ = 16(e1 − e2)
2
(e2 − e3)

2
(e1 − e3)

2 6= 0, (4.200)

where e1 = ℘(ω1/2), e2 = ℘(ω2/2) and e3 = ℘((ω1 + ω2)/2) with e1+e2+e3 = 0
form the three distinct roots of the equation ℘′ = 0. Since ℘(z + Λ) = ℘(z) is
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Figure 4.9: The Seifert fibration describing a decomposition of Sp2(Z)\ Sp2(R)
into the fundamental domain F and a rotation label in S1 for each point in
F . While every lattice has a π-rotation symmetry, there are special (singular)
points i and ρ = ei2π/3 with additional symmetries under π/2 and π/3 rota-
tion. This can be pictured by a smaller circumference rotation index attached
to these points in the fibration. In terms of GKP codes, it is these singular
points on F that correspond to GKP codes with orthogonal symplectic lattice
automorphisms.

defined modulo the lattice and the coefficients g2, g3 as well as the lattice are
uniquely determined by the roots e1, e2, e3, any smoothly parametrized basis
transformation can also be identified by the evolution t : [0, 1]→ e1(t), e2(t), e3(t),
which smoothly implements a permutation of the three roots. Away from the
trefoil defect ∆ = 0, the position of these roots on C/Λ remain distinct along
the path, such that every non-trivial basis transformation implemented in this
fashion can be identified with a non-trivial element in the braid group of three
strands B3 which has a representation in SL2(Z) = 〈T, T−T 〉 [86].

This shows that every smoothly parametrized logical non-trivial Clifford gate
for the single mode GKP code – given by a closed loop in the knot complement
S3 − K – necessarily implements a homotopically non-trivial element in this
space, i.e. it implements a nontrivial link with the cut-out trefoil knot as it
avoids the “zero-distance defect" provided by the knot along the path. The
braids induced by a rotation and a sheer on the square lattice – corresponding
to a logical Hadamard- and phase gate for the square GKP code with d = 2
– are pictured in fig. 4.10. Note that the reverse is not generally true; there
are nontrivial basis transformations of GKP lattices that implement a trivial
Clifford element, such as the double application of the Hadamard gate for a
d = 2 square GKP code (compare to fig. 4.10).

In fact, one can define a linking number with the trefoil knot for paths in
Sp2(R) which correspond to GKP logical Cliffords. This is done by realizing that
one can define a discriminant function ∆̃ : Sp2(Z)\Sp2 R→ C× which provides
an isomorphism of the homology groups H1(Sp2(Z)\Sp2 R, Z) ∼ H1(C×,Z)
[72, 131], such that closed loops in the space of symplectic lattices map to
closed loops in C×. The discriminant function ∆̃ is an invariant of the associated
lattice, independent of the choice of basis (i.e. it is a weight-0 modular form),
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Figure 4.10: A braid on e1 = ℘(ω1/2), e2 = ℘(ω2/2), e3 = ℘((ω1 + ω2)/2)
implemented through a rotation (ω1, ω2) 7→ (ω2,−ω1) (l.) corresponding to a
GKP Hadamard gate and a sheer (ω1, ω2) 7→ (ω1 + ω2, ω2) (r.) in the case
of d = 2. Nontrivial braiding of the three roots ei is induced by smoothly
parametrized automorphisms of the underlying lattice.

defined for γ =

(
a b
c d

)
∈ Sp2(R) as

∆̃(γ) = j12(γ, i)∆(γ.i), (4.201)

where we have defined the factor of automorphy j12(γ, z) = (cz + d)−12. Now
let γA(t) : [0, 1] → Sp2 R be a continuous curve with gA(0) ∈ Sp2(R) and
gA(1) = AgA(0)A ∈ Sp2(Z). The linking number is defined by

link(γA,K) =
1

2πi

∮

γA

d∆̃

∆̃
=

1

2πi

∮

γA

d∆

∆
+

1

2πi

∮

γA

dj12

j12
(4.202)

and is a topological invariant of the path [72, 131]. From the modular trans-
formation behavior ∆(cΛ) = c−12∆(Λ) it can be shown that rotations of the
lattices Λ→ eiφΛ, φ ∈

[
0, πk

]
yield linking numbers link(γA,K) = − 6

k , such that
the lattice automorphism of the square lattice given by a π/2 rotation is asso-
ciated with linking number link(γS ,K) = −3, while the π/3 rotation symmetry
of the hexagonal lattice associates with a linking number link(γS ,K) = −2.

In a seminal paper, Ghys [89] showed that for hyperbolic elements A ∈
Sp2(Z) (i.e. those with

∣∣Tr[A]
∣∣ > 2) which are implemented via a symplectic

squeezing operation

M ∈ SL2(R) 7→M(λ⊕ λ−1) = AM, λ > 1, (4.203)

the corresponding unique modular geodesic γA has linking number link(γA,K) =
ψ(A) with the trefoil knot, where ψ(A) is the well-known Rademacher function,
which can be computed by compiling A into a product of integer powers of
matrices R = T , with T as in eq. (4.146), L = TT , such that A =

∏N
i=1R

riLli .
Under this expansion,

ψ(A) =

N∑

i=1

ri − li (4.204)
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is given by the difference of their number of appearances in the product expan-
sion. The Rademacher symbol is a class invariant for Sp2(Z), that is for all
g ∈ Sp2(Z) and A ∈ Sp2(Z) it holds that ψ

(
gAg−1

)
= ψ(A). In fact, using

Rri =

(
1 1
0 1

)ri
=

(
1 ri
0 1

)
, Lli =

(
1 0
1 1

)li
=

(
1 0
li 1

)
(4.205)

the Rademacher symbol also descends to a class invariant on SL2(Zd) for A :
det(A mod d) = 1 and

∣∣Tr[A] mod d
∣∣ > 2, with

ψ(A) mod d = ψ
(
A mod d

)
. (4.206)

The Rademacher function in particular yields a meaningful invariant for
symplectic lattice automorphisms provided by a symmetric symplectic matrix.
In this case, the Bloch-Messiah decomposition provides a decomposition S =
OTDO of the symplectic matrix into orthogonal symplectic parts O and a
squeezing matrix D, such that a smoothly parametrized implementation of S
can be obtained by concatenating paths in Sp2(R) that implement O,OT and
D, respectively. The automorphism SL = L descends to a squeezing automor-
phism D on the rotated lattice OL for which the Rademacher function measures
the linking number.

The garden of GKP codes

So far we have identified scaled single-mode GKP codes with elliptic curves
with level-d structure and identified the topological defect in the space of all
lattices corresponding to such codes with the limit of GKP codes with distance
∆GKP = 0 and we have shown how logical Clifford gates quantified by their
lattice automorphisms modulo d can be classified according to their linking
number with this defect. Similar to the case of generic elliptic curves, isomor-
phism classes of elliptic curves with level structure are classified by the quotient
spaceM1[d] = Γ(d)\h, where we define the congruence subgroup by

Γ(d) = {A ∈ PSp2(Z), A mod d = I} (4.207)
⊆ Γ(1) := PSL2(Z). (4.208)

Note that here we have defined Γ(d) as subgroup of PSp2(Z) = SL2(Z)/{±I}
so that Γ(d) is torsion free for all d > 1 and has an effective action on h.

Define the action of (m,n) ∈ Z2 on (τ, z) as (τ, z +m+ nτ), such that the
quotient Z2\(τ, z) is translation symmetric under translations of z by elements
in Λτ and define the Γ(d) action as

γ : (τ, z) 7→ (γ.τ, z/(cτ + d)) (4.209)

for γ =

(
a b
c d

)
∈ Γ(d). See ref. [102] for further background.

Action of elements in Γ(d) preserve the level-d structure d−1Λτ sitting inside
of C/Λτ and hence represent logically trivial basis transformations of the GKP
code.

We assemble the full space of elliptic curves with level-d structure (single-
mode GKP codes) as

E(d) =
(
Γ(d) n Z2

)
\h× C. (4.210)
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Figure 4.11: The fundamental region F (2) = Γ(2)\h = ∪γ∈Sp2(Z2)γF is drawn
in red and contains the logical Clifford translates of the fundamental region
F = SL2Z\h.

Understood as GKP codes, this space labels all possible lattices associated with
GKP stabilizer groups, i.e. that are sublattices to its own symplectic dual (given
by its rescaling by d), and for each lattice there the element z labels all possible
syndromes and logical displacements. With our definition, Γ(d) is torsion free
for d ≥ 2 such that Γ(d)\h obtains the structure of a Riemann surface [102].

Finally, we define

E×(q) =
(
Γ(d) n Z2

)
\h×τ C×d , (4.211)

where h×τ C×d is such that for each point τ ∈ h, the points d−1Λτ are removed
from the C factor. We define the covering for d ≥ 2

E×(d)
π−→M× =

(
Sp2(Zd) n

(
1

d
Zd
)2
)
∖
E×(d) . (4.212)

The spaces E×(d) and M× both have the structure of complex manifolds
since the covering group G =

(
Sp2(Zd) n

(
1
dZd

)2) acts freely and properly

discontinuously on E×(d). E×(d)
π−→M× is a G-covering of complex manifolds

with the discrete structure group G. In this construction, we have chosen to
exclude the zero section z = 0 from the space of elliptic curves and its quotients
since otherwise

M× would not inherit the structure of a complex manifold – our construction
considers only GKP codes with non-zero syndrome. If we had not excluded
these sections, the existence of non-trivial fixed points of the Sp2(Z) action on
h would prevent the quotients under group action in eqs. (4.211), (4.212) to
retain manifold structure but allows different points on these spaces to retain
indeterminacy up to local symmetry groups (in particular M× would have the
structure of an orbifold, which are locally isomorphic to a quotient of a euclidean
space with a group which does not have to be constant [39, 102]). The family of
GKP codes with non-zero syndrome in eq. (4.212) is universal [102], such that
every family of GKP codes E× → M× with non-zero syndrome parametrized
over a complex manifold B can be obtained as the pullback of the holomorphic
function Φ : M× → B [102] that describes the embedding of B in M×. We
summarize this property in fig. 4.12.
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X Φ∗E× E×

T B M×

p π

Φ

Figure 4.12: E× →M× forms a universal family of GKP codes, such that every
family of single mode GKP codes with non-zero syndrome can be obtained as
pullback of this family. The manifolds E× = E×(d), M× = M×(d) implicitly
depend on the scaling parameter d.

4.4.5 Towards fiber bundle fault tolerance

What is... a fiber bundle?

A fundamentally important concept in math and physics is that of a fiber
bundle, which we briefly sketch while we have already seen many examples
throughout this thesis. A fiber bundle is a manifold that locally looks like a
product space. Formally, this is provided by a projection from a total space
down to the base space

π : E →M, (4.213)

which is such that for every open neighborhood U ⊆ M the preimage of the
projection admits a local trivialization

φ : π−1(U)→ U × F, (4.214)

provided by a homeomorphism φ.
One example for a fiber bundle is for instance the tangent bundle given by the
union of all tangent spaces to a base manifold M ,

TM =
⋃
x∈M

TxM. (4.215)

Tangent bundles are ubiquitous in physics: in general relativity, space-time has
the structure of a tangent bundle, where (away from extremely dense masses)
locally space-time looks like Minkowski space-time. The surface of the sphere,
locally looks like its euclidean tangent space and the tangent bundle describes
all of these local perspectives. Another example it that of the cotangent bundle

TM∗ =
⋃
x∈M

T ∗xM, (4.216)

which is simply the union of all linear maps from tangent spaces to numbers,
e.g. R. While the velocity of points moving along trajectories on a given
manifold M is always a tangent vector q̇ ∈ TxM , the canonical momentum
∂q̇L(q, q̇, t) derived from a Lagrangian is an element of its cotangent space,
such that the classical phase space encountered in the introduction obtains
the structure of a cotangent bundle. For a more formal treatment see e.g.
ref. [143]
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Figure 4.13: A fiber bundle π : E →M . The fibers F = π−1(p) are all equivalent
to each other. In the background the additional structure is indicated that
defines a connection, which is a choice of parallel transport through the tangent
of the total space TE = TH ⊕ TV and implies a distinguished horizontal- and
vertical component of every element in TE.

What is... a connection?

As a manifold itself, the total space for a given fiber bundle possesses its own
tangent bundle TE. A connection on a fiber bundle is a choice of local de-
composition of that tangent space into a horizontal and vertical component,
which is tangent to the fiber F . This decomposition allows to compare vectors
in TE = TH ⊕TV when pushed around over paths in M . For example, in ge-
ometric quantization the base manifold is the classical phase space R2, and we
construct a complex line bundle with F ∼ C over phase space given by func-
tions representing elements in the quantum Hilbert space where the connec-
tion determines how the phase changes when the state is pushed around phase
space. As displacement operators do not commute, we know that transporting
a state around a loop D†(ξ)D†(η)D(ξ)D(η) yields a phase factor e−i2πξ

T Jη

on the fibers. This phase factor arises as curvature of the line bundle due to
a non-trivial connection. We say a connection is flat, if the only way that a
non-trivial vertical component is realized by transporting an element around
a loop in base space is that this loop is homotopically non-trivial. Again this
description has only been very superficial, and I advise the reader to familiarize
themselves with more extensive literature, e.g. ref. [143], to obtain a clearer
picture.

A geometric framework for fault-tolerant gates was proposed by Gottesmann
and Zhang, which we discuss very briefly while referring the interested reader to
their detailed treatment in ref. [96]. This framework considers as fundamental

69



Figure 4.14: Illustration of the moduli space of GKP codes M×.

object the Grassmanian Gr(K,N), the manifold of K-dimensional subspaces of
an N -dimensional Hilbert space. Fault-tolerant gates for a code C then cor-
respond to homotopically non-trivial loops on a submanifold M ⊂ Gr(K,N)
based at C ∈ M. The manifold M is constructed such that every subspace
contained within it is an error correction code and thus has some robustness to
errors. More concretely one can construct a vector bundle over any submanifold
of the Grassmanian, whose fiber over a point is the respective codespace. A
set of unitary operators is then called fault-tolerant if its left action induces a
flat projective connection on this vector bundle. A fault-tolerant logical gate
implemented by a loop based at the code C is then determined by the parallel
transport of the connection along the path. The connection’s flatness implies
that non-trivial logical transformations are necessarily only implemented by
loops onM with non-trivial homotopy.

The covering space structure of the family of GKP codes discussed above
has a similar structure. Taking the place ofM in Gottesman and Zhang’s con-
struction, we consider the set of subspaces of GKP codes of a quantum harmonic
oscillator and the fibers are given by logical Clifford orbits of the local codes and
choices of syndrome sector. Since these fibers are by construction discrete, paths
on the base space have unique lifts to the total space while any smooth path on
E×(d) that implements a non-trivial logical Clifford gate necessarily corresponds
to a homotopically non-trivial loop on the base space M×. This base space in-
herits the topology of the knot complement S3−K together with that of a torus
at each point of the knot-complement. To connect this spaceM× to a more ele-
mentary decomposition of the space of possible lattices, note that F = Sp2(Z)\h
is one-to-one with Sp2(Z)\ Sp2(R)/ SO2(R), the space of 2−dimensional lattices
up to a rotation, and one can think of the phase of the argument z 6= 0 as the
label for the corresponding rotation. More concretely, z ∈ S1,1 lives in a punc-
tured torus, which has homotopy group π1(S1,1) = π1

(
S1
)
× π1(S1), equivalent

to that of a circle and a torus which captures non-trivial rotations of elements
in M× as non-trivial elements in π1(S1,1).

The bundle obtained via the forgetful map M× 3 (τ, z) → τ can thus be
topologically understood as the so-called Seifert fibration [171], that associates
to each element in Sp2(Z)\ Sp2(R) an element in F × S1. From the previous
discussions we see that the fundamental group of this space has a homomorphism
to the single mode GKP Clifford group. It is in this sense, that our construction
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presented here provides an example of fiber-bundle fault tolerance for the GKP
code.

4.5 The Dream
In this chapter we have extensively developed the coding theory of GKP codes,
ranging from basic coding theoretic properties of GKP codes and parameter
tradeoffs, over proofs of existence of good GKP codes via randomized construc-
tions to the development of an algebraic geometric formulation of the space
of (single mode) GKP codes that we have shown to capture fault-tolerance
properties in the still underdeveloped, but potentially extremely powerful, fiber
bundle framework for fault tolerance by Gottesman and Zhang [96]. There are
very many dreams that one could formulate building on the work presented in
this chapter. The arguable grandest of those would be to extend the analysis of
the moduli space of GKP codes to include GKP codes beyond a single mode.
As GKP codes, via concatenation, allow to embed any qubit-based quantum
error correcting code into a lattice in continuous space, it would be very inter-
esting to understand the geometry of the moduli space of those lattices and how
exactly relevant code properties like the LDPC property – the characteristic
of codes for which there exists a generating set in which stabilizer generators
only act on a bounded number of qubits and every qubit is only acted upon
by a bounded number of stabilizers – and the distance of the qubit-based code
appear. It is expected that again those spaces can be described by the moduli
spaces of complex Abelian varieties [22] but now may carry a topological defect
of higher dimension. Understanding this structure, whether a non-trivial systole
exists there and whether such characteristics can be related to fault-tolerance
properties and, in general, the development of the theory of fiber bundle fault
tolerance for arbitrary qubit-based stabilizer codes through the lens of the GKP
code is an exciting question to be tackled.
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Chapter 5

Constructing GKP codes

Now that the coding theory of GKP codes is understood, we move to discuss
constructions of GKP codes by identifying interesting symplectically integral
lattices. A list of known symplectically integral lattices is displayed in fig. 5.1,
which features symplectically self-dual lattices originally identified by Harring-
ton in ref. [107], GKP codes obtained by concatenation with qubit-based quan-
tum error correcting codes and a new class of GKP codes, dubbed NTRU-GKP
codes, that we will discuss in the course of this chapter. In general, the go-to
references for lattice theory and general constructions is ref. [61], which I refer
to for general inspiration and an overview of many important lattice families
and properties not explained here.

5.1 Root systems and root lattices
Many of the symplectic self-dual lattices listed in fig. 5.1 are so-called root
lattices, which have an interesting structure and are of fundamental relevance
throughout physics and mathematics, which is why they deserve extra attention.
Root lattices play an important role in Coexters classification of reflection groups
– which also has application in the construction of quantum error correcting
codes based in regular tesselation of hyperbolic surfaces [34, 37, 56] – and by
Witt’s classification theorem any integral lattice generated by vectors of norm
1 or 2 is an orthogonal sum of lattices isometric to Z, elements of the infinite
families An, Dn or the exceptional lattices E6, E7, E8 [130], which are pictured
in fig. 5.2

A root lattice L ∈ Rn has a basis given by a root system, which is a set of
vectors Φ ⊂ Rn = span(Φ) closed under the reflections

rαx =

(
I − 2

ααT

αTα

)
x, (5.1)

and for any two roots α,β ∈ Φ, 2αTβ/αTα ∈ Z is an integer.
Root lattices are typically denoted using Dynkin diagrams, which are such

that every root is marked by a node and two nodes are connected if they are sep-

The content of this chapter is oriented along the publications ref. [57] and ref. [58]. In
particular sec. 5.2 is largely adapted from ref. [57] and the content of sec. 5.3 is adapted from
ref. [58].
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n dim(L0) (L) L0 (λ1(L))
2 Symp. self-dual Eucl. self-dual Concatenated (trivial sublattice)

1 2 Z2 1 X X –
1 2 A2

2√
3

X X –
2 4 D4

√
2 X[107] X Ltriv ∼ Z4 w/ repetition code [163]

4 8 E8 2 X X Ltriv ∼ 2Z8 w/ Hamming code [61] H8 = [8, 4, 4]
6 12 K12

4√
3
[107] X[107] X Ltriv ∼ A6

2 [60]
12 24 Λ24 4 [61] X[166] X Ltriv ∼ 2Z8 w/ Golay code∗ [61] C24 = [24, 12, 8]

n 2n
√
λ/qLNTRU ∆ ∼ O

(√
n/λ

)
X X Ltriv ∼

√
λqZ2n

N 2N Λ�(Q) ∆ ≥
√
d/2 x x Q = [[N, k, d]]

N 2N Λ9(Q) ∆ =
√
d/
√

3 x x Q = [[N, k, d]]

Figure 5.1: Some notable symplectically integral lattices that yield GKP codes.
The lower block indicates the concatenation of single mode L� =

√
2Z2

square GKP and L9 =
√

2A2 hexagonal GKP codes with qubit quantum er-
ror correcting- or detecting codes. Note that concatenation with L9 does not
formally produce a Construction A lattice, but is related by a symplectic trans-
formation Sn9 = ⊕ni S9, S9 = MT

A2
to the concatenation with the square GKP

code generated by MZ2 = I2, which in fact is Construction A. The symplecti-
cally self-dual root lattices listed in this table and their use as GKP codes have
previously been identified in ref. [107]. The rescaled LNTRU lattices that we use
here to to construct NTRU-GKP codes are indicated between those and the
“more genuine” lattices corresponding to concatenated codes. The statements
about (symplectic) self-duality are generally up to scaling and rotations. To
avoid confusion with the distance d of a qubit QECC here we used q for the
scaling parameter for scaled GKP codes.

Figure 5.2: Notable root systems represented as Dynkin diagrams.
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arated by an angle of φ = 2π/3. Nodes are not connected if they are orthogonal.
In the simple case where we consider roots normalized to length ‖α‖2 = 2, this
means that two roots α,β share an edge if they have inner product αTβ = −1.

The An lattices

The family of (alternating) lattices An is given by the integer vectors x ∈ Zn+1

that satisfy 1Tx =
∑
i xi = 0, i.e. the integers on the plane orthogonal to the

all-1 vector 1 ∈ Zn. For n = 2 we have already seen the basis for the hexagonal
lattice, A2 in eq. (4.32), which is obtained by rotating the integers Z3 into a
coordinate system where 1 = ez, identifying the points on the xy plane, and
rescaling to fix |det(MA2)| = 1. Without the rescaling, the An lattices have
determinant det(An) =

√
n+ 1 and shortest vector length λ2

1(An) = 2 (for
n ≥ 2).

The Dn lattices

The Dn lattices are defined by vectors x ∈ Zn, such that 1Tx = 0 mod 2, i.e.
the coefficients have an even sum. Again (for n ≥ 3) the shortest vector length
is λ2

1(Dn) = 2 and det(Dn) = 2. A basis for the D4 lattice can be given by

M ′D4
=




1 1 0 0
1 −1 0 0
0 1 −1 0
0 0 1 −1


. (5.2)

This matrix however has determinant |det
(
M ′D4

)
| = 2. By performing a basis

transformation using the unimodular matrix (obtained via Gaussian elimina-
tion)

U =




−1 0 0 0
−1 1 0 0
0 0 1 0
1 0 0 1


, (5.3)

this basis is symplectically diagonalized to yield a symplectic Gram matrix
A = J2 ⊗ diag(1, 2) and hence naturally encodes a qubit into a collection of 2
oscillators without rescaling. This observation has also been made in ref. [163].
Refs. [38, 107] also noted that by performing a suitable rotation, the D4 lattice
can also be brought into a symplectically self-dual form.

The Gosset E8 lattice

The E8 lattice is notably one of the most interesting lattices in math and physics.
It yields the provably densest lattice packing of spheres in 8 dimensions [189]
and has many interesting algebraic properties [87]. It is also the smallest even
self-dual lattice, which can only exist in dimensions 2n = 0 mod 8 [75]. It has
shortest vector length λ1(E8) =

√
2 and det(E8) = 1. The standard basis ME8

,
which can be read off from the corresponding Dynkin diagram is given below
and can be transformed into a symplectic basis with A = J via the unimodular
transformation U ,
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ME8 =




1 −1 0 0 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 1 −1 0 0 0 0
0 0 0 1 −1 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 1 −1 0
0 0 0 0 0 0 1 −1
1
2

1
2

1
2

1
2

1
2

−1
2

−1
2

−1
2




, (5.4)

U =




0 0 0 1 0 0 0 0
0 0 0 2 1 0 0 0
0 0 0 3 2 1 0 0
1 2 3 4 3 2 1 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 1




, BH8 =




0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
1 1 1 1 1 1 1 1


.

(5.5)

The E8 lattice can also be obtained by applying Construction A to the
extended Hamming code which is defined by the basis BH8 for the corresponding
binary code [61]. The group of orthogonal automorphisms of the E8 lattice [61]
is given by the Weyl groupW (E8) = 〈rα1

. . . rα8
〉, generated by all permutations

and sign changes of the coordinates together with the (symplectic) matrix H4⊕
H4 [61], where

H4 =
1

2




1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1


. (5.6)

The full Weyl group is of order |W (E8)| = 4!6!8! and is claimed to contain a
subgroup of symplectic orthogonal automorphisms of order 46080 in ref. [38].

5.2 Direct sum and product constructions beyond
concatenation

In this section we discuss two constructions of GKP codes that go beyond the
scaled and concatenated GKP codes that are based on lattice glueing and the
lattice tensor product. The following constructions are adapted from the discus-
sion of glued (euclidean) lattices and the lattice tensor product in refs. [61, 85].

5.2.1 Glued codes beyond concatenation
We can understand concatenated GKP codes as GKP codes built on certain
types of glued lattices, which include those obtained through Construction A.
This discussion leans on the description in ref. [61]. We begin by dissecting a
(glued) symplectic lattice with symplectic sublattice in a top-down approach to
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understand its structure and then move to a bottom-up approach to construct
a glued lattice from a base lattice by appending an appropriate glue group.
Let us assume that we have a 2n−dimensional symplectic lattice L that has a
(symplectic) sublattice L0 with direct sum structure

L0 =

k⊕

i=1

Li. (5.7)

Vectors v ∈ L can be written as

v =
∑

i

vi, (5.8)

where vi ∈ R ⊗ Li. The symplectic inner product of any vi with any vector
of Li is integer, such that it can be concluded that vi ∈ L⊥i . Moreover we can
add to any vi a vector from Li without changing the fact that v has integer
symplectic inner product with any other vector of L. It hence suffices to demand
vi ∈ L⊥i /Li. Such vectors are called glue vectors for Li, which in the coding
language correspond to logical representatives of a local code. L⊥i /Li is also
known as the (symplectic) dual quotient or glue group for Li. We can thus
obtain symplectic lattices from a base lattice L0 =

⊕k
i=1 Li by adding vectors

v of the form in eq. (5.8), where each vi ∈ L⊥i /Li. We also refer to the set of
extra vectors v as the glue group G. Let L =

⊕k
i=1 Li ∪G be a glued lattice of

this form. it also holds that L⊥ =
⊕k

i=1 L⊥i ∩G⊥.
Generally, whenever we have saturated sublattices L0 ⊂ L, i.e., R ⊗ L0 =

R⊗L, we have |L0|/|L| ∈ Z. For g ∈ L we consider the glue classes [g] = g+L0,
which form additive groups that we denote by

G = 〈g1, . . . , gr〉. (5.9)

The glue group contains the vectors added to L0 in order to obtain the glued
lattice. Conversely, in a bottom-up approach, a glued lattice L can be con-
structed by considering a general glue group G ⊆ L⊥0 /L0 and by forming
L = L0[G] = L0 ∪ G. G is cyclic and isomorphic to Zn1

× .. × Znr , where
Zn is the cyclic group of order n, and each ni is the order of the correspond-
ing generator gi, i.e the smallest positive integer such that nigi ∈ L0 . The
determinant of the glued lattice L0[G] can be computed as [85]

|L0[G]| = |L0|/|G| = |L0|/(
r∏

i=1

ni). (5.10)

To construct a symplectic glued lattice from a symplectic base lattice L0, it
is important to take care that every gi has integer symplectic inner product
with every other gj – i.e., G is itself a finite symplectic group and that each
G has integer symplectic inner product with each x ∈ L0, i.e., G ⊂ L⊥0 . It is
easy to see that the earlier considerations are reproduced for L0 =

⊕k
i=1 Li.

Using eq. (5.10) we can obtain the logical dimension of GKP codes associated
to glued lattices L0[G]. E.g. for a concatenated GKP-qubit code, G ⊂ L⊥0 /L0

is identified with the outer code with, say, r lineary independent generators,
each with order ni = 2 in L0. L0 = L(

√
2I2n), such that we compute |L0[G]| =

2n−r = 2k, consistent with what one would expect. The GKP code distance
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corresponding to a code obtained from a glued lattice is however expected to be
hard to compute for the same reason that determining the distance of a qubit
(qudit) quantum error correcting code is in general hard (see the next chapter
for a more in-depth discussion).

5.2.2 Tensor product codes
Aside from the glueing construction, it is also possible to obtain new codes by
taking outer products of lattices. The idea behind this construction is akin to
product constructions known for qubit quantum error correcting codes, namely
the hypergraph product codes by Tillich and Zemor [185], where the defining
structure of the code is a hypergraph, and Homological product codes by Bravyi
and Hastings [30], where the code is defined via a cell complex. For GKP codes,
the defining structure of the codes is given by a lattices, such that the tensor
product for lattices serves as an immediate candidate for a similar construction.

Let L1 = L(M1) ⊂ R2 be a symplectic lattice with symplectic Gram ma-
trix A1 = M1J2M

T
1 and L2 = L(M2) ⊂ Rn an integral lattice with eu-

clidean Gram matrix G2 = M2M
T
2 . The tensor product lattice is defined

as L⊗ = L(M1 ⊗ M2) = L1 ⊗ L2 ⊂ R2n, i.e., a basis for L⊗ is given by
{(M1)i ⊗ (M2)j , i = 1, 2, j = 1, . . . , n}. L⊗ is a symplectic lattice due to the
decomposition J2n = J2 ⊗ In, and its symplectic Gram matrix reads

A⊗ = (M1 ⊗M2)J2n(M1 ⊗M2)T = A1 ⊗G2, (5.11)

which is integral by construction. The canonical dual basis is given by

M⊥⊗ = (J2nM
T
⊗)−1 = M−T⊗ JT2n = M−T1 JT2 ⊗M−T2 = M⊥1 ⊗M∗2 , (5.12)

which forms a basis for the symplectically dual lattice L⊥⊗ = L⊥1 ⊗L∗2. We have

|A1 ⊗G2| = |A1|n|G2|2, (5.13)

k⊗ =
1

2
log2 |A1 ⊗G2| =

n

2
log2 |A1|+ log2 |G2|. (5.14)

Theorem 6 (Distance of tensor product codes). The distance of the tensor
product code

∆⊗ = min
06=x∈L⊥⊗/L⊗

‖x‖

obeys

max

{
∆1

λn(L2)
,

∆2

λ2(L1)

}
≤ ∆⊗ ≤ ∆1∆2, (5.15)

where
∆1 = min

0 6=x∈L⊥1 /L1

‖x‖, ∆2 = min
06=x∈L∗2/L2

‖x‖. (5.16)

Proof. The proof is analogous to that of Lemma 2 in ref. [30]. To prove the
upper bound, let x ∈ L⊥1 /L1, y ∈ L∗2/L2, be minimal non-trivial logical
representatives of each component codes. It is clear that x ⊗ y ∈ L⊥⊗. Fur-
ther we have x ⊗ y /∈ L⊗ because we can pick a ∈ L⊥1 , b ∈ L∗2 such that
aTJ2x ∈ Q1, b

T y ∈ Q1, where Q1 = Q ∩ (0, 1), yielding (a⊗ b)TJ2n(x⊗ y) /∈ Z
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(note that the symplectic inner product sets the commutation phase for the asso-
ciated displacement operators). As such, we have obtained a non-trivial logical
operator x⊗ y ∈ L⊥⊗/L⊗ and ∆⊗ ≤ ‖x⊗ y‖ = ∆1∆2. Let 0 6= ψ ∈ L⊥⊗/L⊗ be
a minimal length non-trivial vector. We can always choose 0 6= c ∈ L⊥1 /L1 and
d ∈ L2 such that

(c⊗ d)T (J2 ⊗ In)ψ /∈ Z. (5.17)

Let vec−1(ψ) be the un-vectorization of ψ, i.e., if ψ =
∑
i xi⊗ yi, xi ∈ L⊥1 , yi ∈

L∗2 we have vec−1(ψ) =
∑
i xiy

T
i . It holds that vec−1(ψ)d ∈ L⊥1 and vec−1(ψ)d /∈

L1 since otherwise (c ⊗ d)T (J2 ⊗ In)ψ = cTJ2vec
−1(ψ)d ∈ Z for all choices of

c,d, such that ψ is logically trivial, which is not the case by assumption. Hence,
vec−1(ψ)d is a non-trivial representative of L⊥1 /L1. Using Cauchy-Schwartz we
have ‖ψ‖‖d‖ = ‖vec−1(ψ)‖F ‖d‖ ≥ ‖vec−1(ψ)d‖ ≥ ∆1, where ‖ · ‖F is the
Frobenius norm.

We can always choose d ∈ L2 with length at most the covering radius λn(L2)
that satisfies eq. (5.17). This is because any d ∈ L2 can be written in a basis

d =

n∑

i=1

aiξi, ai ∈ Z, ξi ∈ L2 : ‖ξi‖ ≤ λn(L2). (5.18)

When d satisfies eq. (5.17), we have

Z 63
n∑

i=1

(c⊗ d)T (J2 ⊗ In)ψ =

n∑

i=1

ai(c⊗ ξi)T (J2 ⊗ In)ψ. (5.19)

There must be at least one summand i = x, for which ax(c⊗ξx)T (J2⊗In)ψ 6∈ Z.
Since ax ∈ Z, it must hold that (c⊗ ξx)T (J2 ⊗ In)ψ 6∈ Z. Finally, we obtain

‖ψ‖ ≥ ∆1

λn(L2)
. (5.20)

Following the same procedure, we choose c ∈ L1, d ∈ L⊥2 /L2 such that eq. (5.17)
is satisfied to show that ‖ψ‖‖c‖ ≥ ∆2.

5.3 GKP codes from the NTRU cryptosystem
In sec. 4.3.3 we have seen how good GKP codes with average distance scaling
∆ ∝ √n and constant encoding rate log(det(L)) ∝ n can be derived from
(close-to) uniformly random distributed full rank lattices L ∈ R2n.

The construction of random lattices plays a prominent role in classical- and
post-quantum cryptography due to the computational hardness of the associated
lattice problems – even for quantum computers– in the worst-case, as well as
due to the feature of worst-case to average-case reductions for such problems [4].
It is hence natural to consider random lattices that arise in lattice cryptography
as candidates for explicit random families of GKP codes.

In this section we introduce the NTRU cryptosystem and show that random
NTRU lattices obtained from variations of the NTRU cryptosystem are in fact
symplectic, such that they allow to construct GKP codes as scaled GKP codes.
We discuss scenarios where NTRU lattices are sufficiently random to follow the
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Gaussian heuristic or, at least, can be shown to admit a lower bound λ1 ≥
O(
√
n) with high probability.

The so-derived GKP codes share characteristics of both scaled- and con-
catenated GKP codes. These NTRU lattices have been originally formulated in
the cryptanalysis of attacks on the NTRU cryptosystem [62, 109, 132, 133] and
their symplecticity has been motivation to further the study of lattice reduc-
tion algorithms for symplectic lattices [81]. As GKP codes, these lattices are
particularly interesting as they can be understood as certain generalization of
cyclic quantum error correcting codes such as the well known XZZX− [[5, 1, 3]]
quantum error correcting code [15] or the repetition code..

What are polynomial rings, ideals and modules?

A polynomial ring is a set of polynomials R in one or more variables x, which
is closed under addition and multiplication

+ : R×R→ R, · : R×R→ R, (5.21)

every element f ∈ R also possesses an additive inverse −f ∈ R and there exist
additive and multiplicative identities 0, 1. A quick way to say this is that a ring
behaves like a additive group and a multiplicative monoid and a polynomial
ring is simply a ring where the elements are formal polynomials in some variable
x. An ideal I ⊂ R is a subset of a ring that still forms an additive group, but
now also closed under multiplications by elements in R. Good examples are
e.g. the ring R = Z (not every integer has an integer multiplicative inverse)
which has (prime) ideals pZ for primes p ∈ Z. Integer multiples of p remain
integer multiples of p when multiplied by another integer. Modules are to rings
what vector spaces are to number fields. These are spaces of “vectors” with
coefficients in R and carry a linear structure over R. In contrast to vector
spaces, the elements in a module generally are allowed to lack the ability to
divide by elements in R.

5.3.1 The NTRU cryptosystem
In the following we discuss the NTRU cryptosystem1 to the degree necessary
to understand the structure of the corresponding lattices and GKP codes con-
structed here. The presentation here is largely derived from the presentations
in refs. [19, 104, 109, 132, 133, 181].

The NTRU cryptosystem is formulated using polynomial rings R = Z[x]/Φ,
where the quotient Φ = xn + φn−1x

n−1 + . . . + φ0 will mostly be taken as
Φ = Φ0 := xn − 1 which is also the setup used in the original description of
the NTRU cryptosystem [109]. We will keep Φ general whenever possible to
be able to discuss the provably secure version of the NTRU cryptosystem [181]
with irreducible Φ = xn + 1 later. We denote Rq = R/qR with a typically large
modulus parameter q and Rp = R/pR with a typically small p coprime with q.
Whenever we take the modulus, mod q or mod p, we refer to the (coefficient-
wise) reduction into the centered fundamental domains

[
− q2 ,

q
2

]
resp.

[
−p2 ,

p
2

]
.

Multiplication in R is denoted as fg mod Φ, f, g ∈ R, where the reduction
mod Φ ( mod q/p) is implicit by specifying the image, and we use a bold f =

1It is pretty hard to find reference to what these letters “NTRU ” actually stand for. Rumor
says that it is meant as an abbreviation for Number Theorists aRe Us.
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coeff(f) to refer to the coefficient vector f = (f0, f1, . . . , fn−1) of f ∈ R (note
that any polynomial in R can be represented with n − 1 coefficients, for that
every power xn can be replaced by xn − Φ when working over mod Φ.

Denote the uniform distribution of polynomials p ∈ Rq with d1 coefficients
+1, d2 coefficients −1 and n − (d1 + d2) coefficients 0 as D(d1, d2). Further,
denote the set of invertible elements in Rq, i.e., elements f for which f−1 ∈ Rq
exists, as R×q .

The NTRU cryptosystem, specified by parameters (n,Φ, d, q, p) operates as
follows:

1. Key generation: Sample f̃ ←↩ D(d, d) until f = 1 + pf̃ ∈ R×q , sample
g̃ ←↩ D(d, d) to obtain g = pg̃. Return the secret key pair (f, g), and the
public key h = gf−1 ∈ Rq.

2. Encryption: Given the public key h ∈ Rq and a message m ∈ Rp, sample
a random polynomial r ∈ Rp and compute the ciphertext c = hr+m ∈ Rq.

3. Decryption: Given the ciphertext c and secret key f , compute cf mod q
mod p = gr + fm mod q mod p = m ∈ Rp.

The secret key polynomials (f, g) ∈ R×q × Rq are by construction such that
f mod p = 1 and g mod p = 0. Decryption is guaranteed to be successful
whenever all the coefficients involved are sufficiently small, such that cf =
gr + fm holds as equality in R, and not just merely in Rq [177].

5.3.2 Symplectic ideal and NTRU lattices
The security assumption underlying this cryptosystem as the inretrievability of
the secret key is the hardness of the polynomial factorization problem in Rq and
secret key retrieval attacks have been formulated already in early analyses of
the NTRU cryptosystem [62, 109, 132].

Assumption 1 (Polynomial factorization problem [132]). Given a polynomial
h = f−1g ∈ Rq where the coefficients are small compared to q. For suitable
parameter settings it is intractable to find small polynomials f ′, g′ ∈ Rq such
that f ′h = g′ ∈ Rq.

Under the premise that the coefficient vectors of the secret key (f, g) are
short, a typical attack is formulated as the task of finding short polynomials
(f ′, g′) ∈ R2

q such that fh = g ∈ Rq, where the length of the polynomial pair is
defined as the norm of their joined coefficient vectors ‖(f ′, g′)‖l = ‖(f ′T , g′T )‖l.
We will use the l = 2 norm unless specified otherwise. The attack is carried out
by defining the NTRU lattice as an R-module LR ⊆ R2, which admits a basis
in its Hermite normal form

HR =

(
1 h
0 q

)
. (5.22)

Elements of the R-lattice are of the form

(f ′ u)HR = (f ′ u)

(
1 h
0 q

)
(5.23)

= (f ′ f ′h+ uq)

= (f ′, f ′h+ uq), (f ′, u) ∈ R2,
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each of which represent admissible solutions to the equation f ′h = g′ ∈ Rq, such
that short vectors in LR are expected to correspond to the NTRU secret key
pair. In a more general classification, one can view the R-lattice LR = LR(h) as
an rank-2 ideal lattice [127], corresponding to the principal ideal I = 〈h〉 ⊆ R.

HR is, in fact, also a q-symplectic matrix in R2×2, with respect to the sym-
plectic form

JR =

(
0 1
−1 0

)
∈ R2×2, (5.24)

with
HRJRH

T
R =

(
hT − h q
−q 0

)
= qJR ∈ R2×2 (5.25)

because h is a scalar in R.
We can define a homomorphism that maps the rank-2 R-lattice LR to a

rank-2n Z-lattice L ⊆ Z2n×2n by defining a map onto a Zn×n matrix

CΦ : R→ Zn×n (5.26)
f 7→ CΦ(f), (5.27)

(Cφ(f))i,j = (T iΦf)j , i, j = 0, . . . , n− 1, (5.28)

where the rows are given by the vectors TΦf and

TΦ =

(
0T −φ0

In−1 −φ1:n−1

)
(5.29)

implements the map f 7→ xf mod Φ ∈ R on the coefficient vector f of f by
left multiplication.

CΦ is linear over Z, such that we can express the homomorphism on every
polynomial f ∈ R as

CΦ(f) =

n−1∑

i=0

fiCΦ

(
xi
)

(5.30)

=

n−1∑

i=0

fiCΦ(1)
(
TTΦ
)i
,

=

n−1∑

i=0

fi
(
TTΦ
)i
,

where we have used that CΦ(1) = In ∀Φ. In this representation, it is evident
that CΦ(f) acts via right action

coeff(fg mod Φ) = fTCΦ(g) = gTCΦ(f) (5.31)

and that
CΦ(fg mod Φ) = CΦ(f)CΦ(g) (5.32)

indeed represents a homomorphism. When Φ = Φ0 = xn − 1, CΦ(f) is simply
the (row) circulant matrix of the coefficient vector f . Circulant matrices are not
symmetric, but have a mirror symmetry along the anti-diagonal, RnCTΦ0

(f)Rn =

81



CΦ0
(f), whereRn is the anti-diagonal matrix (Rn)i,j = δi,n−1−j , i, j = 0, . . . , n−

1. We also define a related map

AΦ : R→ Zn×n, (5.33)
f 7→ AΦ(f), (5.34)

(Aφ(f))i,j = (T−iΦ f)j , i, j = 0, . . . , n− 1, (5.35)

where T−iΦ =
(
T−1

Φ

)i
and for Φ = Φ0 = xn − 1 this is the symmetric anti-

circulant matrix of the coefficient vector f , ATΦ0
(f) = AΦ0

(f). Since AΦ is also
Z-linear, here we have

AΦ(f) =

n−1∑

i=0

fiAΦ

(
xi
)

(5.36)

= AΦ(1)CΦ(f),

where, for Φ = Φ0 = xn − 1, we have that AΦ(1) = 1 ⊕ In−1 =: σ is the
orthogonal coefficient mirror σ = σT that maps the coefficient vector f(x) ∈ R
to that of f

(
x−1

)
= f

(
xn−1

)
∈ R [132].

The so-defined maps allow us to map the earlier defined R-lattice LR onto
a lattice L = L(h) ⊆ Z2n by applying the corresponding homomorphism on the
entries of the basis

HR =

(
1 h
0 q

)
7→ HZ =

(
In CΦ(h)
0 qIn

)
. (5.37)

It can be checked that the lattice spanned by the basis contains all secret key
pairs (f ′T g′T ) corresponding to solutions fh = g ∈ Rq. It is however not
symplectic yet. To obtain a symplectic matrix, notice that for Φ = Φ0,

Hcs =

(
In AΦ0

(h)
0 qIn

)
=

(
In σCΦ0

(h)
0 qIn

)
(5.38)

is indeed symplectic and corresponds to a rotation of the lattice L,

(σ ⊕ In)Hcs = HZ(σT ⊕ In), (5.39)

since (σ⊕In) is unimodular. This is the basis used by Coppersmith and Shamir
in their attack on the NTRU cryptosystem [62, 132]. We generalize this obser-
vation to the following statement.

Lemma 10. An NTRU lattice L ⊆ Z2n ⊂ R2n given by generator

HZ =

(
In CΦ(h)
0 qIn

)
(5.40)

is equivalent to a q-symplectic lattice L′ ⊂ R2n for all h if there exists a signed
permutation matrix σΦ ∈ Zn×n ∩O(n) such that

(σΦCΦ(h))
T

= σΦCΦ(h) (5.41)

is symmetric.
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Proof. A lattice generated byM is equivalent to a lattice generated byM ′, such
that detM = detM ′ if and only if there exists an unimodular matrix U and
an orthogonal matrix O such that M ′ = UMO [61]. Take O =

(
σTΦ ⊕ In

)
and

U = (σΦ ⊕ In).

Corollary 9. NTRU lattices over Φ = Φ0 and Φ = xn + 1 are equivalent to
q-symplectic lattices

Proof. For Φ = Φ0 we already saw earlier that σΦ0
= σ provides a symmetric

matrix σCΦ(h) for all h. For Φ = xn + 1 this is also the case, with

σΦ =

(
1 0T

0 −In−1

)
= AΦ(1) (5.42)

and AΦ(1)CΦ(h) = AΦ(h) is such that the first row is hT and every other row
is generated by permuting the first element around the “periodic boundary” on
the right to the left while adding a −1 factor. This matrix is clearly symmetric
and σ, σΦ are signed permutations.

Finally, the fact that these NTRU lattices L corresponds to ideals I = 〈h〉 ⊆
R equips them with the symmetry L = (TΦ⊕TΦ)L. When Φ = Φ0 we have that
the symmetry is n-fold, TnΦ0

= I and similarly for Φ = xn+ 1 we have TnΦ = −I.
Henceforth, we will default to Φ = Φ0 unless specified otherwise and omit the

corresponding Φ0 index from CΦ0
and AΦ0

. The anti-circulant matrix A(h) =
σC(h) implements a homomorphism from R with respect to a modified matrix
multiplication

A(f)σA(h) = σC(f)C(f) = A(fg). (5.43)

We denote A(f)σ =: Aσ(f), such that Aσ(f)A(g) = A(f).
On Zn, ciphertexts produced by the NTRU encryption with secret key pair

(f, g) and public key h take the form

cT = mT + rTC(h) mod q (5.44)

= mT + (σr)
T
σC(h) mod q

and decryption is carried out by left-multiplying with Aσ(f) and reducing
mod q and mod p.

The corresponding q-symplectic generator of the underlying lattice is given
by

H =

(
In A(h)
0 qIn

)
, (5.45)

which is already a q-symplectic basis for the symplectically integral L.
We use this lattice as starting point to define a scaled GKP-code by taking

L =
√

(d/q)L with generator M =
√

(d/q)H. Notice that these lattice genera-
tors form a subclass of those considered in theorem4 for which we have already
shown the expected average λ1 ∼

√
n scaling.

Similar to the discussion earlier, the GKP code built this way will encode
D = dn logical dimensions with symplectic dual

L⊥ = L/
√
dq (5.46)
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and distance
∆ = λ1(L)/

√
dq. (5.47)

For randomly chosen f, g ∈ R, the Gaussian Heuristic 1 and them. 4 hence
suggest that a good parameter scaling

D = dn, (5.48)

∆ ≥
√

n

dπe
, (5.49)

is possible.
However, the Gaussian heuristic does not always hold for NTRU lattices

with arbitrary parameters. Due to the sub-lattice structure qZ2n ⊂ L there
always exist trivial vectors qei, i ∈ [1, 2n] of length q in L which yield logically
non-trival vectors of length

√
q/d. A shortest vector length λ1(L) growing

with
√
n can however be maintained by choosing suitably large q scaling with

n. Furthermore, NTRU lattices (with Φ0) are constrained by 1. being cyclic
lattices and 2. having an existing inverse of f ∈ Rq and 3. having a fixed
number 2d of non-zero coefficients in the vector corresponding to the secret key
(σ(f)

T
, gT )T ∈ L, which on the one hand make it not immediately clear if they

would be sufficiently random for the Gaussian heuristic to hold, and on the
other hand already present short vectors of length ≤ O(

√
d). These points have

been addressed in refs. [20, 21], where the authors show the following statement.

Corollary 10 ([20, 21, Corollary 3]). If d = bn/3c, then with probability greater
than 1−2−0.1n the shortest vector in a random NTRU lattice has length greater
than

√
0.28n.

This statement gives us confidence to claim that random NTRU lattice based
GKP codes as constructed above can be expected to be good when the param-
eters are chosen properly, as summarized by the following.

Theorem 7 (Good codes from NTRU lattices). A GKP code with L =
√

(2/q)L,
where L is the NTRU lattice over Φ0 specified in the basis eq. (5.38) with
d = bn/3c encodes

k = n (5.50)

qubits and has with probability greater than 1− 2−0.1n a distance given by

∆ = min

{√
0.14n

q
,

√
q

2

}
. (5.51)

For sufficiently large constant q and n ≤ q2/0.28 this defines a randomized
family of good GKP codes.

Proof. Follows immediately from corollary 10 and the GKP-code construction
laid out in the main text.
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5.3.3 Numerical results
In fig. 5.3 are plotted the shortest vector lengths for Nsample = 100 randomly
sampled NTRU lattices for varying q and n with p = 3. In the figures, we
compare samples over NTRU-like random cyclic lattices, where h is sampled
randomly from Rq in row a) with NTRU lattices over Φ = xn − 1 with f
invertible in Rq and bounded non-zero entries d = bn/3c (in row b)). We also
compare the average length of shortest vectors for even more constrained NTRU
lattices where the public key h is also required to be invertible in Rq in row c.
In this case we obtain g from the amended distribution g ∼ pD(d + 1, d) since
otherwise g – and thus h – would have a trivial root g(1) = 0 rendering the
polynomial non-invertible. Finally, in row d), the experiment is carried out
using the setup of ref. [181], where the quotient Φ = xn + 1 is chosen to be
irreducible and n is a power of 2.

In these statistics we observe that random cyclic lattices (row a)) appear
to agree well with the Gaussian heuristic, while the growth of the shortest
vector length of the NTRU lattices in row b) and c) degrades with increasing q,
consistent with the bound given in corollary 10. The numerical results suggest
that simply picking a random polynomial h ∈ Rq is very likely to yield the
λ1 ∼

√
n scaling. This is summarized as the following conjecture.

Conjecture 2 (Good GKP codes). A GKP code with L =
√
d/qL, where

L is specified by the basis in (5.38) and h is selected at random from Rq =
Zq[x]/〈xn − 1〉, is likely a good code with k = n and

∆ ≥ min

{√
n

dπe
,

√
q

d

}
. (5.52)

Note that the present conjecture is a somewhat stronger statement than
what is implied by theorem 4. Theorem 4 requires uniform randomization over
symmetric upper right blocks of the corresponding generator matrices X = XT ,
which still maintains n(n − 1)/2 free parameters. Here, the (quasi-) circular
structure of the blocks already reduces the number of independent parameters
to n, which is only a small subset of the space of all lattices generated with
upper right block X = XT . The numerical findings and the conjecture predict
that this small subset is large enough and sufficiently well-distributed within
the space of all lattices to maintain the λ1 scaling.

Finally, in row d), one observes a good agreement of the shortest vector
lengths with the scaling proposed by the Gaussian heuristic. In ref. [181] a
probabilistic lower bound on the smallest infinity norm λ∞1 (L) has been proven,
which is included in the figure. As we’ll discuss later, GKP codes derived from
this particular NTRU- setup are of cryptographic relevance and based on these
numerical observations we can also conjecture that such GKP codes are likely
good.

Conjecture 3 (Good GKP codes). A GKP code with L =
√
d/qL, where L

with detL = qn is equivalent to NTRU lattice specified by the basis in (5.38)
and h = g/f ← f, g are sampled at random from a Gaussian distribution with
variance σ2 = q in Rq = Zq[x]/〈xn + 1〉, q ≥ poly(n) and n ≥ 8 a power of 2 is
likely a good code with k = n and

∆ ≥
√

n

dπe
. (5.53)
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a) Φ0 = xn − 1

h←↩ Zq[x]/〈xn − 1〉

b)

f ←↩ 1 + pD(d, d)

invertible mod q

g ←↩ pD(d, d)

d = bn/3c

c)

f ←↩ 1 + pD(d, d)

invertible mod q

g ←↩ pD(d+ 1, d)

h = g/f

invertible mod q

d = bn/3c

d) Φ = xn + 1

f ←↩ 1 + pDZ,√q

invertible mod q

g ←↩ pDZ,√q

invertible mod q

h = g/f mod q

q = 4 q = 16 q = 64 q = 256 q = 1024

q = 167 q = 367 q = 509 q = 1021 q = 2027

Figure 5.3: Shortest vector lengths computed via full HKZ reduction of a)
random cyclic (Φ0 = xn − 1) lattices as generated by the hard lattice generator
in sagemath, b) random NTRU lattices with p = 3 and d = bn/3c and c) random
NTRU lattices where h is invertible in Rq for varying q = 2, . . . , 2048. In d)
we sample NTRU lattices generated with the irreducible quotient Φ = xn + 1,
where n is a power of 2. For each n ∈ [2, 24] we sample 100 NTRU lattices
and compute the shortest vector by computing the HKZ reduced lattice basis.
For reference, we plot the expected shortest vector length from the Gaussian
heuristic λ(n) =

√
nq/πe in blue and the expected lower bound λ0(n) =

√
0.28n

in red. In panel d), we have also included a green line at √q, which is the
standard deviation of the discrete Gaussian distribution f, g are sampled from
and is related to a probabilistic lower bound for n ≥ 8 a power of 2 on the
shortest infinity norm λ∞1 (L) derived in ref. [181]. The sagemath [65] code
as well as all numerical data presented here is available under ref. [51]. The
sagemath functionalities to construct NTRU lattices are partially adapted from
ref. [18].

In contrast to the previous statement in proposition 7, these distance bounds
do not suffer from choosing larger modulus q, but we can pick q arbitrarily large
to obtain high distances.

The trivial sub-lattice Lq = qZ2n ⊆ L which enforces the q modularity in the
cryptographic setup is analogue to the structure of concatenated (hypercubic)
GKP codes Ltriv =

√
dqZ2n ⊆ L, such that the lattices L defined above may

be interpreted as a concatenated (qudit) GKP code where Ltriv defines the
underlying single mode qudit code with D = dq. It is interesting that this
class of NTRU-GKP codes thus shares characteristics of both scaled- as well as
concatenated GKP codes.

86



5.4 The Dream
In this chapter we have discussed ways to implement GKP codes by means of
scaling known symplectically self-dual lattices derived from root systems and in-
troduced a novel class of GKP codes constructed upon instances of the NTRU
cryptosystem, which is also shown to yield a family of random good GKP codes.
On both these fronts there is more to explore. Root lattices carry the defining
feature of having (orthogonal) automorphisms generated by phase-space reflec-
tions through hypersurfaces normal to the roots. This is a natural starting
point to search for symplectic orthogonal automorphisms – i.e. logical Clifford
gates – within those groups. For instance, as has been pointed out in ref. [38],
the E8 lattice possesses 46080 different symplectic automorphisms, which nat-
urally translates into a meaningful fraction of the logical Clifford group to be
implementable through relatively simple physical operations provided by pas-
sive linear optical elements. Furthermore, the existence of such automorphisms
also implies the ability for GKP codes built on those lattices to distill magic
states from the Gaussian vacuum state. We discuss this relation in appendix B
more in depth. A concrete challenge here would be to systematically identify
the subgroup of symplectic automorphism group within the reflection (Weyl)
groups of symplectic root lattices.

A more pertinent question is to explore how the weight of an optimal gener-
ating set for GKP lattices influences possible distances in the following sense. In
chapter 4, relationships between the euclidean ‖·‖2 norm of lattice basis vectors
and the distance ∆ of GKP codes have already been discussed through tran-
scendence theorems and theta functions. A physically more meaningful setting
would be to constrain the ‖·‖0 norm of the rows and columns of the lattice gener-
ator and ask what euclidean distances are possible, as this constraint quantifies
the physical connectivity between different quadratures and modes necessary to
measure the associated stabilizers. For qubit-based quantum error correcting
codes, it was recently shown that families of so-called good Low-Density-Parity-
Check (LDPC) code exist [35, 36, 151]. When concatenated with single mode
GKP codes such codes imply the desired ∆ ∝ √n scaling while retaining short
basis vectors for the lattice in ‖ · ‖0 norm. The fact that the bounds in chap. 4
are derived using the euclidean ‖ ·‖2 norm, however, suggests that there is room
to adjust the scaling factor for the distance by allowing to vary the euclidean
length of the shortest ‖ · ‖0 norm lattice vectors. Conversely, given a lattice
and searching for optimal (short) bases relative to the ‖ · ‖0 norm is a relevant
problem to examine.
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Chapter 6

Decoding GKP codes

6.1 Decoding is hard

Figure 6.1: Sketch of a Venn diagram illustrating the relationships between rele-
vant complexity classes and the categorization of decoding- and lattice problems.
Note that to be very precise, one should substitute all problems and problem
classes with their decision version variants to avoid comparing apples to or-
anges: Instead of #P it would be more appropriate to consider the class P#P

of polynomial time decidable problems with access to a #P oracle and simi-
larly, substitute SVP and CVP by its appropriate decision variants. For clarity of
presentation we sweep these details under the carpet.
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What is... complexity?

Computational complexity theory is the categorization of computational
problems into their solvability relative to the size of the input of an
individual instance. Most commonly, one focuses on decision problems,
which are questions formulated on length n bitstrings b that are answered
by a simple Yes or No, that is they evaluate a function p : Zn2 → Z2.

• The class P is the class of all problems answerable within
O(poly(n)) elementary computational steps, one also says poly-
nomial time.

• The class NP is the class of all non-deterministic polynomial time
problems. I.e. the questions doesn’t necessarily be answerable in
polynomial time, but there exists an O(poly(n)) time algorithm
that decides whether a given answer was correct or not.

• The class BQP, termed bounded-error quantum polynomial, captures
the class of problems decidable by executing a quantum computa-
tion within a polynomial number of steps: preparing initial states,
applying gates and measurements with high probability. As quan-
tum measurements are non-deterministic in general, it is necessary
to relax definition to only require to obtain the right answer with
probability bounded away from p ≥ 0.5 + c, c > 0. The success
probability can then be arbitrarily amplified by repeating the ex-
periment and taking the majority.

• The class #P is not a decision problem but counts the number of
Yes answers to a problem in NP. Given access to a #P solver, one
can also find out whether the answer to a problem is Yes by simply
querying whether there is a non-zero number of Yes answers. One
specifies this by defining the class P#P, the class of polynomial time
algorithms that have black-box access to a #P solver.

We say that a problem f can be reduced to a problem g, or f ≤ g, if
there exists a polynomial time algorithm that can solve f given access
to an oracle that solves g. A problem is called C − hard if all problems
in C can be reduced to it, i.e. it is at least as hard as all problems in C;
if it is contained in C itself too, we call it C− complete.
See fig. 6.1 for an overview of the relationship between these classes and
how some relevant problems fall into them. Further reference is found in
ref. [1].

Decoding classical error correction

The decoding problem is one of the cornerstones of computational complexity
theory. In classical error correction, where the code space is a space of bitstrings
C ∈ Zn2 , we have access to the parity check matrix H ∈ Zr×n2 , which is such
that ker(H) = C, and one can compute the syndrome of codewords c ∈ C that
are perturbed by an error e ∈ Zn2 ,
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s = H(c+ e) mod 2 = He mod 2. (6.1)

In practice, one assumes small errors to happen more likely than large errors,
such that the decoding problem becomes the task of solving the optimization
problem

Dec(s;C) = arg min
e∈Zn2 ,

He=s mod 2

‖e‖, (6.2)

where ‖·‖ is typically taken as the Hamming norm ‖·‖0 but since we are working
over binary strings other norms ‖ · ‖0 = ‖ · ‖1 = ‖ · ‖1/22 only differ by a power.

One can turn this into a decision problem

Decw(s;C) =
?

∃ e ∈ Zn2 : He = s mod 2, ‖e‖ ≤ w, (6.3)

such that the corresponding optimization problem can be solved by varying
w ∈ {1, . . . , bdC/2c} up to the half distance of the code, which is defined as the
norm of the smallest codeword,

dC = min
c∈Cc 6=0

‖c‖0. (6.4)

This is an example of a reduction of an optimization problem to a corre-
sponding decision problem. The classical decoding problem was proven to be
NP − hard in ref. [17] – which makes the decision version NP − complete –
and, similarly, ref. [188] proved that the problem of computing the distance is
NP− hard with accompanying NP− complete decision version

Distw(C) =
?

∃ c ∈ C : ‖c‖0 ≤ w. (6.5)

The hardness of decoding classical error correcting codes has been an impor-
tant ingredient in the design of cryptographic protocols [19, 134]. The basic idea
in such protocols is to devise a way to draw error correcting codes at random in
a way that allows the user of the protocol to keep a secret key, which allows to
convert the error correcting code together with its syndromes back into a form
that is easy to decode. This idea is vastly powerful and lies at the basis of many
modern cryptographic protocols: see e.g. ref. [19] and references therein.

Decoding quantum error correction

We have already looked at the decoding problem of quantum error correcting
codes in chapter 3, which we briefly review. For simplicity, we consider only
qubit-based quantum error correcting codes with Pauli-type stabilizers. We
label each Pauli operator by a binary string l ∈ Z2n

2

P (l) = X l1
1 ⊗ . . .⊗X ln

n ⊗ Zln+1

1 ⊗ . . .⊗ Zl2nn , (6.6)

such that two Pauli operators commute as

P (l)P (l′) = (−1)l
T Jl′P (l′)P (l), (6.7)
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where the commutation phase is determined by the symplectic inner product
lTJl′ mod 2. The generating set of a quantum error correcting code G =
{P (g1), . . . , P (gr)} ⊂ P with r = n − k independent generators can hence be
summarized by the parity check matrix H = (g1, . . . , gr)

T and the stabilizer
group is given by its row-span S = spanZ2

(H). Logical Pauli operators live
in the commutant of the stabilizer group with labels L = S⊥ relative to the
symplectic inner product mod 2, such that the quotient group L/S yields a
set of representatives of the 4k logical Pauli operators.

The syndrome measured upon applying a Pauli error P (e) to a code state
is hence

s = He mod 2, (6.8)

which is analogous to the situation in classical error correction, except for the
additional requirement that the stabilizer generators labeled in the rows of H
commute, i.e. HHT = 0 mod 2.

Let’s assume that we are given a probability distribution over Pauli errors
p(e) and measure a syndrome s = He mod 2. The first step in decoding is
to find a generic error d ∈ Z2n

2 that yields the same syndrome. Applying this
correction returns the state to code space and what remains is to find a logical
post-correction by computing the probability that this correction has returned
us to the wrong element in code space. This computational task, known as
maximum likelihood decoding, is to evaluate

MLD(s) = arg max
l∈L/S

∑

s∈S
p(d+ l+ s), (6.9)

which finds the most likely logical error incurred by applying correction d up to
stabilizer equivalences. The generic difficulty in this problem stems from the fact
that there may be many error configurations that are of low probability by them-
selves, but add up to a high probability configuration due to a combinatorial
factor when added up over stabilizer-equivalent configurations. This difficulty
was made concrete in ref. [112], who showed that MLD decoding quantum error
correcting codes is generally #P− complete.

When the probability for errors are low and sufficiently well-behaved, such
that the most likely error coset d + l is expected to also be given by the most
likely individual configuration, the quantum decoding problem simply reduces
to the problem

Dec(s;Q) = arg min
e∈Zn2 ,

He=s mod 2

‖e‖, (6.10)

where Q = ker(H). For quantum error correcting codes this problem has been
shown to be NP−hard in ref. [110]. This mode of decoding has also been dubbed
minimum energy decoding (MED) in ref. [192], due to the interpretation of the
failure probability of the MLD decoder in eq. (6.9) as the free energy of a
certain statistical mechanical model [63, 192], whose energy – i.e. without the
combinatorial entropic contribution – is minimized by solving this problem.

Lattice problems

Another presumably hard class of problems is formulated on lattices. Given a
lattice L ⊂ Rn and an arbitrary vector t ∈ Rn the analogues of the distance-
computation and decoding problems are the shortest- and closest vector problem.
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SVP(L) = arg min
06=x∈L

‖x‖2,

CVP(t;L) = arg min
x∈L

‖t− x‖2.

These problems are in fact so hard, that even approximations are hard to
obtain. To quantify this, define the approximate problems with approximation
parameter γ and let λ1(L) = ‖SVP(L)‖2, dist(t, L) = ‖CVP(t;L)‖ denote the
length of the shortest vector, resp. the minimal distance between t and the
lattice. Approximate versions of the shortest- and closest vector problem can
then be defined as

SVPγ(L) = return x ∈ L− {0} : ‖x‖ ≤ γ λ1(L),

CVPγ(t;L) = return x ∈ L : ‖t− x‖ ≤ γ dist(t, L).

It was proven in ref. [67] that these problems are hard even for approximation
factors γ = nc/ log log(n). On the contrary, if the approximation factor is allowed
to be exponentially large, γ = 2n(log logn)2/ logn, the Lenstra-Lenstra-Lovász
algorithm solves them efficiently [123, 159, 168].

It is somewhat unintuitive to see the hardness of the above problems in the
simple case of two-dimensional lattices. The generic hardness of these problems
stems from the fact that the computationally efficient way to represent a lattice
is through its generator matrix M ∈ Rn×n, which may contain arbitrarily long
non-orthogonal vectors, and there are |GLn(Z)| = ∞ possible bases to pick
from. If one is lucky to possess a “good" basis for a lattice, which e.g. contains
the shortest lattice vector, or even better: which is such that the basis vectors
represent the n successive minima, it obviously helps to solve the SVP problem.
By presenting a very fine-grained resolution of the lattice, a good basis of similar
type then also helps in solving the CVP problem as it allows to represent any
lattice vector in a relatively minimal linear combination of its basis vectors [168].

6.2 Maximum likelihood decoding GKP codes
To derive the decoding problem for GKP codes, assume a stochastic Gaussian
displacement noise channel as specified in eq. (4.61) with variance σ̃2. For
comparison with the literature, when the displacement operators are defined by
a more “standard” convention without the overall constant

√
2π, this corresponds

to a physical variance of σ2 = 2πσ̃2. Upon sampling an error e and measuring
the stabilizers, a syndrome vector of the form

s(e) = MJe mod 1 (6.11)

is obtained as the phases of the eigenvalues of the stabilizer generators {D(ξi)}2ni=1

when acting on a code state vector |ψ〉 displaced by an error vector e,

D(ξi)D(e) |ψ〉 = ei2πξiJeD(e) |ψ〉 , (6.12)

where ξTi = Mi is the i’th row of M .
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Since we are dealing with full rank lattices, given the syndrome, we can
assign a pure error

η(s) = (MJ)−1s (6.13)

that has the same syndrome s as e as initial guess for the correction.
To find the appropriate logical post-correction, for every ξ⊥ ∈ L⊥/L we

evaluate the probabilities that, given syndrome s, the actual error is stabilizer
equivalent to η(s) + ξ⊥, which is given by

P ([η(s) + ξ⊥]|s) = P−1(s)
∑

ξ∈L
Pσ̃(η(s) + ξ⊥ + ξ), (6.14)

where [x] = {x+ ξ, ξ ∈ L} and Pσ̃ is as specified in eq. (4.61). This can be
rewritten as

P ([η(s) + ξ⊥]|s) = P−1(s)
∑

ξ∈L+η(s)+ξ⊥

Pσ̃(ξ) (6.15)

=
√

2πσ̃2n
−1
P−1(s)ΘL+η(s)+ξ⊥

(
i

2πσ̃2

)
, (6.16)

proportional to the theta series of the packing P = L+ η(s) + ξ⊥ evaluated in
z = i

2πσ̃2
1 . Let

(
D̃, Nδ̃

)
denote the distance distribution of P, that is,

D̃ = {‖ξ + η(s) + ξ⊥‖2, ξ ∈ L} (6.17)

is the set of possible lengths in the shifted lattice and Nδ̃ counts the multiplicity
of these lengths in the shifted lattice. We can thus write the coset probabilities
above in a small error or “low temperature expansion”,

ΘL+η(s)+ξ⊥

(
i

2πσ̃2

)
=
∑

δ̃∈D̃

Nδ̃q
δ̃. (6.18)

evaluated at q = exp
(
−1/2σ̃2

)
. MLD decoding is implemented by applying the

total correction
η = η(s) + arg max

ξ⊥∈L⊥/L
P ([η(s) + ξ⊥]|s). (6.19)

6.2.1 Minimum energy decoding
In the limit σ̃, q → 0, the sum (6.18) becomes sharply distributed around solu-
tions with minimal δ̃. That is, the bulk of the sum (6.18) is determined by

arg min
ξ∈L

‖ξ + η(s) + ξ⊥‖, (6.20)

such that the logical post-correction becomes

η = η(s)− arg min
ξ⊥∈L⊥

‖η(s)− ξ⊥‖ (6.21)

= η(s)− CVP
(
η(s),L⊥

)
. (6.22)

1P as the translate of a lattice L is formally not a lattice, in particular P may not contain
the origin.
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For small error rates σ → 0, the most likely coset as computed in MLD is given
by the most likely individual error consistent with the syndrome. In this limit
MLD reduces to CVP.

As already noted, this is a classical computationally hard problem. In the
following we show that 1. for GKP codes, MLD decoding is at least as hard
as MED decoding and 2. MED decoding a concatenated (qubit-) GKP code
implies a decoder for the corresponding qubit-code.

Lemma 11. (eMLD ≥ MED) Given an oracle that evaluates

eMLD
(
x, ξ⊥,L, σ

)
= ΘL+ξ⊥+x

(
i

2πσ2

)
,

CVP
(
x,L⊥

)
can be solved efficiently.

Proof. Denote by DecCVP(x,L, r) the decisional CVP problem that outputs
True if dist(x,L) ≤ r. This is polynomially equivalent to the optimization-
and search variants of CVP [157]. First notice that we generally have

ΘL⊥+x

(
i

2πσ2

)
=

∑

ξ⊥∈L⊥/L
ΘL+ξ⊥+x

(
i

2πσ2

)

≥ e− 1
2σ2 dist(x,L⊥)

2

. (6.23)

If DecCVP(x,L, r) is true, then we further have

e−
1

2σ2 dist(x,L⊥)
2

≥ e− r2

2σ2 (6.24)

for all σ ∈ R, and hence we can solve DecCVP
(
x,L⊥, r

)
by checking if above

condition is true for sufficiently small σ < r. Alternatively, w.l.o.g. assume that
L ⊂ Zn and x ∈ Z. Given access to

ΘL⊥+x(z) =
∑

m∈N
ame

iπzm,

we can compute

2am = emπτ
∫ 1

−1

dt e−itπmΘL⊥+x(t+ iτ) (6.25)

to evaluate {am} for m = 1, . . . ,M , where M can be bounded by Mikowski’s
convex body theorem, to find the smallest non-zero coefficient am. This solves
optimization-CVP which is polynomially equivalent to its search version.

Note that here we did not show that the full MLD problem

MLD(x,L, σ) = arg max
ξ⊥∈L⊥/L

ΘL+ξ⊥+x

(
i

2πσ2

)
(6.26)

is hard.
An important class of GKP codes are concatenated codes, which we have

learned to correspond to construction A lattices in chapter 4. Lattices corre-
sponding to concatenated GKP codes have the special structure of containing
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a trivial sublattice
√

2Ln� = 2Z2n ⊆
√

2L, such that L⊥ ⊆ L⊥N� is a sublattice
of the dual-trivial lattice. One can hence build a decoder by first applying a
correction that takes an error e ∈ R2n back onto the dual sublattice L⊥N�, which
is always exact and efficient due to its orthogonal structure, and then use the
applied shift to inform a secondary correction, that takes the error back to L⊥.
Pictorially, we implement a sequence

R2n → L⊥N�
CVP(µ)−−−−→ L⊥. (6.27)

In fact, in ref. [61, p. 450], it has (constructively) been shown that given a
soft decoder for a binary code C, this procedure is always exact.

Lemma 12 ([61], p. 450).

CVP(·, Λ(C)) = Decode(C). (6.28)

Proof. C is embedded in Zn by identifying the (scaled and shifted) Construction
A lattice Λ(C) = 1 − 2C + 4Zn, where every bit string b ∈ C is mapped to
1 − 2b ∈ {−1, 1}n. In this representation we consecutively solve CVP(·, 4Zn)
and then apply the soft decoder for C, which finds the closest transformed code
word c ∈ 1 − 2C ∈ {−1, 1}n to input x′ ∈ Rn. As both decoders are exact,
with a little care (see ref. [61, p. 450]), this solves CVP exactly. Note that the
reverse direction is trivially true via the embedding of C into Rn provided by
Construction A and taking modulo 4Zn. A hard decoder, that solves

arg min
c∈C

dH(cb,xb) (6.29)

on binary input x ∈ {−1, 1}n is also derived from a soft decoder by noticing that
‖c−x‖22 = 4dH(cb,xb), where xb represents the binary {0, 1} representation of
x and dH is the Hamming distance.

6.2.2 Decoding NTRU-GKP codes
We review the decoding problem for the NTRU-GKP code discussed in sec-
tion 5.3. Remember that the NTRU-GKP code had a natural concatenated
structure, that is there is a trivial sublattice structure Ltriv =

√
dqZ2n ⊂ L

associated to the lattices describing NTRU-GKP codes, such that it is natural
to split the decoding into two steps: 1. the correction of the error back onto
one living on L⊥triv and, 2. correct back from L⊥triv to L⊥.

A code state that (either through a natural error process or by deliberate
modification) undergoes a displacement by

e =

(
x
y

)
(6.30)

gives rise to trivial syndrome

striv =
√
dqe mod 1. (6.31)

Due to the simple orthogonal structure of Ltriv a first step of the correction is
easily carried out by applying the correction η = −striv/

√
dq. After correcting
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for the trivial syndrome (associated to the underlying hypercubic GKP code)
the remaining error is the unknown, but likely short, vector

e′ =
1√
dq

(
u
v

)
∈ L⊥triv, u,v ∈ Zn. (6.32)

The residual error can be considered as living on the scaled q-ary "lattice”2

Lq =
1√
dq

Z2n
q (6.33)

dual to the trivial stabilizer lattice and has a probability distribution induced
by the trivial syndrome and correction

P (e′) ∝
∑

t∈Ltriv

e−
(e′+striv+t)2

2σ2 . (6.34)

The remaining syndrome is

s = MJe′ mod 1

=
1

q

(
v −A(h)u mod q

0 mod 1

)
. (6.35)

We recognize that the first block of the syndrome qs1 = v − A(h)u mod q
syndrome takes the same form as the ciphertext of the NTRU cryptosystem
(compare to section 5.3). The position of the message is now taken by m = v
and the random vector is replaced by r = −σ(u). Following the standard NTRU
decryption process now allows to obtain v mod q mod p as well as

u = qAσ
(
h−1

)
(v − qs1) mod q (6.36)

We can also decompose the remaining syndrome as

qs =

(
v
−u

)
+

(
−A(h)u
u

)

︸ ︷︷ ︸
∈LJcs

, (6.37)

where the vector on the RHS is element of the flipped NTRU lattice generated
by the public basis

HJ =

(
qI 0
−A(h) I

)
. (6.38)

Equation (6.37) shows that a likely, i.e., small, error vector
(
v
−u

)
can indeed

be obtained by solving CVP
(
LJ , qs

)
, which can be expected to be at least as hard

as finding the shortest lattice vectors in Lcs if not given the secret key to the
corresponding instance of the NTRU cryptosystem.

2strictly speaking, this is not a lattice but a finite subgroup of one when lattices are
considered as infinite Abelian groups.
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6.3 Quantum public key communication from NTRU-
GKP codes

The fact that decoding the NTRU-GKP code essentially is equivalent to decrypt-
ing the corresponding instance of the NTRU cryptosystem creates an interesting
situation. Given access to the secret key of the NTRU instance, one can devise
decoders built on the NTRU decryption mechanism. Different strategies to this
end were numerically investigated in ref. [58], to which the interested reader is
referred.

More interesting is the fact that without access to the secret key, we can
also expect that decoding the GKP code becomes as hard as breaking the cor-
responding instance of the cryptosystem. This suggests that the NTRU-GKP
codes presented here may be used for both, quantum error correction and a
new kind of quantum public key communication scheme at the same time. One
may interpret NTRU-GKP codes as trapdoor decodable quantum error correct-
ing codes. That is, while stabilizer measurements can be performed and code
states prepared using only access to the public key h, knowledge of the corre-
sponding secret keys (f, g) of the NTRU cryptosystem is necessary for reliable
and efficient decoding.

This observation naturally leads to the idea of trying to build a private
quantum channel [6] using the NTRU-GKP code.

The setup is that two parties, Alice and Bob (see figure 6.2), would like to
communicate a quantum state over a public channel, where a potential eves-
dropper, Eve, could evesdrop on their message. If Alice and Bob were able to
also exchange classical information over a classical secret channel inaccessible to
Eve, e.g. if they met up at some point very far in the past and interchanged this
information if ever needed, there is a simple strategy that allows them to also
setup a private quantum channel using the (quantum-) one-time-pad [141]. For
every message – an n-qubit quantum state |ψm〉 – that Bob wants to send to
Alice, Alice simply draws a 2n-bit random bitstring r ∈ Z2n

2 and secretly com-
municates it to Bob, who transmits P (r) |ψm〉 to Alice. That is, Bob perturbs
the quantum state by a Pauli operator corresponding to the bitstring before
sending it over to Alice. Knowing what she told Bob, Alice can then simply
undo the Pauli operator by applying P †(r) to her inbox to decrypt the quantum
message.

This strategy is secure for the following reason. The eavesdropper Eve does
not know r. Hence, to Eve, the transmitted state looks like the message state
with a random Pauli operator applied to it. It is easy to show (see also the
“what is...” box 7.3.3, where this becomes an example of a state-twirl) that
this completely scrambles the quantum message and all that Eve is able to
see is random gibberish. This strategy is known as the quantum one-time-pad
(quantum OTP) [141] and is amongst the most fundamental ideas in quantum
cryptography.

The protocol proposed to set up a private quantum channel is similar to
the quantum OTP and uses that the syndrome of the random displacement
error encodes a ciphertext of the NTRU scheme. The idea is that Alice draws
a random instance of the NTRU cryptosystem by sampling a secret key pair
(f, g) and tells Bob via a public classical channel the public key h, which we
have seen earlier to fully specify the corresponding GKP code (they fix all other
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pk = h

Alice

• Sample secret key sk = (f, g).

• Compute public key pk = h = g/f mod q.

• Measure stabilizers in basis M = H (h).

• Error correct state and decode using secret key sk = (f, g).

Bob

• Produce code state stabilized by NTRU-GKP code with public key pk = h.

• Apply random displacement e0 ←↩ U(Rp ×Rp)/
√
dq.

• Send state to Alice.

|ψ〉 ∈ C (L (H(h)))

e0 ←↩ U(Rp ×Rp)/
√
dq

D (e0) |ψ〉

Figure 6.2: Outline of the private quantum channel established using the NTRU-
GKP code as described in the main text.

parameters n, d, q,Φ beforehand). When Bob now perturbs the state by a small
error, Alice can measure stabilizers and decode with the help of the secret key.
An evesdropper without the knowledge of the secret key, however, cannot.

The public key protocol, also described in fig. 6.2 is sketched as follows:

1. Alice samples a secret key pair (f, g) and computes the public key h, which
is communicated to Bob.

2. Bob produces a code state described by the GKP code using the basis√
d/qH(h) and samples an error corresponding to a random message e0 =

(−r,m)/
√
λq, according to the specifications of the NTRU cryptosystem,

by which he displaces the state. He transmits the state to Alice.

3. Alice measures the stabilizers and decodes the state, e.g., via the NTRU
decryption routine or by employing Babai’s algorithm as outlined before
using the secret key pair (f, g). She has hence received the to her unknown
state from Bob through the error corrected private quantum channel.

The security of this scheme under the assumption that classically decoding a
quantum error correcting code – i.e., finding small errors that are consistent with
the syndrome – is necessary to retrieve its logical content is then immediately
inherited from the corresponding classical NTRU cryptosystem. While we are
not presenting a rigorous proof of the security of this scheme, supporting points
are as follows.

Necessity to decode.

In order to unambiguously obtain the logical code state, it is necessary to find
a correction e′ consistent with the syndrome such that ‖e0 + e′‖ ≤ ∆/2. Since
‖e0‖∞ ≤ 1/

√
dq and the smallest element in L⊥ is of length ∆, this amounts

to decrypting the NTRU ciphertext in the syndrome to identify e0. A first
cryptanalysis goes as follows. Let |ψ〉 be a logical code state vector specified by
a GKP-NTRU code with lattice L. We examine the eigenvalue of logical Pauli
observables obtained when the initial code state is encrypted by applying the
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random displacement D(e0), a syndrome s(e0) = MJe0 mod 1 is obtained and
a generic correction via η = (MJ)−1s(e0) is applied. With

M−1 =
1√
dq

(
qI −AΦ(h)
0 I

)
, (6.39)

this yields a generic correction

η =
1√
dq

(
0
c,

)
(6.40)

where c = m + AΦ(h)r mod q is the associated NTRU ciphertext. The total
remaining error after correction thus is

e0 − η =
−1√
dq

(
r

c−m

)
=

(
r

AΦ(h)r mod q

)
. (6.41)

We compute

M⊥J(e0 − η) =
1

d

(
0
r

)
mod q/d, (6.42)

which shows that for an input code state vector |ψ〉, after encoding and generic
correction, the eigenvalues of logical Pauli operators corresponding to rows i =
n+ 1, . . . , 2n in M⊥ obtain a random phase ei

2π
d ri−n . This observation suggests

that, for d = 2, without access to the random string r embedded in the NTRU
ciphertext in every instance, the quantum state is effectively projected onto a
state that is diagonal in the logical Pauli-Z basis and quantum superpositions
are washed out. This situation is similar to that of half a quantum OTP, where
only one type (either X or Z) of Pauli operators is used in the encryption.

Orthogonality.

For a fixed quantum state vector |ψ〉, different error realizations D(e0) where
‖e0‖ < ∆/2 map the state to mutually orthogonal states (sectors of the QECC).
This is guaranteed by the quantum error correction conditions. Without apply-
ing suitable corrections, separate encodings of the same logical quantum state
vector D(ei) |ψ〉 are expected to appear uncorrelated.

6.3.1 Quantum cryptography with computational security
The design of the NTRU-GKP codes in sec. 5.3 is flexible enough to allow the use
of versions of the NTRU-cryptosystems that are secure from quantum attacks
under the computational assumption that SVP is hard on a quantum computer
[158, 181], such that the protocol proposed here exemplifies the idea of design-
ing quantum cryptographic protocols using computational assumptions. This
idea stands in contrast to usual designs of quantum cryptographic protocols,
which are typically designed to be information theoretically secure, such as the
quantum OTP. The upshot of this approach is that computational security may
suffice for many tasks considered in practice and escapes known no-go theorems
for information theoretically secure protocols. Typical quantum cryptographic
communication protocols, such as quantum key distribution (QKD) [74], re-
quire Alice and Bob to share some a priori entangled state which also needs to
be distributed securely somehow. The protocol presented here is a promising
approach towards resolving this requirement.
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Are quantum decoders more powerful than classical decoders?

The core of proving security for the private quantum channel outlined above
is summarized by the question of whether the classical decoding problem fully
reduces to the quantum decoding problem. If that was the case, then solving
the quantum decoding problem would always allow to break the corresponding
instance of the NTRU cryptosystem. From the arguments presented so far this
seems very likely the case, but it will be necessary to treat this question more
rigorously nevertheless to make strong security claims. It makes sense to define
these decoding problems as follows

Definition 6 (Quantum decoding problem). Let C ⊂ H be the code space asso-
ciated to a stabilizer group S = 〈G〉 which is finitely generated by the set G and
let

N (·) =
∑

E∈E
p(E)E · E† (6.43)

be a noise channel with error operators E ∈ E and probability distribution p :
E → [0, 1]. Let |ψ〉 ∈ C be a code state and ρ = |ψ〉〈ψ|. The quantum decoding
problem is solved by black box with the following in- and outputs.

• Input: N (ρ), E, p.

• Ouput: arg max|ψ〉∈C F(|ψ〉〈ψ| , ρ),

where F(X,Y ) is the fidelity in C.
Definition 7 (Classical decoding problem). Let C ⊂ H be the code space asso-
ciated to a stabilizer group S = 〈G〉 which is finitely generated by the set G and
centralizer C(S). Let

N (·) =
∑

E∈E
p(E)E · E† (6.44)

be a noise channel with error operators E ∈ E and probability distribution p :
E → [0, 1]. Further assume that every element E ∈ E is such that

g†kE
†gkE = eisk(E)I ∀k = 1 . . . |G| (6.45)

for a function s : E → Rn. Let |ψ〉 ∈ C be a code state and let η : Rn → E be
an arbitrary but fixed inverse to s. The classical decoding problem is solved by
black box with the following in- and outputs.

• Input: s, E, p.

• Ouput: arg maxL∈C(S)/S
∑
S∈S p(η(s) + S + L).

By design, we already know the opposite inclusion.

Lemma 13. Under the noise assumptions of the classical decoding problem, the
quantum decoding problem reduces to the classical decoding problem.

Proof. Measure the stabilizer generators in G. This collapses the state N (ρ) to
a mixture of terms with a fixed syndrome s corresponding to the measurement
outcome. Applying the classical MLD decoder in def. 7 yields the optimal
fidelity by definition.
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Figure 6.3: A (top) quantum decoder, a (middle) classical MLD decoder and
(bottom) a MED decoder for the GKP code. In order to devise a quantum de-
coder, one usually imposes additional structure by forcing the quantum decoder
to perform stabilizer measurements and thus reduces the quantum decoding
task to the MLD decoding task in the middle.

In fact, the above statement can be made even stronger. When the actual
noise model does not adhere to eq. (6.45) but contains coherent noise processes
that are linear combinations of elements in an error basis that does satisfy
eq. (6.45), the measurement collapse will “diagonalize” the noise channel into
one that can be handled by the classical decoder, albeit with a potential adaption
on the prior distribution p, which can be computed. The different versions of
the decoding problem (specialized to the case of GKP codes) are sketched in
fig. 6.3.

Interestingly, the converse statement is not so straightforward and remains
an open problem. The difficulty in proving the converse stems from the fact that
the quantum decoder in the way defined above does not output any information
about which correction was applied. To infer this, a smarter strategy needs
to be employed, such as quantum process tomography [45, 113]. We do not
attempt such an analysis here but leave this as an interesting open question.

6.4 The Dream
In this chapter we have extensively discussed the decoding problem for quantum
error correcting codes and found that the decoding problem for NTRU-GKP
codes proposed in section 5.3 possesses an intimate link to the decryption of
corresponding instances of the NTRU cryptosystem. We discussed a potential
use of this link to build a quantum cryptographic protocol, a private quantum
channel, which bases its security on computational assumptions where it is pre-
sumed to be hard for an adversary without a secret key to perform quantum
error correction. This idea is in principle very similar to the seminal idea of
McElies [134], where a classical error correcting code is drawn by applying a
permutation to Goppa codes such that inverting the permutation becomes nec-
essary for decrypting (i.e. decoding an “error”), but becomes more profound
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when applied to quantum error correction.
My dream along this line of research would be to devise a so-called blind

delegated quantum computation protocol, where a (classical) client attempts to
run universal quantum computations on a quantum server but can only commu-
nicate with the server through a classical channel. It is known that this task is
very unlikely to be possible [2] when information theoretic security is required.
Whether a softer demand of security under computational assumptions is pos-
sible, however, remains unclear to the best of my knowledge. The broad idea is,
similar to our setup of the private quantum channel, to let the client sample a
random quantum error correcting code which the server is instructed to use, but
let the client retain a secret key that renders the computationally difficult de-
coding problem easy. Upon termination of the algorithm run by the server, the
server measures the syndromes as well as the computational output, which are
both communicated to the client. Under possession of the secret key, the client
now can decode and obtain the error corrected outcome to her computation.
There are many challenges that come along with the design of such a protocol,
a suitable class of codes needs to be identified and computational steps that the
server is supposed to run need to be communicated to the server in an encoded
fashion such that the server cannot tell what computation exactly is executed.
And finally, security needs to be proven rigorously.

This is an exciting challenge, and worthwhile to dream about.
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Chapter 7

Implementation of GKP error
correction

In this chapter we are going to discuss implementation of GKP codes. In
contrast to the previous chapters, this is going to place a stronger emphasis
on the physics of the relevant quantum systems and how it interplays with the
structure of the GKP code. To implement the GKP code, the requirements to
a physical system are, roughly,

1. It has a configuration space isomorphic to Rn, and an associated quantum
phase space described by R2n.

2. There is a mechanism to measure stabilizers, given by displacement oper-
ators D(ξ) ,

3. There is a mechanism to measure logical operators D
(
ξ⊥
)
,

4. there is a mechanism to implement Gaussian unitary operations.

This is of course only a very crude sketch of sensible desiderata. Depend-
ing on the concrete ambition – whether one wants to implement a long-lived
quantum memory, perform some quick computations or aims at using the GKP
code for communication [147, 149] or metrology [70] these should be adapted.
Notably, this list does not include preparation of GKP states, i.e. code states
of the GKP code. The reason is that stabilizer measurements and GKP state
preparation enjoy a circular relationship. Provided the ability to perform sta-
bilizer measurements, one can prepare code states of the GKP code by simply
measuring stabilizers and applying corrective shifts. Similarly, as we will see
in sec. 7.2.2, the ability to prepare code states allows to implement GKP sta-
bilizer measurements when combined with certain Gaussian unitary operations
and homodyne measurements, i.e. measurements of q̂ and p̂. We begin this
chapter by reviewing some basics of photonic and superconducting systems to
identify the physics behind the phase-space variables and discuss some basic
tools needed to implement the GKP code in these systems.

Sections 7.2.1 and 7.2.2 are extensions of work presented in ref. [183]. Sec. 7.3.3 presents
content published in and is adapted from ref. [53] while the general perspective on twirling
presented there is part of work in preparation in ref. [54].
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Figure 7.1: Illustration of a photonic mode in a cavity of length L (left), the
energy landscape of a quantum harmonic oscillator (middle) and a supercon-
ducting LC-circuit (right).

7.1 Physical systems for GKP codes
The most popular systems considered for the implementation of the GKP code
are photonic systems, associated to optical photons propagating in either optical
fibers or free space [120], or superconducting circuits [42]. These two platforms
are distinctive: photonic systems can in principle operate at room temperature,
only requiring more intricate cooled down components for state generation, and
are equipped with a natural means to perform homodyne detection – that is, di-
rect measurement of the quadratures q̂ and p̂ of the encoded modes. In contrast
to what is possible in superconducting architectures, however, optical photon-
photon interactions are difficult to engineer. Non-linear unitary evolutions of
the quadratures are very difficult to generate, and it becomes necessary to com-
partmentalize any circuit to shift as many non-Gaussian resources as possible
into the state-preparation part, where in particular non-Gaussian measurements
help in the generation of the states. Superconducting circuits, through the ex-
istence of the Josephson junction, naturally possess the means to implement
strongly non-linear Hamiltonian evolutions, but require a high level of cooling
and homodyne measurement of the quadratures are slow and costly. We briefly
discuss the physics and identification of quadratures for these systems, where
we follow the discussion in ref. [88] for basic quantum optics and ref. [49, 91]
for our discussion on superconducting circuits. See fig. 7.1 for an illustration
of these platforms.

7.1.1 Photonics
The dynamics of a single mode of an electromagnetic field confined in a one
dimensional cavity of length L (see fig. 7.1) is classically described by Maxwells
equations [88]

∇×E = −∂B
∂t

, ∇×B =
1

c2
∂E

∂t
, (7.1)

∇ ·E = 0, ∇ ·B = 0. (7.2)
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Assuming a polarization E||êx, solutions to these equations are given by the
standing waves

Ex(z, t) =

√
2ω2

V ε0
q(t) sin(kz), (7.3)

By(z, t) =
1

c2k

√
2ω2

V ε0
q̇(t) cos(kz), (7.4)

with frequency ω = kc and the classical Hamiltonian of the system can be
derived as [88]

H(q, p) =
p2 + ω2q2

2
, ω ∈ cπ

L
Z. (7.5)

In the process of this derivation, we can determine the canonical position opera-
tor with q(t), the time-dependent component of the electric field and the canon-
ical momentum p(t) = q̇(t) is identified with the time dependent component of
the magnetic field. Canonical quantization lifts these quadrature variables to
operators on an infinite dimensional Hilbert space with commutation [q̂, p̂] = i~.
We hence find that the quantum quadratures of a photonic mode with fixed ω
are simply provided by its electric- and magnetic field components at a fixed
point in space.

The implementation of the GKP in photonic systems typically proceeds by
implementing an intricate system of single-photon sources and photon counters
to produce so-called cat states, which are non-Gaussian states and then pro-
cessed to GKP states through a breeding protocol [195] that successively builds
up GKP states by interlacing them with cat states using beam splitters and
performs homodyne measurements on one of the output legs. Due to the lack
of strong non-linear Hamiltonian elements to process existing photonic states,
efforts to implement quantum computing in photonic systems are typically con-
centrated around the engineering of powerful GKP resource states such that the
actual steps of the computation are carried out using sequences of (classically)
adaptive measurements on such states. This is a computational model called
measurement based quantum computation (MBQC) [26].

7.1.2 Superconducting oscillators
An electric LC system (on the right in fig. 7.1) is a classical example of a
harmonic oscillator system. Electrons loaded on the capacitor C establish a
voltage drop across the system and incur a current flowing through the inductor
L, which in turn generates an inductive voltage pointing in the reverse direction.
The dynamics of this system is naturally described by a harmonic oscillating
behavior of the flux Φ across the branches of the system (set the flux of the
ground to Φground = 0). Kirchoff’s laws imply that the sum of branch fluxes
around a closed loop equals the total magnetic flux piercing the loop, which
we for now assume to be zero. The canonically conjugate variable to Φ is the
charge Q that loads the capacitor and the dynamics of the system is described
by the classical Hamiltonian

H =
Q2

2C
+

Φ2

2L
, (7.6)
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which oscillates with natural frequency ω =
√
LC
−1

Modern experimental techniques allow to engineer superconducting LC os-
cillators on microscopic scales O(100µm) with capacitances O(1pF ) and in-
ductances O(10nH), large enough that the wavelength associated with the fre-
quency exceeds the dimensions of the circuit [66]. When the system is of high
quality and sufficiently cooled O(20mK), thermal fluctuations become smaller
than the energy gaps kBT � ~ω, warranting a quantum mechanical treatment
of these systems. Canonical quantization lifts the variable Φ, Q to the corre-
sponding operators with canonical commutation relation

[
Φ̂, Q̂

]
= i~ and the

Hamiltonian in eq. (7.6) ascends to that of a quantum harmonic oscillator

H =
Q̂2

2C
+

Φ̂2

2L
= ~ω

(
n̂+

1

2

)
(7.7)

with a suitably chosen annihilation operator â = 1√
2L~ω Φ̂ + i√

2C~ω Q̂ and Fock
number operator n̂ = â†â.

A special element that can be engineered in superconducting systems is
the so-called Josephson Junction (JJ), which comprises of two superconductors
separated by a thin oxide layer. Although the superconducting materials are
isolated from each other, Cooper pairs may still tunnel through the barrier to
give rise to a current

I(t) = I0 sin

(
2e

~
Φ(t)

)
, (7.8)

where Φ is the flux across the junction, which can be described by a (quantum)
Hamiltonian contribution

HJJ = −EJ cos

(
2π

Φ0
Φ̂

)
, (7.9)

with Φ0 = h
2e = 2eRQ the flux quantum and RQ the resistance quantum. The

Josephson junction may be thought of as a non-linear inductance: performing
a Taylor expansion allows to write HJJ = Φ̂2

2L′ + εΦ̂4 +O(Φ̂6). When the induc-
tance in the harmonic oscillator Hamiltonian in eq. (7.7) is replaced by such a
junction, we obtain a system that for large capacitances C behaves very similar
to a quantum harmonic oscillator, but with a non-uniform energy separation
∆E12 > ∆E01. This is the typical mechanism used to engineer a supercon-
ducting qubit [117]: by creating a large energy gap between levels n = 1 and
n = 2, one effectively isolates the two level system {|n = 0〉 , |n = 1〉}, which
is then treated as the logical qubit in the “trivial encoding”. This encoding is
somewhat wasteful: we have started with an infinite dimensional Hilbert space
and used the perturbative anharmonicity of the Joshephson junction to “throw
away” infinite but two levels of the system to derive a qubit.

Implementations of the GKP code in superconducting architectures typically
take advantage of the strong non-linearity differently. A typical strategy is
to use the trivially encoded superconducting qubits together with controlled
displacement operation cD

(
2kξ
)

= |0〉〈0|q ⊗ I + |1〉〈1|q ⊗ D
(
2kξ
)
, k = 1 . . .K

between the qubit and the oscillator to perform quantum phase-estimation on
the displacement operators [183, 184] so to measure the corresponding GKP
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stabilizer operators D(ξ). Since the eigenvalues of GKP stabilizers D(ξ) are
continuous, in this approach one would need to implement phase estimation to
infinite order K →∞ to obtain a strong measurement of the stabilizer operator
and collapse the input state to a (shifted) GKP state. This is of course not
possible and existing experiments [42, 179] focus on implementing only very low
levels (i.e. K = 1) of phase estimation for the preparation and stabilization
of GKP states, which has already demonstrated impressive performances with
logical qubit lifetimes of ≈ 1− 2ms [179].

In section 7.3.3 we will see how one uses the fact that the cosine term

cos
(√

2πξTJx̂
)

=
1

2
D(ξ) + h.c., (7.10)

the Hermitian part of GKP stabilizers, emerges naturally from the structure
of the Josephson junction and how this structure can be used to engineer a
GKP-encoded superconducting qubit that takes advantage of the infinitude of
the Hilbert space more efficiently.

Interesting passive implementations of the GKP code on superconducting
systems not further discussed here can also be derived via the use of a non-
reciprocal Gyrator element that allows to engineer a system mimiking physics
present in the quantum Hall effect [165] or by advantage of reservoir engineering
[121]. We refer to the cited references for more insight on these approaches.

7.1.3 Other notable systems
Since quantum harmonic oscillators are somewhat omnipresent in physics, it is
no surprise that implementations of the GKP code are not solely limited to pho-
tonics and superconducting systems. The first experimental demonstration of
preparation of GKP code states was in fact carried out on a mechanical oscillator
[78], where the physical vibration of a magnetically trapped ion represents the
motion of the quantum harmonic oscillator and, under application of a strong
laser, internal degrees of freedom of the ion couple to its motion and allow the
implementation of a displacement operator conditioned on its internal state.
On a high level, this again allows the implementation of a mechanism similar
to the controlled-displacement based phase estimation process to project onto
motional states onto eigenstates of the displacement operator.

In a similar spirit, it was also proposed to implement the GKP code on
a nanomechanical oscillators [196]. Here, a nanomechanical oscillator couples
to the electromagnetic (EM) field of a photon via photon pressure, resulting
in an interaction Hamiltonian of the form HI = γn̂EMq̂osc. Under unitary
evolution, the phase of the EM field is rotated by an angle φ 7→ φ + γtqosc

given by the position of the oscillator. By implementing a measurement of the
phase accumulation on the oscillator relative to an initial auxiliary state with
a fixed phase, one is then able to measure γtqosc mod 2π, which is a modular
measurement of the quadrature of the oscillator.

This is only a short excerpt of a very long list of interesting implementations
of the GKP code, which is notably extended by the identification of GKP code
states with states present in the quantum Hall effect [82, 95, 165]. In the realm of
solid state physics it is no surprise that the translation invariant GKP states are
realized in the physics of solid state systems, which typically are assumed with
natural lattice-like translational invariances. It becomes an interesting quest to
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relate properties of the GKP code with more traditional physical quantities in
the hope of either finding new implementations of the GKP code or with hope
to use the GKP code to simulate those intricate physical systems.

7.2 GKP stabilizer readout and bottlenecks
The task of GKP stabilizer measurements is that of implementing either direct
projective of the displacement operatorsD(ξ) = e−i

√
2πξT Jx̂ or equivalently, any

measurement of the physical quadratures x̂ mod
√

2πL⊥ that do not reveal in-
formation about the absolute quadratures or that distinguish between shifts via
vectors in the dual lattice L⊥. The first way, via phase estimation, has been
outlined above and we have identified the infeasibility to implement full projec-
tive stabilizer measurements from the simple inability to measure the continuous
eigenvalue of the displacement operator to perfect precision. The second way,
that was also historically first analysed in refs. [93, 95], “copies” the information
of a selected quadrature onto an auxiliary GKP state, which already possesses
a translation invariance along the selected quadrature to obfuscate the copied
down absolute quadrature information such that neither the absolute quadra-
ture value nor potential logical information can be measured upon homodyne
measurement of the auxiliary mode. This trick carries the name Steane error
correction, following ref. [180], and is a generally applicable method to measure
stabilizers for quantum error correcting codes by implementing a logical CNOT
gate coupling the storage system to an auxiliary code block initialized in a state
that hides the copied down logical information from being read out.

Steane error correction for the GKP code is closely related to a strategy
dubbed Knill error correction after refs. [114, 115], which implements a quan-
tum teleportation circuit using a logically encoded Bell state and a decoded
logical bell-measurement, such that errors are essentially “filtered out" in the
teleportation process. It turns out that the implementations of Steane- and
Knill error correction for the GKP code are effectively equivalent on the full CV
level once the choice of correction in Steane error correction is fixed suitably;
this is shown in sec. 7.2.3.

7.2.1 Finite squeezing error
The bottleneck in Steane- and Knill error correction is presented by the need
of high-quality auxiliary GKP states to facilitate the measurement. This is
a suitable point to address the elephant in the room: GKP code states, i.e.
quantum states that are translation invariant under a full rank generating set of
displacement operators, do not actually exists. Throughout this work we have
acted as if they existed, ignoring the fact that translation invariant states would
also necessarily come with infinitely extended support, occupy infinite photon
number states and would fail to be normalizable within a L2(Rn) Hilbert space.1
In practice, one is ever only able to produce approximations to GKP code states
relative to a regularizing parameter such as the order of phase estimation used
to distil the state from a reference state like the vacuum, or by regularizing via

1The better way to treat them would be to use the Segal-Bargmann representation, which
has a different normalization condition and doesn’t interpret the representing functions as
immediate physical quantities.
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a photon-number cut-off that can be chosen as smooth or hard. The analytical
strategy is then to treat this regularization as an “error” applied to an exact
code state [95, 183, 187].2

A good example for this approach is given for n = 1 modes by the unique
stabilizer state of L = Z2, 3

|∅〉 =
∑

n∈Z
|
√

2πn〉q . (7.11)

This state is an infinite sum of improper states, |
√

2πn〉q that evaluate to Dirac
deltas δ

(
q −
√

2πn
)
in their position representations. As it fails to be normal-

izable and has a physically impossible photon occupation 〈∅|n̂|∅〉 =∞, this is
hardly a physical state. To obtain a physical state, a sensible approximation is
provided by

|∅̃〉 = Nβe
−βn̂ |∅〉 , (7.12)

where Nβ is a normalization parameter. The regularization operator e−βn̂ im-
plements an exponential damping of the state along the Fock basis, which by
writing n̂ = p̂2+q̂2−1

2 , can also be realized as a Gaussian envelope applied to the
state in phase space. Using a result of ref. [41] and adapting to our conventions,
it can be shown that

Tr
[
D†(x)e−βn̂

]
=

1

1− e−β e
− π

2 tanh(β/2)
‖x‖2 , (7.13)

such that the regularization operator can be written as coherent superposition
over Gaussian distributed displacements

e−βn̂ =
1

1− e−β
∫
dx e−

π‖x‖2

∆2 D(x), (7.14)

where ∆2 = 2 tanh(β/2) is the variance of the coherent “displacement error”
incurred by this process [95].

The wave function of the resulting state is then

β∆(q) = 〈q|∅∆〉

= N∆e
−∆2

2 q2 ∑

n∈Z
e−

1
2∆2 (q−

√
2π)2

= N ′∆e
−∆2

2 q2

∫ ∞

−∞
dx g∆(x)X√

2π(q − x),

= N ′′∆g∆−1(q)(g∆ ∗X√
2π)(q), (7.15)

whereXc(x) =
∑
n∈Z δ(x− nc) is the Dirac comb, g∆(x) = (2π∆2)−1/2e−x

2/2∆2

the Gaussian distribution with variance ∆2 and N (·)
∆ are normalization param-

eters. The Z2 lattice is π/2 rotation symmetric, which implies a rotation sym-
metry by e−i

π
2 n̂ of the states |∅〉 and |∅̃〉. Since this π/2 rotation is equally

2Which is not actually a state in terms of a typical use of quantum mechanics. This “error"
also violates the quantum error correction conditions as it renders previously orthogonal logical
states non-orthogonal. The breakdown of the quantum error correction conditions is however
manageably small in the regularization parameter, such that one can regard the realistic
version of the GKP code as an approximate quantum error correcting code [169, 187].

3Also regarded as the sensor- [70] or “qunaught” state [136].
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|∅〉

|ψ〉
gSUM (e1, ξ; 1)

q̃

Figure 7.2: Generalized stabilizer measurement protocol for a stabilizer given
by D(ξ). |∅〉 is the unique code states of a GKP code given by L = Z2, also
known as the sensor state [70].

understood as a change of basis between the position- and momentum represen-
tation of the state (i.e. a Fourier transform), it follows that 〈p|∅∆〉 = β∆(p),
resolved along the momentum axis, has exactly the same wave function.

The presentation above shows that the approximate GKP wave function is
composed of two contributions: the

√
2π translation invariant part, which is

rendered “fuzzy" by the convolution with a Gaussian distribution of variance
∆2 and a Gaussian part with variance ∆−2, that weakly biases the weight to-
wards the center q = 0. In the limit ∆→ 0 this state expresses the unique joint
eigenstate of the commuting displacements Sp = e−i

√
2πp̂, Sq = ei

√
2πq̂ and the

dependency on small deviations of ∆ away from this limit has an interesting
interpretation. Along the p−quadrature, the variance ∆−2 of the envelope con-
tribution is Fourier dual to the variance of the individual peaks of the fuzzy
comb along the q−quadrature and has the interpretation that the weak local-
ization of the global observable p̂ is in correspondence with the disturbance
of the localization of the modular observable q̂ mod

√
2π via the Heisenberg

uncertainty relation.

7.2.2 Steane error correction circuits
A quadrature-controlled displacement between two GKP codes on a set of
data modes (d) and a single auxiliary mode (a) can facilitate a stabilizer mea-
surement via a process called Steane error correction. GKP stabilizers are mea-
sured by preparing an auxiliary mode (a) in a logical stabilizer state, entangle
the data modes with the auxiliary mode and perform homodyne measurement
on the auxiliary mode. One can for instance always measure a GKP stabilizer
D(ξ) on a collection of data modes by coupling via the generalized sum gate

gSUMad(e1, ξ; 1) = e−ip̂a⊗ξ
TJx̂d (7.16)

to an auxiliary mode |∅〉 and performing homodyne measurements on the q̂−
quadrature of the auxiliary state. We sketch this protocol in fig. 7.2, where, the
syndrome s of a stabilizer D(ξ) is obtained from the measurement outcome q̃
as

q̃/
√

2π mod 1 = s mod 1. (7.17)

We can evaluate the action of the circuit in fig. 7.2 on the target mode. To
this end write

|∅∆〉 =

∫ ∞

−∞
dq β∆(q̂) |q〉 = β∆(q̂) |0〉p , (7.18)
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Figure 7.3: (a) Steane- and (b) Knill stabilizer measurement circuits for a single-
mode GKP code with L =

√
2Z2. In (a) individual segments realize measure-

ments of the Sp = e−i2
√
πp̂ and Sq = ei2

√
πq̂ stabilizer sequentially. The Knill

circuit (b) can be understood as a logical teleportation circuit, where on the
bottom left a logical |Φ+〉 Bell state is prepared and on the top right an EPR
measurement is performed. The EPR measurement with a fixed outcome (q̃, p̃)
can also be understood as a displacement followed by a projection onto the EPR
state |τ∞〉. The circuits potentially require to be followed up by an additional
logical displacement correction.

with the infinitely squeezed state |0〉p such that

〈q̃|a gSUMad(e1, ξ; 1) |∅∆〉a |ψ〉d = 〈q̃|a β∆(q̂a − ξTJx̂d)gSUMat(e1, ξ; 1) |τ∞〉a |ψ〉d
= β∆(q̃ − ξTJx̂d) 〈q̃|a gSUMat(e1, ξ; 1) |τ∞〉a |ψ〉d
= β∆(q̃ − ξTJx̂d) |ψ〉d . (7.19)

Given a state |ψ〉d, the probability to measure outcome q̃ is given by P (q̃) =
〈ψ|β2

∆(q̃ − ξTJx̂d)|ψ〉, which is also the factor that needs to be used to normalize
the state above. Due to the structure of the state we see that this distribution is
again governed by two contributions. For small ∆, the translation invariant part
of the wave function β∆ (see eq. (7.15)) dominates and the distribution P (q̃) is
centered around the values of ξTJx̂d mod

√
2π with variance ∆2. Up to this

uncertainty, this is precisely the information content of the modular observable
D(ξ) that the circuit is supposed to measure (compare to the limit ∆ → 0).
The envelope contribution in β∆ weakly biases the distribution P (q̃) towards
the non-modular value of ξTJx̂d, such that the localization of the modular
observable dual to ξTJx̂d will also be disturbed by ∆2. After extracting a
a syndrom s, a correction can e.g. be implemented by displacing the state
back by the amplitude η = (MJ)−1s, which takes into account the weakly
measured full quadrature value and recenters the state around 0. This strategy
was investigated in ref. [183] for a single mode of the GKP code with L =

√
2Z2,

where this strategy was shown to stabilize the average photon number and a
logical post-correction was derived to minimize the logical error probability.

Instead of using the sensor state together with the gSUM gate, the more
commonly discussed strategy is to employ logical |0〉 and |+〉 states together
with the two-mode SUMct = e−iq̂cp̂t gate that displaces a target mode (t) by the
position value of the control mode (c). This gate also serves as the logical CNOT
in the single-mode square GKP code that encodes a qubit L =

√
2Z2. The

perfect logical |0〉 state enjoys a √π translation symmetry along the momentum
axis as it is stabilized by S0 = 〈Z,X2〉 with the

√
π-momentum displacement
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Z = ei
√
πq̂ and

√
π-position displacement X = e−i

√
πp̂. This state is Fourier-

dual to the |+〉 state that is the unique fixpoint of S+ = 〈X,Z2〉 and has a√
π translation symmetry along the position axis. The circuit to implement the

Steane-style stabilizer measurements is depicted in fig. 7.3. In the real world, the
auxiliary states |0〉 , |+〉 need to be replaced by their finitely squeezed variants,
which can be achieved by applying the regularization operator e−βn̂ as discussed
above to implement a smooth cutoff.

7.2.3 Knill error correction circuits
The Knill error correction circuit – also sometimes referred to as teleportation
based error correction or tele-correction– is depicted in panel (b) in figure 7.3.
The conceptual idea is to implement quantum teleportation protocol for the log-
ically encoded information in the error correcting code, which can be conducted
without teleporting potential errors. This protocol is enabled by the entangling
SUM gate, which is given by

S12 = e−iq̂1p̂2 :




q̂1

q̂2

p̂1

p̂2


 7→




q̂1

q̂2 + q̂1

p̂1 − p̂2

p̂2


. (7.20)

This gates serves as the entangling gate that prepares a GKP Bell state4

|Φ+〉 = e−iq̂1p̂2 |+〉 |0〉 =
∑

m,n∈Z
|√πn〉q |2

√
πm+

√
πn〉q (7.21)

and also defines the infinitely squeezed EPR state [73],

|τ∞〉 = e−iq̂1p̂2 |0〉p |0〉q =

∞∑

n=0

|n, n〉 =

∫

R
dx |x〉q |x〉q . (7.22)

In fact, it can be shown that, conditioned on the measurement outcomes
(q̃, p̃), this circuit implements the same physical action as the Steane circuit
together with a corrective shift via

e−iq̃p̂eip̃q̂ = e−iq̃p̃/2D
(

(−q̃, p̃)T /
√

2π
)

(7.23)

and a π-rotation. This equivalence only assumes a π-rotation symmetry on the
auxiliary |0〉 , |+〉 states and holds when the auxiliary GKP states are finitely
squeezed. The key trick in deriving this equivalence is the following circuit
identity, that compiles a CV SWAP gate into a sequence of SUM gates and a
π-rotation, which can be easily checked by writing out the symplectic matrices
that implement these Gaussian unitary gates. Similar to ordinary quantum
teleportation, this circuit typically needs to be followed up by a logical Pauli
correction.

4We shall keep in mind that these are not actually states in the rigorous sense, but we
shall look at these equations nevertheless to develop some intuition about their structure.
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Figure 7.4: CV SWAP gate compiled into a sequence of SUM gates and a π-
rotation.

Using this result, one can derive the equivalence between the Knill- and the
Steane error correction circuit following the steps displayed in fig. 7.5, which
shows a proof based on mostly graphical calculus.

Figure 7.5: The derivation of the equivalence between the Knill- and the Steane
stabilizer measurement circuit. We find that the Knill error correction circuit
is equivalent to the Steane circuit paired with a final corrective shift by η =
(−q̃, p̃)T /

√
2π.

The teleportation-based Knill error correction circuit is particularly relevant
in photonic quantum computing architectures, where it is difficult to engineer
strong non-linear Hamiltonian interaction between photonic modes and non-
linear interactions dominantly need to be inherited from quantum measurement
processes. The teleportation-based nature has the upshot that in every step
the old quantum state is replaced by a “fresh” one. In the above derivation we
see, by comparing the correction implemented by the Knill circuit in its Steane
equivalent, that the Knill circuit always returns a state with a well-centered
envelope as the displacement imposed on the Steane side is precisely that per-
forms this job. A relevant point is that, as in ordinary quantum teleportation,
a logical post correction is generally necessary when one attempts to perform
error correction using the Knill circuit. In the equivalence we prove in fig. 7.5
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this necessity stems from the fact that (in the limit ∆ → 0) the measurement
outcomes (q̃, p̃) of the Knill circuit, which feed back as displacements on the
equivalent Steane circuit, should contain no logical information and hence im-
plement a random logical Pauli term which needs to be corrected. Strategies to
derive a logical post-correction based on the finite squeezing error for the Steane
circuit are presented in ref. [183] and can straightforwardly be adapted to the
Knill circuit using their equivalence.

7.3 Passive error correction
The oldest dream in quantum error correction is to build a quantum memory
– given by a Hamiltonian built from stabilizers – that does not require active
monitoring and intervention but stabilizes itself via a natural physical mecha-
nism. The hope is to establish a quantum memory that functions similar to
a ferromagnetic hard-drive where the energy to create small errors in the sys-
tem outweights the entropic fluctuations such that there is a temperature below
which it enters a stable phase. This dream is usually termed passive quantum
error correction, which is to be distinguished from dissipative quantum error
correction, where one also allows to constrain the system to interact with its
environment in a tailored way. In this section we will briefly review the idea of
passive quantum error correction tailored to the GKP code and, how the physics
of this system behaves like that of a charged particle moving on a torus under
a magnetic field or in a 2d crystal. These connections had been pointed out in
refs. [95, 165] and we briefly review them here since they point to a fascinating
connection between GKP error correction and more conventional physics. Fi-
nally, we discuss how a GKP-Hamiltonian suitable for this task can be obtained
through Floquet-engineering, i.e. by tailoring a time-dependent periodic driving
sequence that effectively gives rise to the target Hamiltonian.

7.3.1 Stabilizer Hamiltonians
The stabilizer Hamiltonian associated with a stabilizer group for qubit systems,
generated by a set of generators G = {g1, . . . , gr} ⊆ P, is typically defined as

HG = −U
r∑

i=1

gi, (7.24)

where U is some constant. Since all the generators gi commute, the ground
space of this Hamiltonian will be the shared +1 eigenvalued eigenspace of all
the stabilizer generators gi, which is simply the code space C of the associated
stabilizer code, and it has a degeneracy given by the dimension of the associated
logical Hilbert space. Although it is not strictly necessary, we assume that the
generating set used above is minimal, and all the gi’s are (linearly) independent.
This can be relaxed to other generating sets as long as the number of terms
needed in the Hamiltonian does not grow exponentially in the system size. For
an elementary set of errors {Ei} ∈ P that satisfy the quantum error correction
conditions for this code, excited states are simply provided by elements in the
spaces EiC, which have the same degeneracy of the code space. Let E be an
error that yields a syndrome vector

s ∈ Zr2 : E†giE = (−1)si(E). (7.25)
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The excited state given by the error sector EC then has the energy

H(E) = −Ur + 2U

r∑

i=1

si(E), (7.26)

that is the energy required to create an error E grows with the total syndrome
1Ts. The challenge in designing good Hamiltonians for passive quantum error
correction is thus mapped to the problem of finding families of quantum error
correcting codes where the total syndrome generally grows with the size of any
error so that the total energy needed for errors to accumulate to grow to logical
errors is extensive in the system size [33, 63]. Even below the thermodynamic
limit, stabilizer Hamiltonians defined via stabilizer codes with a finite number
of modes n are expected to be useful in that the energy penalty associated with
error events dampens their likelihood to grow to logical errors and the system
is left with an enhanced lifetime.

Given a generating set M = (ξ1, . . . , ξ2n)
T for a GKP code, we define the

stabilizer Hamiltonian for the n-mode system as

HGKP(M) = −U
2

2n∑

i=1

D(ξi) + h.c. = −U
2n∑

i=1

cos
(√

2πξTi Jx̂
)
. (7.27)

The ground space of this Hamiltonian consists of the associated GKP code
space with states translation symmetric under displacements by vectors in L,
the lattice spanned by M . It is interesting to note that this Hamiltonian is
gapless: By continuity of the cosines, small displacements of the Hamiltonian
can change its eigenvalues by arbitrarily small amounts

D†(e)HGKP(M)D(e) = −U
2n∑

i=1

cos
(√

2πξTi Jx̂+ 2πξTi Je
)
, (7.28)

such that displaced ground states of the Hamiltonian D(e) |ψ〉 acquire an energy

− U
2n∑

i=1

cos
(
2πξTi Je

)
(7.29)

relative to the ground state. To construct a slightly more realistic scenario,
it is reasonable to add a small perturbation H0(ε) = ε

∑n
i=1 n̂i ∝ εx̂†x̂ to

the stabilizer Hamiltonian to obtain the total Hamiltonian (up to an irrelevant
constant)

H = H0(ε) +HGKP(M) =
∑

i

ε
p̂2
i + q̂2

i

2
− U

2n∑

i=1

cos
(√

2πξTi Jx̂
)
. (7.30)

In general, this perturbation breaks the translational symmetry of the GKP
stabilizer Hamiltonian, and the resulting eigenstates are not to be expected to
be exact code states anymore (which were not really physical in the first place
anyhow). Importantly, the perturbation may imply a gap in the energy land-
scape. If the GKP code had some rotational symmetries, those would remain
preserved so that one can find a basis for the perturbed ground space in terms
of rotation symmetric states.
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We can analyse this perturbed Hamiltonian with some crude physical in-
tuition. For small ε, the terms p̂2

i

2ε−1 + ε
2 q̂

2
i in the the perturbation describe a

particle in a very flat harmonic potential with a very large mass, where the
flat potential approximatively preserves the translation symmetry of the GKP
Hamiltonian and the large mass motivates that the inert particle, sitting in the
minima of the cosine landscape, behaves as if each well of the cosine landscape
was a quantum Harmonic oscillator. This motivates a perturbative treatment
of the GKP Hamiltonian by expanding the cosine terms and manually adding
the translational invariant structure implicit in the cosines via

HGKP(M) ≈ HLE = −πU
∑

ξ⊥∈L⊥
D†
(
ξ⊥
)[
x̂†VM x̂

]
D
(
ξ⊥
)
, (7.31)

where

VM = JT

[
2n∑

i=1

ξiξ
T
i

]
J. (7.32)

Using the fact that every basis M for a GKP code with type D can be under-
stood as a symplectic transform of a canonical basis (see chap. 4, an equivalent
statement can also be made using Williamsons theorem [193])

M =
(√

D ⊕
√
D
)
ST , (7.33)

we find that

x̂†VM x̂ =
(
S−1x̂

)†
(D ⊕D)

(
S−1x̂

)
(7.34)

= U†S−1 x̂
†(D ⊕D)x̂US−1 . (7.35)

The terms x̂†(D ⊕D)x̂ simply describe the direct sum of n quantum harmonic
oscillators with energy gaps di. The total Hamiltonian can be approximatively
viewed as a particle moving in the wells of a an infinite sum of squeezed quantum
Harmonic oscillators.

For large U → ∞ in the absence of a perturbation, the distance ∆ of the
GKP code is understood as the distance a particle needs to tunnel through the
bulk of the cosines to realize a logical error while the presence of a perturbation
H0(ε) realizes a coupling between the different degenerate ground states. To
analyze this situation, we define a projector onto the ground space

Π∞L =
∑

s∈S
s =

∑

ξ∈L
eiφM (ξ)D(ξ). (7.36)

This projector is such that it takes a unit value on the code space, i.e. the
ground space of HGKP(M) and vanishes elsewhere. Its Wigner-function can be
computed as

WΠ∞L
(x) =

∑

ξ∈L
eiφM (ξ)ei2πx

T Jξ, (7.37)

which evaluates for symplectically even lattices with A ∈ 2Z2n×2n to

WΠ∞L
(x) =

1

det(L)

∑

ξ∈L⊥
δ
(
x− ξ⊥

)
. (7.38)
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per lemma 5 (see also ref. [53]).
Note that due to the infinite size of the GKP stabilizer group, this projector

is ill-defined5, in particular we have (Π∞L )
2

= (∞)Π∞L and a more rigorous
treatment would consider this as the limit of a regularized approximate projector

Π∞L = lim
n→∞

1

|Gn|
∑

s∈Gn
s, (7.39)

where Gn is the approximate group built from an n−step random walk over a
generating set G for the group S = 〈G〉.

The coupling between the ground space degeneracy sectors realized by the
perturbation is, with N̂ =

∑n
i=1 n̂i,

Π∞L εN̂(ε)Π∞L ≈ Π∞L
(

1− e−εN̂
)

Π∞L (7.40)

= Π∞L −
1

(1− e−ε)n
∫

R2n

dx e−
π‖x‖2

σ2 Π∞L D(x)Π∞L (7.41)

where we used the expansion from eq. (7.13) with σ2 = 2 tanh(ε/2). We have
that Π∞L D(x)Π∞L 6= 0 only if x ∈ L⊥, such that we obtain the effective ground
space coupling

∫

R2n

dx e−
π‖x‖2

σ2 Π∞L D(x)Π∞L =
∑

x∈L⊥/L
Θx+L

(
i

2σ2

)
D(x), (7.42)

with the Θ functions defined in chap. 4. In this model the coupling between log-
ical states in the ground space is exponentially suppressed with the GKP code
distance ∆ and it is interesting to observe that the coupling constants for pro-
jections onto different sectors D(η)Π∞L D(η)

† reproduce the MLD probabilities
that we have derived for decoding the GKP code in sec. 6.2.

7.3.2 GKP Hamiltonians and the Hall effect
Particles on the torus

There is an alternative representation of the approximate GKP Hamiltonian us-
ing the so-called Zak basis [200], which allows for a more illusive interpretation.
The following derivation presents a simplified version of a discussion in ref. [83].

Consider the approximate GKP Hamiltonian

H = ε
x̂†x̂

2
− U

2n∑

k=1

cos
(√

2πξTk Jx̂
)
. (7.43)

We use the trick that every basis for a GKP code can be written as M =
(D ⊕ In)ST1 with a symplectic matrix S1, and apply a Gaussian unitary with
symplectic transformation S = ST1 S0 where S0 =

(√
2π
−1
In ⊕

√
2πIn

)
and

D = diag(d1, . . . , dn), we can compute

U†SHUS = ε
x̂†STSx̂

2
− U

n∑

k=1

cos(dkp̂k) + cos(2πq̂k) (7.44)

5Which is nothing that scares a physicist.
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The periodic part of this Hamiltonian naturally commutes with displacement
operators in Zn ⊕ 2πD−1Zn, and it becomes convenient to use of version of the
co-called Zak-basis [200] with θ,φ ∈ [0, 2π)

n

|θ,φ〉 =
1

(2π)
n/2

∑

j∈Zn
eij

T θ |j + φ/2π〉q , (7.45)

where |x〉q =
⊗n

i=1 |qi〉q denotes the n-dimensional position eigenstate.
These states are eigenstates of the commuting operators eip̂k , ei2πq̂l , ∀k, l =

1 . . . n with

eip̂k |θ,φ〉 = eiθk |θ,φ〉 , (7.46)

ei2πq̂l |θ,φ〉 = eiφl |θ,φ〉 , (7.47)

and simple displacements act as

eia
T q̂ |θ,φ〉 = eia

Tφ/2π |θ + a,φ〉 (7.48)

eib
T p̂ |θ,φ〉 = |θ,φ− 2πb〉 . (7.49)

The states |θ,φ〉 form a complete basis, as can be checked by computing

∫

[0,2π)2n

dθdφ |θ,ϕ〉 〈θ,ϕ| =
∑

j,j′∈Zn

∫

[0,2π)n
dϕ

[
1

(2π)
n

∫

[0,2π)n
dθei(j−j

′)
T
θ

]

|j +ϕ/2π〉q 〈j′ +ϕ/2π|q
=
∑

j∈Zn

∫

[0,2π)n
|j +ϕ/2π〉q 〈j +ϕ/2π|q

= Î , (7.50)

where the expression in the square brackets evaluates to δj,j′ , and in this basis
the quadrature variables become represented by

x̂ =

(
−p̂θ + ϕ̂/2π

2πp̂ϕ

)
= p̂θ,φ +A(ϕ̂), (7.51)

where the momenta of the compact variables are represented by p̂θk ≡ −i∂θk
and p̂ϕk ≡ −i∂ϕk such that (when exponentiated) they behave as if

[
θ̂k, p̂θl

]
=

[ϕ̂k, p̂ϕl ] = iδkl. In the Zak representation, it holds that

ei2πp̂θk = Î , ei2πp̂ϕk = eiθ̂k , (7.52)

which is verified using eq. (7.49), such that also

ei2πq̂k = eiφ̂k , eidkp̂k = eidk θ̂k . (7.53)

Combining all of these points, the Hamiltonian in eq. (7.44) becomes

H ′ =
ε

2
(p̂θ,φ +A(ϕ̂))

†
STS(p̂θ,ϕ +A(ϕ̂))−U

n∑

k=1

cos
(
dkθ̂k

)
+cos(ϕ̂k). (7.54)
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This Hamiltonian describes the motion of n particles with generalized total
quadrature Θ̂ = θ̂ ⊕ ϕ̂ in the cosine potential on the n-torus [0, 2π)2n. In the
simple case of diagonal C = STS, we recognize that A(ϕ̂) takes the role of a
vector potential which can be interpreted to describe the presence of a magnetic
field driving these particles, while for non-diagonal matrix C the dynamical
momenta π̂ = p̂θ,φ +A(ϕ̂) couple non-trivially.

An electron in a crystal

It has already been recognized early in ref. [95] that the system of a single
electron moving on a torus with a normal magnetic field can give rise to states
resembling GKP states. Unfortunately, the geometry of a torus is relatively rare
in nature and hard to build in the lab. An electron moving in the plane under
a crystal potential, however, is a more realistic scenario and one would expect
it to behave as if it was on a torus when the electron is of low energy and only
“sees” one potential valley at a time.

An electron moving in the plane with a perpendicular magnetic field is forced
by the Lorenz force into a deflected trajectory, which leads to the physics of the
Quantum Hall effect. This is a physical setting with a long history, and the
connection to the GKP code has been explained in refs. [83, 165]. We review
this connection following the presentation in ref. [165] and ref. [186], as this is a
likely gateway to a deeper exploration of interesting physics related to the GKP
code. This discussion focuses only on the dynamics of a single electron on the
plane in a first-quantized language to avoid dealing with statistical properties
of the system. A discussion focused on incorporating statistical properties and
the inclusion of an edge6 are likely to imply further interesting insights.

Let’s consider an electron moving in a crystal potential in the plane. The
crystal is parametrized by a 2d-lattice Lcrys = aL0 with basisMT = a(v1 v2) =
aS such that the unit cell has area A = a2 and can be obtained by a symplectic
transformation S ∈ Sp2(R) from the square lattice with M = aI2.

The associated crystal potential with q̂ = (q̂1, q̂2)T is

Vcrystal(q̂) = −V
{

cos

(
2π

a
vT1 J q̂

)
+ cos

(
2π

a
vT2 J q̂

)}
(7.55)

= −V
2

{
ei

2π
a (vT1 J q̂) + ei

2π
a (vT2 J q̂) + h.c.

}
, (7.56)

such that the Hamiltonian of the electron with mass m and charge −e moving
in the magnetic field becomes

H =
π̂2

2m
+ Vcrystal(q̂), (7.57)

with the dynamical momenta π̂ = p̂ + eA(q̂). The vector potential A(q) is
such that it gives rise to the magnetic field pointing perpendicular to the plane,
∇×A(q) = Be3, which could be realized by different choices of gauge, such as
the Landau gauge with A(q) = q1ê2 which we describe here. The dynamical
momenta π̂ are gauge invariant. Physically, an electron moving in the magnetic
field is pushed into a direction perpendicular to its direction of movement by
the Lorenz force F = −e/mp × B and its trajectories become circular in the

6See also refs. [83, 84].
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(q1, q2) plane – similar to that of a harmonic oscillator in the (q, p) plane. The
trajectories rotate around the guiding center variables

R̂ = q̂ − 1

mωc
Jπ̂ (7.58)

with cyclotron frequency ωc = eB/m, where π̂ also describe the relative coor-
dinates of the electron. These operators fulfil the commutation relations

[
R̂i, R̂j

]
= il2BJij , [π̂i, π̂j ] = −i~

2

l2B
Jij ,

[
π̂i, R̂j

]
= 0 (7.59)

with magnetic length l2B = ~/eB.
By introducing the annihilation operator â = lB√

2~ (π̂2 + iπ̂1),
[
â, â†

]
= 1,

the kinetic part of the Hamiltonian can be rewritten as

π̂2

2m
= ~ωc

(
â†â+

1

2

)
, (7.60)

which is the familiar Hamiltonian of the quantum harmonic oscillator. The
(Fock) eigenspaces |n〉 of this Hamiltonian are called Landau levels, and quantize
the rotational movement of the electron around its guiding center.

We can also introduce the displacement operators

T (v) = e−iv
T JR̂/l2B : T †(v)R̂T (v) = R̂+ v,

Dπ(v) = e−i
l2B
~2 v

T Jπ̂ : D†π(v)π̂Dπ(v) = π̂ + v. (7.61)

With these definitions, and inserting eq. (7.58), the Hamiltonian in eq. (7.57)
becomes

H = ~ωc
(
â†â+

1

2

)

− V

2

{
T

(
Φ0a

Φ
v1

)
Dπ

(
h

a
v1

)
+ T

(
Φ0a

Φ
v2

)
Dπ

(
h

a
v2

)
+ h.c.

}
, (7.62)

where we also inserted the flux quantum Φ0 = h/e and Flux Φ = a2B that
pierces the individual unit cell.

This Hamiltonian has a nice interpretation. The terms Dπ(·) couple between
the different Landau levels, which are separated by an energy gap of ∆E =
~ωc ∝ B. When the magnetic field is very strong, the energy gap becomes
large, and we can restrict the system to an effective theory on the lowest landau
level (LLL) at |n = 0〉. Projecting onto the LLL, the effective theory is now
given by

HLLL = −V
′

2

{
T

(
Φ0a

Φ
v1

)
+ T

(
Φ0a

Φ
v2

)
+ h.c.

}
, (7.63)

with V ′ ∝ V [165], which is close to the kind of GKP Hamiltonian we were
after. The operators T (·) commute as

T (x)T (y) = ei2π
Φ(x,y)

Φ0 T (y)T (x), (7.64)
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where Φ(x,y) = BxTJy is the magnetic flux enclosed in the parallelogram
spanned by the vectors x,y. The displacements appearing in the Hamiltonian
thus commute to

T

(
Φ0a

Φ
v1

)
T

(
Φ0a

Φ
v2

)
= ei2πΦ0/ΦT

(
Φ0a

Φ
v2

)
T

(
Φ0a

Φ
v1

)
. (7.65)

Choosing Φ = p
qΦ0, the operators hence commute if q/p ∈ Z and the Hamil-

tonian in eq. (7.63) becomes a GKP Hamiltonian. We define the variables
x̂ = R̂/lB , which are dimension less and commute like the usual position- and
momentum operators [x̂i, x̂j ] = iJij . With 2πlB/a =

√
2πΦ0/Φ the LLL Hamil-

tonian becomes

HLLL = −V ′
{

cos

(√
2π

Φ0

Φ
vT1 Jx̂

)
+ cos

(√
2π

Φ0

Φ
vT2 Jx̂

)}
. (7.66)

This is the stabilizer Hamiltonian of a scaled GKP code with stabilizer lat-
tice L =

√
q/pL0 which encodes d = Φ0

Φ = q/p logical dimensions. From this
correspondence again we see that we need q/p ∈ Z for the terms in the Hamil-
tonian (the stabilizers) to commute. When q and p are chosen to be coprime
integers, as is usually assumed in quantum Hall physics, it becomes necessary
that p = 1 and the Hamiltonian describes the simple scaled GKP code with
L =

√
qL0, L⊥0 = L0. From our earlier discussions we know that this Hamilto-

nian encodes the q-dimensional code space as its degenerate ground space.
The presence of the magnetic field that controls how the variables R̂1,2 com-

mute, such that now it is not merely the unit cell volume a2 of the underlying
lattice Lcrys = aL0 that defines the dimension of the code space (the ground
space degeneracy of this Hamiltonian) but the strength of the magnetic field
provides an extra handle on the commutation phase between operators. Com-
pared to the phase-space picture in the q, p plane, this system – in the R1, R2

plane – behaves as if one could scale the value of the canonical commutation
phase ~ 7→ q~, which manifests equivalent to the mechanism underlying the
class of scaled GKP codes.

7.3.3 Floquet engineering via dynamical decoupling
Now to something more practical. Consider the stabilizer Hamiltonian for a
single mode square GKP code, scaled to encode a single qubit. The Hamiltonian
is given by (set U = 1 for simplicity)

HGKP = − cos
(
2
√
πp̂
)
− cos

(
2
√
πq̂
)
. (7.67)

How does one engineer such a Hamiltonian? From the previous discussion on
superconducting circuits – identifying q̂ ∝ Φ̂ and p̂ ∝ Q̂ we see that one of the
cosine terms can be produced by a Josephson junction but none of the physical
mechanisms discussed above seem to allow the engineering of a complementary
− cos

(
2
√
πQ̂
)
term. In the typical process of circuit quantization all the vari-

ables that enter the potential terms need to commute, such that obtaining the
complementary cosine is very difficult [183]. One proposal that states such a
device uses a Josephson junction together with the exotic phase-slip junction,
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which simply have the correct Hamiltonian terms [122]. The understanding of
such devices is however still subject of ongoing research (see ref. [119]) and be-
yond the scope of our discussion. Ref. [165] showed that one can engineer the
GKP Hamiltonian effectively using a non-reciprocal Gyrator element to mimic
the GKP Hamiltonian, which is an approach motivated by the previous dis-
cussion on the quantum Hall effect realization of the GKP Hamiltonian, where
the magnetic field non-trivially couples the guiding center variables. In this
proposal the gyrator allows to implement a comparable coupling. The gyrator
element, however, is also a non-standard element in the toolbox of supercon-
ducting circuits and awaits realizations in the necessary parameter regimes.

What is... a group projector?

Given a finite group G with linear action on a vector space V (g, v) 7→ g.v ∈ V
a group projector is defined as

ΠG(x) =
1

|G|
∑
g∈G

g.x. (7.68)

Using closure of the group multiplication and the definition of the action
g.(h.x) = (gh).x it quickly follows that ΠG ◦ ΠG(x) = ΠG(x) and that it
projects the input onto the g-symmetric elements g.x = x∀g ∈ G in V .
We have already seen a group projector before, given by the code space pro-
jector associated with a stabilizer code S ⊂ U

ΠS =
1

|S|
∑
s∈S

s, (7.69)

that, via the usual action on states in the physical Hilbert space takes any
input state to a code state.
A group projector can also be defined to act on operators on a Hilbert spaces
under adjoint action. We stick to groups of unitary operators G ⊂ U , the
group projector is defined as

ΠG(X) =
1

|G|
∑
g∈G

gXg† (7.70)

and now projects onto the commutant of G, i.e. operators that commute with
all elements in G. This idea is useful in state preparation relative to a quantum
error correcting code: let S be a stabilizer group, the projector ΠS(ρ) projects
any input state onto a state supported only on operators in the centralizer
C(S) of the stabilizer group: it projects onto a logical Bloch vector.
One can go even a step further, the set of channels acting on a quantum
system also constitute a vector space and one can define for a group of unitary
operators G ∈ U the action

(g,N (·)) 7→ g†N
(
g · g†

)
g, (7.71)

which can also be understood as an adjoint action of the group {g ⊗ g, g ∈ G}
on the natural representation of the channel (i.e. the representation where
states are written as vectors). The use of group projectors in quantum infor-
mation is colloquially referred to as twirling and some applications are sum-
marized in fig. 7.6.
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Group Projector

ΠG (·) =
∑
g∈G g · g−1

→ Comm (G)

Flavours of Twirling

State twirl

ρ 7→ ΠG (ρ)

• G = SU(2) or 〈X,Z〉: depolarizing channel.

• G = {R⊗R, R ∈ SU(2)}
→ Bell-diagonal.

Hamiltonian twirl
(Dynamical decoupling)

H 7→ ΠG (H) = 〈H〉T

• G = 〈X〉: Spin echo.

Channel twirl

Λ =
∑
iKi ⊗K∗i 7→ ΠG (Λ) = Λτ

• G = {U ⊗ U∗, U ∈ P}: Pauli-twirl,
Λτ Pauli-diagonal.

• G = {U ⊗ U∗, U ∈ Cl(2n)}:
Clifford-twirl, Λτ depolarizing.

POVM twirl
(Classical shadow)

M =
∑∫
z
|Π (z)〉〉〈〈Π (z)| , ∑

∫
z

Π (z) = I

• G = {U ⊗ U∗, U ∈ Cl(2)⊗n or U ∈ Cl(2n)}
local / global Clifford shadow.

Figure 7.6: Different applications of the group projector in quantum informa-
tion, colloquially referred to as twirling.

×

Φ

EJC L I

Figure 7.7: Quantum harmonic oscillator comprising a cavity and a (super-
) inductance coupled to a Josephson Junction. In gray a circuit element is
indicated to implement displacements on the oscillator via inductive coupling.
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To propose an implementation of a GKP Hamiltonian using superconducting
circuits, we follow a different approach using only textbook circuit elements but
time-dependent periodic driving of the Hamiltonian; the circuit is shown in
fig. 7.7.

The broad idea of this approach is to take advantage of a technique called
dynamical decoupling, where we periodically interlace the natural time evolution
of a Hamiltonian H0 with instantaneous unitary pulses Pk after time periods
∆tk = τkT , where TC is the periodicity of the periodic control sequence UC(t+

nTC) = UC(t)∀n ∈ N. The pulses are set to satisfy P0 = I and
∏M
k=1 Pk = I

so that they have a net-zero effect when the natural Hamiltonian evolution is
trivial. When the periodic window is chosen sufficiently short, the time evolution
of the system over each window is given by

U(TC) = PMe
−iτM−1TCH0PM−1 . . . P1e

−iτ1TCH0P0 (7.72)

and can be described by the average Hamiltonian

H
(0)

=

M∑

k=1

τkQ
†
kH0Qk, (7.73)

with the accumulated control pulse Qk = Pk−1Pk−2...P1, with Pk = Qk+1Q
†
k.

Equation (7.73) reflects the structure of a group projector. Assume we have
a group G that contains the cumulative pulses Qk of the driving sequence, then
the average Hamiltonian

H
(0)

= |G|−1
∑

g∈G
gH0g

† = ΠG(H0) (7.74)

is given by the projection of the Hamiltonian H0 onto the commutant of
the unitary group G. A common use of such driving sequence is given by
τ1 = 1/2, P1 = P2 = X so to get rid of an unwanted Hamiltonian evolution
H0 = εZ. This trick is called spin echo [124] and realizes the periodic evolution
via

U(TC) = Xe−i
TC
2 εZXe−i

TC
2 εZI = e−iTC

ε
2 (XZX+Z) = I, (7.75)

which becomes trivial due to the fact that the Z operator is not in the commu-
tant of the group 〈X〉, i.e. Π〈X〉(Z). In the exponent of eq. (7.75) we can also
recognize that the average Hamiltonian that describes the time evolution over
the interval TC is indeed given by the group-projected Hamiltonian Π〈X〉(H0).

Dynamical decoupling is a powerful tool when combined with quantum er-
ror correction. When one designs the pulse sequence such that the cumulative
pulses in eq. (7.73) reflect the stabilizers of a stabilizer group, the effective
Hamiltonian obtained will commute with the stabilizer group which allows to
implement logical unitary evolutions where the dynamical decoupling sequence
filters out unwanted errors from spurious couplings. From a Hamiltonian engi-
neering perspective, this trick allows the engineering of target Hamiltonians that
are potentially hard to realize via a direct physical implementation by building
a substrate Hamiltonian that is perhaps easier to build but has potential sup-
port on many terms that are unwanted in the target and then filter out these
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Figure 7.8: The characteristic function hJJ(x; t) with ϕ =
√

2π traverses the
indicated circle with time. For ωt ≥ 2π the rotating points are smeared out
over the circle which represents the first order RWA h

(1)

JJ (x; t). The delta peaks
of the characteristic function hGKP (x) are indicated in red.

unwanted terms by an appropriate dynamical decoupling sequence. When tar-
geting a stabilizer Hamiltonian, the pulses will constitute precisely of elements
in the centralizer of the stabilizer group.

This is the strategy we follow to find an implementation for the GKP stabi-
lizer Hamiltonian. First we show how one can find a suitable substrate Hamilto-
nians by means of a Josephson junction coupled to a high-frequency LC oscilla-
tor, and then we show how a dynamical decoupling sequence with displacement
pulses in L⊥ can be designed that filters out the unwanted terms in that sub-
strate Hamiltonian. To analyse Hamiltonians, it is convenient to decompose
them into displacement operators and study the structure of their characteristic
function

H =

∫

R2n

dxh(x)D(x), (7.76)

where h(x) = Tr
[
D†(x)H

]
.

The targeted stabilizer Hamiltonian in eq. (7.67) simply has a characteristic
function proportional to

hGKP(x) = −δ(x− ξ1)− δ(x+ ξ1)− δ(x− ξ2)− δ(x+ ξ2), (7.77)

with ξi =
√

2ei. That is, it is simply given by 4 Dirac-delta peaks distributed
on the phase space points corresponding to the generating set and its inverse,
which are depicted in fig. 7.8.

The substrate Hamiltonian

To obtain a suitable substrate Hamiltonian, consider a Josephson junction cou-
pled to an LC oscillator as in fig. 7.7. Using standard circuit quantization
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[48, 92] the Hamiltonian can be expressed in terms of flux Φ and charge Q with
[Φ, Q] = i~ as

H =
Q2

2C
+

Φ2

2L
− EJ cos

(
2π

Φ0
Φ

)
, (7.78)

where Φ0 = h
2e = 2eRQ is the flux quantum. Expressing the Hamiltonian

in terms of the cavity frequency ω =
√
LC
−1

and creation and annihilation
operators

a =
1√

2L~ω
Φ +

i√
2C~ω

Q, (7.79)

a† =
1√

2L~ω
Φ− i√

2C~ω
Q, (7.80)

which obey the commutation relation [a, a†] = 1, the flux and charge operators
can be expressed as

Φ =

√
~Z
2

(a+ a†) (7.81)

Q = −i
√

~
2Z

(a− a†), (7.82)

where Z =
√

L
C is the impedance of the cavity mode. In this representation the

Hamiltonian becomes

H = ~ω
(
a†a+

1

2

)

︸ ︷︷ ︸
H0

−EJ cos




2π

Φ0

√
~Z
2︸ ︷︷ ︸

ϕ

(a+ a†)


. (7.83)

The constant factor inside the cos(·) term can be simplified to

ϕ =

√
(2π)2

h2

(2e)2

~Z
2

=

√
πZ

RQ
. (7.84)

In the frame rotating with H0 the Hamiltonian reads

H = −EJ cos
(
ϕ(e−iωta+ eiωta†)

)
(7.85)

= −EJ
2

{
exp(iϕeiωta† + iϕe−iωta) + exp(−iϕeiωta† − iϕe−iωta)

}
(7.86)

= −EJ
2

{
D

(
ϕ√
π
Rωte2

)
+D

(
− ϕ√

π
Rωte2

)}
, (7.87)

where we have expressed â = (q̂ + ip̂)/
√

2 and defined the rotation

Rωt =

(
cosωt − sinωt
cosωt sinωt

)
(7.88)

such that the Hamiltonian characteristic function in the rotating frame becomes

hJJ(x; t) = −EJ
2

{
δ

(
x− ϕ√

π
Rωte2

)
+ δ

(
x+

ϕ√
π
Rωte2

)}
. (7.89)
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For the characteristic function to define support on the targeted stabilizer
and overlap with the characteristic function in eq. (7.77), we hence see that one
needs to tune the impedance such that ϕ =

√
2π, which corresponds to a value

Z = 2RQ.
Under time evolution, in the frame co-rotating with H0, the Hamiltonian of

the Josephson junction traces out a path that reproduces the GKP stabilizer
Hamiltonian at every quarter cycle TGKP = π

2ω . If one assumes the possibility to
selectively turn the coupling between the Josephson junction on and off via some
time-dependent function EJ 7→ f(t)EJ that effectively modulates the Josephson
energy, one could simply reproduce the GKP Hamiltonian by “blinking” the JJ
up at those selected points. This is in fact a simplified version of the strategy to
design a GKP Hamiltonian proposed in refs. [118, 144], where ref. [118] proposes
the use of either a flux modulated squid loop and to facilitate this drive and
ref. [144] assumes the existence of a fast switching mechanism.

With d
dtU0(t) = −iH0U0(t), the full rotating frame Hamiltonian is given by

Hrot(t) = U†0HU0 + i
dU†0
dt U0. The unitary evolution of the system in this frame

is given by the Magnus expansion

U(t) = T exp

(
−i
∫ t

0

Hrot(t
′)dt

)
= exp

(
−iH(t)

)
, (7.90)

for which the first order characteristic functions of H(t) =
∑
kH

(k)
(t) can be

evaluated to

h
(1)

(x; t) =

∫ t

0

hJJ(x; t)dt′, (7.91)

and higher orders vanish as ~ω � EJ [23, 183]. Hence, for sufficiently large
frequency ω, the path traced out by the rotating frame evolution of eq. (7.89)
smears out to become a solid circle which has the support we were looking for.
This process of replacing the effective rotating frame Hamiltonian with its time-
average is also called the rotating wave approximation. We can also consider the
effective Hamiltonian in the Fock basis, by computing

∫ t

0

dt′ 〈n|D
(
Rωt

′
x
)
|m〉 ωt≥2π−−−−→ δm,nLn

(
π‖x‖2

)
e−

π‖x‖2
2 t, (7.92)

where Ln(·) are the Laguerre polynomials. As the resulting Hamiltonian now is
diagonal in the Fock basis, it has also become rotation invariant.

The decoupling sequence

To distil a GKP Hamiltonian from the substrate we need to derive a time- and
pulse sequence such that the operation applied to H0 in eq. (7.73) looks like a
group projector onto the centralizer of the GKP stabilizer group, that is, we are
trying to construct the projector

ΠL⊥(·) =
∑

ξ⊥∈L⊥
D
(
ξ⊥
)
·D†

(
ξ⊥
)
. (7.93)

As already discussed above this projector is unphysical, so that the best we can
do is to approximate it via a distribution µM⊥(x) that converges against an
invariant measure on L⊥ in some limit.
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Equipped with such a formulation, an approximate Hamiltonian twirl is
implemented via

Π̃L⊥(H0) =

∫

R2n

dxh(x)

∫

R2n

dµ(γ)D(γ)D(x)D†(γ)

=

∫

R2n

dxh(x)

[∫

R2n

dµ(γ) e−i2πγ
T Jx

]

︸ ︷︷ ︸
ν(x)

D(x), (7.94)

that is, it implements a simple multiplication of the characteristic function of
the Hamiltonian with a kernel ν(x), which is given by the symplectic Fourier
transform of the measure. As a Fourier transform, it is easy to convince ourselves
that convolution measures µ1 ∗ µ1 yield the product of the kernels ν1ν2, such
that any non-trivial initial measure µ1 with ν1 is approximatively compactly
supported on L⊥ can be amplified to sharpen its support by considering the
N -fold convolution µ∗N with Fourier transform νN .

Specifically, we define a random walk from the joint distribution of N ′ = 2N
half-steps ±ξi/2, each of which are selected with 1/2 probability at each step.
Define for i = 1 . . . 2n the associated (discrete) measure

µ′i(x) =
1

2
δ
(
x− ξ⊥i /2

)
+

1

2
δ
(
x+ ξ⊥i /2

)
, (7.95)

so that we obtain the measure corresponding to N steps of the random walk as
µ

(∗N)
i := µ

′(∗2N)
i . The corresponding kernel function is for a single step is

νi(x) =

∫

R2

dµi(γ)e−i2πγ
T Jx

= cos2
(
π
(
ξ⊥i
)T
Jx
)
, (7.96)

such that, in the limit N → ∞, νNi (x) suppresses all contributions α except
for those in the symplectic dual of ξ⊥i . We define the joint measure over all
generators in M⊥ to be the joint random walk given by the 2n-fold convolution

µM⊥ = µ1 ∗ µ2 ∗ . . . ∗ µ2n (7.97)

which has Fourier transform

νM⊥(x) =

2n∏

i=1

cos2
(
π
(
ξ⊥i
)T
Jx
)
. (7.98)

For the square GKP code with M⊥ = 1√
2
I2, one can rewrite

µNM⊥(γ) = µ∗NM⊥ =

N∑

n,m=−N
PN (n,m)δ

(
nξ⊥1 +mξ⊥2 − γ

)
(7.99)

with
PN (n,m) = 2−4N

(
2N

n+N

)(
2N

m+N

)
. (7.100)
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Figure 7.9: (left) probability distribution for n = 1 step of the random walk and
(right) the kernel functions νM⊥ for square and hexagonal GKP codes.

The kernel functions for the square and hexagonal GKP codes are depicted
in fig. 7.9. Using this probability measure, the expression for the approximately
twirled Hamiltonian becomes

Π̃N
L⊥(H0) =

N∑

n,m=−N
PN (n,m)D

(
nξ⊥1 +mξ⊥2

)
H0D

†(nξ⊥1 +mξ⊥2
)

(7.101)

=

∫

R2n

dxh(x)νNM⊥(x)D(x). (7.102)

While the last line, eq. (7.102), shows exactly the approximate projection
of the Hamiltonian onto one whose characteristic function shares support with
νNM⊥(x), which is confined to x ∈ L for large N , the expression in eq. (7.101)
looks oddly like the expression for the effective Hamiltonian under dynamical
decoupling from eq. (7.73)! These expressions become exactly the same when
we equate

τk = τk(n,m) = PN (n,m),

Qk = Qk(n,m) = D
(
nξ⊥1 +mξ⊥2

)
. (7.103)

What is left is hence to find the function k(n,m) that assigns a time step to the
corresponding displacement label.

Control path ordering

To minimize the experimental effort of implementing the control pulses Pk =
Qk+1Q

†
k and to maintain

∏
k Pk = I, we construct a control graph: the ver-

tices (n,m) of the control graph label the (accumulated) displacement am-
plitudes {Qk} and edges represent the allowed transitions, that is choices of
{Pk = Qk+1Q

†
k} to map between different accumulated control pulses. To mini-

mize the necessary displacement amplitude at each instance we choose the edge
connectivity as in a kings graph C = (V = {(n,m)}, Eking), which is known
to have Hamiltonian cycles for each N . The ordering k(·, ·) is then given by a
Hamiltonian cycle on the vertices of C starting at k(0, 0) = 1. This construc-
tion ensures that each instantaneous control pulse displacement amplitude is
bounded by a constant ‖ξ‖ ≤ 1. For an example of a possible control sequence
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Figure 7.10: One possible ordering of the control path as given by a Hamiltonian
cycle on the control graph. Each vertex is associated with the accumulated
control pulseQk at time-index k = k(n,m) and each edge with the instantaneous
control pulses Pk applied at the respective time step k as indicated by the time
labels on the edges.

for N = 1 see fig. 7.10. The N − step Hamiltonian twirl is mapped to an
open-loop control sequence consisting of M = (2N + 1)2 displacement pulses.

Numerical results

Tuning Z = 2RQ, the substrate Hamiltonian is given by

Hsub/EJ = −e−π
∑

n

Ln(2π) |n〉 〈n| , (7.104)

to which the decoupling sequence is applied. The resulting average time Hamil-
tonian can then be numerically diagonalized; the Wigner functions for the low-
est two eigenstates of the effective average Hamiltonian under N − level logical
Twirl H(0)

av for N = 1, 5, 10, 15 and EJ = 1 as well as the spectrum are shown
in fig. 7.11.

The lowest eigenstates are found to approximate the GKP magic states

|H+
∆〉 = cos

(π
8

)
|0∆〉+ sin

(π
8

)
|1∆〉 , (7.105)

|H−∆〉 = − sin
(π

8

)
|0∆〉+ cos

(π
8

)
|1∆〉 , (7.106)

with approximation parameter ∆q/p ∝ N−0.185, which can be understood from
the fact that the substrate Hamiltonian had a rotational symmetry, of which
the π/2 rotation symmetry survives the twirl as this is the symmetry shared
with the lattice L⊥.

In the above description, the approximate GKP computational basis states
are parametrized as
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Figure 7.11: (a) Wigner functions of the two lowest eigenstates of H(0)
av for

twirling level N = 1, .., 15 together with their effective squeezing parameter
are shown. (b) Finite squeezing parameters for N = 1..30 and (c) the ten
lowest eigenenergies of H(0)

av are plotted. The two lowest (degenerate for large
N ≥ 4) eigenenergies approximating the GKP |H±〉 states are colored red and
are separated by a gap that shrinks with N from the higher levels. The effective
squeezing of the two lowest eigenstates becomes symmetric in q, p for N ≥ 8
and approximately scales with the twirling-level ∆q/p ∝ N−0.185.
Code that was used to produce this figure can be found in ref. [52].

|0∆〉 =

∫

R
dq
∑

n∈Z
e−2∆2πn2

e−
1

2∆2 (q−2n
√
π)2 |q〉 , (7.107)

|1∆〉 =

∫

R
dq
∑

n∈Z
e−2∆2πn2

e−
1

2∆2 (q−(2n+1)
√
π)2 |q〉 , (7.108)

while the finite squeezing parameter is measured via [196]

∆q =

√
−1

π
ln(|Tr(ρD(ξ1))|), ∆p =

√
−1

π
ln(|Tr(ρD(ξ2))|). (7.109)

We find that already for a low level of the twirl, the low energy spectrum of
the average time Hamiltonian reproduces the desired behavior of an approximate
GKP stabilizer Hamiltonian.
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Parameter regimes & related work

The RWA for h(1)
JJ is generally valid for sufficiently large cavity frequencies

~ω � EJ which could be considered smeared out in the limit ωtmin ≥ 2π,
where tmin = 2−4NTC corresponds to the smallest timescale where this approx-
imation needs to be valid. The latter inequality sets the lower bound for the
period length of the stroboscopic evolution as TC ≥ 2π

ω 24N . For the average
Hamiltonian to remain valid, it would be desirable to have a cavity with large
ω to minimize this bound for some finite N .

The final limitation of this scheme is given by the speed limit for displacement
operations. For the assumption of using instantaneous pulses (which is also
sometimes called bang-bang dynamical decoupling) to hold, it is necessary that
displacements of amplitude

√
2π‖ξ⊥1/2‖ =

√
π can be realized in a time tdisp �

2−4NTC . This necessitates that
√

2TX � 2−4NTC where TX is the minimal time
it takes to realize a (elementary) displacement by

√
2π‖ξ⊥1/2‖ = π. Altogether,

this imposes a bound of TX � 1√
2

2π
ω on the speed to implement displacements.

As a generic example, assuming a cavity frequency of ω
2π = 5.26GHz [42],

elementary displacements must be realizable in a time TX � 0.13ns, which is a
demanding assumption but appears within experimental reach.

While we have been motivating this discussion from the point of view of
dynamical decoupling, this pathway to engineer GKP Hamiltonians can be more
broadly understood as a version of Floquet engineering [139, 164] and a rigorous
connection can be established by comparing Floquet-Magnus expansion to the
expression for the average Hamiltonian given earlier. Extending this work, there
have been proposals by Kolesnikow and Grimsmo [118], Sellem et al. [172], as
well as Nathan et al.[144], who proposed protocols where the effective Josephson
energy is modulated by inclusion of a rapid switch. Ref. [118] proposed the use
of such protocol to prepare GKP states by an adiabatic ramp on the effective
Josephson energy and ref. [144] investigated its self-correcting behavior in an
open quantum system, with coherence time estimates growing exponentially
with the loss rate up to O(1ms−1s) in their estimates. While this seems highly
promising, the results rely on the existence of the rapid switching process, which
as yet appears difficult to engineer [144].

Finally, note that the scheme discussed here is not restricted to the engineer-
ing of GKP stabilizer Hamiltonians. By simply adapting the pulses to stabilizer
shifts (corresponding to an impedance Z = RQ in the rotating JJ), the decou-
pling sequence preserves Hamiltonian elements corresponding to logical GKP
displacement. This strategy can be used to remove spurious couplings in the
implementation of logical gates for the GKP code, which is closer in spirit to
the original intention of dynamical decoupling.

7.4 The Dream
In this chapter we have developed a high-level understanding of some experimen-
tal approaches to realize the GKP code. As the GKP code bears large promise
in providing a quantum memory with good protection against displacements or
photonlosses (see refs. [5, 147, 183]), many research groups from academia and
industry are developing implementation strategies and contribute to the devel-
opment of this kind of “quantum engineering theory” [26, 121, 160, 162]. I refer
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to ref. [28] for a more extensive overview over experimental approaches. This
chapter comes with two final dreams.

The first dream, of course, is that it works.

Successful implementation of the GKP code so to facilitate fault-tolerant
quantum computing with the demonstration of advantages in using quantum
algorithms for real-world problems is a desirable technological milestone. The
cumulative developments in the field at the time of writing show hope that we
are moving closer to this goal. But this would not be a thesis on the theory of
GKP quantum error correction if that was all we dared to dream about.

This chapter has also shown that the GKP code connects to many interesting
topics in physics. Notably, the discussion on the GKP Hamiltonians presented
here is vastly extended by work presented in refs. [83, 84], where a connection
between Hamiltonians of the GKP code and Abelian topological phases has
been pointed out. The understanding of the GKP code Hamiltonian in relation
with the physics of the quantum Hall effect provides an interesting gateway to
future investigations and it woudl be desirable to understand how the GKP code
appears in a many-particle treatment of the quantum Hall physics discussed in
this chapter to understand how topological properties, such as the existence of
chiral edge modes and Chern numbers manifest in relation to coding theoretic
properties. Furthermore, the formulation of this connection provided here left
the choice of lattice as a variable parameter. It would be interesting to investi-
gate whether phenomena such as Hall viscosity [80, 103, 156] manifest when the
crystal lattice undergoes a lattice automorphism through an adiabatic deforma-
tion process and how the related Berry phase manifests in comparison to the
understanding developed in chapter 4. Further beyond, as the quantum Hall
effect has been subject to field-theoretic treatments in the literature, this con-
nection is likely to provide a gateway to develop a field-theoretic generalization
of the GKP code, which I expect to necessitate the development of a coding
theoretic machinery in the language of vertex operator algebras [108] and may
point to yet another bridge between interesting topics from mathematics and
physics. The final dream of this thesis is thus to pursue a deeper understand-
ing how exactly the GKP code and existing7 physical systems with topological
properties relate, and how exactly the coding theoretic properties manifest in
physics and vice versa.

7Either on paper or in the lab.
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Chapter 8

An open door

In this thesis, we have developed a coding theory of GKP codes, vastly extend-
ing previous work by Gottesman et al. in ref. [95] and Harrington and Preskill in
refs. [106, 107] and built a lattice theoretic-, as well as algebraic geometric under-
standing of the structure of GKP codes where the latter lead to a classification
of fault-tolerance for GKP Clifford gates within the fiber bundle fault-tolerance
framework proposed in ref. [96]. Equipped with the lattice theoretic under-
standing, we have shown how a lattice-based cryptographic scheme can be used
to derive families of GKP codes with good parameters and, by quantifying the
hardness to decode these codes, proposed a novel quantum cryptosystem that
builds entirely on decoding hardness for generic GKP codes. Finally, we dis-
cussed possible routes to implement the GKP code, with the key result proposal
of a Floquet-implementation of the GKP stabilizer Hamiltonian.

The focus of this thesis has generally not been on deriving results, but on
the development of theoretical methods and tools. In this quest, we have seen
how GKP error correction connects to a vast number of fields of active math-
ematical and physical research and pointed towards many possible routes for
future research, of which selected highlights were phrased as Dreams at the end
of each chapter.

My hope for this work is that it conveys the exciting richness of the theory of
quantum error correction with the GKP code and motivates the reader to simply

dream on.

For the curious: the title of this thesis is a hommage to the 2001 movie “The fabulous
destiny of Amélie Poulain”, which carries the german title, verbatim translated, “The fabulous
world of Amelie”. Amélie’s character and life story I found to nicely mirror that of the GKP
code, which coincidentally was also published in the same year.







Appendix

A Complex theta functions
We have seen in chap. 4 that every GKP code can be described by a type D
and a complex matrix Ω ∈ Hn, summarized in the period matrix Π =

(
D Ω

)
.

Similar to the Jacobi theta function defined in the introduction, there is a
quasiperiodic holomorphic multivalued function Cn → C. This is the the theta
function well defined for Ω ∈ Hn [142]

ϑ(z,Ω) =
∑

n∈Zn
eiπn

TΩn+i2πnT z. (8.1)

Similar to the n = 1 case, this theta function is quasi-periodic with respect to
the complex lattice ΛΩ = Zn + ΩZn, such that

ϑ(z +m,Ω) = ϑ(z,Ω), m ∈ Zn, (8.2)

ϑ(z + Ωm,Ω) = e−iπm
TΩm−i2πmT zϑ(z,Ω), m ∈ Zn, (8.3)

and we can also define the modification for type D = diag(d1, . . . , dn)

ϑD(z,Ω) := ϑ
(
D−1z, D−1ΩD−1

)
(8.4)

=
∑

n∈Zn
eiπn

TD−1ΩD−1n+i2πnTD−1z, (8.5)

which is quasi-periodic over the lattice ΛD,Ω = DZn + ΩZn with

ϑD(z +Dm,Ω) = ϑD(z,Ω), m ∈ Zn,

ϑD(z + Ωm,Ω) = e−iπm
TΩm−i2πmT zϑ(z,Ω), m ∈ Zn, (8.6)

where eq. (8.6) is easily checked by completing the square. Consequentially,
the roots of the theta function

ΘD,Ω = {z ∈ Cn : ϑD(z,Ω) = 0} ⊆ Cn/ΛD,Ω (8.7)

are a translation symmetric space under the lattice ΛD,Ω and behave as if they
lived on a complex torus.
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B Magic states
The symplectic orthogonal automorphism group AutSO

(
L⊥
)
of GKP codes

have a special application in that they give rise to magic states. Let |0〉⊗n be
the n-mode vacuum state. The vacuum state is rotation symmetric and
arguably the simplest state to prepare. Further let

ΠM =
∑

ξ∈L(M)

eiφM (ξ)D(ξ) (8.8)

be the code space projector of a GKP code with generator M . In the case of a
scaled GKP code where the symplectic Gram matrix A has only even entries
we further have that the phases appearing in the group elements are trivial
φM (ξ) = 0 mod 2π, such that we simply write ΠL and for ÛS the Gaussian
unitary associated to a symplectic automorphism
S ∈ AutSO

(
L⊥
)

= AutSO(L), we have
[
ÛS ,ΠL

]
= 0. (8.9)

This implies that
|M〉 = ΠL |0〉⊗n (8.10)

is a +1 eigenvalued eigenstate of ÛS . |M〉 lives in the codespace of the GKP
code and is the +1 eigenstate of the logical Clifford gate associated to S.
Using a logical CNOT gate and the ability to perform computational basis
measurements states of this type can be consumed to implement non-Clifford
gates to lift the previously discussed Clifford gates to a universal gate set [31].
Ref. [31] distinguished between T- and H-types of magic states given by the
single qubit Clifford orbit of the states [31]

|H〉〈H| = I

2
+

1√
2

(
X̂ + Ẑ

)
, (8.11)

|T 〉〈T | = I

2
I +

1√
3

(
X̂ + Ŷ + Ẑ

)
, (8.12)

Example: L =
√

2Z2 For the square GKP code we have already identified
the logical Hadamard gate realized by e−iπ/2n̂ as the only Clifford gate
realizable using passive Gaussian unitary. Furthermore (in codespace) the +1
Eigenstate of the Hadamard gate is unique such that we obtain |M〉 = |H+〉
the +1 eigenvalued eigenstate of the logical Hadamard gate. This fact was
observed in ref. [11], where it was also shown that performing quantum error
correction allows for the production of those magic states.

Example: L =
√

2A2 It was realized in ref. [99] that the hexagonal GKP
code has a symplectic orthogonal automorphism that realizes the ĤP̂ † gate
given by ÛHP † = e−i

2π
3 n̂. The logical HP † gate is a symmetry of the |T 〉-type

magic state defined in ref. [31], such that the state |M〉 obtained by projecting
the vacuum onto code space again yields a magic state.

This section is also found in the appendix ref. [55], from where it was taken. I include it
here to provide a more comprehensive reference on all things GKP.
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For one mode the lattices L denoted above can be uniquely described by a
single parameter τ that transforms via τ 7→ S−1.τ for S ∈ SL2(R) when the
associated code space projector transforms with ΠL 7→ USΠLU

†
S . Similarly,

every Gaussian state can also be labeled by an element z ∈ h by considering
the unique state annihilated by âz = p̂− zq̂. This labeling is such that for a
Gaussian unitary US âz′ = US âzU

†
S satisfies z′−1 = S.z−1. This allows us to

compactly describe the evolution of a state of type |M〉 under Gaussian
unitary evolution

|M〉 7→ US |M〉 (8.13)
(
τ, z−1

)
7→
(
S−1.τ, S.z−1

)
. (8.14)

In ref. [163] some non-Clifford logical gates implementable via non-Gaussian
unitary gates are identified such as

√
Ĥ and a version of a controlled

Hadamard gate. It would be interesting to extend the geometric classification
discussed in the main text to such gates, which is left for future work.
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