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Abstract: Identifying the meanings of grammatical elements in context is a major challenge for corpus-
linguistic studies of grammatical variation. This study proposes a novel solution to this problem. I describe
the situated meanings of grammatical elements as latent constructs, i.e., social concepts that cannot be
observed directly but need to be inferred from the way that speakers behave. I use Latent Class Analysis
(LCA) to create a data-driven typology of meanings for three modal periphrases in spoken Spanish and
compare this typology to manual classification of the data in terms of modality. My findings show that (a)
the situated meanings identified by the LCA do not directly correspond to the modal meanings that are
commonly assumed to govern the variation between the three periphrases, and (b) the data-driven typology
of meanings explains better the variation between these periphrases.
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1 Introduction

Variation in the morphosyntactic format of utterances can frequently be explained in terms of meaning
differences (Bybee 2010, 165). For instance, in Spanish, the periphrases tener que + infinitive ‘have to’, deber
‘must’ + infinitive, and deber de ‘must’ + infinitive can express deontic (1) or epistemic modal meanings (2).
Tener que + infinitive is assumed to be more likely to be used with deontic readings than the deber + infinitive
and especially deber de + infinitive. The reverse is true for epistemic readings.

(1) a. Ten-go que cant-ar.
have-PRS.IND.1SG that sing-INF

b. Deb-o cant-ar.
must-PRS.IND.1SG sing-INF

c. Deb-o de cant-ar.
must-PRS.IND.1SG of sing-INF
“I have to sing.”

(2) a. Tien-e que ser Juan.
have-PRS.IND.3SG that be.INF Juan

b. Deb-e ser Juan.
must-PRS.IND.3SG be.INF Juan
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c. Deb-e de ser Juan.
must-PRS.IND.3SG of be.INF Juan
“That must be Juan.”

The examples in (1)–(2) also serve to illustrate that linguistic expressions are frequently polysemous.
Usage-based linguistics assumes that grammatical meaning reflects the language users’ experience with
particular situations (Zima 2021, 46–8, Desaguilier and Monneret 2023, 31–2). As a result, the meanings of
linguistic expressions are anchored in their use in different situations and contexts (Diessel 2011, 837), a fact
that can be described as polysemy.

In linguistic production data, the meanings of utterances usually need to be inferred by the analyst
because direct access to the speakers’ intuitions is impossible. This is a notorious problem for approaches
that assume that identifying the meaning of utterances is pivotal for explaining variation between elements
such as tener que and deber de. Two types of solutions to this problem are frequent in variationist linguistics.
First, authors may establish a typology of meanings either on the basis of previous descriptions or qualitative
descriptions of the linguistic elements in their corpus. Second, authors may refrain from establishing such a
functional typology and simply analyze the variation in terms of contextual predictors that are assumed to be
indicative of meaning differences. As I will show in this article, both methods face specific problems that
diminish their usefulness in studying morphosyntactic variation.

I suggest a third solution to the polysemy problem, which does not involve using pre-defined meaning
categories nor atomize meaning in terms of contextual predictors. Rather, I propose to use Latent Class
Analysis (LCA; Lazarsfeld and Henry 1969) to establish a data-driven typology of grammatical meanings, an
unprecedented approach in linguistics. I describe the situated meanings of grammatical elements as latent
constructs. Latent constructs are non-observable variables that can be measured in terms of indicators that
represent the underlying construct (Nylund-Gibson and Choi 2018). In the case of grammatical meanings, these
indicators are features of the linguistic and non-linguistic context. This proposal is in line with approaches
such as Conversation Analysis and Interactional Linguistics, which assume that speakers construe meaning in
interaction on the basis of strategically employed linguistic and non-linguistic resources (Heritage 2008,
Couper-Kuhlen and Selting 2018, Rossi 2020), but differs in its application of quantitative methodology.

I analyze variation in the Spanish verbal periphrases with tener and deber in order to show how LCA can
be used to identify unobserved grammatical meanings based on their distribution in terms of a set of con-
textual predictors. My findings show that meaning categorization based on LCA is more useful in accounting
for variation than manual classifications and that it also identifies meanings that have not been considered
relevant by the literature. I use regression analysis to demonstrate the usefulness of this analysis in studying
the role of social parameters and, in particular, socioeconomic status (SES). Consequently, the results from this
article show LCA to be a statistical method that allows us to study the generation of meaning in context as a
social practice of the speakers.

This article is organized as follows. In Section 2, I describe the analytical problems arising in the classifica-
tion of meanings in corpus data. In Section 3, I propose to view situated meaning in corpus data as a latent
construct and introduce LCA as an analytical tool. Sections 4 and 5 present the results from the case study.
Section 4 describes the situated meanings of tener + infinitive and deber (de) + infinitive in a corpus of spoken
Spanish on the basis of an LCA. In Section 5, I use the resulting latent classes to analyze the variation between
these periphrases. Section 6 presents the conclusions.

2 Classifying meanings in corpus data

Many cases of variation in the morphosyntactic format of utterances can be explained in terms of differences
in the grammatical meanings of these utterances. To give another example from Spanish, the periphrastic
future construction (3a) is more likely to express futurity than the synthetic future construction (3b), which is
more likely to be used to express epistemic readings (Rosemeyer and Sansiñena 2022).

2  Malte Rosemeyer



(3) a. María va a est-ar aquí a las ocho.
María be.PRS.IND.3SG tobe-INF here at the eight
“María will be here at eight.”

b. María no vino al trabajo hoy.
María NEG come.PST.PFV.IND.3SG to.the work today
Est-ará enferma.
be-FUT.IND.3SG sick
“Mary did not come in to work today. She must be sick.”

This description analyzes variation in terms of what is assumed to be the semantics of these constructions.
In doing so, it uses predefined categories that in fact derive from Aristotelian philosophy (Hintikka 1973,
Johnson 2004, Malink 2006, 2011). However, as pointed out by Escandell-Vidal (2010, 12), the meaning of
constructions such as the synthetic future needs to be understood in terms of its contribution to realizing
very diverse types of linguistic actions, such as giving an order (4a), concede a point (4b), mark an inference
from a preceding clause (4c), express a rhetorical question (4d), or make an offer (4e).

(4) a. Est-arás a las ocho, joven.
be-FUT.IND.2SG to the eight young.man
“You will be here at eight, young man.”

b. Hará calor, pero segu-iré us-ando mis
make.FUT.IND.3SG heat but follow-FUT.IND.1SGuse-GER my
botas.
boots
“(You may be right to assume that) it is hot, but I will still wear my boots.”

c. Si todavía lluev-e en Managua,
if still rain-PRS.IND.3SG in Managua
est-ará media inund-ada la ciudad.
be-FUT.IND.3SG middle flood-PTCP the city
“If it still rains in Managua, the city should be half flooded.”

d. ¡¿Pero tú qué sab-rás de los videojuegos?!
but you what know-FUT.IND.3SG of the videogames
“What would YOU know about videogames?”

e. ¿Tom-arás un café?
take-FUT.IND.2SG a coffee
“Would you like a coffee?”

The examples in (4) illustrate a split between semantic descriptions and the concrete and systematic ways
in which speakers use the synthetic future in discourse in order to generate specific meanings. From the
perspective of the language users themselves, these situated meanings (Linell 2009) are more relevant than the
semantic opposition between futurity and epistemic modality. This fact is well-known in Conversation Ana-
lysis, which describes constructions such as the synthetic future as tools for common sense methods that solve
specific problems in interaction (Bergmann 1981, Waynard and Clayman 2003), and has recently also been
acknowledged in corpus-linguistic research (Reuneker 2023). Deppermann (2020, 235) describes meaning in
interaction as situated, social, public, and construed in context. To quote Deppermann:

In many cases, it is not enough to retrieve meaning from the mental lexicon; the meaning [of an utterance] often has to be
construed for the specific circumstances and contexts of the interaction. While this necessity is obvious when considering
referential processes, other facets of meaning are highly context-specific, too, and cannot be easily derived from context-free
routines. (Deppermann 2020, 235; my translation)

These considerations explain why coding of corpus data in terms of concepts such as futurity and epistemic
modality is difficult. Indeed, several of the examples in (4) are ambiguous in terms of this opposition. For
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instance, (4e) can be interpreted as expressing futurity (‘Will you take a coffee (if I ask you)?’) or epistemic
modality (‘Is it the case that you take a coffee?’). This ambiguity appears to be unproblematic to the speakers in
interaction, which indicates that modality might not be a relevant semantic category in the type of meaning
negotiated by speakers in conversation. By contrast, ambiguity is a challenge to researchers trying to code
meanings in corpus data, as “inconsistencies in manual coding and inaccuracies in measurement introduce a
threat to the internal validity of our research by obscuring the signal that we seek to detect in our data”
(Larsson et al. 2020, 237). At least three strategies for dealing with this problem can be identified in corpus-
linguistic studies.

The first approach is to establish a coding category that collects all cases for which the intuitions of the
linguist are unclear. For instance, in (4), we might code (4a) as expressing futurity, (4b) and (4d) as expressing
epistemic modality, and (4c) and (4e) as unclear cases. While acknowledging ambiguity in interpretation is
relevant from the perspective of semantic change (Heine 2002), this type of coding introduces a category that
by definition escapes interpretation. In turn, no clear interpretation of any effect of such a variable on the
variation at hand is possible. Moreover, this approach does not solve the problem of subjectivity of coding
procedures, since unintelligibility is in itself a (gradual) measurement. Consequently, we would expect dif-
ferent coders to also differ in terms of their assignment of cases to the ‘unclear’ category. Some variationist
studies, like for instance Nuyts and Byloo (2015) and Míguez (2021), hedge this problem by coding for all
possible meanings for a token at the same time. This coding procedure would seem to imply that each of
the meanings is equally possible for this token, creating other analytical problems.

A second approach is to use inter-rater reliability (IRR) procedures, as detailed by Plonsky and Derrick
(2016). IRR measures the degree of agreement between several coders over the same stimulus from the corpus
data. While IRR thus greatly enhances confidence in the relevance of the coding, it necessarily works with
predefined meaning categories which are explained in the coding scheme. As a result, the situated meanings of
the stimuli in question are still inaccessible to this methodology. For instance, Reuneker (2023) tests which
of three classifications of conditionals taken from the linguistic literature produces the highest IRR in a group
of raters. All of these classifications are based on introspective interpretations by the linguists who established
them. While Reuneker’s results indeed suggest significant differences in the IRR of the three classifications, he
rightly concludes that from the perspective of the speakers themselves, the main function of conditionals may
be argumentative (Reuneker 2023, 415–6). This description of conditionals, which is based on the actional
potential in discourse, is not systematically tested in the classifications.

A third strategy consists of not coding for any meaning, but simply analyzing morphosyntactic variation in
terms of contextual features which may or may not be related to the type of meaning expressed by the relevant
utterances. This approach is common in studies inspired by probabilistic grammar (Bresnan 2007, Szmrec-
sanyi 2013, Mazzola et al. 2022, to name but a few). For instance, Mazzola et al. (2022) analyze variation in
complementation patterns in Classical Spanish in terms of contextual predictors such as coreferentiality
between arguments in the main and complement clauses. The fact that these predictors significantly affect
the variation in question is then taken to motivate the interpretation that certain complementation strategies
indicate a higher degree of semantic and syntactic integration of the two clauses. This data-driven approach to
classification has the advantage that it is principally able to detect situated meanings on the basis of these
predictors. When used with explorative methods such as conditional inference trees (Tagliamonte and Baayen
2012), it can even detect contextual predictors not previously considered in the literature. However, it faces
two challenges. First, the interpretation of results strongly depends on the correctness of the premises
regarding the relationship between predictors and situated meanings (e.g., coreferentiality as an indicator
of semantic and syntactic integration). These premises are typically not tested systematically. Second, there is
no principled way of assessing howmany contextual predictors are necessary to distinguish situated meanings
and predict variation. However, to test a large set of predictors and/or predictor levels, equally large data sets
are necessary and not always available. As a result, most analyses in the probabilistic grammar framework
only test a subset of variables assumed as specifically relevant.
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3 Situated meaning as a latent construct

These problems notwithstanding, the data-driven approach to classifying meanings in corpus data is pro-
mising. Both Usage-Based Linguistics and Conversation Analysis describe meaning as an emergent property in
interaction and propose that interactional meanings are best described in terms of contextual properties of the
utterance. I consequently assume that (a) decontextualized meanings need to be described as meaning poten-
tials and (b) meaning is not bound to the speaker’s intention but emerges in interaction.

The distinction between decontextualized and situated meanings is taken from Dialogic Syntax (Linell
2009). Linell assumes that:

The meaning of a lexical item, that is, a word, is not a fixed set of semantic features all of which are always activated (that is, in
all usage events involving the word). Instead, we seem to be faced with a ‘meaning potential’, which can be thought of as a
structured set of semantic resources that are used in combination with contextual factors to prompt and give rise to situated
meanings. It is part of meaning potential theory that potentials always, not just sometimes, interact with contextual factors.
(Linell 2009, 330)

This concept is strongly reminiscent of the notion of coercion in theories of argument structure and construc-
tion grammar (Pustejovsky 1993, De Swart 1998, Michaelis 2004, Pustejovsky and Jezek 2008, Boas 2011) and has
been successfully applied to the study of grammatical meanings. For instance, Gras and Sol Sansiñena (2015)
analyze discourse-connective que-constructions in Spanish (5). They develop a typology of situated meanings
of these constructions on the basis of (a) the type of contextual information that que refers to, (b) co-occurrence
of linguistic resources such as predicate type and information structure, and (c) position in the conversational
sequence. In doing so, they are able to identify a common decontextualized meaning to the use of que in
all of the studied instances; que always has an indexical function pointing to a piece of information in the
context.

(5) Que me gust-a mucho ir al cine.
que to.me like-PRS.IND.3SG a.lot go.INF to.the cinema
“I love going to the cinema.”

This type of description of situated meanings conforms to a central assumption of Conversation Analysis,
namely that meaning is not bound to the speaker’s intention (González-Lloret 2010, 61). Rather, participants
construe meaning in interaction by reciprocal reference to sequential utterances. To quote Rossi (2020, 1):

Interaction unfolds as a chain of initiating and responding actions. This chain is a source of internal evidence for the meaning
of social behavior as it exposes the understandings that participants themselves give of what one another is doing.

From the theoretical perspective developed in this section of the article, situated meanings are expected to
arise regularly from the combination of linguistic and contextual clues employed by the participants in the
interaction. Crucially, these clues are proxies to meaning not only to the analyzing linguist but also to the
speakers themselves. This means that situated meanings are social concepts that are not directly observable,
but deduced from the interlocutors’ behavior in interaction.

In line with this description, I contend that situated meaning can be described as a latent construct, a
notion that is widely used in the context of psychology and the social sciences. Latent constructs are psycho-
logical or social concepts that cannot be observed directly. Rather, they are inferred from the way that people
behave (Perron and Gillespie 2015, 93–118). Latent constructs are often used to explain complex phenomena
and to make predictions about behavior. For example, Armstrong et al. (2011) describe the concept of psycho-
logical resilience as a latent construct that can be measured in terms of a person’s performance regarding
emotional self-awareness, expression, and self-control.

If situated meaning is a latent construct, this does not only suggest that they can be measured using
proxies, but also that the sense-making function of each of these indicators should not be considered in
isolation. Rather, situated meanings arise through specific combinations of these indicators. This means
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that standard distributional analysis employed in probabilistic grammar and variationist linguistics can model
the relationship between proxies and situated meanings only partially, and another type of statistical analysis
is necessary. In order to do so, I propose to employ LCA, a statistical method that is able to model the combined
effect of different proxies on latent constructs.

LCA is a statistical modeling technique used to identify unobserved groups or classes within a population
based on their responses to a set of observed variables (Lazarsfeld 1950, Lazarsfeld and Henry 1969, Andersen
1982, Nylund-Gibson and Choi 2018). It was originally developed in order to describe the interrelatedness of
items in sociological questionnaires (Green 1952, 71). In linguistics, LCA has recently been employed in first and
second-language learning studies, where it is used to identify learner types or to generate profiles of bilingual
skills of learners (Matthews and Bannard 2010, Ukoumunne et al. 2012, Halpin et al. 2021, Zhang et al. 2021,
Black 2022, Gutiérrez et al. 2023).

As summarized in Nylund-Gibson and Choi (2018, 441–2), the main advantages of using LCA over similar
statistical grouping methods such as factor and cluster analysis (Adli 2013), as well as the behavioral profiles
approach based on co-occurrence tables (Gries and Divjak 2009, Glynn 2014) are that (a) LCA is geared towards
the identification of latent classes, not ‘superficial’ correlations between variables in question and (b) LCA is
model-based, permitting evaluation of the goodness of fit to the data.

For each individual in a population, LCA describes the probability that given a set of latent class indicators
observed for this individual, the individual belongs to one of the emergent latent classes. In doing so, the model
assumes local independence for each of the indicators of the latent classes. This means that “any association
among the observed indicators is assumed to be entirely explained by the latent class variable, and once the
latent class variable is modeled the indicators are no longer associated” (Nylund-Gibson and Choi 2018, 442).
LCA yields two parameters: relative latent class size and conditional item probabilities (Nylund-Gibson and
Choi 2018, 442). The latent classes identified by the model are mutually exclusive and exhaustive. In other
words, each individual can only belong in one of the latent classes. The conditional item probabilities describe
the probability for an individual to be included in each of the latent classes.

The results from LCA crucially hinge on the assumed set of latent classes. In order to determine the correct
set of assumed latent classes, LCA employs a systematical process of model selection termed class enumeration
(Nylund-Gibson and Choi 2018, 443–7). In this article, I will employ the forward-selection process recom-
mended by Nylund-Gibson and Choi (2018, 443). Thus, the selection process starts from a one-class LCA, which
serves as a comparative baseline for more complex models. The number of assumed classes is increased
incrementally while observing to which degree this increase in complexity enhances the validity of the model.
Model fit is measured using information criteria such as the Bayesian information criterion (BIC) and/or
likelihood-based tests. Nylund-Gibson and Choi (2018, 443) recommend a conservative approach to class
enumeration and avoid overspecification.

The application of LCA to corpus data in order to identify situated meanings requires treating each token
of the studied construction as an individual, the situated meanings as the latent classes, and the contextual
factors observed for each token as indicators of the respective latent classes. In the remainder of this article, I
will illustrate this application for a case study in Spanish grammar, namely the Spanish verbal periphrases
tener que + infinitive and deber + infinitive.

4 The situated meanings of Spanish modal verbal periphrases

Spanish employs many verbal periphrases to express temporal, aspectual, and modal grammatical meanings
(Fernández de Castro 1990, Gómez Torrego 1999, Pusch and Wesch 2003, Martínez Gómez 2004, García Fer-
nández 2012, Garachana Camarero 2017). There is variation between the periphrases tener que + infinitive and
deber + infinitive, which can both be used not only to express deontic obligation (6) and necessity (7), but also
epistemic necessity (8). Tener que and deber + infinitive furthermore compete with the quasi-synonymous
variant deber de ‘must of’ + infinitive in these contexts.
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(6) a. Ten-go que devolv-er el dinero.
have-PRS.IND.1SG that return-INF the money

b. Deb-o devolv-er el dinero.
must-PRS.IND.1SG return-INF the money

c. Deb-o de devolv-er el dinero.
must-PRS.IND.1SG of return-INF the money
“ I have to to return the money.”

(7) a. Ten-go que estudi-ar para aprob-ar el examen.
have-PRS.IND.1SG that study-INF to pass-INF the exam

b. Deb-o estudi-ar para aprob-ar el examen.
must-PRS.IND.1SG study-INF to pass-INF the exam

c. Deb-o de estudi-ar para aprob-ar el examen.
must-PRS.IND.1SG of study-INF to pass-INF the exam
“I need to study in order to pass the exam.”

(8) a. Mallorca tien-e que ser muy bonita
Majorca have-PRS.IND.3SG that be.INF very beautiful

b. Mallorca deb-e ser muy bonita.
Majorca must-PRS.IND.3SG be.INF very beautiful

c. Mallorca deb-e de ser muy bonita.
Majorca must-PRS.IND.3SG of be.INF very beautiful
“Majorca must be beautiful.”

Studies on the tener que - deber alternation indicate that tener que is more likely to express the deontic
readings in (6)–(7), whereas deber is more likely to express the epistemic reading in (8) (Sirbu-Dumitrescu
1988, 141, Fernández de Castro 1999, 186, RAE 2009, Olbertz 2017, 5). Deber de is even more likely than deber
to express epistemic readings (Balasch Rodríguez 2008, Blas Arroyo 2011, Eddington and Silva-Corvalán
2011). While these studies rely on introspection or manual classification of these readings in the data, other
studies on modal periphrases have shown that the difference between these readings can be measured in
terms of factors such as tense, predicate type, grammatical person, and diathesis (Blas Arroyo 2011, Rose-
meyer 2017).

In a recent study, Thegel and Lindgren (2020) reinterpret this contrast in terms of a difference between the
expression of subjective and intersubjective attitudes by the speaker. Thus, they claim that tener que typically
expresses subjective meanings, in which the speaker alone is marked responsible for her attitude towards the
proposition. In contrast, deber expresses intersubjective meanings, in which the attitude is attributed to a
group of persons including the speaker (Thegel and Lindgren 2020, 5). They present a variationist analysis on
the basis of concepts from probabilistic grammar, which shows the tener que - deber alternation to be sensitive
to tense, polarity, grammatical person, and diathesis (in particular, the distinction between human and
impersonal subjects). These parameters are taken to be indicative of the distinction between subjective and
intersubjective meanings.

The significant overlap between the parameters used by Thegel and Lindgren (2020), on the one hand, and
Blas Arroyo (2011) and Rosemeyer (2017), on the other hand, illustrates the difficulties of the probabilistic
grammar approach when faced with the interpretation of the results. Indeed, from the theoretical perspective
developed in this article, it is necessary to consider the interplay between the studied predictor variables in
order to describe constructional variation in terms of semantic differences. These considerations allow me to
formulate a first research question:

RQ1: To which degree does a treatment of situated meanings as latent constructs improve existing descrip-
tions of the tener que - deber (de) alternation?

Thegel and Lindgren’s reinterpretation of the semantic opposition between deontic and epistemic read-
ings as a contrast between subjective and intersubjective readings moreover points to the fact that situated

Data-driven identification of situated meanings in corpus data using Latent Class Analysis  7



meanings need to be interpreted as social actions (cf. the discussion in Section 2). The results from their article
thus raise the question of whether variation between tener que + infinitive and deber + infinitive is best
explained using the traditional description in terms of modal meanings or the contrast between subjective and
intersubjective readings. This leads to the second research question:

RQ2: Is the variation between tener que + infinitive and deber (de) + infinitive best explained in terms of
modality or subjectivity?

Finally, several studies have shown the relevance of social factors for the opposition between deber and
deber de + infinitive. The results from the study by Blas Arroyo (2011) suggest that in comparison to deber +
infinitive, the use of deber de + infinitive appears to be more likely in so-called intensifying contexts such as
exclamatives or clefting (Blas Arroyo 2011, 25). This result can be seen to relate to the fact that the use of deber
de is more likely in spontaneous, colloquial conversation (Blas Arroyo 2011, 26–7). This result was replicated
using genre analysis by Rosemeyer (2017) for Renaissance and Modern Spanish. In his corpus dated between
1,500 and 2,015, the use of deber de is relatively more likely in comparison to deber in genres that instantiate a
lower register (in particular, theater plays and narrative texts). Both Blas Arroyo (2011) and Rosemeyer (2017)
suggest that these extralinguistic factors might actually be more relevant for the deber - deber de + infinitive
alternation than modality. However, Rosemeyer’s (2017) results also suggest an influence of normative lan-
guage policy on the alternation. Already in the eighteenth century, prescriptive grammars of Spanish suggest
that deber de should be used for the expression of epistemic modality and deber for deontic modality (Blas
Arroyo 2014). It seems plausible to assume that social speaker characteristics moderate the typical situated
meanings of deber and deber de in discourse, since speakers with a higher SES have frequently been found to
be more likely to follow conservative prescriptivist rules in grammar (for some examples, consider Trudgill
1974, Poplack and Walker 1986, Holmes 1995). Therefore, the third research question is:

RQ3: To which extent is the variation between tener que + infinitive and deber (de) + infinitive governed by
social speaker characteristics?

4.1 Data and coding procedures

I extracted all n = 1,233 cases of tener que + infinitive, n = 84 cases of deber + infinitive, and n = 52 cases of deber
de + infinitive from the Peninsular Spanish section of the PRESEEA. Together, these tokens add to a final
dataset of n = 1,369 cases.

PRESEEA is a dialectal corpus of semi-structured spoken sociolinguistic interviews in Spanish. The
Peninsular Spanish section of the PRESEEA includes 88 interviews of about 916,000 words dated between
1988 and 2011, recorded in Alcalá de Henares, Granada, Madrid, Málaga, and Valencia. The PRESEEA is an
adequate corpus for the investigation of the three research questions raised in the previous section because (a)
it includes spoken, relatively informal, language and (b) it is a socially stratified corpus that represents
variation in terms of age, gender, and SES (education and current job) of the speakers.

The data were coded manually in terms of (a) the difference between different modal meanings assumed
in the literature and (b) ten contextual parameters that were assumed to be indicators of these meanings.

The manual coding of types of modal meanings was carried out using the standards described by Larsson
et al. (2020). First, a coding scheme was established in which three types of modal meanings that tener que +
infinitive and deber (de) + infinitive can express were distinguished. Deontic obligation readings imply that
external circumstances force the referent of the subject to realize an action (9). Deontic necessity readings
imply that the referent needs to realize an action to fulfil a desired goal (10). Finally, probability readings can
be described in terms of epistemic necessity; i.e., the proposition is presented as hypothesis (11).
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(9) The speaker talks about her daughter, who has a mental disability. (Madrid, 2002, MADR_M33_054)
tuve que met-er=la en una residencia porque
have.PST.PFV.IND.1SG that put-INF=her in a residence because
mi marido est-uvo enfermo diez años
my husband be-PST.PFV.IND.3SG sick ten years
“I had to put her in a residence because my husband was sick for 10 years”

(10) The speakers are discussing the difficulties of sleeping at an altitude of over 3,000 meters.
(Granada, 2008, GRAN_H12_019)
Es que el cuerpo se tiene que acostumbr-ar
be.PRS.IND.3SG that the body REFL have.PRS.IND.3SG that get.used-INF
“The body needs to accustomed to it [the height]”

(11) The speaker is explaining why she never became a mother. (Granada, 2009,_GRAN_M11_040)
eso tiene que ser una tarea muy difícil
this have.PRS.IND.3SG that be.INF a task very difficult
educ-ar a un niño
educate-INF to a child
“It must be a very difficult task to educate a child”

From the n = 1,369 cases of tener que + infinitive and deber (de) + infinitive, a random selection of n = 100
was coded by both the author and a native speaker of Spanish in terms of this coding scheme. Inspection of the
results revealed an Inter-Rater-Agreement score of 0.67. The commonly used Inter-Rater-Agreement scale by
Landis and Koch (1977) considers scores between 0.61 and 0.80 to suggest ‘substantial agreement’ (Larsson
et al. 2020, 243).

The data were also coded in terms of ten contextual predictors, which were hypothesized to indicate both
the type of expressed situated meanings and the alternation between tener que + infinitive and deber (de) +
infinitive on the basis of the previous literature on this topic (in particular, Blas Arroyo 2011, Rosemeyer 2017,
Thegel and Lindgren 2020). These predictors describe properties of the subject (Person, SubjRef), verb (Aspect,
Mood, Tense, and PredType), syntactic properties (Neg and Subordination), and pragmatic properties (Punc-
tuation, InTurn). Table 1 summarizes these coding procedures, as well as the frequency distributions.

Before continuing to discuss the analysis itself, a brief discussion of the selection of these parameters as
possible indicators of situated meanings is in order. In its original application for the analysis of sociological
questionnaires, the selection of the possible indicators was relatively straightforward because it was limited by
the elements in the questionnaire. When applied to corpus data, however, there does not appear to be an a
priori limit to the linguistic indicators used in LCA. As mentioned above, in this article, I focused on indicators
that previous literature believes to be proxies of the distinction between epistemic and deontic modal meaning
precisely because this allows me to compare the relevance of modality for the description of the situated
meanings identified by the LCA. This is not to say that my approach is exhaustive; in fact, adding more
indicators may result in the identification of more situated meanings. Because an approach that includes
(many) more indicators leads to increasingly complex models, it will necessitate more data and processing
power. Finally, the description of the resulting latent classes will become more complex.

4.2 Analytical approach

I identified contextual profiles of the usage of tener que + infinitive and deber (de) + infinitive based on the ten
variables using LCA. The analysis was carried out using the poLCA package (Linzer and Lewis 2011) in R
(R Development Core Team 2024). The model estimated the posterior probability of membership in each class
for each token in the dataset. Classes were interpreted on the basis of the average probability of each
contextual predictor in a given class and compared to the manual coding of modal meanings of the tokens.
Data and R code are publicly available on the OSF site for the project (Rosemeyer 2024).
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The discrete class assignment of the selected five-class model to the data was subsequently used in a series
of regression models that calculated the correlations between class membership and (a) selection of tener que
+ infinitive or deber (de) + infinitive, as well as (b) socioeconomic indicators for the speakers. These results are
presented in Section 5.

4.3 Descriptive results

The first step of the analysis consisted of a LCA to identify the situated meanings of tener que + infinitive and
deber (de) + infinitive in the dataset. I estimated models with up to ten classes without additional covariates. As
proposed by Linzer and Lewis (2011, 6–7), a five-class model was chosen as the preferred model on the basis of
the lowest BIC value (Table A1 in the appendix for model fit statistics). The discrete class assignment was used
for the descriptive results showing the composition of classes. Figure 1 visualizes the composition of classes in
terms of the ten contextual variables.

A first approach to the description of these latent classes is to analyze their relationship to the manual
coding in terms of modality. Table 2 summarizes the distribution of modal meanings in terms of the latent
classes. Inspection of relative frequencies suggests that the latent classes partially represent the difference
between the modal readings. In particular, Class 1 appears to mostly contain tokens expressing deontic

Table 1: Coding procedures for contextual predictors

Predictor Description Levels n

Person Person morphology 1sg 108
2sg 337
3sg 426
1pl 108
2pl 16
3pl 181

SubjRef Type of subject referent Animate 624
Collective 212
Impersonal 337
Inanimate 196

Aspect Verbal aspect Imperfective 1,198
Perfective 148
Progressive 23

Mood Verbal mood Indicative 1,268
Subjunctive 34
Conditional 67

Tense Verbal tense Present 915
Past 422
Future 32

PredType Predicate type TelicAction 870
AtelicAction 179
State 320

Neg Negation False 1,250
True 67

Subordination Syntactic subordination (typology adopted from Huddleston and Pullum 2004) MainClause 841
ContentClause 373
RelativeClause 155

Punctuation Punctuation type (as annotated in the corpus) Declarative 1,244
Exclamative 63
Question 62

InTurn Position in turn Initial 134
Non-initial 1,235

10  Malte Rosemeyer



obligation. While results for the other classes are less clear, deontic necessity readings are particularly
frequent in Class 3 and epistemic necessity readings are relatively frequent in Class 4. Classes 2 and 5 mostly
contain deontic obligation and necessity readings, with no clear specialization. The results of the LCA thus
point to the necessity of considering more specialized situated meanings that can only partially be explained in
terms of the modal meanings of tener que + infinitive and deber (de) + infinitive. Note also that the relative
class sizes of the latent classes differ greatly. Classes 2 and 3 have the highest population share, followed by
Classes 4 and 5. Class 1 has the lowest population share.

Let us now turn to the description of the latent classes in terms of situated meanings, starting with the
classes that contain a high proportion of cases coded as expressing deontic obligation. While this qualitative
analysis is inspired by notions from Conversation Analysis and Interactional Linguistics, it is important to
mention that I cannot analyze the examples frommy corpus in the same detail. Rather, I will try and derive the
situated meanings on the basis of the description of the commonalities of the contextual configurations
identified by the LCA.

Figure 1: Posterior probability of predictor levels by latent class representing situated meanings.

Table 2: Distribution of modal meanings by latent classes in the dataset

Latent class Modal meaning (manual classification) Sum n by latent class

Deontic obligation Deontic necessity Epistemic necessity

n % n % n % n

1 101 86 10 9 6 5 117
2 261 61 149 35 18 4 428
3 119 33 235 65 6 2 360
4 33 13 114 47 98 40 245
5 116 53 99 45 4 2 219
Sum n by modal meaning 630 607 132 Total n 1,369
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Class 1 represents a contextual configuration in which the verb typically has first-person morphology and
the subject refers to an animate referent. The verb is almost always inflected for perfective past and indicative
mood and expresses a telic action. Compared with the other classes, the utterance is more likely to be coded as
a declarative main clause, although there is a slightly higher proportion of exclamatives than in all other
classes except Class 2. Both the probability for the utterance to be negated is lower, and for the utterance to be
turn-initial is lower in Class 1 than in all other classes.

As a typical case for a Class 1 meaning, consider example (12).1 In examples of this type, the speaker is
describing a past action as motivated by exterior circumstances. The reasons for this delegation of responsi-
bility can be due to the fact that admitting to the action frequently threatens the face of the speaker. Dropping
out of school or sending your child to a residence, as in example (9), are actions that are viewed as undesirable.
In other examples, the actions are simply unexpected in terms of the ongoing narration, likewise calling for
attribution to external causes. While the meaning of tener que and deber (de) + infinitive in this class can easily
be described as a modal meaning, namely deontic obligation, I define the situated meaning expressed by Class
1 tokens as ‘delegation of responsibility’. Note that in terms of the description by Thegel and Lindgren (2020),
this type of situated meaning expresses subjective modality, as the attitude in question is not shared by A and B
but by A alone.

(12) A is explaining why he never finished school although he believes he would have been a good student
(Málaga, 1992, MALA_H11_114)
A: yo podía haber sido buen estudiante lo que pasa es que lo dejé

“I could have been a good student, what happened is that I quit”
lo tuve que dejar
“I had to quit”

B: por problemas familiares, no?
“because of problems with the family, no?”

Class 2, the latent class with the highest population share, represents a contextual configuration that
resembles Class 1 in various respects. In particular, the verb typically has first-person morphology and the
subject consequently refers to an animate referent, although the posterior probability for first-person plural
morphology is much lower than in Class 1. As in Class 3, the verb is more likely to express telic and sometimes
atelic actions and to be inflected for past tense than in the other latent classes. However, in Class 1, it is much
more likely to be inflected for present tense than in Class 2. Moreover, the verb in Class 3 configuration is
typically inflected for the imperfective aspect. As in Class 1, negation is very unlikely in Class 2 configurations,
the utterance is typically annotated as a declarative, and the utterance is unlikely to be turn-initial.

Given that the contextual configuration of Class 2 and Class 1 readings is similar, the readings are also
expected to be similar in various respects. However, a close look does show that there are differences in these
situated meanings. The tener que + infinitive token in (13) exemplifies Class 2 readings.

(13) Interaction near the end of the interview (Alcalá, 1998, ALCA_M23_010)
A: ¿ahora te vas?

“Are you leaving now?”
B: bueno no cuando termine

“well, no, when I am finished”
A: ¡ah! porque yo te iba a decir que iba a Simago/que te dejaba en Simago que ya te pillaba muy cerquita

“ah! because I wanted to tell you that I will pass by Simago/I could drop you off at Simago and that
is very close to your place”



1 Given that the linguistic properties of the examples used to describe the latent classes are evident in the description itself and
that an extended context is necessary to understand them, I will leave out the interlinear glosses for these examples. Furthermore, I
will illustrate all latent classes using tener que + infinitive constructions to maximize comparability.
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B: ¡ah! no no/luego voy andando
“ah! no no/I will walk”

A: porque tengo el coche ahí
“because I have the car there”

B: es que me tengo que ir un poco más tarde pero
“the thing is that I have to leave a bit later but”

The main difference to Class 1 readings appears to be that Class 2 readings typically describe prospective
actions. The link between deontic readings and futurity is well-known in Spanish and other languages (Bybee
et al. 1994, 184–5, Schäfer-Prieß 1999, Hernández Díaz 2017). Indeed, in an example such as (13), tener que +

infinitive seems to be quasi-synonymous with a future construction such as me voy a ir un poco más tarde ‘I
will leave a bit later’. When used with imperfective past tense morphology, the action is prospective with
regard to the deictic center. In example (14), the action encoded with tener que + infinitive is prospective as
regards the described situation in the past.

(14) The speaker is telling about her move to a village (Madrid, 2002, MADR_M22_030)
B: bueno estuvimos muy poquito porque ya nos teníamos que volver

“well we only stayed for a little while because we already had to return”

Both in examples (13) and (14), the action described by tener que + infinitive is used to motivate a previous
move by the speaker. Thus, in (13), the fact that E has to leave a bit later is used to explain why B declined A’s
invitation to give her a lift. As in (12), tener que thus redresses a face-threatening act. In (14), the action encoded
with tener que gives the reason for the fact that B and her family only stayed a little while at the village. I define
the situated meaning expressed by Class 2 tokens as ‘motivation of another move’.

Crucially for my argument, examples such as (13) and (14) are difficult to code in terms of the distinction
between deontic obligation and necessity, as is reflected by the fact that Class 2 contains a significant share of
cases coded as expressing either meaning (Table 2). Indeed, whether or not the subject referent needs to
realize an action due to external or internal circumstances is irrelevant as regards the situated meaning of
motivating a previous move.

The contextual configuration of Class 5 presents an even more balanced distribution in terms of the coding
of modal meanings. In Class 5, the verb is typically inflected for third person plural and the subject refers to a
collective referent. The verb is inflected for indicative present or imperfective past tense and expresses a telic
action. The utterance is likely to be coded as a non-negated declarative main clause in non-initial turn position.
Example (15) is prototypical for Class 5 configurations.

(15) The speakers are talking about television. B has just asked A whether he thinks that TV moderators
should speak norm-oriented Spanish. (Málaga, 1992, MALA_H11_114)
A: digamos que son personajes públicos, ¿no?

“let’s say that they are public persons, no?”
entonces tienen que dar una imagen/su imagen
“so they should give an image/their image”

B: entonces según la norma
“so following the norm”

In (15), A uses the tener que + infinitive construction to make a suggestion. This suggestion is motivated in
terms of a type of intersubjective necessity; the speaker believes that it is in the best interest of society that TV
moderators appear serious and thus speak norm-oriented Spanish. Previous studies describe this type of
meaning as ‘modal necessity’ (López Izquierdo 2008, Hernández Díaz 2017, 210–1) or ‘weak obligation’ (Bybee
et al. 1994, 186–7). In line with Bybee et al.’s description, weak obligation readings represent situations in
which the fact that an obligation is not fulfilled, the consequences are not as serious as in strong obligation
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cases. This is clearly the case in Class 5 readings. I define the situated meaning expressed by Class 5 tokens as a
‘suggestion of a future collective action’.

Example (16), belonging to Class 5, shows that the situated meaning of suggesting a future collective action
is not necessarily bound to the use of third-person morphology. The speaker A suggests that society should
abolish the lottery because it is in their best interest. The first-person morphology is used to express inclusive
reference, i.e., refer to both the speaker and society as a whole. Examples (15) and (16) furthermore demon-
strate that suggestions of a future collective action are clearly intersubjective readings; in both cases, the
speaker assumes that “the attitude in question is shared between the speaker and a larger group of people”
(Thegel and Lindgren 2020, 5).

(16) The speakers are talking about the lottery. I just mentioned that many people play the lottery a lot in Spain.
(Málaga, 1999, MALA_H33_714)
A: pero ¡vamos!/que eso es peligroso ¿eh?

“but hey this is dangerous, eh?”
eso es un vicio
“this is a vice”
y como tal vicio yo creo que tenemos que eliminarlo
“and as a vice I believe that we should eliminate it”

Let us now turn to the description of Class 3, the second largest latent class, which moreover contains a
relatively large population of tokens coded as expressing deontic necessity. In Class 3, the verb is typically
inflected for the second-person singular and the subject expresses impersonal reference. The verb is inflected
for indicative present tense and expresses a telic action. The utterance is likely to be coded as a declarative
main clause in a non-initial turn position. Negation is more likely in Class 3 than in all of the other latent
classes. As a typical example for this class, consider (17).

(17) A and B are talking about fishing trout. While A goes fishing a lot, B does not appear to be familiar
with fishing. A just explained that trouts are very clever and hard to catch even if you wait all day
with the fishing rod. (Granada, 2008, GRAN_H32_032)
A: no vas a pescar ninguna

“you will not catch any trout”
te tienes que ir a otro sitio
“you need to go to another place”
y tienes que ir como sorprendiéndolas para pillarlas
“and you have to make an effort to surprise them to catch them”

In Class 3, impersonal reference is expressed using the so-called tú impersonal, whose use is much more
frequent in spoken Spanish than the use of the more formal uno ‘one’ (DeMello 2000, Guirado 2011, Kluge 2016,
Posio 2017). As described by Kluge (2016, 502), the use of the second person invites speaker B to insert
themselves in the position of the person fishing for trouts. This use of the second person clearly expresses
an intersubjective meaning very much similar to Class 5 readings; the steps for catching a trout described in
(17) are necessary and ‘reasonable’ (Thegel and Lindgren 2020, 13) not only for the speaker but also for the
hearer and indeed, everyone.

The situated meaning instantiated by Class 3 configurations is also similar to the one in Class 5. In (17),
speaker A makes a suggestion about a type of action that is required in all cases where one is trying to catch a
trout. The genericity of the statement is indicated by the use of present tense morphology. Class 3 readings thus
express weak obligation in the sense of Bybee et al. (1994, 186–7). In contrast to Class 5 readings, however, Class
3 readings are generic and do not express future reference. Furthermore, Class 5 readings assume that the
action is useful and beneficial to the entire community, whereas Class 3 does not. I define the situated meaning
expressed by Class 3 tokens as a ‘suggestion of an impersonal action’.
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As was described above, Class 3 tokens are more likely to be negated than all other latent classes. Example
(18) illustrates that negation does not seem to affect the situated meaning represented by Class 3 configura-
tions; A simply expresses a suggestion about an action that one does not need to realize in the generic situation
of traveling in the city. Examples of this type are described as realizing an intersubjective meaning by Thegel
and Lindgren (2020, 14–5).

(18) B asked A about his opinion about the metro and A is detailing the advantages of the metro. (Granada,
2008, GRAN_H32_032)
A: pues coges tu/metro/y te vas a Albolote/y no tienes que coger el coche

“so you take your metro and you go to Albolote and you do not need to go by car”

Finally, let us discuss the type of situated meaning expressed by Class 4 configurations, which differ from
the other latent classes in various respects. Recall that Class 4 unites a majority of tokens coded as expressing
epistemic necessity. In Class 4 contexts, the verb typically has third-person singular morphology and the
subject refers to an inanimate referent. The verb is almost always inflected for the present tense and very
frequently expresses a state. Although the indicative mood is extremely frequent, Class 4 is more likely to
involve conditional morphology than the other latent classes. As in the other latent classes, the utterance is
frequently coded as a declarative main clause; however, in Class 4 configurations, the probability of use of
question marks is higher than in the other latent classes. Likewise, the utterance to be turn-initial is higher in
Class 4 than in all other classes.

Example (19) is typical for this type of contextual configuration. The speaker uses the tener que construc-
tion in order to postulate a hypothesis inferred from the previous context. Thus, based on the fact that the
village inhabitants asked the helpers to leave, she infers that they are likely to be very proud about their
achievements. This situated meaning, which I will call ‘postulation of a hypothesis’, consequently has to be
described as a subjective meaning, since it represents an inference drawn by the speaker, which is not
necessarily shared by the other participants in the interaction.

(19) The speakers are talking about A’s travel to India. A narrates how she was shown around a group of
self-sufficient villages in which, after having received development assistance, the inhabitants
themselves administrate all aspects of daily life. (Granada, 2009, GRAN_M11_040)2

A: y los mismos pueblos le estaban diciendo que se podían ir ya de allí
“and the villages themselves told them [the helpers] that they could get out of there now”

y que podían ayudar a otras gentes
“and that they could help other people”
entonces eso para ellos tiene que ser un orgullo
“so they must be very proud”
llevan munchos años
“they have been doing this for many years”

As shown by example (19), the hypotheses postulated in Class 4 contexts frequently concern mental
attitudes because these attitudes are inaccessible to observation and need to be derived via inference. As a
result, they typically serve evaluative functions. This explains why tener que and deber constructions in Class 4
configurations are more likely to be used at the beginning of a turn than in other latent classes. Consider
example (20).



2 The adverb muncho ‘very’ is a dialectal variant of the adverb mucho. Use of muncho is frequent in Andalusian Spanish
(Pato 2013).

Data-driven identification of situated meanings in corpus data using Latent Class Analysis  15



(20) The speakers are talking about how things were much better before. They just discussed that
weddings were much better in earlier times. (Alcalá de Henares, 1998, ALCA_M22_028)
B: igual que el tema de que de lo de los hijos que antes nos íbamos de casa mucho más temprano

y ahora fíjate tú
“the same with the issue of the children, before we moved out much earlier and now mind you”

A: sí sí/no ahora ya ((laugh))
“yes yes/not anymore”

B: hay gente casi con treinta años que no se van nunca ¿no?
“there are people who are thirty and never leave, right?”

A: horrible
“horrible”

B: eso es por el te
“that’s because of”

A: tiene que ser horrible vamos
“that must really be horrible”

A’s utterance tiene que ser horrible is a reaction to B’s utterance hay gente casi con treinta años que no se van
nunca, ¿no?, which is designed to elicit negative evaluation by A. In terms of the terminology from Conversation
Analysis, this relationship can be described in terms of preference structure (Stukenbrock 2013, 234). The utterance
tiene que ser horrible is a preferred reaction to B’s utterance and is consequently used turn-initially.

Finally, the fact that Class 4 configurations are more likely to be annotated as an information request can
be explained in terms of the situated meanings expressed in these contexts. Due to the epistemic uncertainty
involved in the postulation of a hypothesis, the speaker frequently asks the hearer for confirmation of this
hypothesis. This correlation, which was already observed in a previous study on future tense and epistemic
modality in Spanish (Rosemeyer and Sansiñena 2022), is exemplified in example (21).

(21) A has just told B that he has attended a basketry workshop. (Málaga, 1991, MALA_M21_008)
A: para hacer co cestos de esos de/de mimbre

“to make baskets of those of/of wicker”
B: sí

“yes”
A: canastillos

“small baskets”
B: entonces eso tiene que estar bonito/¿no?

“so that must be nice/right?”
A: sí

“yes”

Table 3 summarizes the description of the five latent classes in terms of situated meanings and the
parameter of subjectivity in my data. In the next sections of this article, I will show how the relevance of
social parameters for this data-driven description of situated meanings and how using LCA significantly
improves the description of the variation between tener que + infinitive and deber (de) + infinitive.

5 Situated meanings and the variation between tener que and
deber (de) + infinitive

Having established a data-driven identification of the situated meanings of tener que and deber (de) + infinitive
in my corpus data, I now proceed to assess the relevance of these situated meanings, as well as the SES of the
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speakers, for the selection of the three periphrases. This section of the article will demonstrate that by treating
situated meanings as latent classes, an important problem in current variationist approaches, namely confu-
sion between the status of variables as dependent or predictor variables, can be overcome. Moreover, it will
show the data-driven description of situated meanings to be superior to the introspective classification of
meanings in terms of the degree of explained variation.

5.1 Analytical approach

The analysis of the variation proposed in this article entails a major change to the standard practice of describing
variation adopted in variationist analysis and probabilistic grammar. The description of situatedmeanings as social
practices by the speakers developed in Section 3 implies that the use of a specific linguistic form is motivated by the
speaker’s intent to express a certain situated meaning. Consequently, it is conceptually inconsistent to treat the
variation between use of tener que + infinitive and deber (de) + infinitive as the dependent variable in amultivariate
analysis. Rather, the periphrases are recruited by the speakers as contextual predictors of the situated meanings, in
the same way as the other predictors that were used in Section 4.3 to establish the five latent classes. I consequently
used a multivariate statistical approach in which the contribution of the use of tener que + infinitive and deber (de)
+ infinitive to the five latent classes was measured.

Moreover, this approach entails a new perspective on how to model the role of socioeconomic indicators for
the variation between tener que + infinitive and deber (de) + infinitive. The third research question, developed in
Section 4, asked to which extent the variation between tener que + infinitive and deber (de) + infinitive is governed
by social speaker characteristics. If the use of tener que + infinitive and deber (de) + infinitive is a contextual
predictor of the situated meanings modeled as five latent classes, this research question needs to be answered in
terms of the manner in which the use of these periphrases to express the situated meanings is moderated by
socioeconomic speaker status. In other words, it is necessary to investigate SES in interaction with tener que +

infinitive and deber (de) + infinitive as predictors of latent classes. This can be schematically illustrated as in (22),
where ‘∼’ means ‘predicted by’ and ‘:’ designates an interaction effect between the two predictor variables.

(22) Latent Class ∼ Periphrasis: Socioeconomic Status

Note that in (21), SES is modeled as a single predictor, although SES is measured using several variables such as
income, education, etc. Just like the situated meanings, the classification of speakers into groups representing SES
was operationalized using LCA. This is standard practice in social demography (consider, for instance, Lowthian
et al. 2021, Hammami et al. 2022). The results from this LCA will be presented in the next section.

5.2 Latent speaker classes

SES of the participants was measured using five variables coded in the PRESEEA corpus for the speakers,
which are described in Table 4, namely level of education, speaker age, sex, income, and role in the conversa-
tion. The SpeakerAge variable was coded using the distribution quartiles.

Table 3: Summary of description of latent situated meanings

Latent class Situated meaning Subjectivity

Class 1 Delegation of responsibility Subjective
Class 2 Motivation of another move Subjective
Class 3 Suggestion of an impersonal action Intersubjective
Class 4 Postulation of a hypothesis Subjective
Class 5 Suggestion of a future collective action Intersubjective
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Note that this information is not given to all of the speakers in the corpus. For the analysis presented in the
remained of this section, I consequently had to eliminate the data from n = 28 speakers, corresponding to n =

132 tokens of tener que + infinitive and deber (de) + infinitive in our dataset, from the data. The final dataset
thus consisted of n = 1,237 tokens of tener que + infinitive and deber (de) + infinitive, produced by n = 98
speakers.

In the same manner as in Section 4, I identified latent speaker profiles based on five variables using LCA.
The model estimated the posterior probability of membership in each class for each speaker in the speaker
dataset. I again estimated models with up to ten classes without additional covariates. Based on the lowest BIC
value, a two-class model was chosen as the preferred model (Table A2 in the appendix for model fit statistics).
The discrete class assignment was used for the descriptive results showing the composition of classes. Figure 2
visualizes the composition of the two speaker classes in terms of the five contextual variables.

The two identified latent classes clearly distinguish speakers in terms of SES. Class 1 speakers generally
have a lower degree of education and a lower income than Class 2 speakers. Class 1 speakers are overwhel-
mingly participants, whereas a majority of the speakers assigned to Class 2 are interviewers. This fact probably
explains the age and sex effects: Class 2 speakers are more likely to be women in the age group between 42 and
59 than Class 1 speakers, whereas, in line with the aim of the corpus to be representative in terms of social
factors, the group of Class 1 speakers is more balanced.

5.3 Multivariate results

In this section, I report results from two multinomial logistic regression analyses measuring the correlation
between situated meanings expressed by the three periphrases under study (tener que + infinitive, deber +

infinitive, deber de + infinitive) and two predictor variables: (a) the formal difference between the three
periphrases and (b) the posterior probability for a speaker to be assigned to the second speaker class, which
represents a higher SES. I was able to model SES as a numerical variable representing the posterior probability
of assignment of the second speaker class due to the fact that only two latent classes were identified by the LCA
in Section 5.2. This operationalization increases the statistical resolution for the SES variable. I also tested for
an interaction effect between the two predictor variables. The coding of the predictor variables is described in
Table 5.

I was interested in the extent to which a description of situated meanings as latent constructs improves
existing descriptions of the tener que - deber (de) alternation. Consequently, I calculated two multinomial
regression models that only differ in terms of the dependent variable. The dependent variable in Model 1 was
the manual coding of the data in terms of the distinction between deontic obligation, deontic necessity, and

Table 4: Predictors of latent speaker classes

Predictor Levels n

SpeakerEducation Low 22
Mid 24
High 55

SpeakerAge 20–29 24
30–41 24
42–59 31
60–83 19

SpeakerSex Woman 54
Man 44

SpeakerIncome Low 40
High 58

SpeakerRole Participant 68
Interviewer 30
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epistemic necessity. The dependent variable in Model 2 was the latent classes representing situated meanings
identified in Section 4.

The use of multinomial logistic regression analysis (Orme and Combs-Orme 2009, Ch. 3, Levshina 2015,
277–89) was necessary because the dependent variable was modeled in terms of a discrete assignment of
either the coded modal meanings (Model 1) or one of the five latent classes representing situated meanings
(Model 2) to each case in the data. The analysis was performed in R (R Development Core Team 2024), using the
nnet package (Venables and Ripley 2002). No model selection process was conducted due to the fact that only
two predictor variables were analyzed. For both models, all levels of the dependent variables were tested as
reference levels. The full results for the two regression analyses are given in Tables A3 and A4.

Model 1, with the dependent variable Interpretation, found significant main effects for the predictor
variables Periphrasis and SES. However, the model failed to find statistically significant differences between
the use of tener que and deber de, as well as deber and deber de, in terms of the dependent variable
Interpretation. In other words, the model only successfully explains the choice between tener que and deber.

As evident in Figure 3, the model predicts deontic obligation and epistemic necessity readings to be expressed
using tener que. In contrast, deber is most likely to express deontic necessity readings. Note that tener que is actually
more likely to express epistemic necessity than deber, an effect that reached statistical significance.

Model 1 also predicts epistemic and deontic necessity readings to be more likely the higher the probability
for the speaker to belong to Latent Speaker Class 2, representing a higher SES. This effect is significantly
stronger for deontic than for epistemic necessity readings. Finally, the interaction effect between Periphrasis
and SES did not reach statistical significance irrespective of the reference level of the dependent variable.

Figure 2: Posterior probability of predictor levels by Latent Speaker Class.

Table 5: Description of predictor variables used in the multinomial logistic regression models

Variable Description Levels

Periphrasis Periphrasis type tener que + infinitive
deber + infinitive
deber de + infinitive

SES Socioeconomic status measured in terms of the probability of a
speaker to belong to Latent Speaker Class 2 as opposed to Latent
Speaker Class 1

Numerical variable, with a range from 0 (lowest
probability) to 1 (highest probability)
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Model 2, which measured the correlation between the latent classes measuring situated meanings, found
significant main effects for the predictor variables Periphrasis and SES, as well as the interaction term. Figure 4
visualizes these results as marginal effects.

Regarding the main effects, Model 2 finds tener que to be particularly likely to express Class 2 (‘Motivation
of another move’) and Class 3 readings (‘Suggestion of an impersonal action’). The use of deber and deber de is
significantly less likely in these contexts. While tener que is not particularly likely to be used to express Class 1
readings (‘Delegation of responsibility’), it is significantly more likely to do so than deber and deber de. As to
deber, the findings from Model 2 show this periphrasis to be particularly likely to express meanings classified
as Class 4 (‘Postulation of a hypothesis’). Finally, deber de is most likely used to express Class 5 meanings
(‘Suggestion of a future collective action’), although it is also significantly more likely than tener que to be used
to express Class 4 meanings.

The main effect of SES is not easily apparent in Figure 4 because of the significant interaction with
Periphrasis. Model 2 predicts that the higher the probability that the speaker belongs to Latent Speaker Class

Figure 3: Marginal effects plot of the main effects of Model 1 (multinomial logistic regression with the dependent variable
Interpretation).

Figure 4: Marginal effects plot of Model 2 (multinomial logistic regression with the dependent variable LC).
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2, which represents the highest SES, the more likely Classes 2, 3, and 4 readings are. As evident in Figure 4, this
effect is moderated by the used type of periphrasis; it is significantly stronger for Class 2 readings if the chosen
periphrasis is deber de + infinitive. In other words, the effect for Class 2 readings is mostly due to deber de +
infinitive.

5.4 Discussion of results

In this section of the article, I discuss the findings from the multivariate analysis in terms of the three research
questions developed in Section 4. RQ 1 asked to which extent the analysis of situated meaning as a
latent construct improves descriptions of the tener que - deber (de) alternation. A direct comparison between
Model 1, which uses manually coded modal meanings as the dependent variable, and Model 2, which
uses latent situated meanings, in terms of the fit to the data is impossible due to the different dependent
variables. However, there are at least two reasons to believe that Model 2 is superior to Model 1. First,
Model 1 only successfully explains the choice between tener que and deber, whereas Model 2 finds significant
effects for the choice between all three periphrases and consequently better explains the choice of these
periphrases as indicators of situated meanings. Second, the significant interaction effect between Periphrasis
and SES implies that Model 2 successfully models the interplay between social factors and periphrasis choice in
the expression of situated meanings. The same interaction effect does not reach statistical significance for
Model 1.

The comparison between Model 1 and Model 2 also contributes to answering RQ 2, which asked whether
the variation between tener que, deber and deber de + infinitive is best explained in terms of modality or
subjectivity, with mixed results. Given that model 2 found the use of deber de + infinitive to be most likely with
intersubjective Class 5 readings, whereas the use of deber + infinitive is extremely likely with subjective Class 4
readings, it appears that intersubjectivity explains the use of deber de + infinitive to a greater degree than the
use of deber + infinitive. While tener que appears to be less specialized in terms of its meaning potential, it is
relatively more likely to be used to express the subjective Class 1 and 2 readings. Given that manual classifica-
tion of the data in terms of modal readings turned out to not be able to explain the use of all three periphrases,
the findings presented in this article can be taken to partially support Thegel and Lingren’s (2020) analysis of
the variation between the periphrases in terms of subjectivity.

Finally, the analysis developed in this article allows us to study the extent to which variation in the
three periphrases is governed by social speaker characteristics (RQ 3). Both Models 1 and 2 found that
the opposition between two latent speaker classes, which was interpreted in terms of a difference in
SES, significantly influences the types of meaning expressed by the periphrases under study. Higher SES
speakers are significantly more likely to use the three periphrases to suggest impersonal actions (Class 3
readings) and postulate hypotheses (Class 4) than lower SES speakers. While the exact reasons for this finding
need further study, a possible explanation is that lower SES is generally associated with a lower degree of
agency, understood in terms of concepts such as independence, ambition, and dominance (Shanahan 2000,
Evans 2002, Abele and Wojciszke 2013, 2014). Consequently, the fact that lower SES speakers are more likely to
characterize situations as independent of their actions may be the result of their real or perceived lower sense
of agency.

The analysis also showed this effect of SES on expressed meanings to be moderated by periphrasis type. In
particular, the higher the SES, the more likely speakers are to use deber de + infinitive to motivate another
move (Class 2 reading). Given that Class 2 readings were described as subjective, this result does not conform to
the hypothesis, proposed in Section 4, that higher SES speakers conform to linguistic norms to a greater degree.
Recall that the function of Class 2 readings was described in terms of the mitigation of a face-threatening act.
Examples such as (23) and (24), uttered by a speaker classified as belonging to Latent Speaker Class 2, seem to
suggest that higher SES speakers have conventionalized the use of deber de + infinitive as this politeness
resource to a greater degree than lower SES speakers. Note that both examples involve a verbum dicendi,
which is typical for Class 2 readings.
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(23) A and B are talking about A’s attitude toward aging. (Granada, 2006, _GRAN_H33_015)
B: ¿qué opina sobre el conflicto generacional?

“what is your opinion about the generational conflict?”
A: que existió/existe y existirá

“that existed, exists, and will exist”
B: ¿en qué sentido?

“in which sense?”
A: y debo de decir pues que/uno es joven/y/cuando uno es joven/tiene la obligación de oponerse a todo

(pause) cree usted que yo me voy a oponer ahora/a mi edad
“and I have to say, well, that some people are young and when someone is young they have the
obligation to oppose everything (pause) do you believe that I will oppose people of my age?”

(24) B and A are talking about I’s hobbies. (Granada, 2006, _GRAN_H33_015)
B: ¿qué aficiones tiene?

“what hobbies do you have?”
A: pues//pues tengo/vamos//mis aficiones favoritas son (pause) es hace un poco de deporte yo debo de

reconocer también que que mi profesión a veces es un poco sendentario
“well, well I have. my favorite hobbies are (pause) it’s a bit of sports I also have to admit that my
profession is sometimes a bit sedentary”

6 Conclusions

In this article, I have proposed a data-driven approach to the identification of the situated meanings of the
three Spanish verbal periphrases tener que, deber and deber de + infinitive. Situated meaning was defined as a
latent construct, which has a social reality but can only be measured in terms of contextual properties of the
utterance in question. By using LCA, five situated meanings expressed by the periphrases under study were
identified. Multivariate analysis uncovered systematic differences between the three periphrases in terms of
the preferred expression of these situated meanings. The analysis also showed differences in the SES of
speakers to predict the types of expressed situated meanings. The situated meanings identified using LCA
proved superior to manual classification of the data in terms of modality types in various respects. In
particular, the data-driven classification of situated meanings allowed us to demonstrate that the opposition
between the three studied periphrases is governed less by modality types than by the difference between
subjective and intersubjective meanings.

LCA allows studying the generation of meaning in context as a social practice of the speakers (Heritage
2008, Couper-Kuhlen and Selting 2018, Rossi 2020). I consequently consider LCA to be an analysis that is
particularly well-suited to a combination of quantitative and qualitative descriptions of corpus data. As a
result, the use of LCA can significantly advance usage-based linguistics in terms of the desideratum to describe
language variation in terms of meaning differences.

Despite these advantages, a number of challenges can be identified that could be addressed in future
studies. First, the methodology employed in this study does not solve the problem of objectively and rigorously
determining which contextual proxies are relevant for the identification of latent situated meanings. As was
detailed in Section 4.1, there is no a priori limit to the linguistic indicators used in LCA on the basis of corpus
data. While the selection of the indicators in this study was inspired by the possibility of comparing the
relevance of modality for the description of situated meanings, it is possible that inclusion of more and other
indicators changes the results from the LCA. Second, with n = 1,369 tokens, the dataset used for this study is
relatively small. It is to be expected that the number of identified situated meanings increases with larger
datasets, allowing more detailed descriptions. This limitation also relates to the third challenge, which con-
cerns the description of the relationship between the different situated meanings. In particular, the latent
classes identified by LCA are not ordered hierarchically or in terms of similarity. A more detailed analysis may
uncover more systematic correspondences between these classes than the proposed criterion of subjectivity.
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Appendix

Table A2: Model fit statistics for the LCA identifying speaker classes

Number of classes Log likelihood AIC BIC

2 −376.9 787.9 831.8
3 −359.9 771.9 839.2
4 −353.1 776.3 866.7
5 −348.4 784.8 898.5
6 −344.4 794.9 931.9
7 −342.4 808.8 969.0
8 −341.5 824.9 1008.5
9 −340.1 840.2 1047.0
10 −338.9 855.9 1085.9

Table A1: Model fit statistics for the LCA identifying situated meanings

Number of classes Log likelihood AIC BIC

2 −8946.7 17983.5 18218.5
3 −8547.6 17231.3 17586.4
4 −8294.5 16770.9 17246.1
5 −8164.5 16557.0 17152.3
6 −8118.9 16511.9 17227.3
7 −8080.4 16480.8 17316.3
8 −8044.8 16455.6 17411.2
9 −8025.3 16462.6 17538.3
10 −7992.3 16442.7 17638.5
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Table A4: Results from Model 2, the multinomial logistic regression analysis measuring the correlation between latent classes
representing situated meanings (dependent variable), Periphrasis and SES (predictor variables)

Reference level = LC 1

Model 2 LC 2 LC 3 LC 4 LC 5

Variable Level Coeff SE p Coeff SE p Coeff SE p Coeff SE p
(Intercept) — 1.0 0.1 <0.001 0.9 0.1 <0.001 0.2 0.1 >0.05 0.5 0.1 <0.001
Periphrasis tener que (reference level) (reference level) (reference level) (reference level)

deber 0.8 0.9 >0.05 −0.9 1.3 >0.05 2.7 0.9 <0.01 1.1 1.0 >0.05
deber de 10.4 0.6 <0.001 12.6 0.3 <0.001 13.0 0.3 <0.001 12.9 0.3 <0.001

SES — 1.3 0.4 <0.001 0.9 0.4 <0.01 1.1 0.4 <0.01 0.6 0.4 >0.05
Periphrasis: SES tener que: SES (reference level) (reference level) (reference level) (reference level)

deber: SES −1.1 1.9 >0.05 1.1 2.1 >0.05 −0.6 1.8 >0.05 −1.4 2.0 >0.05
deber de: SES 3.5 1.4 <0.05 −3.5 3.6 >0.05 1.2 1.4 >0.05 1.9 1.3 >0.05

Reference level = LC 2

Model 2 LC 1 LC 3 LC 4 LC 5

Variable Level Coeff SE P Coeff SE p Coeff SE p Coeff SE p
(Intercept) — −1.0 0.1 <0.001 −0.1 0.1 <0.05 −0.8 0.1 <0.001 −0.6 0.1 <0.001
Periphrasis tener que (reference level) (reference level) (reference level) (reference level)

deber −0.8 0.9 >0.05 −1.6 0.9 >0.05 1.9 0.4 <0.001 0.4 0.6 >0.05
deber de −10.9 263.4 >0.05 2.1 0.8 <0.01 2.6 0.8 <0.01 2.4 0.8 <0.01

SES — −1.3 0.4 <0.001 −0.3 0.2 >0.05 −0.1 0.2 >0.05 −0.6 0.3 <0.01
Periphrasis: SES tener que: SES (reference level) (reference level) (reference level) (reference level)

deber: SES 1.1 1.9 >0.05 2.2 1.3 >0.05 0.5 0.8 >0.05 −0.4 1.2 >0.05
deber de: SES −2.4 20.7 >0.05 −6.9 4.5 >0.05 −2.3 1.3 >0.05 −1.6 1.2 >0.05

Reference level = LC 3

Model 2 LC 1 LC 2 LC 4 LC 5

Variable Level Coeff SE P Coeff SE p Coeff SE p Coeff SE p
(Intercept) — −0.9 0.1 <0.001 0.1 0.1 <0.05 −0.7 0.1 <0.001 −0.4 0.1 <0.001
Periphrasis tener que (reference level) (reference level) (reference level) (reference level)

deber 0.9 1.3 >0.05 1.6 0.9 >0.05 3.5 0.9 <0.001 1.9 0.9 <0.5
deber de −12.4 202.8 >0.05 −2.1 0.8 <0.01 0.5 0.4 >0.05 0.3 0.4 >0.05

SES — −0.9 0.4 <0.01 0.3 0.2 >0.05 0.2 0.3 >0.05 −0.3 0.3 >0.05
Periphrasis: SES tener que: SES (reference level) (reference level) (reference level) (reference level)

deber: SES −1.1 2.1 >0.05 −2.2 1.3 >0.05 −1.7 1.2 >0.05 −2.6 1.5 >0.05
deber de: SES 0.7 1.1 >0.05 6.9 4.9 >0.05 4.7 4.8 >0.05 5.4 4.8 >0.05

Reference level = LC 4

Model 2 LC 1 LC 2 LC 3 LC 5

Variable Level Coeff SE P Coeff SE p Coeff SE p Coeff SE p
(Intercept) — −0.2 0.1 >0.05 0.8 0.1 <0.001 0.7 0.1 <0.001 0.3 0.1 <0.05
Periphrasis tener que (reference level) (reference level) (reference level) (reference level)

deber −2.7 0.9 <0.01 −1.9 0.4 <0.001 −3.5 0.9 <0.001 −1.5 0.5 <0.01
deber de −13.6 290.0 >0.05 −2.6 0.8 <0.01 −0.5 0.4 >0.05 −0.2 0.4 >0.05

SES — −1.1 0.4 <0.01 0.1 0.2 >0.05 −0.2 0.3 >0.05 −0.5 0.3 >0.05
Periphrasis: SES tener que: SES (reference level) (reference level) (reference level) (reference level)

deber: SES 0.6 1.8 >0.05 −0.5 0.8 >0.05 1.7 1.2 >0.05 −0.9 1.1 >0.05
deber de: SES −1.1 10.9 >0.05 2.3 1.2 >0.05 −4.7 4.8 >0.05 0.7 1.1 >0.05

Reference level = LC 5

Model 2 LC 1 LC 2 LC 3 LC 4

Variable Level Coeff SE P Coeff SE p Coeff SE p Coeff SE p
(Intercept) — −0.5 0.1 <0.001 0.6 0.1 <0.001 0.4 0.1 <0.001 −0.3 0.1 <0.05

(Continued)
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Table A4: Continued

Reference level = LC 5

Model 2 LC 1 LC 2 LC 3 LC 4

Periphrasis tener que (reference level) (reference level) (reference level) (reference level)
deber −1.1 1.0 >0.05 −0.4 0.6 >0.05 −1.9 0.9 <0.05 1.5 0.5 <0.01
deber de −13.2 265.2 >0.05 −2.4 0.8 <0.01 −0.3 0.4 >0.05 0.2 0.4 >0.05

SES — −0.6 0.4 >0.05 0.6 0.3 <0.01 0.3 0.3 >0.05 0.5 0.3 >0.05
Periphrasis: SES tener que: SES (reference level) (reference level) (reference level) (reference level)

deber: SES 1.4 2.0 >0.05 0.4 1.2 >0.05 2.6 1.5 >0.05 0.9 1.1 >0.05
deber de: SES −1.3 14.4 >0.05 1.6 1.2 >0.05 −5.4 4.8 >0.05 −0.7 1.1 >0.05

Abbreviations: Coeff = coefficient, SE = standard error, p = p value. Significant effects in bold. Model evaluation statistics: Akaike
Information Criterion = 3686.38; McFadden’s pseudo R2 = 0.04.
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