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ABSTRACT
Understanding acids and bases at interfaces is relevant for a range of applications from environmental chemistry to energy storage. We
present combined ab initio and force-field molecular dynamics simulations of hydrochloric acid and sodium hydroxide highly concentrated
electrolytes at the interface with air and graphene. In agreement with surface tension measurements at the air–water interface, we find that HCl
presents an ionic surface excess, while NaOH displays an ionic surface depletion, for both interfaces. We further show that graphene becomes
less hydrophilic as the water ions concentration increases, with a transition to being hydrophobic for highly basic solutions. For HCl, we
observe that hydronium adsorbs to both interfaces and orients strongly toward the water phase, due to the hydrogen bonding behavior of
hydronium ions, which donate three hydrogen bonds to bulk water molecules when adsorbed at the interface. For NaOH, we observe density
peaks of strongly oriented hydroxide ions at the interface with air and graphene. To extrapolate our results from concentrated electrolytes
to dilute solutions, we perform single ion-pair ab initio simulations, as well as develop force-field parameters for ions and graphene that
reproduce the density profiles at high concentrations. We find the behavior of hydronium ions to be rather independent of concentration.
For NaOH electrolytes, the force-field simulations of dilute NaOH solutions suggest no hydroxide adsorption but some adsorption at high
concentrations. For both interfaces, we predict that the surface potential is positive for HCl and close to neutral for NaOH.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial-
NoDerivs 4.0 International (CC BY-NC-ND) license (https://creativecommons.org/licenses/by-nc-nd/4.0/). https://doi.org/10.1063/5.0226966

INTRODUCTION

The behavior of acids and bases at interfaces is of relevance
for a range of applications, such as environmental and atmospheric
chemistry,1 prebiotic chemistry,2 biological processes, heteroge-
neous catalysis, and energy storage.3 In these systems, understand-
ing the composition of the interface is of paramount importance, as
it determines, for example, the reactivity of microdroplets,4 the per-
formances of energy storage devices such as supercapacitors,5 or the
local environment in which cellular membranes evolve. Electrostatic
continuum theory predicts the repulsion of ions in an aqueous elec-
trolyte from interfaces with a dielectric medium of lower dielectric
constant, such as air.6 However, several experimental and theoreti-
cal studies have shown that, even for simple monovalent ions at the

air–water interface, this simple image charge picture is challenged:
in particular, H3O+ ions are found to adsorb at the interface with
air.7–12 Several factors such as ion size, polarizability, solvation free
energy, and interfacial curvature were found to play a role in the
propensity of ions for the air–water interface.13

The air–water interface is commonly studied because it is sim-
ple, ubiquitous, and easily probed in experimental setups.14 How-
ever, the influence of other materials is relevant for industrial appli-
cations and studies have focused on hydrophobic interfaces,15–19

either using a homogeneous wall or a graphene sheet. Some stud-
ies have found remarkably similar potentials of mean force (PMF)
for ions at the interface with air and with hydrophobic interfaces,
leading to the concept of a generic hydrophobic effect. However,
free energy decomposition into entropic and enthalpic effects shows
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that the similar propensity of ions for these interfaces might come
from a cancellation of different contributions,17 such as interface
pinning by ions, capillary-wave and interfacial-roughness effects,
ion–graphene interactions or hydrogen bonding.

Among monovalent ions, the ions of the autoprotolysis of
water, hydronium, and hydroxide have sparked particular debate,
due to contradicting experimental and theoretical evidence.20,21

On the one hand, surface tension measurements of the air–water
interface at varying salt concentrations up to several mol/l show
a depletion of ions for salts and bases but a positive ionic excess
for acids,22–25 indicating the adsorption of hydronium ions at the
air–water interface. On the other hand, electrokinetic measurements
of the ζ-potential of air bubbles, in a range of pH values from
2 to 12, show that, above a pH of 2–4, the air–water interface is
negatively charged,26–30 which has been interpreted as being caused
by hydroxide adsorption,28,29,31,32 charge transfer between water
molecules,33,34 or negatively charged impurities (organic molecules
and surfactants) that accumulate at the interface.35–38 None of these
theories have, however, created a large consensus.39–43

Spectroscopic measurements also yield a variety of results
regarding the electrolyte–air interfaces: second harmonic genera-
tion (SHG) and sum-frequency generation (SFG) spectroscopy show
strong hydronium adsorption for highly acidic electrolytes,44–46

while results for highly basic solutions report both hydroxide repul-
sion from the interface47 and moderate adsorption.45,48 Recent
measurements, however, agree on the substantially stronger surface
affinity of hydronium compared to hydroxide.49,50

Many theoretical studies addressed water ions at the air–water
interface, which, however, also yielded contradictory results. Early
density functional theory (DFT) studies found no affinity of hydro-
nium for the air–water interface,51,52 while most found hydronium
adsorption,7–9 in agreement with classical non-polarizable7,11,12 and
polarizable53,54 force field (FF) studies. In addition, simulations
using empirical valence bond (EVB) reactive force fields also found
varying results.15,55–58 In the case of hydroxide, the results are
even more widespread: some DFT and FF molecular dynamics
(MD) studies predicted hydroxide adsorption to the air–water
interface,59,60 while other showed a repulsion from it.7,11 These
methods suffer from several drawbacks, which could explain the
diverging results: in the case of DFT, proper equilibration is chal-
lenging due to the short timescales accessible, and, to obtain a
potential of mean force (PMF) from a single ion, enhanced sam-
pling methods such as umbrella sampling are typically used, which
interfere with the Grotthuss mechanism. This could impact the
system’s reorientation dynamics and worsen the sampling. In the
case of non-reactive FF studies, autoprotolysis and Grotthuss mech-
anisms are also entirely suppressed and hydronium and hydroxide
ions are treated as fixed entities, but the long simulation times allow
for an accurate sampling of static properties. However, FF results
depend drastically on the parameters of the force field, which are
notoriously hard to develop for hydroxide ions. Recent neural net-
work MD simulations, which ally the accuracy of DFT functionals
with the sampling efficiency of classical MD simulations, found
hydronium adsorption and hydroxide repulsion from the air–water
interface.50,61

Here, we proceed differently and investigate highly concen-
trated electrolytes, relevant for many biological, environmental,
and energy-device applications, using extensive unbiased DFT-MD

simulations of HCl and NaOH. The large number of ions in the sys-
tem allows us to collect enough statistics within the simulation times
available using high performance computing. We concentrate on
the molecular origin of the ionic propensities we observe, in terms
of molecular orientation, local electrostatic potential, and hydrogen
bonding. To study the dilute limit, we develop force fields using the
high concentration DFT results as reference.

Because of the relevance of graphene and its derivatives in
various applications,62–66 in particular in membranes and nanoflu-
idic devices, we study the graphene–water interface in addition to
the air–water interface. Recent theoretical studies have investigated
hydronium67,68 in graphene nanochannels and hydroxide19,69,70

at graphene–water interfaces. These show a large adsorption of
hydroxide at the interface, which would agree with electrokinetic
measurements that suggest a negative surface charge at the pristine
graphene–water interface.71–73 A large propensity of both hydro-
nium and hydroxide for the graphene sheet was also found using
a polarizable model.74 These results for graphene can also be com-
pared to studies on generic hydrophobic interfaces.19 Note that
graphene is not rigorously hydrophobic, as water on graphene has
a contact angle of ∼80○,75 although the water layer in contact with
graphene structurally resembles that at the air–water interface.

In the following, we discuss ionic density, orientation, and
electric field profiles at these two interfaces, where both ions show
strongly opposite orientations. We show that their interfacial behav-
ior is due to the molecular nature of these ions and analyze in
particular their hydrogen bonding. We show that HCl presents an
ionic surface excess, while NaOH displays an ionic surface depletion
at both interfaces, in agreement with surface tension measurements
on air bubbles. We calculate the contact angle of these solutions
on graphene and find that it becomes less hydrophilic for increas-
ing concentration, with a transition to being hydrophobic for highly
basic solutions. We also predict for both interfaces that the surface
potential is positive for HCl and close to neutral for NaOH.

METHODS

In this work, we perform extensive density functional theory
molecular dynamics simulations of hydrochloric acid (HCl) and
sodium hydroxide (NaOH) solutions, at the interface with air and
a graphene sheet. To avoid introducing biases on the coordina-
tion number for the hydroxide and hydronium ions that could
have a non-trivial impact on the Grotthuss mechanism, we con-
sider concentrated electrolytes (> 6 mol/l), for which the sampling
is improved by the increased number of ions in solution. The setups
for the HCl solutions contain a slab of 291 water molecules, 45
hydronium ions, and 45 chloride ions, corresponding to 6.5 and
6.7 mol/l at the interface with air and graphene, respectively. For
the NaOH solutions, we consider 315 water molecules, 37 hydrox-
ide ions, and 37 sodium ions, corresponding to 9.1 and 8.6 mol/l
at the interface with air and graphene, respectively. For the systems
at the interface with graphene, two graphene sheets of 160 carbon
atoms each are placed on either side of the liquid slab (we leave a
layer of vacuum on the other side of the graphene sheets). The box
sizes are fixed at 21.3 × 19.7 Å2 in the xy plane and Lz = 60 Å in
the z-direction, normal to the interface. Periodic boundary condi-
tions (PBCs) are used in all directions. The final simulation boxes
are shown in Figs. 1(a), 1(b), 2(a), and 2(b). After equilibration, the
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FIG. 1. Hydronium at interfaces. (a) and (b) Snapshots of the simulation boxes for the HCl–air (a) and HCl–graphene systems (b). The water molecules are shown as
transparent, the chloride ions are shown in green, the hydronium ions are shown in dark red, and the carbon atoms are shown in gray. In panel (a), we also show the
Willard–Chandler interface (WCI) in light gray. (c)–(e) Density profiles ρ of hydronium ions (red lines), chloride ions (green lines), water (black lines), and carbon (gray dashed
line) as a function of the distance to the GDS [(c) and (e)] or to the WCI (d), for an air–water interface [(c) and (d)] and for a graphene–water interface (e), normalized by
the bulk density ρ0. The orange dashed lines are hydronium profiles for the single ion pair H3O+–OH− system. (f) Average orientation of the hydronium ion dipole moment
as a function of the distance to the WCI, for the air–water interface (solid lines) and for the graphene–water interface (dashed lines), for the concentrated electrolyte (red
lines) and for the single ion pair H3O+–OH− (orange lines). (g) and (h) Probability profile as a function of the distance to the WCI, for the interface with air (solid lines) and
graphene (dashed lines), of finding a given water molecule orientation, normalized by the isotropic bulk probability. Data are shown for the dangling lone pair orientation (g)
and for the orientation with two lone pairs in a plane parallel to the surface (h). The sketches show these orientations, using blue sticks to visualize the two lone pairs of the
water oxygen atom.

aqueous slabs between the two interfaces with air have a thickness of
about 26 Å for HCl and 22 Å for NaOH, while for the systems with
graphene surfaces, the distance between the two graphene sheets is
30 Å for HCl and 26 Å for NaOH. We also compare our results
with previously published DFT-MD simulations of a pure air–water
interface43 and a pure graphene–water interface.76 The system sizes
are similar to the current setup: in the air–water system, the water
slab has a thickness of 24 Å, while in the graphene–water system,
the distance between the graphene sheets is 34 Å. We note that in
these pure water simulations, the graphene sheets are kept rigid and
immobile, while they are allowed to be flexible and to translate in our
setup.

All systems are created and pre-equilibrated using the GRO-
MACS software77 and the non-polarizable force field (FF) developed
by Bonthuis et al.78 The DFT-MD equilibration and production

runs are performed with the software CP2K,79 using the BLYP
functional80,81 with Grimme D3 dispersion correction82 with a cutoff
of 600 Ry. We use the DZVP-MOLOPT-SR basis set83 for all atoms
except for Cl−, combined with Goedecker–Teter–Hutter (GTH)
pseudo-potentials.84 For the anion Cl−, we use the aug-DZVP basis
set that includes more diffuse functions,85 as done previously.86

The DFT-MD simulations are run within the Born–
Oppenheimer approximation with a canonical sampling through
velocity rescaling (CSVR) thermostat at 300 K, with a time step
of 0.5 fs. Starting from a FF-MD equilibrated configuration, the
systems are re-equilibrated using DFT-MD for 10 ps, and then, a
production run is performed for at least 75 ps for the interfaces with
graphene and 140 ps for the interfaces with air. For the HCl–air
systems, we ran in parallel three uncorrelated simulations for better
statistics.
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FIG. 2. Hydroxide at interfaces. (a) and (b) Snapshots of the simulation boxes for the NaOH–air (a) and the NaOH–graphene systems (b). The water molecules are shown
as transparent, the sodium ions are shown in orange, the hydroxide ions are shown in blue, and the carbon atoms are shown in gray. In panel (a), we also show the
Willard–Chandler interface (WCI) in light gray. (c)–(e) Density profiles ρ of hydroxide ions (blue lines), sodium ions (orange lines), water (black lines), and carbon (gray
dashed line) as a function of the distance to the GDS [(c) and (e)] or to the Willard–Chandler interface (d), for the air–water interface [(c) and (d)] and for the graphene–water
interface (e), normalized by the bulk density ρ0. The cyan dashed lines are hydroxide profiles for the single ion pair H3O+–OH− system. Note that the results for the hydroxide
ion in the single ion pair setup at the air–water interface are not shown since the single ion was initially placed in the bulk to ensure electroneutrality and does not sample the
interface during the simulation. (f) Average orientation of the hydroxide ion dipole moment as a function of the distance to the WCI, for the air–water interface (solid lines) and
for the graphene–water interface (dashed lines), for the concentrated electrolyte (blue lines) and for the single ion pair H3O+–OH− (cyan lines). (g) and (h) Probability profile
as a function of the distance to the WCI, for the interface with air (solid lines) and with graphene (dashed lines), of finding a given water molecule orientation, normalized by
the isotropic bulk probability. Data are shown for the dangling lone pair orientation (g) and for the orientation with two lone pairs in a plane parallel to the surface (h). The
sketches show these orientations, using blue sticks to visualize the two lone pairs of the water oxygen atom.

To check that the high concentrations used in this work do not
have a qualitative impact on the ion–interface interactions and to
compare with earlier studies, in particular the work from Grosjean
et al.70 on hydroxide at the graphene–water interface, we run addi-
tional DFT-MD simulations of a water slab in contact with air or in
contact with a graphene sheet, in which we introduce single ion pairs
directly at the interface to observe their dynamics. In the simulations
of Ref. 70, the simulation box was not charge-neutral, which might
have an impact on the free energy profiles at interfaces;87 instead,
we place a hydroxide ion as well as a hydronium counter ion in the
simulation box. For the air–water interface, we place the hydronium
ion at the interface, while the hydroxide ion is in the bulk. For the

graphene–water interface, both the hydroxide and hydronium ions
are placed on the graphene sheet, each on one side, as far away as
possible from each other in the xy plane. The cumulative length of
single ion-pair simulations is 26 ps for the air–water interface and
80 ps for the graphene–water interface. More details on the specific
setups, as well as snapshots of the systems and single-ion trajecto-
ries, are given in Sec. S1 of the supplementary material. Due to the
relatively short simulation length with respect to the timescale for
one ion to diffuse through the whole water slab, the density profiles
shown are highly dependent on the initial condition but allow us
to estimate the local potential of mean force and orientation pref-
erence. To be able to compare our results with Ref. 70, we use, for
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these single ion pair simulations only, the PBE-D3 functional80,88,89

at 323.15 K. All other parameters are the same as detailed
above.

In the DFT simulations, the hydroxide and hydronium ions are
not fixed entities as protons are transferred to or from neighboring
water molecules. In our analysis, we therefore attribute each proton
to the nearest oxygen atom and then count the number of hydrogen
atoms per oxygen to distinguish water molecules from hydronium
or hydroxide ions.

INTERFACE PROPENSITY OF HYDRONIUM H3O+

We first investigate the propensity of ions for hydrophobic
interfaces in the case of the concentrated HCl electrolyte by com-
puting density profiles in the z-direction, normal to the interface, as
shown in Figs. 1(c)–1(e). The ionic and water profiles are normalized
by the ionic and water bulk densities, respectively, and symmetrized
with respect to the center of mass of the slab. To compare the dif-
ferent systems, we use the Gibbs Dividing Surface (GDS) defined
as

zX
GDS = Lz

2
+

Lz

∫
Lz/2

ρX(z)
ρ0

X
dz, (1)

where ρX is the number density profile of species X, with X ∈ {ions,
water, solution}, and ρ0

X is its bulk value. The bulk densities are deter-
mined by averaging the ionic or water densities in the middle of
the liquid slab. The integration goes from the middle of the slab
Lz/2 into the vacuum (where the density is zero). The GDS corre-
sponds to the length of the effective box model of density ρ0

X that
contains the same number of molecules in the slab (because of sym-
metry, the box model length is 2zX

GDS in our case). Note that, due to
electroneutrality, the ionic GDS is the same for cations and anions
and denoted as zions

GDS. In Figs. 1(c) and 1(e), the profiles are plotted
with respect to the GDS of the solution, including both water and
ions. In the following, we will denote the solution GDS simply as
GDS and indicate its position by zGDS. Alternatively in Fig. 1(d),
we consider profiles with respect to the Willard–Chandler inter-
face90 (WCI), as used previously.8,58 This construction results in an
instantaneous and locally flexible interface, which allows us to sup-
press the broadening of the profiles due to interface roughening.91

This is mostly relevant for the air–water interfaces, but we use it
for graphene–water interfaces in some cases, to keep consistency.
Details on the construction of the WCI are given in Sec. S2 of the
supplementary material.

The number density profiles of HCl at the interface with air
with respect to the GDS in Fig. 1(c) show a sigmoidal shape for water
and a clear accumulation of hydronium ions as well as chloride ions
at the interface, similar to the results obtained from FF-MD simula-
tions.11 The same profiles as a function of the distance to the WCI,
shown in Fig. 1(d), reveal a two-layer hydration structure of water at
the interface. Note that we only have a single clear hydration peak
for the pure air–water interface (see Fig. S3 of the supplementary
material). The hydronium and chloride density peaks at the interface
coincide with the first hydration layer; they are narrower and higher
when plotted as a function of the distance to the WCI [see Fig. 1(d)]
compared to the profiles in Fig. 1(c), with a local accumulation
up to three times their bulk density. Importantly, the ions form a

double-layer at the interface, with the hydronium peak closer to the
air than the chloride one. At the interface with graphene, shown in
Fig. 1(e), we observe three density peaks for the water, at least one
for hydronium and two for chloride, that have a similar magnitude
as the profiles in Fig. 1(d). In contrast, the chloride peak is slightly
higher than the hydronium one and is closer to it.

The density profiles with respect to the WCI at the inter-
face with air are rather similar to the profiles at the interface with
graphene [see Figs. 1(d) and 1(e)]. In both cases, the ionic GDS zions

GDS,
obtained using the ionic density in Eq. (1), shown by vertical red
dashed lines in Fig. 1, is to the right of the solution GDS, indicating
a positive ionic surface excess.

We now look into the orientation of hydronium and water at
these two interfaces. As shown in Fig. 1(f), the hydronium ions at
the interface are strongly oriented with their three hydrogens point-
ing toward the water phase, i.e., cos (θH3O+) ∼ −1, in agreement with
previous studies.10,15,54 This orientation is favored by the donation of
three hydrogen bonds (HB) to the water molecules or to a chloride
ion placed deeper in the liquid phase, as shown later in Fig. 6(d).

In addition, we overlay in orange in Figs. 1(c), 1(e), and 1(f) the
results for the hydronium ion from the single ion pair simulations,
where the H3O+ ion is initially placed at the interface (see Sec. S1 of
the supplementary material for details). We find these profiles to be
consistent with the profiles at high concentrations. In particular, the
strong orientation at the interface is recovered both at the interface
with graphene and at the interface with air. Note that the single-ion
density profiles are not normalized since in this case the bulk density
is zero, but their scale is adjusted to match the peak height of the
concentrated simulations.

To investigate the water orientation, we develop an analysis
based on Euler angles, described in Sec. S3 of the supplementary
material, which allows us to plot the probability density of a given
orientation, normalized by its probability in the isotropic bulk case.
In Figs. 1(g) and 1(h), we show the profiles as a function of the
distance to the WCI for two water orientations, which are selected
because they exhibit a significant difference between the air and
graphene interfaces. These are not the only relevant interfacial ori-
entations at the interface; the full analysis is given in Sec. S3 of the
supplementary material. In Figs. 1(g) and 1(h), we add sketches of
the water molecules to visualize these orientations, where the oxy-
gen is in red and the hydrogens are in white, and we indicate the
directions of the two lone pairs as blue sticks. In the orientation ana-
lyzed in Fig. 1(g), one of the lone pairs of the water oxygen atom
points away from the water phase. We observe oscillations in the
probability profile for both interfaces, corresponding to the different
water layers, with an increase in the portion of dangling lone pair
configurations close to the WCI. The corresponding number den-
sity profiles as a function of the distance to the WCI are shown in
Fig. S3 of the supplementary material and show that the density
maxima of the first water layer are approximately at the same posi-
tion for both interfaces, but the width of the peak is larger for the
interface with air than with graphene. In particular, Fig. 1(g) shows
that the water molecules closest to the interface with air show a
different orientation and the portion of configurations with a lone
pair pointing away from the water phase drops. Instead, as shown
in Fig. 1(h), the ratio of configurations with two lone pairs paral-
lel to the interface increases for the water molecules closest to the
interface with air compared to the bulk. This difference in molecular
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orientations of the last layer of water at the interface with air
compared to graphene is interesting, considering that these two
interfaces are often presented as very similar. It could be attributed
to a specific interaction of the lone pair of water with graphene, or to
the different interfacial stiffnesses: graphene is a rather stiff and flat
interface, while the interface with air is rougher and more flexible.

INTERFACE PROPENSITY OF HYDROXIDE OH−

We perform the same analysis for the concentrated NaOH elec-
trolyte. At both interfaces, as shown in Figs. 2(c)–2(e), we observe
a pronounced depletion of ions, with an ionic GDS located to the
left of the solution GDS. At the interface with air, the density pro-
files plotted with respect to the WCI, shown in Fig. 2(d), show two
hydration layers in the water profile, similarly to the HCl case. How-
ever, the ionic profiles show significant differences with respect to
the HCl electrolyte. The sodium profile displays a monotonic sig-
moidal shape with no preferential position, and no sodium ion is
found in the first hydration layer, while we find a small population
of hydroxide ions at the interface. Note that these results differ from
previous FF-MD simulations at low concentrations11 that show no
hydroxide at all in the first hydration shell, but agree with the recent
neural network based FF-MD of Litman et al.50

At the interface with graphene, shown in Fig. 2(e), we observe a
layering of the water molecules, accompanied by a layering of the
ionic densities. Although we have an overall ionic surface deple-
tion, we observe a pronounced peak in the hydroxide density in
the first hydration layer at the graphene surface. We also observe
a small population of sodium ions at the interface, probably due
to the high local concentration of anions. In Figs. 2(e) and 2(f), we
additionally show as a broken cyan line the density and orientation
profiles of hydroxide from the single ion-pair simulations, where one
H3O+ and one OH− are initially placed adsorbed on either side of
a graphene sheet, as far away from each other in the xy plane as
possible. The transient density profile shows a peak that coincides
with the first hydration layer, as well as a long tail corresponding to
ions diffusing away from the graphene sheet. Given that this density
profile is an average over several simulations of about 6 ps (see Sec.
S1 of the supplementary material for individual trajectories), such a
large proportion of hydroxide ions diffusing away from the surface
indicates a weak binding to the interface and a low barrier. In com-
parison, the DFT-MD study from Grosjean et al.,70 based on a single
hydroxide ion close to a graphene sheet and biased using umbrella
sampling potentials, found a huge stabilization of the hydroxide ion
at the graphene interface of about 11 kBT without energy barrier
between the bulk and the physisorbed state. This is quantitatively
inconsistent with the potentials of mean force (PMF) obtained from
our concentrated NaOH simulations, which suggest a barrier height
of about 2.5 kBT and a stabilization of only 0.5 kBT with respect to
the bulk (see Sec. S4 of the supplementary material for the PMF of
all systems), as well as with the dynamics of our single ion pair sim-
ulations. We support this statement in Sec. S5 of the supplementary
material, where we estimate characteristic times for escape from
the interface from transition state theory as a function of the bar-
rier height. In particular, we show that the frequency of the escape
of hydroxide ions from the graphene surface, shown in Sec. S1 of
the supplementary material as well as in Supplementary Movie 2 of

Ref. 70, is incompatible with an interfacial adsorption free energy of
11 kBT.

In Fig. 2(f), we show that both at the air and at the graphene
interfaces, the hydroxide ion is strongly oriented with the hydro-
gen pointing away from the water phase, i.e., cos (θOH−) ∼ +1, as
also found in Ref. 70. This is confirmed by our single ion-pair
simulations.

Finally, the orientation of the water molecules at the interface
with air and graphene, shown in Figs. 2(g) and 2(h), displays the
same structure as for the HCl concentrated system, with the same
differences between graphene and air. In addition, we note that
the propensity for the dangling lone pair configuration is smaller in
the NaOH system than in the HCl system. This can be correlated
with the strong orientation of the hydronium ions, which in turn
donate hydrogen bonds toward the water bulk, leading to a higher
proportion of dangling lone pairs in the first hydration shell for HCl
with respect to NaOH or pure water.

CONCENTRATION DEPENDENCE

The concentrations used in the DFT-MD simulations are very
high. To investigate the influence of concentration on our results,
we employ methods that require less computation time than DFT.
One possibility is using analytical theories that describe the liquid
structure, which we will discuss, but which we found do not allow
a quantitative description of the high concentrations in our sys-
tems. Another possibility is to run FF-MD simulations, for which
we can converge density profiles at any concentration. The chal-
lenge is to find a force field that correctly describes these systems.
In a nutshell, we use a flexible force field for graphene combining
intramolecular parameters from Ref. 92 and intermolecular para-
meters from Ref. 75. For the ions, we use the force field optimized
by Bonthuis et al.78 For the hydroxide ion, we modify the model
by adding a partial charge on the hydrogen atom to give a dipole
moment to the ion and we re-optimize the force field to repro-
duce the solvation free energy of NaOH at infinite dilution and
the activity coefficients of NaOH solutions up to 9 mol/l. For the
systems with a graphene sheet, we also optimize the intermolec-
ular parameters between the ions and the carbon atoms. A full
discussion of the force field optimization is given in Sec. S6 of the
supplementary material.

To do a thorough analysis, we run a range of FF-MD simu-
lations at different concentrations between 0.05 and 10 mol/l. All
simulation details are given in Sec. S6 of the supplementary material,
and only results for the lowest concentration and for the concentra-
tion closest to the DFT system are shown in Figs. 3 and 4. We show
ionic density profiles in panels (a) and (d), ion orientation profiles in
panels (b) and (e), as well as electric displacement field Dz/ϵ0 profiles
in panels (c) and (f), calculated from the ionic charge density profile
ρc(z) = ρ+(z) − ρ−(z) as

Dz(z) = ∫
z

Lz/2
ρc(z′)dz′, (2)

with ρ+(z) and ρ−(z) being the cation and anion density profiles.
The same procedure is also used for the DFT-MD simulations. The
integration of the displacement field yields ionic electrochemical
potential profiles, which can be compared in a first approximation
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FIG. 3. Ionic density profiles for the HCl–air interface (a) and the NaOH–air interface (d), normalized by the ionic bulk density ρ0
ions. Orientation profiles for the hydronium ion

(b) and the hydroxide ion (e), as well as electric displacement field profiles [(c) and (f)] for the same systems. The profiles are shown as a function of the distance to the GDS.
Data are shown for the DFT-MD simulations (black solid lines), for the FF-MD simulations at a similarly high concentration (red solid lines), and for the FF-MD simulations at
low concentrations (orange solid lines). For the low concentration, electric displacement fields are multiplied by 25 for better readability [orange lines in panels (c) and (f)].
Predictions using the Poisson–Boltzmann (PB) equation (blue dashed lines) and the modified Poisson–Boltzmann (mPB) equation using an ion size of 4.3 Å (blue dotted
lines) are also shown for comparison. For the HCl–air system, results from Monte Carlo (MC) simulations are also plotted (cyan dotted-dashed lines).

to electrokinetic potentials and ζ potential measurements,38 which
will be discussed in Fig. 5(c).

In Figs. 3(a)––3(c) and 4(a)–4(c), we find good agreement
for the HCl electrolytes between the DFT-MD reference profiles
(black solid lines) and the FF-MD results at a similar concentra-
tion (red solid lines) for both interfaces. Remarkably, the orientation
profiles of hydronium in Figs. 3(b) and 4(b) are very well repro-
duced. We note that for the HCl–air interface, the orientation profile
for the FF-MD in Fig. 3(b) is shifted with respect to the DFT-MD,
which we attribute to the shift in the electric displacement field
profile in Fig. 3(c), related to small shifts in the charge density pro-
file. When extrapolating to low concentration [<0.1 mol/l, orange
lines in Figs. 3(a)––3(c) and 4(a)–4(c)], we find that the hydronium
density peak stays constant at the graphene interface and slightly
increases at the interface with air. Meanwhile, the density peak of the
chloride profiles disappears (only a small shoulder remains close to
the graphene interface), which reflects the increased Debye–Hückel
screening length of λDH ≈ 1 nm for c = 0.06 mol/l. The strong ori-
entation profiles are not modified by the concentration, showing
that the interfacial hydronium orientation is driven by ion–water
interactions and that collective ion effects are negligible. The electric

displacement profiles in Figs. 3(c) and 4(c) depend on the relative
concentration of cations and anions as a function of position, show-
ing good agreement between the DFT-MD and FF-MD simulations
at high concentrations at the interface with air. At the interface with
graphene for DFT-MD simulations, due to an almost complete can-
cellation of the chloride and hydronium density peaks, we observe
only a small negative peak in the Dz profile, while the density peaks
in the FF-MD simulations are further apart, leading to a stronger
negative contribution. This presumably is due to limitations of our
ion-graphene force field.

For NaOH, the ionic density profiles from DFT-MD (black
solid lines) and FF-MD (red solid lines) at high concentrations in
Figs. 3(d) and 4(d) do not agree as well as for HCl, nevertheless, we
obtain good agreement for the orientation and electric displacement
field profiles in Figs. 3(e), 3(f), 4(e), and 4(f). The modification of the
original force field78 by adding a dipole moment to the hydroxide
ion results in a good description of the strong orientation of hydrox-
ide ions at both interfaces, as shown in Figs. 3(e) and 4(e). Although
the results need to be interpreted with care, because of the limited
agreement of density profiles at high concentrations with the DFT-
MD simulations, we, nevertheless, consider the results obtained with
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FIG. 4. Ionic density profiles for the HCl–graphene interface (a) and the NaOH–graphene interface (d), normalized by the ionic bulk density ρ0
ions. The carbon density profile,

arbitrarily normalized, is shown in dashed lines for reference. Orientation profiles for the hydronium ion (b) and the hydroxide ion (E), as well as electric displacement field
profiles [(c) and (f)] for the same systems. The profiles are shown as a function of the distance to the GDS. Data are shown for the DFT-MD simulations (black solid lines), for
the FF-MD simulations at a similarly high concentration (red solid lines), and for the FF-MD simulations at low concentrations (orange solid lines). For the low concentration,
electric displacement fields are multiplied by 25 for better readability [orange lines in panels (c) and (f)]. Predictions using the Poisson–Boltzmann (PB) equation (blue dashed
lines) and the modified Poisson–Boltzmann (mPB) equation using an ion size of 4.3 Å (blue dotted lines) are also shown for comparison.

this force field to be representative of the potential impact of con-
centration on our results. In Fig. 4(e), we observe that the strong
orientation of hydroxide ions at the graphene interface is indepen-
dent of concentration, while Fig. 3(e) at the interface with air shows
a small concentration dependence, with a slightly weaker orienta-
tion at lower concentrations. Contrary to the HCl case, however, in
the limit of low concentration, the small peak in the hydroxide den-
sity profile at the NaOH–air interface disappears completely and the
large peak at the NaOH–graphene interface is drastically reduced
[see the orange solid lines in Figs. 3(d) and 4(d)].

To compare these results with experimental data, in particular
to confirm the validity of the density profiles, we calculate the dif-
ference in surface tension as a function of bulk ionic concentration
ρ0

ions. The Gibbs isotherm results in a relation between the derivative
of the surface tension with respect to concentration and the ionic
interfacial excess given by11

dγ
dρ0

ions
= −2kBT(zions

GDS − zwater
GDS ) d ln a±

d ln ρ0
ions

, (3)

where zions
GDS − zwater

GDS is the difference between the GDS of the ions and
that of the water, defined in Eq. (1), and is proportional to the ionic
excess, and acc = d ln a±/d ln ρ0

ions is the log–log derivative of the
mean activity coefficient of the salt a± =√a+a−. Note that the water
GDS is close to the solution GDS. At low concentrations, acc is close
to 1, but it increases for larger concentrations. Therefore, because
of the high concentrations used in this work, we include the explicit
concentration dependence of the experimental activity coefficient,
using the experimental data from Hamer and Wu.93 Note that the
ionic force fields used were optimized to reproduce these experimen-
tal activity coefficients,78 while it is computationally too expensive
to calculate acc for the DFT simulations. We further consider the
change in surface tension given by the integral

Δγ(ρ0
ions) = γ(ρ0

ions) − γ0 = ∫
ρ0

ions

0

dγ(ρ0)
dρ0 dρ0, (4)

where γ0 is the pure water-interface surface tension and γ(ρ0
ions)

is that at finite concentrations. In Fig. 5(a), we show results for
both the graphene interface Δγgraph (triangles) and the interface with
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FIG. 5. (a) Surface tension change Δγ as a function of concentration, given in
Eq. (4). Data are shown for DFT-MD simulations (filled symbols) and FF-MD
simulations (empty symbols), for the HCl (red symbols) and NaOH electrolytes
(blue symbols) at the interface with air Δγair (circles) and graphene Δγgraph (trian-
gles). Quadratic fits to the FF-MD data are shown for HCl (red lines) and NaOH
(blue lines) at the interface with air (solid lines) and graphene (dashed lines). The
parameters are Δγ = −0.01 + 0.35ρ − 0.24ρ2 for HCl–air, Δγ = −0.27 + 1.76ρ
− 0.14ρ2 for HCl–graphene, Δγ = −0.36 + 2.40ρ + 0.03ρ2 for NaOH–air, and
Δγ = −0.30 + 1.11ρ + 0.08ρ2 for NaOH–graphene. Experimental data from
Henry et al.22 for the air–water interface are shown for comparison as black
dotted lines. Note that the measurements were taken at relatively low concen-
trations, from 0.5 to 2 mol/l. (b) Contact angle of HCl and NaOH on graphene as a
function of concentration, estimated from Δγ using Young’s equation (5). (c) Sur-
face potential ΔΨ, defined in Eq. (6) as a function of concentration. In the inset,
experimental ζ-potentials for air–water (filled circles) and graphene–water (filled
triangles) for acidic solutions (orange symbols) and basic solutions (cyan symbols)
are shown.28,29,71,72

air Δγair (circles), extracted from DFT-MD simulations as well as
from FF-MD simulations at a range of concentrations, compared
with experimental data for the air–water interface.22 For the FF-MD
simulations, we find a mostly linear dependence of the surface ten-
sion on concentration, as observed experimentally,22 with deviations
above 5 mol/l. The full range of concentrations is best fitted using

a quadratic function, shown as solid and dashed lines in Fig. 5(a)
(parameters are given in the legend). For HCl, the DFT-MD results
agree well with the experimental data, while for NaOH, they are
larger. Note that the experimental data were measured for relatively
dilute electrolytes, up to 2 mol/l. We further estimate the change
in contact angle θ of HCl and NaOH electrolytes in contact with
graphene as a function of concentration using Young’s equation,

cos θ(ρ0
ions) = γLV cos θ0 − Δγgraph(ρ0

ions)
γLV + Δγair(ρ0

ions)
, (5)

where γLV = 63.6 mJ m−2 is the liquid–vapor surface tension of
pure SPC/E water94 and Δγgraph and Δγair are the changes in
liquid–graphene and liquid–air surface tension, respectively, as a
function of concentration, obtained from Eq. (4). Note that the
graphene–air surface tension cancels out. We take the contact angle
of pure SPC/E water on graphene to be θ0 = 80○.75 The results are
shown in Fig. 5(b). We find only a small change with concentration
up to 5○ for HCl electrolytes, while the contact angle increases to
95○ for NaOH at 10 mol/l. DFT-MD simulations even predict a con-
tact angle of 103○ at a high concentration of NaOH, against 72○ for
highly concentrated HCl. The FF-MD results suggest that graphene
becomes less hydrophilic as either of the water ions’ concentra-
tion increases, with a transition to being hydrophobic (θ > 90○)
for highly basic solutions. For highly acidic solutions, it seems that
graphene becomes more hydrophilic.

Next, we calculate the ionic electrostatic potential from the
integral of the electric displacement field, given in Eq. (2), as

Ψ(z) = 1
ϵϵ0
∫

z

Lz/2
Dz(z′)dz′, (6)

with ϵ being the water dielectric constant. In Fig. 5(c), we plot sur-
face potentials ΔΨ = Ψ(Lz) relative to the pure water potential as
a function of the ionic bulk density. These can be compared to
electrokinetic measurements of the ζ-potential,38 which is the elec-
trostatic potential at the shear plane. We cannot obtain the position
of the shear plane from our DFT-MD simulations; therefore, the
electrostatic potential in vacuum is used as a reference in Eq. (6).
To the best of our knowledge, no ζ-potential measurement at the
air–water nor at the graphene–water interface at such high ion con-
centrations was reported in the literature. Experimental data for pH
values between 2 and 12 are shown in Sec. S9 of the supplementary
material.28–30,71,72 In the inset of Fig. 5(c), we report the experimen-
tal ζ-potentials for the lowest pH at ρH3O+ = 10−pH (orange symbols)
and for the highest pH at ρOH− = 10−14+pH (cyan symbols) at both
the interface with air28,29 and the interface with graphene:71,72 for
low pH, we find reasonable agreement with the experimental sur-
face potentials of around 10 mV, while at high pH, our simulations
give a surface potential close to zero and do not reproduce the highly
negative experimental values. This reinforces the interpretation that
negative ζ-potentials are not due to hydroxide adsorption but might
be related to negatively charged contaminant molecules.36 In addi-
tion, we note that the pH-dependent experimental data in Sec. S9
of the supplementary material show very similar ζ-potentials at the
interface with air and graphene: the same is true for the values
reported in Fig. 5(c), although larger deviations are found for DFT-
MD simulations. Our FF-MD results also show a saturation for the
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HCl electrolyte for concentrations higher than 3 mol/l, after which
the surface potential reaches a plateau around 25 mV. On the con-
trary, for the NaOH electrolytes, we observe a small surface potential
until a threshold of 6 mol/l, after which ΔΨ decreases to −33 and −50
mV for the DFT-MD simulations and to −20 mV for FF-MD.

MOLECULAR INTERPRETATION

To interpret these results further, we investigate two analytical
theories: we study the Poisson–Boltzmann (PB) equation includ-
ing ion-specific ion–interface interactions,95–98 as well as a modified
Poisson–Boltzmann (mPB) equation that additionally takes into
account the finite size of ions.99,100 The details of the theory and
methods used are given in Sec. S7 of the supplementary material.
The PB theory considers point-like ions in solution, neglecting non-
electrostatic interactions and ionic correlations. This approximation
is typically good in the case of infinite dilution, but becomes signif-
icantly less accurate at higher concentrations. Taking into account
the finite size of ions allows us to avoid unphysically high concen-
trations at charged surfaces and to describe the electric double layer
formed at higher concentrations, going toward the modeling of ionic
liquids.99,100 Here, we first test these analytical theories against the
FF-MD simulations. We use the ionic density profiles from FF-MD
of the low concentration systems (orange lines in Figs. 3 and 4)
to define potentials of mean force UPMF

± (z) = −kBT ln (ρ±(z)/ρ0
ions)

and predict the ionic densities at higher concentrations. By con-
struction, the PB and FF-MD results agree for low concentrations.
The full results are given in Sec. S7 of the supplementary material.
From these, we find that for all systems, the PB equation taking
into account only the PMF does not reproduce the features of the
FF-MD density profiles at high concentrations. This can be seen
in Figs. 3 and 4 by comparing the concentrated FF-MD results
(red solid lines) with the PB predictions (blue dashed lines). The
deviation between FF-MD and PB starts from concentrations of
about 1–2 mol/l (see Figs. S24–S27 of the supplementary material).
Introducing a correction to take into account the finite size of
the ions leads to a slightly better description of the accumulation
of ions at the interface, as seen by comparing the concentrated
FF-MD results (red solid lines) with the mPB predictions (cyan
dotted lines) in Figs. 3 and 4. For the NaOH–air interface, the
mPB equation describes almost quantitatively the FF-MD results,
except above 7–8 mol/l when specific adsorption to the surface is
observed (see Fig. S26 of the supplementary material), but cannot
describe the higher concentrations of the DFT-MD simulations in
Fig. 3(d) (see cyan dotted lines compared to red solid lines). For
the NaOH–graphene interface, however, where the adsorption of
hydroxide at the interface in the FF-MD simulations at high con-
centrations is larger, the mPB theory describes the simulations well
only up until 4 mol/l (see Fig. S27 of the supplementary material),
but fails at describing the interfacial density peak in Fig. 4(d). For the
HCl–air and HCl–graphene interfaces, we observe a strong adsorp-
tion of hydronium at both interfaces at all concentrations, which
attracts chloride ions at high concentrations. This effect is repro-
duced by the mPB theory only qualitatively [see Figs. S24 and S25
of the supplementary material and Figs. 3(a) and 4(a)].

The discrepancies between analytical theories and MD results
show that (i) ionic correlations, (ii) non-electrostatic interactions,
and (iii) the molecular nature of these ions, in particular their dipole

moment and their ability to form hydrogen bonds with the sur-
rounding water molecules or other ions, play a crucial role at these
interfaces. To investigate the impact of ionic correlations and non-
electrostatic interactions, we performed Monte Carlo simulations of
HCl systems modeled as point-like charges interacting with the sur-
face via an ion–surface interaction UPMF

± (z) and with each other via
additional non-electrostatic ion–ion interactions determined from
ionic correlations in the FF-MD simulations U int(r). More details
are given in Sec. S8 of the supplementary material. We find that these
simulations have the same performance as the mPB theory with a
finite ion size correction. Therefore, the peculiar behavior of hydrox-
ide and hydronium is mainly due to the molecular nature of these
ions.

To go deeper into the mechanism behind the strong orienta-
tion of these ions, we investigate the electrostatic fields created in
different systems by different water orientations (around a neutral
cavity, a charged cavity, and a molecular ion). For this, we investigate
a single ion-pair at the air–water interface using FF-MD simulations,
where the hydronium and hydroxide ion interactions with water are
included on progressively more realistic levels. The three systems
are schematized in Figs. 6(a)–6(c). In a first step, we include only
the hydronium or hydroxide oxygen’s LJ interaction, thereby cre-
ating a neutral cavity in the system. In a second step, we simulate
a charged cavity, where we additionally include a point-charge of
q = ±1e on the hydronium or hydroxide oxygen atom. In the last
step, we consider the full molecular ions as described by the force
field optimized in Sec. S6 of the supplementary material. For each
system, we run a 500 ns FF-MD simulation and extract the aver-
age z-component of the Coulomb force FC

z acting on the hydronium
or hydroxide oxygen atom as a function of its position, from which
we calculate the electric field inside the oxygen cavity by Ez = FC

z /q.
Note that, in practice, for the neutral cavity simulation, we use a
small test charge of q = 0.01e on the oxygen to calculate the Coulomb
force on the linear-response level, and for all simulations, we adjust
the charge of the counterion to enforce electroneutrality. The electric
field profiles for the three systems are shown in Figs. 6(a)–6(c) for
hydronium (red lines) and hydroxide (blue lines) ions. From these
Ez profiles, we obtain the electric field at the oxygen position created
by the surrounding water. These electric fields produce a force on the
monopole charges: in the case of the Ez field produced in a neutral
cavity (a), it is oriented such that positive charges are repelled from
the interface and negative charges are attracted to the interface. In
the case of a charged cavity (b), the electric field pushes both positive
and negative ions away from the interface: this can be interpreted as
an image charge effect at the interface between two dielectric media,
where the dielectric constant of water is close to 80, while that of vac-
uum is 1. While these electric fields cannot explain the propensity of
water ions for the interface, it has been proposed that they play a
role for the water-ion orientation.11 Indeed, the dipole–electric field
interaction energy is given by −μzEz , where we take a dipole μ⃗ to be
oriented from the negative pole to the positive pole so that a pos-
itive electric field Ez > 0 applies a force on the dipole that would
orient it with the positive pole pointing away from the water phase.
In particular, for a small point-dipole μ⃗ added in the neutral cavity,
shown in Fig. 6(a), the water orientation at the interface and around
the neutral cavity would cause the point-dipole to orient toward the
bulk, since Ez < 0 at the interface. Note that we neglect here any
image-dipole effects and that this result is consistent with the results
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FIG. 6. (a)–(c) Electric field Ez at the oxygen position as a function of the distance to the GDS, calculated for a neutral cavity [(a), using the LJ parameters of the hydronium
or the hydroxide oxygen atom], for a charged cavity [(b), q = +1 for the hydronium ion and q = −1 for the hydroxide ion], and for the molecular water ions (c). Simulations
are run with a single ion pair in water at the interface with air (red solid line for hydronium and blue solid line for hydroxide). Refer to the main text for more details. (d) and
(e) Number of hydrogen bonds as a function of the distance to the GDS for the HCl–air system (d) and the NaOH–air system (e). We distinguish hydrogen bonds donated
by H3O+ (red lines), accepted by H3O+ (orange lines), donated by H2O (black lines), accepted by H2O (brown lines), donated by OH− (blue lines), and accepted by OH−

(cyan lines). Data are shown for DFT-MD data (dotted lines) and for FF-MD simulations at low concentrations (solid lines) and at a high concentration similar to the DFT-MD
one (dashed lines). Sketches of the hydration of water, hydronium, and hydroxide from DFT-MD simulations are shown, along with a chloride ion (green) and a sodium ion
(orange).

obtained in Ref. 43 for an argon cavity. This is consistent with the
H3O+ orientation but not with the OH− opposite orientation seen
in Fig. 2(f). For the charged cavity, shown in Fig. 6(b), we observe
that the screening of the ion’s charge by the water molecules around
the cavity, corresponding to image charge effects, leads to a different
orientation depending on the charge q of the cavity. Interestingly,
the electric field profile in Fig. 6(b) shows that this imperfect screen-
ing leads to a preferential orientation of a point-dipole toward the
bulk in case of a positive cavity corresponding to the hydronium
ion and an orientation away from the bulk water in case of a neg-
ative cavity corresponding to the hydroxide ion. Finally, Fig. 6(c)
shows the electric field profile felt at the ion’s oxygen position due to
the water orientation created in the presence of the molecular ions.
This includes in particular the specific orientations due to hydro-
gen bonding. If we introduced a point-dipole at the position of the
ions’ oxygen, we would observe the same preferential orientations as
predicted solely by the image charge effects in Fig. 6(b), which corre-
spond to the water-ion orientations actually observed in the FF-MD

simulations [see Figs. 3(b) and 3(e)]. However, the order of magni-
tude of the electric field in these three situations is very different: the
electric field in the charged cavity is 4–5 times larger than that in
the neutral cavity, meaning that the effect of the water orientation
due to the interface is negligible with respect to the effect of the first
solvation shell around a charged cavity. Moreover, the electric field
in the system with molecular ions is 6–7 times larger than the one
in the charged cavity. This means that the observed orientations of
the hydronium ion toward the water phase and of the hydroxide ion
away from it are predominantly due to hydrogen bonding and only
to a smaller degree due to image charge effects.

To complete our analysis of how the molecular nature of the
hydronium and hydroxide ions determines both the orientation and
the propensity of the ions for the interface, we study the hydrogen
bonding network as a function of position. We calculate the num-
ber of donated and accepted hydrogen bonds (HB) between a donor
oxygen D and an acceptor oxygen or chloride A. We use a standard
geometrical criterion to identify a hydrogen bond, i.e., the distance
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dDA < 3.0 Å and the angle θHDA < 30○. The results are shown in
Fig. 6(d) for the HCl–air interface, in Fig. 6(e) for the NaOH–air
interface, and in Sec. S10 of the supplementary material for the inter-
faces with graphene, which show a similar behavior. Data are shown
for DFT-MD simulations (dotted lines) and for FF-MD simulations
at low concentrations (solid lines) and at high concentrations close
to the DFT one (dashed lines). At low concentrations in bulk, we
find as expected that water molecules donate 1.5 HB and receive
1.5 HB on average (black and brown solid lines). The hydronium ion
donates three HB and receives on average 0.25 HB (red and orange
solid lines), while the hydroxide ion donates no HB and receives
6 HB (cyan and blue solid lines). Note that this high number is not
consistent with DFT data in the literature101 and in our simulations
[see the cyan dotted line in Fig. 6(e)], for which hydroxide receives
only four HB, showing the limits of our force field for the hydrox-
ide ion. Snapshots of the hydrogen bonding of a water molecule, a
hydronium ion, and a hydroxide ion are shown in Fig. 6. Geomet-
rical considerations can already give an intuitive explanation for the
orientation of the hydronium and hydroxide ions at the interface.
Indeed, due to the asymmetry of their hydrogen bonding patterns,
maximizing the number of HB at the interface imposes that the
hydronium ions point their hydrogens toward the water phase in
order to donate three HB to the bulk water molecules, while the
hydroxide ions point their oxygen atom toward the water phase, in
order to maximize the number of accepted HB from the bulk water
molecules.

For higher concentrations, we observe a modification of the
water hydrogen bonding: in the concentrated HCl solution, the
number of donated HB decreases to 0.75 in the FF-MD simulations
and to 1.0 in the DFT-MD simulations [black dashed and dotted
lines in Fig. 6(d)], which can be related to the presence of a large
quantity of chloride ions, toward which water molecules orient their
hydrogen atoms. On the contrary, in the concentrated NaOH solu-
tions, the number of accepted HB decreases to 0.75 in the FF-MD
simulations and to 1.0 in the DFT-MD simulations [brown dashed
and dotted lines on the right axis in Fig. 6(e)], which can this time
be related to the presence of a large quantity of sodium ions, toward
which water molecules orient their oxygen atom.

As we approach the interface and the density decreases, we
observe for both interfaces a decrease from 3 to 1 HB per water
molecule, with a slight mismatch between the donated and accepted
HB profiles (black and brown lines). Interestingly, in the case of HCl
[see Fig. 6(d)], contrary to water molecules, the hydronium ion does
not show a drastic decrease in HB at the interface: at low concen-
trations, the number of donated HB (red lines) stays constant to 3,
and it only goes down to 2.5 for higher concentrations. Therefore,
in agreement with previous work,15,54 we propose that the strong
propensity of hydronium ions for these interfaces at any ionic con-
centration is due to hydronium ions being less destabilized than
water molecules at the interface, because their hydrogen bonding
behavior is only slightly weakened (by the loss of 0.25 accepted HB)
compared with the significant loss of 2 HB for an interfacial water
molecule. In turn, donating three HB to the bulk water imposes a
strong orientation of the hydronium ions toward the water phase, as
observed in our simulations.

Following previous EXAFS and DFT studies on hydrochloric
acid concentrated solutions,102–104 we further investigate the sol-
vation of chloride ions. We confirm the presence of a significant

number of contact ion pairs H3O+–Cl−, for which the chloride–
hydronium distance is shorter than the chloride–water (H2O–Cl−)
one, as demonstrated by the radial distribution functions (RDFs)
in Sec. S11 of the supplementary material. In the case of sodium
hydroxide, the number of contact ion pairs is small and no
significant difference in the sodium–oxygen distances between
OH−–Na+ and H2O–Na+ is observed. Results from FF simulations
show good agreement with DFT ones, although the RDFs show a
more structured liquid than in DFT. More interestingly, these RDFs
also show the existence of non-dissociated molecular HCl species,
with an H–Cl distance of 1.3 Å. These are by construction excluded
from FF simulations. Stabilization of molecular HCl at the air–water
has previously been reported in Ref. 104. The density profiles of
molecular HCl from our DFT-MD simulations, shown in Fig. 7(a),
confirm these findings: for both the HCl–air and HCl–graphene
interfaces, molecular HCl is found mostly close to the interface. Our
results suggest that stabilization of molecular HCl is a generic effect
at hydrophobic interfaces.

For the NaOH electrolyte, shown in Fig. 6(e), we observe a
peculiar behavior at high concentrations, in which the number of
accepted HB by water molecules (brown dashed and dotted lines)
slightly increases at the interface with respect to the value in bulk,
which could be explained by a reduced concentration of sodium ions
at the interface, allowing for more accepted HB. Apart from this, the
HB profiles for NaOH do not explain the gradual increase in the
OH− density peak at the interface with increasing concentration, in
particular at the interface with graphene, observed in FF-MD sim-
ulations. This concentration dependence, not observed in the case
of HCl electrolytes, hints at a cooperative effect. Thus, in Sec. S12
of the supplementary material, we compute the radial distribution
function for the hydroxide oxygen atoms in the first hydration layer
at the graphene interface. For FF-MD, this pair correlation func-
tion shows a clear maximum at 4.4 Å, compared with 2.8 Å for the
water oxygens. This maximum corresponds to configurations where
two hydroxide ions are separated by a single water molecule, donat-
ing one HB to each hydroxide ion. Given that the hydroxide ions
both orient in the same direction, this is a surprising configuration.
Indeed, in usual electrostatics, we would expect two dipoles oriented
in the same direction to be repelled by each other. This, therefore,

FIG. 7. Density of molecular HCl species (solid lines) and chloride atoms (dashed
lines) as a function of the distance to the GDS. Data are shown for the DFT-MD
simulations of concentrated HCl solutions at the interface with air (black lines) and
with graphene (red lines).
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points to a screening of the dipole moment by the rearrangement of
water molecules around the hydroxide ion and to a favorable inter-
action between hydroxide ions mediated by hydrogen bonding. The
radial distribution profile for DFT-MD shows a peak at the same
position but not as high as for FF-MD. It is thus unclear whether
this effect plays a role in the DFT-MD simulations or if it is only
observed with the force field used. Given the limitations of our force
field for hydroxide, in particular the discrepancies for the hydrogen
bonding pattern with respect to DFT-MD at high concentrations,
these FF-MD results should thus be merely considered as a starting
point for more accurate investigations.

CONCLUSION

In this work, we performed extensive DFT-MD simulations of
HCl and NaOH highly concentrated electrolytes at the interface with
air and graphene. The large number of ions enables good sampling of
phase space in the simulation times accessible by DFT. In addition,
in order to obtain estimations for low concentrations, we performed
DFT-MD simulations of single ion-pairs and we combined and
adapted classical force fields to reproduce our DFT-MD simulations
at high concentrations. The FF-MD simulations are rather reliable
for the HCl systems, but for the NaOH systems, there are discrepan-
cies in the density profiles and hydrogen bonding topologies at high
concentrations, compared to DFT-MD results.

In agreement with surface tension measurements of acid and
base interfaces with air,22 we find that HCl has an ionic sur-
face excess, while NaOH displays an ionic surface depletion, for
both interfaces. We additionally predict a decreasing graphene
hydrophilicity for increasing water ion concentration, with a transi-
tion to hydrophobic graphene for highly basic solutions. Finally, we
find for both interfaces a positive surface potential for acids and an
almost neutral surface potential for bases, which becomes negative
only above ∼7 mol/l.

At the molecular scale, we observe for HCl an adsorption of
hydronium ions at both interfaces, roughly independent of con-
centration, that display a strong orientation with the three hydro-
gen atoms pointing toward the water phase. We demonstrate that
this orientation is dictated by the hydrogen bonding behavior of
hydronium ions, which donate three hydrogen bonds to the water
molecules in bulk. We argue that the high propensity of hydronium
ions for both interfaces with air and graphene, even at low concen-
trations, is due to the fact that hydronium ions retain their three
donated hydrogen bonds even at the interface, while water molecules
lose on average two hydrogen bonds at the interface, making it favor-
able to accumulate hydronium ions instead of water molecules at the
interface.

For NaOH, although we find an overall ionic surface deple-
tion, we observe density peaks for hydroxide at the interface with
air and graphene from concentrated DFT-MD simulations, the latter
inducing the largest density peak. At low concentrations, our FF-MD
simulations predict a gradual disappearance of the density peak, sug-
gesting no hydroxide adsorption in dilute systems. In addition, the
hydroxide ions at the interface have a strong orientation, opposite to
the one of hydronium, with their hydrogen pointing away from the
water phase. We show that this orientation is due to the favorable
hydrogen bonds accepted by OH− from the bulk water molecules.

The FF-MD simulations suggest a cooperative effect of neighboring
aligned hydroxide ions, which will need to be confirmed in future
studies.

This study highlights the molecular interfacial effects of the
hydronium and hydroxide ions that are not captured by stan-
dard Poisson–Boltzmann theory. We also investigated the difference
between the air–water and graphene–water interfaces. These two
interfaces are commonly compared because of their similar effect on
liquid water,105,106 despite their different rigidity.107 Through a care-
ful analysis, we reveal subtle differences in the orientation of water
molecules in the vicinity of the air–water and graphene–water inter-
faces. However these differences do not seem to have a significant
effect on the hydrogen bonding patterns and their position depen-
dence. The behavior of the water ions is also very similar at these two
interfaces, with identical orientations of the hydroxide and hydro-
nium ions and similar ionic density profiles at the interfaces. This
results in similar trends in the surface tension and surface potential
dependence on the water ion concentration.

SUPPLEMENTARY MATERIAL

The supplementary material contains additional simulation
details, the definition of the Willard–Chandler interface, details
on the orientation analysis, the force field optimization, as
well as the full concentration-dependent results, details on the
Poisson–Boltzmann theories, and the Monte Carlo simulations.
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