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Abstract

With an estimated 19 million new cancer cases each year and almost 10 million deaths
worldwide, there is a huge need for an optimised development of new therapeutic anticancer
compounds as well as prediction of cancer patient response at bedside. Pharmacometric modelling
and simulation allow to optimally leverage the rich longitudinal data from clinical studies and the
different oncology variables and endpoints as tumour response, biomarker concentrations and
survival information to better optimise clinical decision-making in oncology at its different stages:
the development of new therapeutic compounds with optimised dosing selection and during
therapeutic use to predict patient prognosis for improved treatment decisions at bedside.

Beginning with the development of new therapeutic compounds, identification of the
appropriate/optimal dosing for the confirmatory phase III trials that maximises efficacy and
minimises toxicity remains the most challenging component of clinical drug development. For this
reason, a better understanding of the impact of different dose levels on efficacy and toxicity is
needed to characterise the dose-response relationship and offer a more rational derivation of optimal
doses/dosing. Compared to traditional pairwise comparisons between different study arms of
dose-finding studies, statistical and model-based approaches have been shown to best leverage phase
II dose-finding study data and characterise the dose-response relationship. These different
approaches have been endorsed by the US Food and Drug Administration (FDA) which has recently
initiated “Project Optimus” with the aim to optimise dose finding in oncology. Therefore, project I
aimed to compare the performance of two model-based approaches within the oncology setting: the
recently proposed combined Likelihood Ratio Test (cLRT) which leverages longitudinal phase II
data and has shown high power detecting a dose-response relationship—but is computationally
expensive, and the Multiple Comparison Procedure (MCP), the earlier and more established
approach that has gained the FDA’s qualification as “fit-for-purpose” for the design and analysis of
phase II studies. A simulation-based framework of a dose-finding phase II study under different
study design considerations was established and applied to investigate cLRT and MCP
performance. The results showed that, in general, cLRT was associated with higher power
(=1−type II error) compared with MCP (89.8% vs 27.0%); however, its type I error (i.e. false
positive) was not well controlled (mean: 13%) compared with MCP (<4%). Moreover, cLRT power
was less sensitive to the different study design variables (e.g. number of patient with respect to
number of dose levels) in contrast with MCP. Therefore, based on these results, before cLRT can be
recommended to analyse dose-finding studies in oncology, further investigation of its robustness to
different model complexities and study design variables as well as investigation of conditions that
would better control type I error are needed to justify its high power at the expense of its
computational demands.
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Abstract

Equally important to the development of new therapeutic compounds with optimised dose selection,
is the accurate and early prediction of patient prognosis to monitor patient response and improve
treatment decisions at bedside. Non-small cell lung cancer (NSCLC), the leading cause of
cancer-related death, represents a disease of high burden and poor prognosis. Therefore, project II
was conducted with the aim to identify early predictors of efficacy for NSCLC patients to spare
them the unnecessary exposure to toxicities and contribute to better prediction of treatment
outcomes. Clinical data from patients with advanced NSCLC receiving first-line combination
therapy with paclitaxel and a platinum-based drug, were leveraged to characterise and quantify the
relationships between anticancer drug exposure, tumour dynamics and C-reactive protein (CRP)
concentrations—as a measure of the inflammatory level, using pharmacometric modelling.
Model-derived variables were then investigated as potential predictors of the most important and
commonly adopted efficacy endpoints progression-free survival (PFS) and overall survival (OS) by
means of parametric time-to-event modelling, with a special focus on the potential of early
longitudinal biomarker information as a potential early prognostic predictor. The results of our
modelling framework in which longitudinal CRP concentrations were leveraged for the first time for
prognostic investigations, identified the inflammatory level at treatment cycle 3 (CRPcycle3), i.e. day
42 from start of treatment, and the extent of absolute reduction in the inflammatory level between
treatment cycles 3 and 2 to be the most significant predictors of PFS. Besides the CRP-related
metrics, baseline tumour size and presence/absence of liver lesions were found to be predictors of
OS. Nevertheless, CRPcycle3 was by far of the highest impact. The identification of CRP at
treatment cycle 3 points to the potential and more informative value of longitudinal biomarker data
compared to the commonly applied approach in which only baseline (pre-treatment) measurements
are investigated and which do not reflect the patient situation and dynamic evolution of the disease.
Measuring longitudinal CRP as a routine biomarker allows for the monitoring of inflammatory
levels and, along with its reduction across treatment cycles, presents a promising prognostic marker
for the timely identification of patients at risk of therapeutic failure, early progression and/or short
survival to spare them unnecessary toxicities and provide alternative treatment decisions.

Overall, the two projects presented in this thesis, acknowledged and addressed, by leveraging
pharmacometrics methodologies, two critical needs within the scope of oncology drug development
and therapeutics that require early and more optimised clinical decisions. First, was the need to
optimally identify the drug effect for an accelerated and optimised development of efficacious
compounds for oncologic indications. Based on a scientific understanding of the dose-response
relationship during early clinical drug development, a more informed and optimised dosing selection
can be achieved. Within the investigated approaches, MCP, a robust but less powered approach
currently exists. However, for better power, systematic investigations of cLRT are needed to achieve
a more robust performance. Through the establishment of a proper understanding of the
dose-response relationship, decisions regarding optimal dosing selection can be better informed that
would maximise the drug’s efficacy, safety and tolerability and would consequently reflect on more
successful phase III trials and lower attrition rates. Second, was the need to accurately and timely
predict treatment outcomes and prognosis to monitor patient response, and improve treatment
decisions at bedside. Our developed modelling framework, successfully identified the minimally
invasive and cost-effective biomarker, CRPcycle3, as a significant predictor of PFS and OS. It also
proposed that monitoring the inflammatory level was of prognostic value. The application of this
modelling framework goes beyond NSCLC and is envisioned to suit other treatment modalities such
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as immunotherapies or targeted therapies for prediction of patient response and treatment outcomes
in different settings. Finally, with use of proper methodologies as pharmacometric modelling and
simulation, different data were successfully leveraged to optimise dosing selection and patient
monitoring for a pharmacometric-based optimisation of early clinical decision-making in oncology.
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Zusammenfassung

Angesichts von geschätzten 19 Millionen neuen Krebserkrankungen und fast 10Millionen
Todesfällen pro Jahr weltweit besteht ein enormer Bedarf an einer optimierten Entwicklung neuer
Antitumortherapeutika sowie an einer verbesserten Vorhersage des Therapieerfolgs im klinischen
Alltag. Pharmakometrische Modellierung und Simulation ermöglicht es, umfangreiche longitudinale
Daten aus klinischen Studien sowie verschiedene onkologische Messwerte und Endpunkte wie
Tumoransprechen, Biomarkerkonzentrationen und Überlebenszeit optimal zu nutzen, um im
klinischen Kontext die Entscheidungsfindung in der Onkologie zu verschiedenen Zeitpunkten zu
verbessern: sowohl während der Entwicklung neuer Arzneistoffe zur Auswahl einer optimalen
Dosierung ebenso wie in der therapeutischen Praxis zur Vorhersage individueller Prognosen zur
Verbesserung von Therapieentscheidungen.

In der klinischen Arzneimittelentwicklung ist die größte Herausforderung nach wie vor die Auswahl
einer geeigneten/optimalen Dosierung mit maximaler Wirksamkeit und minimaler Toxizität für
konformatorische Phase-III-Studien. Um die Dosis-Wirkungs-Beziehung zu charakterisieren und eine
rationalere Dosisfindung zu ermöglichen, ist ein verbessertes Verständnis des Einflusses
verschiedener Dosierungen auf Wirksamkeit und Toxizität erforderlich. Im Vergleich zum
herkömmlichen paarweisen Vergleich verschiedener Arme von Dosisfindungsstudien sind statistische
und modellbasierte Ansätze besonders geeignet, um Daten aus Phase-II-Dosisfindungsstudien
optimal zu nutzen sowie Dosis-Wirkungs-Beziehung zu beschreiben. Beide Ansätze werden von der
US-amerikanischen Food and Drug Administration (FDA) unterstützt, die kürzlich die Initiative
“Project Optimus” zur Optimierung der Dosisfindung in der Onkologie angestoßen hat. Projekt I
hatte daher zum Ziel, zwei modellbasierte Ansätzen in der Onkologie zu vergleichen: der neuere
aber rechenintensive kombinierte Likelihood-Ratio-Test (cLRT), der longitudinale Phase-II-Daten
nutzt und eine hohe Power bei der Erkennung einer Dosis-Wirkungs-Beziehung aufweist, und die
etabliertere Multiple-Comparison-Procedure (MCP), die von der FDA als zweckmäßig
(“fit-for-purpose”) für Design und Analyse von Phase-II-Studien eingestuft wurde. Um die
Leistungsfähigkeit von cLRT und MCP zu untersuchen, wurde ein Ansatz zur Simulation einer
Phase-II-Studie entwickelt und angewandt, der verschiedene Aspekte von klinischen Studiendesigns
berücksichtigt. Im Ergebnis zeigte cLRT insgesamt eine höhere Power (=1−Typ-II-Fehler) im
Vergleich zu MCP (89.8% vs 27.0 %); allerdings war der Typ-I-Fehler (d.h. falsch-positiv) weniger
gut kontrolliert (Mittelwert: 13 %) als bei MCP (<4 %). Außerdem reagierte die Power von cLRT im
Gegensatz zur Power von MCP weniger sensitiv auf verschiedene Variablen des Studiendesigns
(z.B. Anzahl der Patienten im Verhältnis zur Anzahl der Dosisstufen). Bevor cLRT daher für die
Analyse von Dosisfindungsstudien in der Onkologie empfohlen werden kann, muss er weiterhin auf
seine Robustheit gegenüber unterschiedlich komplexen Modellen und verschiedenen
Studiendesignvariablen untersucht werden sowie auf Bedingungen, die eine bessere Kontrolle des
Typ-I-Fehlers ermöglichen, um die hohe Power auf Kosten des Rechenaufwands zu rechtfertigen.
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Zusammenfassung

Ebenso wichtig wie die Auswahl einer optimalen Dosierung bei der Entwicklung neuer Arzneistoffe
ist die genaue und frühzeitige Vorhersage von Patientenprognosen in der klinischen Praxis, um das
Ansprechen auf eine Therapie zu überwachen und Therapieentscheidungen zu verbessern.
Nichtkleinzelliges Lungenkarzinom (NSCLC), die häufigste krebsbedingte Todesursache, ist durch
hohe Krankheitslast und schlechte Prognose gekennzeichnet. Projekt II hatte daher zum Ziel, frühe
Prädiktoren für das Therapieansprechen von NSCLC-Patienten zu identifizieren, um unnötige
Toxizitäten zu vermeiden und die Vorhersage des Therapieerfolgs zu verbessern. Auf der Grundlage
klinischer Daten von Patienten mit fortgeschrittenem NSCLC, die Paclitaxel und ein platinbasiertes
Zytostatikum als Erstlinien-Kombinationstherapie erhielten, wurden die Zusammenhänge zwischen
Arzneimittelexposition, Tumordynamik und Konzentration von C-reaktivem Protein (CRP) - als
Maß für das Entzündungsniveau - mithilfe pharmakometrischer Modellierung charakterisiert und
quantifiziert. Anschließend wurden aus dem Modell abgeleitete Variablen als potenzielle Prädiktoren
für die beiden wichtigsten und häufigsten Wirksamkeitsendpunkte progressionsfreies Überleben
(PFS) und Gesamtüberleben (OS) mittels parametrischer Zeit-zu-Ereignis-Modellierung
(Time-to-event-Modellierung) untersucht, wobei ein besonderer Schwerpunkt auf dem Potenzial
früher longitudinaler Biomarkerdaten lag. Unser Modellierungsansatz, bei dem longitudinale
CRP-Konzentrationen erstmals für prognostische Untersuchungen genutzt wurden, zeigte, dass die
wichtigsten Prädiktoren für PFS das Entzündungsniveau im dritten Behandlungszyklus
(CRPZyklus3), d.h. an Tag 42 nach Behandlungsbeginn, und die absolute Verringerung des
Entzündungsniveaus zwischen den Behandlungszyklen 3 und 2 waren. Neben diesen CRP-bezogenen
Parametern wurden auch die Ausgangsgröße des Tumors und das Vorhandensein bzw. Fehlen von
Läsionen in der Leber als Prädiktoren für OS identifiziert. Den bei weitem größten Einfluss zeigte
jedoch CRPZyklus3. Die Identifizierung von CRP im dritten Behandlungszyklus als Prädiktor weist
auf den potenziellen und aussagekräftigeren Wert von longitudinalen Biomarkerdaten hin, im
Vergleich zur in der Klinik üblichen Auswertung von ausschließlich Basislinienmessungen (vor der
Behandlung), die die Patientensituation und die dynamische Entwicklung der Krankheit nicht
widerspiegeln. Die Messung von CRP im Langzeitverlauf als Routine-Biomarker ermöglicht die
Überwachung der Entzündungswerte und ist zusammen mit Verringerung von CRP über
Behandlungszyklen hinweg ein vielversprechender prognostischer Marker. Er ermöglicht die
frühzeitige Identifizierung von Patienten mit erhöhtem Risiko für Therapieversagen, frühem
Progress und/oder einer kurzen Überlebensdauer, und hilft, unnötige Toxizitäten zu vermeiden und
alternative Therapieentscheidungen zu treffen.

Insgesamt wurden in den beiden in dieser Arbeit vorgestellten Projekten durch Nutzung
pharmakometrischer Methoden zwei kritische Aspekte im Bereich der onkologischen
Arzneimittelentwicklung und klinischen Praxis identifiziert und adressiert, die frühzeitige und
optimierte Entscheidungsfindung erfordern. Um im ersten Schritt die Arzneimittelentwicklung in
der Onkologie zu beschleunigen und zu verbessern, ist es notwendig, die optimale Wirkung eines
Arzneimittels zu ermitteln. Auf Basis eines Verständnisses für die Dosis-Wirkungs-Beziehung
während der frühen klinischen Arzneimittelentwicklung kann eine fundierte und optimale
Dosierungsauswahl getroffen werden. Unter den in dieser Arbeit untersuchten Ansätzen steht mit
MCP hierfür eine robuste, aber weniger leistungsfähige Methode zur Verfügung. Für cLRT sind
weitere systematische Untersuchungen zur Erhöhung der Power erforderlich, um eine robustere
Leistung zu erzielen. Entscheidungen über eine optimale Dosierung mit maximaler Wirksamkeit,
Sicherheit und Verträglichkeit können durch ein gutes Verständnis der Dosis-Wirkungs-Beziehung
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stark verbessert werden, was sich ebenso in höheren Erfolgsquoten von Phase-III-Studien und
niedrigeren Abbruchquoten widerspiegeln würde. Um im zweiten Schritt in der klinischen Praxis das
Ansprechen von Patienten zu überwachen und Therapieentscheidungen zu verbessern, ist eine
akkurate und frühzeitige Vorhersage von Therapieerfolg und Prognose entscheidend. Mithilfe des
entwickelten Modellierungsansatzes konnten wir erfolgreich den minimalinvasiven und
kosteneffizienten Biomarker CRPZyklus3 als signifikanten Prädiktor für PFS und OS identifizieren.
Zudem zeigte sich, dass Monitoring des Entzündungsniveaus von prognostischem Wert ist. Die
Anwendung dieses Modellierungsansatzes geht über NSCLC hinaus und ist prinzipiell auch für
andere therapeutische Modalitäten wie Immuntherapien oder zielgerichtete Arzneimittel zur
Vorhersage des Ansprechens von Patienten und des Therapieerfolgs in verschiedenen Bereichen
geeignet. Insgesamt erlaubte die Anwendung geeigneter Methoden wie der pharmakometrischen
Modellierung und Simulation die erfolgreiche Auswertung verschiedener Arten von Daten, um die
Dosierungsauswahl sowie das Patientenmonitoring zu verbessern und so die modell-basierte
frühzeitige Entscheidungsfindung in der Onkologie zu optimieren.
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1 | Introduction

Worldwide, there is an estimated 19 million new cancer cases each year, and, with almost
10 million deaths expected, cancer ranks as the second leading cause of deaths globally [1]. With such
a disease burden of increasing incidence and mortality, optimised clinical/therapeutic decisions are
needed when it comes to the development of new and efficacious medications with optimally selected
dosing and the timely monitoring of patients response for the prediction of anticancer treatment
success at bedside.

1.1 The need for optimised early clinical decision-making in

oncology

Oncology remains a therapeutic area with a huge need for optimised early clinical decision-making
at its different stages starting from the process of clinical drug development for better selection of
dosing, to the bedside application for patient monitoring and prediction of treatment response.

The need for optimised early clinical decision-making in oncologic clinical drug development stemmed
from the selected/approved but often poorly characterised doses for therapeutic compounds. Doses
(dosing) are often selected without a thorough understanding of their effect and tolerability leading
to unnecessary toxicities with no additional efficacy. This has reflected on the need for post-marketing
requirement or post-marketing commitment for further dose optimisation in almost 15.2% of the US
Food and Drug Administration (FDA)-approved small molecules and antibody-drug conjugates for
oncologic indications between 2019–2021 [2]. Therefore, there is a need for optimised dose selection
at the early stages of clinical drug development. A first step to optimise the dose, is the identification
of a dose-response relationship indicative of a present drug effect to support a broader understanding
of the impact of the different doses on efficacy and toxicity, and identify the best dose for further
investigation (Fig. 1.1, left side). This would in return (i) save time, effort, and money; (ii) increase
chances of successful trials; (iii) prevent exposure of patients to more toxic or less efficacious doses;
and (iv) would reflect on faster approvals of promising therapies with reliably selected doses [3, 4].

Of equal need for optimised early clinical decision-making is the prediction of cancer patients
treatment response at bedside. Unfortunately, the majority of cancer patients are still at risk of
poor prognosis given their late diagnosis, limited treatment options and/or disease aggressiveness.
Therefore, early prediction of patient outcome in response to treatment is crucial. Identification of
predictors of treatment efficacy are needed to support timely and individualised treatment
decisions, and to optimise therapies for patients with shorter survival. This would then spare them
the unnecessary exposure to inefficacious treatments and toxicities and ensure that the best
intervention is directed to the patient expected to benefit most from it (Fig. 1.1, right side).
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Early prediction of patient response to 
treatment for informed and timely 

treatment decisions

Early identification of drug effect 
(dose-response) to aid 

dose selection and optimisation

Pharmacometric-guided optimisation
of early clinical decision-making 

in oncology

(Section 1.2) (Section 1.3)

(Section 1.4)
Pharmacometrics

Early clinical drug development Bedside

Figure 1.1: Pharmacometric-guided optimisation of early clinical decision-making in oncology in early clinical
drug development (left) and at bedside (right) through the use of pharmacometrics (middle)

Therefore, through this doctoral thesis we aimed to address two major critical needs within the
scope of oncology: (i) the need for a reliable identification of drug effect for an optimised dose
selection during clinical development by supporting early identification of dose-response relationship
(Fig. 1.1, left side; section 1.2) and (ii) the need for an early prediction of patient response for timely
intervention and better clinical decision-making at bedside by supporting early prediction of
prognosis and efficacy endpoints (Fig. 1.1, right side; section 1.3). To best address these needs, the
use of pharmacometrics (Fig. 1.1, middle; section 1.4) offered the optimal analysis methodology.
Pharmacometrics allowed to analyse and leverage existing oncology data at these different stages
and to better answer the challenges in oncological clinical drug development and at bedside, for a
pharmacometric-based optimisation of early clinical-decision making in oncology.

1.2 Clinical decision-making in oncology in early clinical drug

development

The development of oncologic compounds represents a special area for clinical drug development
due to the tolerability and toxicity characterisitcs of anticancer treatments, the therapeutic window
and dose-response relationships of the new treatment modalities, and the enrolment of patients,
rather than healthy participants, since the early phases of the clinical drug development program.
Consequently, dose selection is still suboptimal.

1.2.1 The need for dose optimisation in oncology

The current paradigm for dose selection in oncologic drug development is viewed as non-ideal and
suboptimal. The reason for this is that the maximum tolerated dose (MTD) is still conventionally
used without further optimisation. The MTD is defined from phase I trials based on escalating drug
doses commonly using the 3+3 design [5] until non-tolerated toxicities of predefined rate and grade
(i.e. dose-limiting toxicity) are observed. This approach has been historically based on the clinical
development of cytotoxic drugs whose higher doses, given their steep dose-response, indicated maximal
therapeutic effect at the expense of toxicity. However, this no longer holds true with the introduction
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of new treatment modalities as targeted therapies and immunotherapies. These therapies require
longer treatment duration and hence, evaluation of their long-term tolerability. They also have a
different dose-response relationship and are more target-selective compared to the cytotoxic drugs.
Therefore, doses below the MTD may be equally effective and/or the MTD of these compounds may
not even be reached [6]. Thus, the continued adoption of the MTD approach does not always result
in the optimal dosing and could often result in the inadequate characterisation of doses.

An inappropriately selected high dose is intolerable for a major proportion of cancer patients. It carries
the risk of toxicity or adverse events and ultimately requires the need for dose reductions or treatment
cessation [6]. Out of the FDA initial approvals for oncology-related indications within 2011–2015 and
2019–2021, approximately one half and one third of the approvals had the MTD as the recommended
dose, respectively [2, 7]. Moreover, uncertainties around dose selection have been regarded as the
primary and most frequent reason (15.9%) for delayed or rejected marketing applications by the FDA
for new molecular entities from 2000 to 2012 [3]. For this reason, in 2021, the FDA initiated “Project
Optimus” with the aim to optimise dose finding and selection in oncologic drug development [8].

An optimised dose selection through dose-finding studies, will not only maximise efficacy but also
minimise the toxicity of the drug and improve the quality of life of the cancer patients with the aim
to bring the right dose to the patients in need.

1.2.2 Dose-finding studies in oncology

Dose-finding studies aim to support a broader understanding of the impact of different doses on
efficacy and toxicity. Although these studies are common outside of oncology, nevertheless, within
oncologic drug development, they are designed to determine the MTD (i.e. as phase I first-in-human
trial). This dose level is then directly investigated in confirmatory trials with no further opportunity
for dose optimisation or additional dose-ranging studies [7]. This was reflected in the 57 FDA approvals
reported between 2015 and 2017, where 43% of these approvals proceeded directly to confirmatory
trials after the first-in-human trials with no further dose optimisation [9]. Moreover, 26% of the
81 anticancer drug combinations approved between 2011 and 2021 lacked a dose-finding study [10].
Hence, an intermediate step for dose-ranging (finding) studies is needed to better understand the
drug’s efficacy and toxicity across the different doses.

The International Council on Harmonisation (ICH) E4 guideline on dose response information to
support drug registration [11] has recommended that dose selection in confirmatory phase III trials
should be based on the observed dose-response relationship obtained from earlier phase I and II
studies. It also recommends that studies investigating a dose-response should focus on characterising
the relationship rather than pairwise comparisons between dose groups while allowing enough time
for the effect to be achieved. Therefore, dose-finding studies should (i) evaluate and compare a range
of doses, ideally in a randomised trial, and (ii) select the dose for the confirmatory trials based on
the characterised dose-response relationship with the aim of finding the lowest dose beyond which no
further benefit is expected and/or the selection of several doses or dose-range for further evaluation,
based on pharmacological, tolerability, and safety information [11].

Dose-finding studies are often designed using few dose levels and a narrow dose range and hence, lack
the focus on the proper characterisation of the dose-response relationship and the consequent selection
of the most appropriate dose [9,12,13]. In the recently issued FDA draft guidance on optimising the
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dosage of human prescription drugs and biological products for the treatment of oncologic diseases [6],
the FDA has recommended that for an optimal dose-finding study, a randomised parallel dose-response
study design should be adopted in which multiple doses should be investigated—with the European
Medicines Agency (EMA) recommending a minimum of four doses over an at least 10-fold dose range
(Fig. 1.2) [13]. In this design, patients are randomly assigned to one of the arms e.g. fixed dose groups,
placebo, or active comparator for a time long enough to allow a dose-response comparison and offer
an evidence-based way to compare safety and efficacy outcomes (Fig. 1.2) [2]. When it comes to
the analysis, the multiple groups in these studies are commonly statistically compared via pairwise
comparisons and the best dose is selected for the confirmatory phase III trial [11]. Although this
approach is simple; however, it is suboptimal. It requires a large number of individuals in each arm
to control false positive results (i.e. type I error), which within a narrow dose range, may reflect
on a few number of doses. Moreover, it has limited statistical power, does not efficiently use all the
available information, and lacks any assumptions about the underlying dose-response relationship
[14]—in contrast to what has been previously recommended by the ICH E4 guideline [11].

37

Randomisation

Arm1

Arm2

Arm3

Arm4

Figure 1.2: General design of a four-arm, randomised, parallel, dose-response study to investigate multiple
dose levels. Arms could represent fixed dose groups, placebo, or active comparator.

Therefore, to overcome the challenges associated with the study design and handling of data in
typical dose-finding studies, one of the goals of “Project Optimus” has been the focus on strategies
and innovative approaches for dose-finding that could better leverage the data. This can be achieved
by the use of more methodological and statistical tools (discussed in section 1.4.2.1) which have
been shown to significantly reduce the required sample size when it comes to study design and
increase accuracy in dose selection when compared with pairwise testing [9] and have additionally
been welcomed by the EMA to better design the dose-finding studies [13].

1.3 Clinical decision-making in oncology at bedside

1.3.1 The need for early prediction of response: Lung cancer as case
example

Unfortunately, not all cancer types have an equal chance for early diagnosis. Some cancer types such
as lung cancer are still less likely to be diagnosed early [15]. Late diagnosis for lung cancer has topped
other cancer types such as breast cancer, colorectal cancer, and prostate cancer across Europe [16],
Germany [17], Switzerland [18], Australia [19], Canada [20], the United Kingdom [21], and the United
States [22]. This late diagnosis reflects on poor long-term survival and consequently develops the need
for easily measured predictors to identify early on patients with poor prognosis, for better clinical
decision-making when it comes to treatment interventions.
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The following sections focus on (i) lung cancer as an example of cancer type with high disease burden
due to its late diagnosis and poor prognosis (section 1.3.2) as well as on (ii) the potential prognostic
predictors of lung cancer, with a special focus on serum biomarkers (section 1.3.3).

1.3.2 Lung cancer

1.3.2.1 Disease burden: Incidence, mortality, and prognosis

In 2022, lung cancer has been ranked as the most common cancer type and the leading cause of
cancer-related death by the World Health organization [23], with a global overall 5-year survival rate
of only 13% across Europe [16]—regardless of the disease stage. Amongst the 2.2 million new lung
cancer cases each year, almost 1.8 million deaths occur worldwide, which exceed deaths from breast
cancer, prostate cancer and colorectal cancer combined [24]. Unfortunately, given that early disease
stages are asymptomatic, almost 40% of lung cancer patients are diagnosed with an already advanced
metastasised disease, that has spread to other parts of the body (Fig. 1.3, A). Patients with metastatic
lung cancer have a very poor life expectancy, besides the limited treatment options. Although the
introduction of new treatment modalities as targeted therapy and immunotherapy, in the past 20
years, has resulted in longer survival for these patients especially reflected on the 2-year survival rate
[25], the 5-year survival rate still does not exceed 10% for patients diagnosed with advanced disease
stage (Fig. 1.3, B) [26].
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Figure 1.3: Lung cancer [A] stage at diagnosis and [B] 5-year survival rate.
Lung cancer stages: Localised, cancer confined to primary site; Regional, cancer has spread to regional lymph
nodes; Distant, cancer has metastasised; Unknown, unstaged tumour.
Source: American Lung Association: Stage of lung cancer 2022 report [26].

Prognosis of lung cancer patients depends on multiple factors. These include the cancer stage at the
time of diagnosis i.e. patients with localised tumour have higher chance of survival compared with
patients with metastasised tumour; cancer type; response to treatment; and patient’s age and general
health [27].
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1.3.2.2 Risk factors

The primary risk factor of lung cancer is smoking, accounting for about 80% of lung cancer cases
and deaths. However, this is not the only risk factor; exposure to pollutants as asbestos, industrial
hazards, air pollution, secondhand smoking and arsenic as well as history of lung disease, precursor
lesions, or genetic alterations might also play a role in increasing the risk of lung cancer [25].

1.3.2.3 Types of lung cancer

Traditionally, lung cancers have been divided into non–small cell lung cancer (NSCLC) and small
cell lung carcinoma (SCLC). The former accounts for 80% of the lung cancer cases while the latter
accounts for the remaining 20%. SCLCs behave aggressively and are treated non-surgically in most
cases, whereas NSCLCs are managed by a combination of surgery, radiotherapy and systemic drug
treatments. Thus, with around 1.7 million patients diagnosed with NSCLC every year worldwide [24],
our focus in this thesis, within project II, was on the most common lung cancer type—NSCLC.

Identification of the lung cancer type, and in our case NSCLC, is usually done during diagnosis and
through histological examination, to decide on the most appropriate treatment strategy.

1.3.2.4 Diagnosis, staging, and histology

Diagnosis of NSCLC

The diagnosis of NSCLC, and lung cancer in general, usually starts with a chest X-ray where a
lung tumour can appear as a white-grey mass. A computed tomography (CT) scan or positron
emission tomography-CT (PET-CT) scan usually follows to confirm the suspected diagnosis. Other
more invasive procedures can include bronchoscopy for a detailed visualisation of the airways and/or
biopsy procedures (e.g. surgical or percutaneous) for histopathological examination of the lung cancer
type. Additionally, molecular testing may also be performed to identify patients eligible for targeted
therapies. Following the imaging and biopsy procedures, tumour diagnosis with respect to staging
and histological subtype can be defined [28].

Staging of NSCLC

Determination of the NSCLC stage aims to identify the extent and severity of the disease, decide
on the best treatment strategy, and offer prognostic information. Staging usually follows the TNM
system [29] where:

• T stands for Tumour and describes the size and extent of the main tumour. It involves four
categories T1–T4.

• N stands for Nodes and describes whether cancer has spread to the lymph nodes or not. It
includes three categories N1-N3.

• M stands for Metastasis and describes whether the cancer has spread to other parts in the
body or not. It includes two categories M0-M1.

The combination of the different TNM categories can then be converted into the stage grouping, to
determine the overall stage of the disease (stage I–stage IV), with the aim that patients in the same
stage would have similar treatment strategies and prognosis.
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Of relevance in this thesis for project II, are the advanced NSCLC stages; specifically stages IIIB
and IV. Stage IIIB (TNM categories: Any T with N3 and M0, or T3 or T4 with N2 and M0 [29])
involves tumours that have spread to the lymph nodes but not to distant parts of the body—also
known as locally advanced NSCLC. Whereas stage IV (TNM categories: Any T and any N with
M1 [29]) involves tumours that have metastasised to the other lung, pleura, pericardium; or have
distantly mestastasised to other organs regardless of the main tumour size or involvement of lymph
nodes—also known as metastatic advanced NSCLC.

Histology of NSCLC

Lung cancer in general, and within our focus here NSCLC, arises by the transformation of benign
bronchial epithelium to neoplastic tissue, triggered by e.g. genetic alterations. Identification of the
histological subtype of NSCLC seeks to identify cases eligible for targeted therapies and support
therapeutic decision-making for better prognosis. The major NSCLC histological subtypes include
adenocarcinoma, squamous cell carcinoma, and large cell carcinoma [30].

Adenocarcinoma

Adenocarcinoma is the most common subtype of NSCLC, accounting for about 40% of lung cancer
cases with a steady increase in incidence over the past decade. It is a malignant epithelial neoplasm
with glandular differentiation or mucin production that is commonly formed on the periphery. It also
shows multiple gene alterations to which approved molecular targeted therapies exist, which has in
turn improved its prognosis.

Squamous cell carcinoma

Squamous cell carcinoma (SCC) accounts for about 20% of lung cancer cases. It is associated with
smoking and has recently shown a decline in incidence. In contrast to adenocarcinoma, SCC lacks
glandular structure or mucin production. It is usually located centrally in the lung along the major
pathways near the bronchi and can even form cavities when it becomes large. SCC grows slowly and
has a better survival than adenocarcinoma.

Large cell carcinoma

Large cell carcinoma (LCC) is the least common subtype of NSCLC and represents < 3% of lung
cancer cases. LCC is usually peripherally located, bulky and necrotic in appearance. It is devoid of
any lineage-specific differentiation, and morphologic and immunohistochemical evidence of
adenocarcinoma, SCC, or neuroendocrine carcinoma. Tumours bearing the morphological
characteristics of LCC are designated as not otherwise specified, as LCC can only be confirmed
through a resection specimen with the thoroughly analysed tumour being devoid of lineage-specific
differentiation. LCC incidence has declined in recent years due to the reclassification after ancillary
tests utilising lineage-specific markers.
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1.3.2.5 Treatment strategies

Treatment of NSCLC usually takes into consideration the disease stage, histological subtype, results
of molecular testings—which investigate specific gene expressions in the malignant tissue, as well as
the general condition of the patient (section 1.3.2.6). Moreover, the choice and intensity of the therapy
should focus on the aim; whether it is curative, in case of less advanced disease; or palliative, to reduce
disease symptoms and improve the quality of life of the patient. The different treatments options for
NSCLC include:

• Surgery which involves surgical resection of the tumour and/or part of the lung; however, this
is usually reserved for the early lung cancer stages, when the tumour is still localised

• Radiotherapy in which ionising radiation targets and kills the malignant cells

• Targeted therapy which attacks specific cells and falls into monoclonal antibodies or tyrosine
kinase inhibitors

• Immunotherapy as immune checkpoint inhibitors

• Platinum-based chemotherapy as carboplatin or cisplatin combined with paclitaxel

Locally advanced NSCLC can be treated by a combination of surgery, radiotherapy and systemic drug
treatment. However, in case of metastatic advanced NSCLC, which comprises almost 40% of NSCLC
patients, systemic treatment is usually offered, most commonly as a combination therapy guided by
the patient’s general condition, age, and co-morbidities. For patients whose molecular testing has
shown a specific gene alternation, targeted therapy is recommended [31].

Of special relevance, is the first-line chemotherapy which was offered to the advanced NSCLC patients
enrolled in our clinical study in project II. This chemotherapy comprised of taxane (paclitaxel) in
combination with a platinum-based compound (cisplatin or carboplatin) [32,33]. Therefore, the focus
in the subsequent section would be on the compounds which had been administered to patients in
our present dataset:

Paclitaxel

Paclitaxel is a mitotic inhibitor which stabilises the microtubules and consequently hinders the cell’s
ability to divide [34]. It is approved as a first-line treatment in patients with advanced NSCLC, in
combination with a platinum drug. It is also indicated for treatment of ovarian and breast cancers.

Paclitaxel is usually administered as a 3-h infusion, with a 3-week interval at a dose ranging from
100 mg/m2 to 220 mg/m2—depending on the indication and combination therapy. Due to the poor
aqueous solubility of paclitaxel, it is dissolved in ethanol and Cremophor EL. The latter, causes
paclitaxel to exhibit nonlinear pharmacokinetics [35], associated with high interindiviudal variability
[36], and holds potential for hypersensitivity reactions that may require pre-medications.

Paclitaxel dose-limiting toxicities include haematological toxicities e.g. neutropaenia, and
neurotoxicity e.g. peripheral neuropathy. An association between paclitaxel drug exposure and
toxicity was observed. Specifically, time above paclitaxel plasma concentration of 0.05 µmol/L
(T>0.05) has been shown to be related to the development of peripheral neuropathy and
neutropaenia [37]. In fact, T>0.05 was a strong predictor of paclitaxel-related neutropaenia
[36, 38–44] in which a T>0.05 between 24 and 30 h was a discriminator between mild and severe
neutropaenia.
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Tumour resistance to paclitaxel treatment has been previously reported. The development of
resistance was linked to the (i) overexpression of the multi-drug resistance gene i.e. efflux pump; (ii)
changes in the target molecule e.g. mutations in the tubulin subunit(s), alterations in their binding
regions, or alterations in the stability of the microtubules; (iii) reduced function of apoptopic
proteins; or even (iv) alterations in cytokine expression e.g. interleukin-6 [45–47].

Platinum-based compounds

Cisplatin

Cisplatin is a platinum-based drug that is used to treat different types of cancer e.g. testicular
cancer, ovarian cancer, cervical carcinoma, bladder carcinoma, SCC of the head and neck, and lung
cancer—as monotherapy or in combination with other therapies. Cisplatin binds to the DNA strands
by cross-linking, usually through the guanine base, to cause DNA damage and interfere with the
mitotic cell division. When DNA repair fails, cell apoptosis is triggered [48].

Cisplatin is administered intravenously (15–120 mg/m2) every 3 to 4 weeks as a single dose, usually
after paclitaxel [49] and requires extensive hydration prior and post treatment administration.

Carboplatin

Carboplatin is a second-generation platinum-based drug used in the treatment of ovarian and lung
cancers, alone or in combination with other drugs [50]. Compared with cisplatin, carboplatin has
slower DNA binding kinetics; however, it exhibits a similar mechanism of action in which it binds to
the DNA strands by attaching an alkyl group to the DNA bases, to interfere with DNA replication and
repair. To a lesser extent, carboplatin may additionally interfere with DNA replication by cross-linking
the DNA strands.

Carboplatin is administered as a short-term intravenous infusion. To avoid the risk of overdosing
and/or renal toxicity, carboplatin dose is adjusted to target a drug exposure corresponding to a
specific area under the curve (AUC) of 4–7 mg·min/mL according to the Calvert’s formula (Eq. 1.1),
where GFR is the glomerular filtration rate [50].

Total dose (mg) = Target AUC (mg ·min/mL) ·
(
GFR (mL/min) + 25 (mL/min)

)
(1.1)

Comparison of cisplatin- and carboplatin-based chemotherapy

In NSCLC, paclitaxel is used with either cisplatin or carboplatin, either of which has been shown
to be equally effective with similar response rates [51, 52]. Although previous research has shown a
survival benefit of the cisplatin-based combination [53], results were inconclusive and contradictory
in other studies [51,52,54].

Moreover, the toxicity profiles of the platinum drugs are different, as carboplatin carries the
advantage of reduced toxicity compared with cisplatin. While cisplatin has been associated with
higher rates of nausea, vomiting, ototoxicity, and nephrotoxocity; carboplatin has been associated
with haematological toxicities mainly thrombocytopaenia [51]. Additionally, in case of
cisplatin-based chemotherapy, paclitaxel-related neutropaenia was sequence dependent i.e. to reduce
the risk of paclitaxel-related neutropaenia, paclitaxel should be administered before cisplatin as the
latter reduced paclitaxel clearance [49]. This sequence dependency was not observed with
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carboplatin-based chemotherapy. Therefore, the choice of the platinum drug should take into
consideration the patient’s comorbidities and preferences as well as the expected toxicity profile.

1.3.2.6 Assessments of patient performance and treatment efficacy

Assessment of patient performance

The Eastern Cooperative Oncology Group (ECOG) performance status describes the general
condition of the patient with respect to the ability to care for oneself, and perform daily and
physical activities. Thus, the ECOG status can assess the progress of the disease and how well the
patient can tolerate treatment by evaluating how the disease impacts the patient’s life, daily
activities, and level of functioning. Furthermore, the ECOG status is commonly used as a selection
criteria for patient enrolment in clinical trials, to ensure a consistent and homogeneous patient
population. Table˙ 1.1 summarises the different ECOG status grades describing the patient’s
performance and overall health status [55] which can be classified on a scale from 0 to 5, with
ECOG 0 being fully active and ECOG 5 being dead.

Table 1.1: Scale of ECOG performance status

Grade ECOG performance status

0 Fully active, able to carry on all pre-disease performance without restriction

1 Restricted in physically strenuous activity but ambulatory and able to carry
out work of a light or sedentary nature, e.g. light house work, office work

2 Ambulatory and capable of all self-care but unable to carry out any work
activities; up and about more than 50% of waking hours

3 Capable of only limited self-care; confined to bed or chair more than 50% of
waking hours

4 Completely disabled; cannot carry on any self-care; totally confined to bed or
chair

5 Dead
ECOG: Eastern Cooperative Oncology Group.

Assessment of tumour response

The “response evaluation criteria in solid tumours” (RECIST) [56] is a standardised way to measure
the tumour response to treatment and is widely used in the clinical evaluation of cancer therapy. A
baseline measurement is done using an appropriate radiological imaging technique, usually by CT,
and a maximum of five target lesions, representative of all involved organs, are identified. These
target lesions should be easily measured, include no more than two per organ, be suitable for
accurate repetitive measurements, and with longest diameter ≥ 10 mm (for lymph nodes, short axis
diameter should be > 15 mm). The sum of the longest diameters (SLD) of the target lesions (in this
thesis referred to as tumour size thereafter) is calculated at baseline and serves as the reference for
further assessments and later comparisons. Non-target lesions i.e. lesions that cannot be
appropriately measured or do not qualify as target lesions, are also identified although their
diameters are not necessarily measured. Therefore, they are not considered in the calculation of the
SLD but rather followed up to monitor treatment response.
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During follow-up, the tumour size is compared to the baseline measurement, non-target lesions are
examined for presence/absence, and emergence of new lesions is also monitored. According to this
assessment different objective tumour responses can be defined:

• Complete response (CR)
– Disappearance of all target and non-target lesions
– No new lesions

• Partial response (PR)
– ≥ 30% decrease in tumour size compared to baseline tumour size
– No progression of non-target lesions
– No new lesions

• Progressive disease (PD)
– ≥ 20% increase in tumour size compared to the smallest tumour size on the study with an

absolute increase of ≥ 5 mm, or
– Progression of non-target lesions, or
– Appearance of new lesions

• Stable disease (SD)
– Neither PD nor PR

Assessment of progression and/or survival time

Besides tumour assessment, the time the patient survives with/without progression and/or time taken
until the patient progresses are also commonly used to assess treatment efficacy, and can fall under
the following endpoints [57]:

• Overall survival (OS) defined as the time from the start of treatment until patient death due
to any cause. OS is considered the most reliable endpoint to assess clinical benefit, and is easy
and precise to measure.

• Progression-free survival (PFS) defined as the time from the start of treatment until
objective tumour progression or patient death, whichever occurs first. PFS is generally
assessed earlier than OS, and since it includes death, it can correlate to OS.

• Time-to-progression (TTP) defined as the time from the start of treatment until objective
tumour progression and does not include deaths.

1.3.3 Biomarkers as potential prognostic predictors in NSCLC

1.3.3.1 Biomarkers and their roles in clinical setting

A biomarker is defined as a “characteristic that is objectively measured and evaluated as an
indicator of normal biological processes, pathogenic process or pharmacologic response to a
therapeutic intervention” [58]. Biomarkers may include molecular, histologic, radiographic, or
physiologic characteristics and can serve valuable roles in both (pre-)clinical drug development and
the clinical setting. Of interest in project II, is their valuable role in the clinical setting; biomarkers
can identify patients at risk for a disease, detect disease presence, or even relate the effect of an
intervention to clinical response [58]. Based on the biomarkers role in the clinical setting, they can
henceforth be classified into one of the following categories:
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• Diagnostic biomarkers to identify patients with specific diseases or classify the disease in
terms of stage and extent.

• Predictive biomarkers to predict and monitor patient response to a therapeutic intervention.

• Prognostic biomarkers to predict patient prognosis and the likelihood of a clinical outcome
or disease progression.

The latter category is the one of particular interest due to the poor prognosis of NSCLC patients.
Therefore, focus in the subsequent sections will only be on the prognostic value of biomarkers with
respect to NSCLC.

1.3.3.2 Prognostic (serum) biomarkers in NSCLC

Given the poor prognosis of patients diagnosed with NSCLC, prognostic biomarkers offer a valuable
role to identify patients at risk and predict early on a patient’s clinical outcome, to support physicians
make an informed decision when it comes to treatment choice and long-term outcomes.

Prognostic biomarkers in NSCLC can fall under two major categories: molecular biomarkers and
routine biomarkers. Molecular biomarkers include genes, mRNA, proteins, or miRNAs. Protein
expressions such as the vascular endothelial growth factor, which plays a role in the formation of
new blood vessels for tumour cells to grow, or the Ki-67, which is expressed in actively dividing
cells, have been shown to be associated with poor prognosis when overexpressed [59]. However,
despite the availability of molecular biomarker data, optimal leveraging of these data for application
in the clinical setting is limited due to the lack of reproducible results due to the heterogeneity of
the used techniques and/or study designs [59].

On the other hand, routine biomarkers, which have established more presence in the clinical setting,
include the tumour TNM staging and patient performance status (section 1.3.2.6) [59–61]. It has
been established that patients diagnosed with early stage NSCLC have better prognosis and longer
survival compared with patients diagnosed with an advanced disease stage. Taken separately, the
extent of lymph node involvement, presence of metastasis, and tumour size also play a role. On
the other hand, the ECOG performance status has been useful to guide the choice of therapy and
predict patient prognosis [60]. Amongst the other routine biomarkers, which have been investigated for
their prognostic potential in NSCLC, are serum biomarkers, which present cost-effective, minimally
invasive, and easily measured markers. A recent review [62] investigating the prognostic value of
carcinoembryonic antigen (CEA), cytokeratin-fragment 19 (CYFRA 21-1), cancer antigen 125 (CA
125), neuron-specific enolase (NSE), SCC antigen, progastrin-releasing-peptide, CA 19-9, and CA
15-3, highlighted CEA, CYFRA 21-1, and NSE to be of high positive prognostic value in advanced
NSCLC. To a lesser extent, CA 125, CA 19-9, and SCC antigen were also identified [62]. Additionally,
lactate dehydrogenase [63–65], a marker of tissue/cellular damage and the circulating inflammatory
markers C-reactive protein (CRP) and interleukin 6 (IL-6) were significantly positively associated
with poor prognosis [66–91].

CRP was of particular interest in project II. Besides the fact that it represents a serum biomarker
with the consequent advantage of being easily measured in a reliable and minimally invasive way—as
part of clinical routine, it has been shown to be associated with tumour size, advanced and more
aggressive NSCLC stages, as well as poor prognosis [92,93]. Hence, it holds a strong prognostic value
in NSCLC.
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1.3.3.3 CRP as a prognostic serum biomarker in NSCLC

Nature, role and characteristics of CRP

CRP is a non-specific acute phase protein that is released in response to inflammation, infection,
or tissue injury [94, 95]. In presence of a stimulus, CRP is primarily produced in the hepatocytes in
response to increased levels of inflammatory cytokines, especially IL-6 (Fig. 1.4) [94]. Therefore, CRP
production can only be impaired in case of liver failure. Apart from that, only the resolution of the
pathological trigger either spontaneously or in response to drug effect can reduce CRP concentration
[94,95].
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Figure 1.4: Schematic representation of C-reactive protein (CRP) synthesis. In response to inflammation,
inflammatory cytokines e.g. interleukin 6 (IL-6) are released which in turn stimulate the hepatocytes to
produce CRP. Figure created in BioRender.com.

The quantified serum CRP is a pentameric structure composed of five identical non-glycosylated
polypeptide subunits [94]. Median CRP concentration is about 0.8 mg/L [94], although up to
10 mg/L has been observed in healthy adults [94–96]. Following a stimulus, CRP synthesis starts
rapidly, its concentration rises within 6 h and peaks around 48 h [94, 95], with a potential of more
than 10,000-fold increase in its concentration [94]. CRP has a half-life of 19 h that is unaffected by
the (patho)physiological state of the individual [94, 97]. Therefore, CRP synthesis is the sole
determinant of its concentration, which consequently reflects the intensity of the pathological
process. A sustained elevated concentration of CRP indicates an ongoing pathological condition
that has not yet been resolved e.g. chronic inflammation, infections or advancing disease [92, 94].
CRP is generally stable within an individual, with no diurnal variation [98, 99], or seasonal
variation—apart from occasions of a pathological stimulus [94]. It is also unaffected by food. On the
other hand, it shows a positive association with obesity (as obesity is considered a low-grade
systemic inflammatory disease), smoking, and age [94, 95]. The latter being probably because of the
associated co-morbid conditions. Moreover, robust, reproducible, and well standardised assays exist
for CRP that ease its reliable measurement [92,94].

CRP isoforms and their relation to inflammation and cancer

CRP is released from the liver in the pentameric form (pCRP). Then, it dissociates to the poorly
soluble monomeric form (mCRP). Rate of conversion of pCRP to mCRP decreases over time and once
mCRP is formed, there is no transition back to pCRP; hence, pCRP concentration in the systemic
circulation increases with time (Fig. 1.5) [92, 100]. pCRP has an anti-inflammatory activity and is
associated with a continuous, low-level inflammatory response of an unresolved disease. mCRP, which
is evident during acute-phase responses, has pro-inflammatory activities and modulates inflammatory
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responses by stimulating different cell types at the site of inflammation. Therefore, the reduction of
mCRP over time (due to the chronic inflammatory state and the reduced conversion rate of pCRP to
mCRP) and the consequent increased levels of pCRP, indicate reduction in the natural host defence
response and a persistent tissue damage [92,100].

Time
Chronic 

inflammation
Acute 
inflammation

Plasma level of pCRP

Figure 1.5: Schematic representation of pCRP as a function of inflammation and time. pCRP: pentameric
C-reactive protein. Adapted from [92].

The reasons for CRP elevation in cancer patients are not yet fully clear. Although there is no consensus
on whether inflammation triggers a carcinogenic effect, tumour cells induce the inflammation, or even
if it is an interchange between both postulations [68,92,93,101], there is nevertheless an observed lack
of resolved inflammation that is linked to cancer progression, tumour necrosis, and local tissue damage
[93]. Given that cancer, in general, and within our focus here NSCLC, in specific, represent a state of
chronic inflammation, one of the reasons for the elevated CRP concentration could be attributed to
the inflammation caused by the tumour (growth), which promotes the production of inflammatory
cytokines and in turn the acute phase protein—CRP (Fig. 1.6). Consequently, pCRP is expected to
dominate and reflect the severity of tissue damage associated with tumour growth and progression.
Additionally, given its weak anti-inflammatory activity, a unidirectional relationship is assumed, in
which the inflammatory signal associated with the tumour is considered to drive CRP concentration
(Fig. 1.6). A pro-inflammatory feedback from CRP to trigger tumour growth and metastasis is not
expected, given that mCRP only exists in the acute state [92,93,101].
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Figure 1.6: Schematic representation of tumour-driven C-reactive protein (CRP) synthesis. IL-6: interleukin
6. Figure created in BioRender.com.

Other reasons that have been postulated for the observed elevated CRP concentration in cancer
included an immune response to (i) cancer-related infections, (ii) tumour antigens, or (iii) the
production of inflammatory proteins by tumour cells [93, 101]. All of which support that CRP is a
response to the malignant state. Additionally, CRP’s precursor, IL-6, has been shown to be
upregulated in response to paclitaxel and platinum drugs in ovarian and brain cancers, and be
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involved in cancer resistance [68]; and in other works was found to be produced by LCC [102] and
SCC [103] NSCLC cell lines which may partially explain the connection between elevated CRP
concentration and poor prognosis in NSCLC patients.

Leveraging CRP concentration for optimal prognostic value

To understand the prognostic value of CRP, and monitor and predict patient prognosis, optimal
leveraging of CRP concentration and the existing clinical data is needed. So far, the majority of
research has focused on the baseline measurements to assess the prognostic potential of CRP in
NSCLC, neglecting its kinetic change over time [67–74, 74–80, 80–88, 104, 105]. Looking beyond the
baseline measurements would have the added benefit of considering the impact of treatment and the
disease evolution, and thus better reflect the patient’s condition and prognosis during the course of
treatment.

For an efficient and better utilisation of existing clinical data, exploiting their informative value,
and characterising the kinetics of the biomarker in relation to the response data, the
mathematical-based approach—Pharmacometrics—presents an optimal methodology to bridge
serum biomarker data (i.e. CRP concentration-time course and kinetic profile) to treatment
outcomes and efficacy endpoints (i.e. prognostic outcomes).

The following section introduces Pharmacometrics and its different approaches. It also highlights
its potential in dose optimisation during early clinical drug development, and its role in the early
prediction of patient response by leveraging different oncology endpoints including biomarker and
efficacy data.

1.4 Pharmacometrics

Pharmacometrics is defined as “the science of developing and applying mathematical and statistical
methods to characterise, understand, and predict a drug’s pharmacokinetic, pharmacodynamic, and
disease-biomarker-outcome behaviour” [106]. Pharmacometrics represents a multidisciplinary field
that bridges pharmacy, biology, medicine, mathematics, statistics, and computer programming.
Through the development of a simplified representation of the system (i.e. model), pharmacometrics
aims to provide a coherent understanding and characterisation of (i) what the body does to the
drug (i.e. Pharmacokinetics, PK), (ii) what the drug does to the body (i.e. Pharmacodynamics,
PD), and/or (iii) the time-course of drug exposure and its relation to response (PK/PD). Moreover,
it can also describe tumour dynamics as well as disease progression and can even infer expected
outcomes under different scenarios through further simulations [107].

To date, pharmacometrics has played a crucial role in clinical drug development, and has supported
regulatory decision-making and therapy optimisation in the clinical setting.

In clinical drug development, pharmacometrics has optimised clinical study design by aiding dose
selection, identifying the optimal dosing, determining sample size, supporting the use of alternative
and more informative endpoints, and predicting the risk of toxicity [106, 108]. When it comes to
regulatory decision-making, pharmacometrics and further simulations have supported the approval
of new drug doses, dosing regimens, and exploration of new treatment indications and dosing in
special (sub-)populations without the need to conduct additional clinical trials [106,108]. Hence, not
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only providing an expedited approval to drug applications but also an individual, social, and
economic benefit. Between 2000 and 2008, the number of submission to the FDA utilising
pharmacometric analysis had a 6-fold increase [109]. Moreover, pharmacometric analysis
contributed to drug labelling and dosing decisions resulting in the approval of 64% of the
submissions into which it was involved [109]. Although, more recent numbers are lacking, it is
estimated that submissions involving pharmacometric analyses have increased by approximately
60% from 2000–2008 to 2012–2021 [110]. In recognition to the pivotal role of pharmacometrics,
guidance documents were issued by the FDA and the EMA to support and guide the application
and reporting of pharmacometric analyses as an integral part of the drug development and
marketing approval processes [111,112].

Finally, in the clinical setting and at bedside, pharmacometrics helps with individualised patient
care through therapeutic drug monitoring based on the patient characteristics and measured drug
concentration, and can optimise drug dosing with respect to patient characteristics and expected
variability. Moreover, based on the identification of the influential patient/disease characteristics
regarding a specific toxicity, it can identify vulnerable populations and patients at risk of developing
toxicities and adjust their treatment schedule accordingly.

1.4.1 The population approach

One of the major advancements of pharmacometrics was the development of the population
approach for the estimation of parameters in which data regardless of their nature (sparse or dense)
could be leveraged. The population approach refers to the quantitative description of the PK
and/or PD characteristics, disease progression, biomarker dynamics, or therapeutic outcome of a
population of interest, along with their different levels of variability, e.g. interindividual variability,
intraindividual variability and residual variability arising from measurement errors as an example
[113]. Additionally, the potential sources i.e. factors/covariates impacting the identified variability
could also be identified and their impact could be quantified. Population parameters can be
estimated by fitting all the individual data together e.g. naïve pooling approach and naïve averaged
data approach or by fitting each individual separately and then combining the individual parameter
estimates e.g. standard two-stage approach. Each of those approaches has its own limitations. A
third approach, the nonlinear mixed-effects (NLME) approach is the gold standard and population
approach of choice as it overcomes the limitations of the previous two approaches. These different
approaches, along with their limitations, are briefly summarised in this section.

1.4.1.1 Naïve pooling approach

In the naïve pooling approach, population parameter estimates are obtained by fitting and
analysing all the individual data together under the assumption that they arose from the same
individual. Consequently, variability is summarised under a single term, ignoring its different levels
e.g. interindividual, intraindiviudal, measurement errors etc. Despite being an easy, simple, and
rapid approach, it does not provide individual parameters estimates and could result in biased
estimation of parameters [114]. Hence, it is applicable in situations where interest is only in a rough
approximation of the mean profile rather than the variability.
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1.4.1.2 Naïve averaged data approach

In the naïve averaged data approach, data from the different individuals are averaged at each time
point before data analysis. As with the naïve pooling approach, naïve averaged data approach is simple
to implement. Nevertheless, it does not estimate individual parameters, can lead to biased estimates
as the variability is masked e.g. fails to account for interindividual variability, and requires identical
sampling times across individuals. Thus, it is useful when experimental data with a standardised
design and minimal variability are analysed [115].

1.4.1.3 Standard two-stage approach

The standard two-stage approach is a stepwise procedure in which individual parameter estimates
are first calculated based on each individual’s data and then descriptive statistics of the individual
parameter estimates are computed across the individuals. Although this approach focuses on
individual parameter estimates, point estimates of the summary statistics e.g. mean can be
considered as the population parameter while the distribution e.g. standard deviation or variance,
can describe the variability across individuals. However, despite the simplicity of this approach, a
key limitation of the two-stage approach is the overestimation of the variability since no distinction
exists between the different levels of variability i.e. interindividual variability, intraindividual
variability, measurement errors [115]. Moreover, this approach requires dense sampling per
individual to reliability estimate the parameters and their variability [116].

1.4.1.4 Nonlinear mixed-effects approach

In the NLME approach, individuals’ data are analysed simultaneously (as with the naïve approaches)
while taking into account the respective individual data, i.e. which data are from which individual,
and the different levels of variability. Moreover, mean population values as well as the different sources
of variability are also identified. Compared to the previous approaches, NLME showed less bias and
more precise estimates of both mean parameters and different variability [114]. In contrast to the
two-stage approach, it can also handle unbalanced data, and both sparse and dense samples [115].
Thus, it overcomes the limitations of the previously described population approaches and best suits
the complexity of clinical data.

In this work, NLME was the preferred population analysis approach applied for all population data
analyses. Detailed description of the NLME approach methodology is presented in section 2.1.2.

1.4.2 NLME modelling in oncology

Oncology data offer a wide range of variables and endpoints e.g. drug dose and concentrations
(exposure metrics), efficacy (response) endpoints as tumour size and survival information, as well as
blood cell counts and biomarkers concentrations for monitoring of adverse events and treatment
efficacy, respectively. These factors hold a great potential to inform clinical decision-making if
properly leveraged, characterised and linked together.
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The following sections elaborate on the application of NLME modelling in (i) early clinical drug
development where characterisation of the association between the dose and response can help
better optimise dose selection; as well as its application (ii) at bedside where characterisation of the
potential association among two or more endpoints, e.g. biomarker-tumour-survival, helps to
identify key predictors and influencing factors for a better understanding of treatment outcome and
improved future predictions.

1.4.2.1 NLME modelling in early clinical drug development

NLME modelling can optimise early clinical drug development by incorporating the PK and PD
information to better inform the design of dose-finding studies. Through the explanation and control
of the sources of variability in treatment response, NLME modelling can design sufficiently powered
studies to detect a drug effect, provide more informative dose selection by evaluating the dose-response
relationship, and optimise the benefit-risk ratio of novel therapeutic compounds [11,13,117–121].

Modelling of the dose- or exposure-response relationship has been a promising approach and a
sought component for optimal dose selection in clinical drug development within oncology [11, 121].
Several model-based approaches have been proposed to better leverage safety and efficacy data from
dose-finding studies and allow for more informative characterisation of the dose-response and
optimisation of dose selection [117, 122]. Of these model-based approaches that have been recently
proposed to identify dose–response relationships and are of interest in this thesis, is the combined
Likelihood Ratio Test-Modelling (cLRT-Mod) which is based on the principles of NLME modelling
and is commonly compared to the earlier and more established non-NLME model-based
approach—the Multiple Comparison Procedure-Modelling (MCP-Mod).

The description of the MCP-Mod and its recent NLME adaptation cLRT-Mod as model-based
approaches to optimise dose selection is summarised below.

Model-based approaches to optimise dose selection

Multiple Comparison Procedure-Modelling

MCP-Mod is a statistical methodology which was proposed by Bretz et al. [123] for the design and
analysis of phase II dose-finding studies. MCP-Mod aims to identify the presence of a significant
drug effect (i.e. dose-response), over placebo, using multiple contrast tests and to characterise the
expected dose-response relationship that best describes the observed data. Given that multiple models
(i.e. relationships) are evaluated at the same time, MCP-Mod provides flexibility in characterising
the expected dose-response relationship while accounting for model uncertainty. In the second step,
using the best-performing model(s), the dose-response curve is modelled to evaluate the optimal dose,
dosing, or dose range that achieves the desired response, for the confirmatory phase III study.

MCP-Mod was initially developed for normally distributed responses, considering a single time
point observed in patients enrolled in parallel group study designs. Later, it was extended to what
was termed generalised MCP-Mod (gMCP-Mod), to consider non-normally distributed responses
(e.g. binary (event/no event), count (number of events), or time-to-event endpoints) and
repeated/longitudinal patient observations [13,124].
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Because of its ability to utilise the information from all the active doses and placebo, MCP-Mod is
regarded to be more effective than pairwise comparison to generate statistical evidence from phase II
trials with regards to dose selection and is associated with a robust control of type I error. Thus, since
the method is specified at the study design stage, it can contribute to (i) better design of phase II
trials i.e. dose range and dose levels are optimised to better determine the dose-response relationship
and ensure a certain power is reached, and (ii) the reduction of phase II failures, and requirements for
post-approval dose adjustments [13]. Hence, it has received both an EMA qualification opinion [13] as
well as an FDA “fit-for-purpose” designation [125] for the design and analysis of phase II dose-finding
studies.

Nevertheless, (g)MCP-Mod has been associated with some limitation such as (i) sensitivity of the
method to the choice of the multiple models which may result in a reduced power of the test, and (ii)
exploration of a “mean” drug effect per dose group—measured at end of the trial—resulting in reduced
information associated with the dose-response analysis, ignored longitudinal information, and power
reduction [126]. For these reasons, an extension of MCP-Mod, the cLRT-Mod was proposed.

Combined Likelihood Ratio Test-Modelling

The cLRT-Mod approach was proposed by Buatois et al. in 2021 [126] to represent a pharmacometric
NLME adaptation of MCP-Mod. Earlier, the use of the likelihood ratio i.e. statistical test to compare
how well the model predicts parameters that make observing the data most likely (section 2.1.2.2) has
been associated with increased power compared with the contrast tests used in MCP [127]. Hence,
cLRT aimed to overcome some of the limitation associated with the use of the multiple contrast
tests in MCP by leveraging the likelihood ratio test and principles of NLME (section 2.1.2), to assess
dose-response while accounting for model uncertainty. Moreover, in contrast to MCP, cLRT aimed
to make use of the full longitudinal data and the repeated measurements over time associated with
progressive diseases such as cancer in which the status of the patient evolves with time. In previous
clinical trial simulations [126], and compared to MCP-Mod based on an end-of-treatment endpoint,
cLRT showed an increase in power in detecting a drug effect for both symptomatic (67% on average)
and disease-modifying (11.3% on average) drug effects, with a similar control of type I error.

1.4.2.2 NLME modelling at bedside

At bedside, there is a broad range of oncology-related variables e.g. exposure metrics, tumour sizes,
biomarkers concentrations, adverse events, and survival information. NLME modelling allows the
characterisation of each of these factors for a quantitative understanding of the different key
processes as well as the expected range of outcomes—given the estimated variability. Additionally,
the association of different variables and endpoints through a modelling framework e.g. linking drug
exposure to tumour size and linking tumour size to survival, offers a broader and more
comprehensive understanding of the quantitative relationships between these different variables in
relation to the relevant endpoint.

The subsequent sections focus on the basic principles and NLME modelling approaches commonly
utilised to leverage oncology-related data at bedside, that were of interest in the work presented in
this thesis.
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Modelling tumour dynamics

In contrast to the internationally adopted RECIST criteria to monitor tumour response to treatment,
in which continuous tumour size data are categorised (section 1.3.2.6) [56], population modelling of
tumour size carries the advantage of preserving the continuous nature of tumour size data. Moreover,
it can also characterise the dynamic change of tumour size over time, account for the development
of resistance, and if treatment information is considered, can explore the impact of different doses
and/or treatment schedules other than those investigated. Thus, population modelling of tumour size
dynamics offers the valuable opportunity to characterise the time course of tumour size, from the
usually sparse tumour size data in clinical trials, for an early assessment of tumour response and
treatment efficacy.

The structural complexity of models describing tumour size is highly variable. Models can range
from being a simple description of tumour growth, describing the change in tumour size over time
informed only by the measured tumour sizes, to being more complex accounting for the influence
of treatment, tumour heterogeneity, development of resistance, or even the potential involvement of
biological processes e.g. angiogenesis, immune system and targeted biomarkers [128]. Thus, different
models exist to describe tumour growth which reflect different hypotheses regarding the tumour
environment or treatment effects and commonly include one or more of the following components:

• Tumour growth
– A fundamental component of tumour dynamics models is accounting for tumour growth

kinetics. Tumour growth kinetics could represent a non-saturable growth (i.e. unlimited
growing pattern) e.g. linear or exponential growth. A linear tumour growth assumes a
constant zero-order tumour growth rate (Kgrowth) whereas an exponential tumour
growth assumes that the tumour growth rate is proportional to the tumour burden
(Kgrowth·Tumour size) [128]. Alternatively, tumour growth kinetics could represent the
less-commonly clinically observed but biologically realistic saturable growth reflective of
a maximum tumour growth capacity due to availability of nutrients, oxygen and space
e.g. gompertz or logistic growth [128].

• Impact of treatment
– During treatment, a second component of tumour dynamics models is accounting for the

impact of treatment on tumour size, which commonly assumes that tumour shrinkage in
response to treatment i.e. drug-induced tumour shrinkage, is proportional to tumour
burden. Drug-induced tumour shrinkage could also be a function of treatment exposure
e.g. drug concentration, drug dose, or AUC. The relationship between treatment
exposure/drug dose and tumour size could exhibit either a linear or non-linear
relationship (as explored in project I ). A lag time to account for the delay between drug
exposure and treatment effect due to e.g. time needed to reach the site of action or to
bind to the target receptor, can also be considered if needed.

• Resistance
– Emergence of resistance to treatment could be represented by a decrease in the efficacy of

treatment as proposed by Claret et al. [129], in which the efficacy of the drug declines over
time, due to emergence of resistance, leading to loss of drug-induced tumour shrinkage.
Alternative ways to account for resistance include the assumption of different tumour cell
populations with different sensitivities to treatment [128].

20



1.4 Pharmacometrics

Optionally, more complex semi-mechanistic tumour dynamics models could account for tumour
heterogeneity assuming that the tumour mass is a mix of proliferative and quiescent cells and/or
drug-resistant and sensitive cells. Potential impact of biological factors as angiogenesis dynamics
(monitored by respective biomarkers), or the immune system in case of immunotherapy could also
be considered [128,130].

Comprehensive reviews of available models to characterise tumour dynamics in presence/absence of
treatment effect and resistance evolution are published [128,131–133] and provide an overview of the
potential modelling frameworks.

Modelling biomarkers

Modelling biomarker data allows the description of their time course as well as their relationship to
treatment and/or tumour. Biomarkers are commonly described by the so-called “turnover model” or
“indirect response model”. The turnover model is a pharmacodynamic model that represents the
biomarker concentration as a dynamic process governed by a production process (a zero-order
production rate constant, Kin) and a degradation process (a first-order degradation rate constant,
Kout) (Fig. 1.7, A). Alternatively, it is also considered as a one-compartment model with an inflow
and outflow represented by Kin and Kout, respectively.

Such model can describe biomarker concentrations in both steady-state or in response to an external
factor e.g. drug effect represented by drug concentration or AUC, or effect of tumour dynamics
represented by tumour size (Fig. 1.7, B). In absence of an effect, the biomarker concentration is in
steady-state in which the baseline steady-state concentration can be derived from the ratio between
Kin and Kout (Eq. 1.2). In presence of an external factor, its impact on the system can be described
in four different ways as either stimulation or inhibition of Kin or Kout (Fig. 1.7, B) [134–136]. The
most appropriate model could be decided based either on prior knowledge of the expected relation
between the external factor and the biomarker or through the selection of the best-fitting model [137].

Biomarker 
(B)

𝐾𝑖𝑛 𝐾𝑜𝑢𝑡

𝐾𝑖𝑛,𝐶𝑅𝑃 𝐾𝑜𝑢𝑡,𝐶𝑅𝑃

Baseline IL-6
Baseline tumour size

Disease stage
Smoking status

CRP

𝐾𝑖𝑛,𝐶𝑅𝑃 𝐾𝑜𝑢𝑡,𝐶𝑅𝑃

CRP

Biomarker 
(B)

𝐾𝑖𝑛 𝐾𝑜𝑢𝑡

A B

Figure 1.7: Schematic diagram of a biomarker turnover model at [A] steady-state and [B] in response to
external factor showing either stimulation (green arrow) or inhibition (red sign) of Kin or Kout.
Kin: zero-order production rate constant; Kout: first-order degradation rate constant.

At steady-state, the baseline biomarker concentration (baseline) is given by,

Baseline =
Kin

Kout
(1.2)

and at time (t), the rate of change of the biomarker (B) concentration over time (dB(t)
dt ) can be

described by (Eq. 1.3),
dB(t)

dt
= Kin −Kout ·B(t) (1.3)
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Modelling survival

Population modelling of survival data adopts the parametric time-to-event (TTE) modelling
approach in which the instantaneous risk of developing an event e.g. death (also known as hazard)
is characterised. By calculation of the cumulative risk of having the event, the distribution of these
events, over time, are characterised (discussed in details in section 2.2.4).

An advantage of this modelling approach is that it also allows the assessment of different predictors
for their quantitative impact on the instantaneous risk of developing the event. These predictors could
be (i) observed baseline patient characteristics e.g. ECOG status, disease stage or (ii) model-derived
predictors obtained from the characterisation of drug concentration e.g. AUC, the characterisation
of tumour size e.g. relative change in tumour size (i.e. tumour shrinkage) at specific time, or the
characterisation of biomarker kinetics e.g. change in biomarker from baseline—as investigated in
project II.

Moreover, a major advantage of the parametric TTE models is that since the shape of the hazard
is identified (i.e. constant, increasing, or decreasing risk) along with the impact of the identified
significant predictors, simulations could be performed to predict the events under different (i) design
settings e.g. different number of dose levels; (ii) predictor levels e.g. extreme values of biomarker
concentration or different predictor categories as disease stage; or (iii) dosing schedules e.g. 2- or
3-weekly paclitaxel dosing [137].
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1.5 Objectives

The high incidence and mortality rates associated with cancer combined with the high attrition
rates during the development of new compounds as well as the high rate of therapeutic failure, rank
oncology as a therapeutic area with a huge need for optimised early clinical decision-making. Timely
clinical decision-making is valuable at two crucial steps when it comes to (i) the development of
new and efficacious medications with optimally selected dosing early on during the initial clinical
development phase and (ii) the timely monitoring of patients response for the early prediction of
anticancer treatment success/failure at bedside.

Therefore, the objectives of this doctoral thesis aimed to contribute to better leveraging of dose-finding
trial data for optimal selection of drug dosing (project I) as well as to the early prediction of patient
response at bedside for timely decision-making and better informed treatment decisions (project
II). To optimally leverage the rich, longitudinal, and heterogeneous oncology data at these different
stages, pharmacometric modelling and simulation methodologies were applied to guide early clinical
decision-making at these two critical stages represented by the independent objectives of (project I)
and (project II) as follows:

Project I: Simulation-based evaluation of cLRT and MCP approaches in
oncology under different clinical trial scenarios

To optimise dose selection in the oncology setting, adequate leveraging of the data of dose-finding
studies is essential. The latter can be achieved by model-based approaches that are currently
recommended to leverage and analyse phase II dose-finding studies. Therefore, understanding the
performance of these approaches within the oncology setting is of high interest and hence, the main
objective of project I was to assess the performance of the newly proposed cLRT approach versus
the MCP approach, as two proposed model-based approaches that identify a dose-response
relationship to optimise dose selection in dose-finding studies. A simulation-based exploratory
assessment was undertaken to evaluate the cLRT and MCP approaches under different study design
considerations within an oncology setting with the aim to answer the following questions:

• How does cLRT perform when considering continuous tumour size data in comparison to MCP
when using time invariant efficacy endpoint in oncology?

• What is the optimal study design under a fixed total number of patients that would successfully
inform early decision-making and achieve high power in detecting a dose-response relationship?

To achieve this, we sought to:

• Compare the performance of cLRT in identifying a dose-response relationship when using
continuous tumour size data to MCP when using the best change in tumour size from baseline
as endpoint.

• Challenge the performance of cLRT and MCP under two different drug effects (strong vs weak)
and different dose-response relationships of increasing complexity (linear, log-linear, Emax, and
sigmoidal Emax relationships).

• Evaluate the influence of the different study design variables: total number of patients i.e. total
sample size and number of dose levels, on the performance of cLRT and MCP.
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Project II: Identification of predictors of efficacy in NSCLC patients: A
tumour dynamics - CRP modelling framework

Non-small cell lung cancer (NSCLC) is a disease of high incidence and mortality that is associated
with poor prognosis as well as a significant clinical burden and poor quality of life for the patient.
Timely and early prediction of outcome is of great benefit to spare the patient the unnecessary toxicity
of the treatment, and to better inform early therapeutic decision-making.

Therefore, the main objective of project II was to identify early predictors of efficacy in advanced
NSCLC patients treated with paclitaxel in combination with either carboplatin or cisplatin
chemotherapy. We focused on C-reactive protein (CRP) as a serum biomarker which has been
previously shown to be associated with NSCLC prognosis. Further, we sought to explore the
informativeness of longitudinal CRP data compared to only baseline data, to evaluate their
respective prognostic potential as predictors of progression-free survival (PFS) and overall survival
(OS), and to seek answering the main question of whether monitoring specific metrics of CRP, as a
minimally invasive routine marker of inflammation, could provide a prognostic potential of disease
outcome or not. Through this main objective, we aimed to answer the following questions:

• Can monitoring inflammation, through longitudinal measurement of specific CRP metrics,
provide a potential prognostic marker?

• Do longitudinal predictors have a stronger impact compared to baseline predictors?

• Is non-baseline CRP concentration more informative than baseline CRP concentration?

• Going beyond baseline characteristics, which are the most significant predictors of PFS and OS
in patients with advanced NSCLC? and what are the characteristics of patient subpopulations
at risk of poor prognosis, and those who have good prognosis and better chance of treatment
success?

• How does tumour dynamics impact CRP concentration?

• What are the relevant factors impacting CRP production?

To answer these questions within our main objective, the following two sub-objectives were identified:

• Development of a coupled tumour dynamics - CRP model to characterise circulating longitudinal
CRP concentration with respect to time. With this coupled model, we aimed to:

– Link tumour dynamics to CRP production to characterise the relationship between drug
exposure, tumour dynamics and CRP concentration; account for the influence of tumour
burden on CRP concentration; identify factors impacting CRP production; and
characterise the dynamic profile of CRP concentrations.

– Leverage the developed model to select and derive model-based metrics as potential
predictors of efficacy, with a special focus on early longitudinal metrics.

• Characterisation of efficacy endpoints and impact of predictors, with the aim to:
– Characterise PFS and OS as the most commonly used clinical endpoints.

– Identify and evaluate the most significant predictors of PFS and OS.

– Assess the impact of the identified predictors of PFS and OS on median time-to-event.
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2 | Data and methods

2.1 Population pharmacometric modelling and simulation

Nonlinear mixed-effects (NLME) modelling and simulation was the main pharmacometric approach
used to achieve the objectives of the work presented in this thesis. NLME was adopted to optimally
leverage the longitudinal data (Projects I and II ) and allow the quantification of the variability and
identification of its sources (Project II ). For this reason, the principle and description of the applied
NLME modelling and simulation methodology as well as the preparation of the data for this type of
analysis are presented in the following sections.

2.1.1 Data management and exploratory data analysis

To obtain a dataset that is compatible with our NLME analysis, several steps had to be undertaken
(outlined in Fig. 2.1). These included: (i) “data management” to arrange the clinical data in the
desired structure and check for its appropriateness and (ii) “exploratory data analysis” to identify
trends, variability and outliers within the developed dataset.

Data management NLME analysisExploratory data analysis

Dataset 
generation

Statistical 
data analysis

Dataset 
check out

Graphical 
data analysis

Clinical dataset

Figure 2.1: Workflow of data management and exploratory data analysis starting with clinical data to create
a compatible dataset for nonlinear mixed-effects (NLME) analysis. Figure created with BioRender.com.

2.1.1.1 Dataset generation and check out

Data intended for analysis in a modelling and simulation software require a specific structure. While
different software differ in the prerequisites of the data structure, focus here will be on the structure
required by the NLME modelling and simulation software, NON linear M ixed-Effects M odelling
(NONMEM®), which had been used in the work presented in this thesis.

For a NONMEM®-compatible dataset, all the data were transformed to a numerical format and
arranged in a chronological order, per individual, with respect to the occurrence of events. Each
record represented a single event (a dosing event, an observation, or other). NONMEM®-specific
identifiers were also included to identify the individuals (ID), records with/without the dependent
variable (i.e. identifier for missing dependent variable, MDV), and type of event record (i.e. event
identifier, EVID).
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The dataset(s) used for our modelling purposes included all information ranging from the dependent
variable (DV) e.g. drug concentrations or biomarker concentrations to independent variables e.g. time
or patient demographics. Additional characteristics, if needed, were also derived during the dataset
generation step e.g. deriving body mass index from information on body weight and height. It is
worth noting that the necessity of the different information in the dataset depended on the type and
purpose of the model e.g. datasets intended for PD models did not necessarily include dosing events,
especially if no PK description was included in the model—as in projects I and II.

Handling of missing data or data below the lower limit of quantification (LLOQ) was performed at
this stage of dataset generation. It was important that descriptive information i.e. covariates, were
not missing but rather present on every record for a successful characterisation of their impact. As
different strategies existed [138, 139], measures to handle these situations are described under the
respective project section (Project I : not applicable; Project II : section 2.6.2.2).

Following the development of the NONMEM®-compatible dataset, a dataset check out was performed
to detect inconsistencies, and identify and correct any errors. This involved (i) “cross-column checks” to
ensure the correct combinations of the dataset variables e.g. in a correctly built dataset, an observation
record should read MDV equals 0, EVID equals 0 and DV does not equal 0; and (ii) “index plots” in
which different data variables were plotted against each ID to detect outliers and identify potential
clustering.

To ensure reproducibility and traceability, all steps of dataset management (generation and check
out, Fig. 2.1) were performed using R and RStudio software (section 2.4).

2.1.1.2 Exploratory data analysis

After the dataset generation and check out, and before model development started, extensive
statistical and graphical data analyses were performed to explore the data, detect trends, and
identify data points that required further investigation.

Exploratory statistical data analysis

During the statistical data analysis, the distribution and variability of the continuous variables were
explored using descriptive summary statistics (section 2.3.1); whereas for categorical variables, the
frequencies of the different categories were explored using counts and percentages.

Exploratory graphical data analysis

During the graphical data analysis, histograms and bar plots were used to visualise the frequency
distribution for continuous and categorical variables, respectively while box-whisker plots visualised
the median, interquartile range, and range of a continuous variable.

Moreover, during the graphical data analysis, the general trend (i.e. typical profile) and variability
in the DV (e.g. biomarker concentration in PD analysis) were investigated when plotted against the
independent variable (e.g. time). This relationship was visualised as a spaghetti plot in which data
points from the same individual were connected.
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Additionally, graphical data analyses detected potential trends between the DV and patient
characteristics, and identified potential correlations between different covariates to help with
covariate screening and analysis (section 2.1.2.1). Correlations between two continuous variables
were explored using scatter plots, whereas in presence of a categorical variable, box-whisker plots
were used.

Moreover, plots were generated either for the whole patient population or stratified by a specific
variable (e.g. covariate) and/or plotted on linear or logarithmic scale for a clearer and more detailed
visualisation of the different ranges of values.

2.1.2 Nonlinear mixed-effects modelling and simulation

In NLME modelling, the typical population parameters, that do not vary across individuals
(i.e. fixed-effects), were estimated along with the quantification of the variability that contributed to
the differences in observations within the population (i.e. random-effects), hence the term
“mixed-effects”. Additionally, individual parameters were estimated. Besides the ability to deal with
unbalanced and sparse data, NLME has the advantage of analysing data of all individuals
simultaneously. Therefore, the data of the whole population contributed to the parameter
estimation via the maximum likelihood approach, where the most likely set of model parameters’
values were determined that maximised the likelihood to observe the data. Approximation methods
were used to measure the parameter likelihood, to account for the “nonlinear” relation between the
DV, and the model parameters and random-effects.

In general, an NLME model consisted of three major components (Fig. 2.2):

• the structural model : to describe the profile of a typical individual in the population,

• the statistical model : to quantify and identify the different levels of variability e.g interindividual
variability and residual variability (i.e. the variability quantifying the difference between model
predictions and observations that could not yet be explained), and

• the covariate model : to identify variables contributing to the observed variability.

The structural and statistical models were collectively known as the base model.

Structural 
model

Covariate
model

Statistical
model

Interindividual variability

Residual variability

Components 
of an NLME 

model

Base model

Figure 2.2: Components of a nonlinear mixed-effects (NLME) model

27



2 Data and methods

In the following sections, the different NLME model components, parameter estimation methods and
means to evaluate an NLME model are described, with respect to the implementation of the NLME
framework in the modelling and simulation software NONMEM®.

2.1.2.1 Model components

Structural model

The structural model described the typical profile of the DV (e.g. biomarker concentration) as a
function of the independent variable (e.g. time)—in absence of covariates. It also estimated the
typical (mean) value of the population parameters e.g. population value of the biomarker production
rate constant.

It is therefore considered a mathematical representation of the relevant underlying process and could
consequently be described as a mathematical function, f , including study design variables, x, and
structural model parameters, ϕ. Therefore, for a measured observation, j, of the ith individual, a
general mathematical representation of the structural model can be represented as follows (Eq. 2.1),

Ŷij = f(ϕi, xij) (2.1)

where Ŷij is the predicted observation for the ith individual at the jth observation time, f is the
function for predicting the observation, j, of the ith individual and is dependent on ϕi, the vector
of structural model parameters of the ith individual and xij , the vector of independent study design
variables (e.g. time).

In this thesis, the structural model was leveraged to describe (i) biomarker concentration (as
implemented in project II ) and (ii) tumour dynamics (as implemented in projects I and II ).

Statistical model

The statistical model aimed to quantify the different levels of variability within the population under
investigation. In the presented work, the interindividual variability and residual variability were of
relevance and are described below. However, it is worth noting that additional variability components
such as interoccasion or interstudy variability could also be investigated, when applicable.

Interindividual variability

The interindividual variability (IIV) was quantified to allow the typical value of the parameter,
estimated from the structural model, to vary across individuals and estimate the parameter value
for each individual—so called Empirical Bayes Estimates (EBEs). Hence, IIV quantified the
deviation of the individual parameter value from the typical population parameter value
(i.e. population mean) for the different model parameters. Since model parameters are typically
assumed to follow a log-normal distribution, IIV was implemented on model parameters using an
exponential relationship (Eq. 2.2). This ensured that individual parameters were always positive
(e.g. biomarker production rate constant) and were not estimated to have physiologically
implausible values [140,141].

θi,k = θk · eηi,k ηi,k ∼ N
(
0, ωk

2
)

(2.2)
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2.1 Population pharmacometric modelling and simulation

In Eq. 2.2, θi,k is the ith individual parameter value for the kth parameter, θk is the typical population
parameter value for the kth parameter and ηi,k is the deviation of the ith individual value from the
typical population parameter value, θk. ηi,k was assumed to be normally distributed with a mean of
zero and a variance ωk

2. Therefore, when reporting IIV, the variance ωk
2, which was on a log-scale,

was converted to the original scale as coefficient of variation (CV%) to ease interpretation according
to Eq. 2.3. For small variances (e.g.< 0.4), a simpler approximate was used (Eq. 2.4) [140,141].

CV% =
√

eωk
2 − 1 · 100% (2.3)

CV% =
√
ωk

2 · 100% (2.4)

The variances of all IIV parameters, ωk
2, were combined in a variance-covariance matrix called Ω.

To account for the potential correlation between the different ωk
2, a non-zero off-diagonal

variance-covariance matrix (Ω) could be generated, in which the diagonal elements represented the
variance (ωk

2) and the off-diagonal elements represented the covariance terms of the IIV
parameters. Thus, for k parameters 1 and 2, Ω can be expressed as in Eq. 2.5,

Ω =

[
(ω1,1)

2

(ω1,2)
2

(ω2,2)
2

]
(2.5)

where (ω1,1)
2 and (ω2,2)

2 are the variances for parameters 1 and 2, respectively and (ω1,2)
2 is the

covariance term between parameters 1 and 2. The correlation coefficient (ρ) between parameters 1
and 2 (ρ1,2) could then be calculated as follows (Eq. 2.6),

ρ1,2 =
(ω1,2)

2√
(ω1,1)2 · (ω2,2)2

(2.6)

It is worth noting that unless explicitly estimated, the off-diagonal elements were commonly assumed
to be zero. This was the case in projects I and II, ωk

2 were assumed to be independent of each other.

Residual variability

The residual unexplained variability (RUV) represented the deviation between the observed DV and
the model-predicted observations which could not be explained by the other variability components
as IIV. RUV could be attributed to model misspecification, imprecision in the assay method of the
DV, or errors in the documentation of dosing information or sampling collection times.

RUV could be implemented with respect to the DV using different models e.g. additive, proportional,
or combined additive and proportional models, represented by Eqs. 2.7, 2.8, and 2.9, respectively.

Knowing that the model prediction, f(ϕi, xij), equalled Ŷij (Eq. 2.1), then

Yij = Ŷij + εij,add εij,add ∼ N(0, σij,add
2) (2.7)

Yij = Ŷij · (1 + εij,prop) εij,prop ∼ N(0, σij,prop
2) (2.8)

Yij = Ŷij · (1 + εij,prop) + εij,add εij,add ∼ N(0, σij,add
2) (2.9)

εij,prop ∼ N(0, σij,prop
2)
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where Yij is the measured observation (j) of the ith individual, Ŷij is the predicted observation (j)
of the ith individual, and εij is the random-effect parameter quantifying the discrepancy between the
measured and predicted observation and is assumed to be independent and normally distributed,
with a mean of zero and variance σ2.

For DV spanning a wide range of magnitude as it was the case in our data, modelling them in the log
scale was recommended for increased model stability and improved precision (as applied in projects
I and II ). In this case, a log-transformed both sides approach for the RUV was useful in which
both the measurements and model predictions were log-transformed and the residual variability was
implemented as an additive component on the log-scale (Eq. 2.10)—corresponding to the exponential
component on the normal scale (Eq. 2.11). Besides numerical stability, this approach also had the
advantage of constraining predictions in the positive domain [140].

ln(Yij) = ln(Ŷij) + εij,add εij,add ∼ N(0, σij,add
2) (2.10)

Yij = Ŷij · eεij,add εij,add ∼ N(0, σij,add
2) (2.11)

Alternatively, the additive RUV could be estimated as a fixed-effect parameter (θRUV ) representing
the standard deviation (SD) of the variability component (as applied in project II ), then the
random-effect parameter (ε) was fixed to 1 and the variance (σ2) equalled θRUV

2 (Eq. 2.12) [142].

Yij = Ŷij + θRUV · εij,add εij,add ∼ N(0, 1) (2.12)

When RUV was reported, the additive RUV component was reported as SD with the same unit as the
DV, whereas the proportional RUV component was reported as CV%, similar to the IIV (Eq. 2.13).

CV% =
√
σ2 · 100 (2.13)

Depending on the nature of the dataset (e.g. different DV types in case of joint modelling, different
patient populations, or parent-metabolite modelling), more than one residual component, specific to
each term, could be estimated. In this case, variances of all RUV parameters σ2 were combined in a
variance-covariance matrix called Σ in which elements of the diagonal were the σ2 of each term and
the off-diagonal elements were estimates of the correlation between elements of the diagonal of the
matrix. This correlation was assumed to be zero unless otherwise specified.

Covariate model

The covariate model followed the development of the base model (i.e. structural+statistical model)
and aimed to increase the model’s predictive performance by (i) identifying variables that explained
the reasons behind the observed IIV and (ii) quantifying their impact. These variables, known as
covariates, were factors related to the individual, drug, or disease.

Covariates could be categorised into two types: non-time-varying or time-varying. Non-time varying
covariates were, as the name implied, not changing with time (i.e. one value per individual throughout
the observation period) whereas time-varying covariates were longitudinally measured and changed
in magnitude with time (i.e. multiple values per individual throughout the observation period).
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2.1 Population pharmacometric modelling and simulation

Furthermore, covariates could be classified as continuous or categorical. Continuous covariates could
take on any possible value e.g. weight, tumour shrinkage whereas categorical covariates were discrete
in nature e.g. sex, disease stage.

Dependent on the type of covariate, different mathematical functional forms existed to implement
and describe the parameter-covariate relationship in the model.

Continuous covariates

The effect of continuous covariates on a model parameter was described by a linear, power or
exponential functional form. A linear parameter-covariate relationship described a linear change
(increase or decrease) in the model parameter with respect to the change in the covariate value over
the full range of the observed covariate values. Whereas, nonlinear relationships e.g. power and
exponential parameter-covariate relationships were more flexible given the magnitude of the
exponent value. Hence, they were biologically more justifiable and could appropriately explain
different relationships compared with the linear relationship. In addition to the functional form,
covariates could be centred relative to the median covariate value, to allow the parameter estimates
to be defined within the observed data range for an improved precision.

Hence, for a continuous covariate (Cov) with median value (Covmedian), the typical population
parameter (θk) for the given covariate (θk,cov) was described using one of the following functional
forms:

• Linear function (Eq. 2.14),

θk,cov = θk ·
(
1 + θcov · (Cov − Covmedian)

)
(2.14)

where the covariate effect, θcov, is the fractional change in the typical population parameter
estimate θk per unit change of Cov from Covmedian, and θk,cov is the population value of
parameter k at the covariate level Cov.

• Power function (Eq. 2.15),

θk,cov = θk · ( Cov

Covmedian
)θcov (2.15)

where θcov is the exponent representing the change in the natural log of the parameter k per
unit change in the natural log of Cov relative to Covmedian. The variation in the exponent value
granted the power function great flexibility to characterise the parameter-covariate relationship.

• Exponential function (Eq. 2.16),

θk,cov = θk · exp(Cov−Covmedian)·θcov (2.16)

where θcov is the exponent estimate reflecting the change in the natural log of the parameter k

per unit change of Cov from Covmedian.
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Besides the above mentioned functional forms, additional approaches were considered when
handling time-varying covariates to account for the variation of the covariate over time and the
extra information they contained compared to non-time-varying covariates [143, 144]. These
approaches included:

• Interpolation: this further included (i) backward interpolation between the covariate
measurements (the default procedure in NONMEM®) i.e. covariate measurement at time t2

was carried backward and assumed to be constant until the previous measurement at time t1;
(ii) forward interpolation in which the last covariate measurement was carried forward until
the next measurement; or (iii) linear interpolation in which the slope between the covariate
measurements was calculated.

• Accounting for IIV in the parameter-covariate relationship: this included addition of a variability
component (ηcov) to the parameter-covariate relationship to account for the variability in the
covariate relationship across individuals. Hence, Eq. 2.14 can be rewritten as follows (Eq. 2.17),

θk,cov = θk ·
(
1 + θcov · (Cov − Covmedian) · eηcov

)
(2.17)

• Accounting for intraindividual variability in the parameter-covariate relationship: this included
the quantification of the additive impact of both the baseline covariate (CovBase) and the
change from the baseline covariate (CovDiff). Hence, Eq. 2.14 can be rewritten as follows
(Eq. 2.18),

θk,cov = θk ·
(
1 + θcov,Base · (CovBase− CovBasemedian) + θcov,Diff · (CovDiff)

)
(2.18)

Categorical covariates

Depending on the nature of the discrete categories, categorical covariates could be further divided
into:

• Nominal data in which there was no hierarchy or intrinsic ordering to the categories e.g. sex:
males vs females or NSCLC histology: adenocarcinoma, bronchioalveolar carcinoma, carcinoma
not otherwise specified, or squamous-cell carcinoma

• Ordinal data in which there was a specific order or hierarchy to the categories e.g. smoking
status: non-smokers, former smokers, current smokers or ECOG performance status: 0, 1, 2

In contrast to continuous covariates whose parameter-covariate relationship was explained by different
functional forms, the relation between a categorical covariate and a parameter was described by
a proportional model in which the covariate effect on a parameter was described as a fractional
(proportional) change relative to a reference category. This reference category was usually set as the
group with the highest number of observations in the dataset (i.e. most common category). However,
when there was an inherent ordering (i.e. ordinal categorical data), it was indeed useful to consider
it when deciding for the reference category to ease of interpretation e.g. setting non-smokers as the
reference group for the different smoking status.
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For a dichotomous categorical covariate with two potential categories (COV= 1, 2), a fractional
change model is represented in Eq. 2.19 which could be extended for each additional category in case
of polychotomous covariates (i.e. one extra line for each extra category).

θk,cov = θk · θcov where θcov =

1, If COV= 1 (reference)

1 + θcov2, If COV= 2
(2.19)

Where θk represents the typical population parameter estimate in the reference covariate category
and θcov2 represents the fractional (proportional) change in θk encountered in presence of the other
covariate category (i.e. COV=2).

Covariate model building

To build a covariate model, the process started with the pre-selection of potential covariates. This
pre-selection was usually guided by different criteria: biological plausibility, prior knowledge of the
underlying mechanism, previously reported correlations in the literature, graphical exploration of
ηi,k of the base model versus potential covariates (section 2.1.1.2), and data quality. Moreover, for a
successful detection of a covariate effect, the pre-selected covariate of interest had to be present in the
dataset across a wide range/distribution in case of continuous covariates or be appropriately balanced
with sufficient number of patients across the different categories in case of categorical covariates.

As a second step, the impact of the pre-selected covariates was examined on the relevant model
parameters using a pre-selected functional form or by investigation of different functional forms
within one of the existing covariate model building strategies. Amongst these covariate model building
strategies are the stepwise covariate model (SCM) [145,146] and its recent upgrade SCM+ [147], full
covariate model [148–151], lasso [152], and machine learning methods [153,154], to name a few. The
choice of the method depended on the nature of the dataset and the intended use of the model. The
SCM approach, the most common approach for covariate analysis, was adopted in project II as the
covariate model building strategy and is therefore described in details in the next section.

Stepwise covariate model building

The SCM was a 2-step covariate model building approach which based covariate selection on statistical
significance. Since the inclusion of covariates resulted in nested models, this allowed the covariate effect
to be assessed through the extent of numerical model improvement i.e. change in -2 log likelihood, also
known as objective function value (OFV), in relation to the number of added coefficients (i.e. degrees
of freedom, df). The change in OFV also translated to a corresponding p-value for ease of statistical
assessment (more details on numerical assessment in section 2.1.2.4).

The 2-step process of the SCM included forward inclusion and backward deletion (Fig. 2.3). In the
forward inclusion process (Fig. 2.3, left), parameter-covariate relationships were added one at a time
to the base model, and the parameter-covariate relationships which resulted in the most significant
reduction in OFV, according to a pre-defined significance level as threshold, was retained in the model.
In the subsequent round, all the remaining covariates were re-tested and the process was repeated
until no added parameter-covariate relationship was associated with a significant reduction in OFV,
resulting in the full covariate model.
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Next, the full covariate model was subjected to backward deletion (Fig. 2.3, right) in which the model
was tested for the removal of parameter-covariate relationship one at a time using a pre-defined stricter
criteria to account for multiple testing. The eliminated parameter-covariate relationship, which did
not produce a significant increase in OFV i.e. was not associated with a significant worsening of
model performance, was removed from the model and the remaining covariates were re-tested for
elimination, one at a time, until the removal of any of the remaining parameter-covariate relationships
was associated with a significant increase in OFV (i.e. only parameter-covariate relationships that
resulted in a significant increase in OFV were retained). This resulted in the final covariate model.
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Figure 2.3: Overview of stepwise covariate model building. OFV: objective function value; x: significance level
α for forward inclusion; y: significance level α for backward deletion. Figure created with BioRender.com.

Because covariate selection was mainly governed by the change in OFV (i.e. statistical significance),
further refinement of the selected covariates based on precision of the quantified effect, clinical
relevance, or scientific plausibility always followed.

Whenever the SCM approach was used in project II, a p-value of < 0.05 per 1 df (corresponding to
∆OFV> 3.84) was set as the threshold for inclusion of a parameter-covariate relationship in the
forward inclusion steps and a stricter criteria of p-value < 0.01 per 1 df (corresponding to ∆OFV
> 6.64) was set as threshold for exclusion of a parameter-covariate relationship in the backward
deletion steps to retain covariates of highest impact in the final covariate model.

2.1.2.2 Parameter estimation and estimation methods

NLME modelling determined the parameters’ values that best described the observed data. This was
performed through the maximum likelihood approach, in which the aim was to determine the set
of parameters (θ, Ω, Σ), given the developed model, that maximised the likelihood of observing the
data.
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2.1 Population pharmacometric modelling and simulation

The likelihood (L) for a series of observations in a number of individuals was the product of the
likelihood of individual observations. Thus, for n number of observations, L can be described as
follows (Eq. 2.20),

L =

n∏
i=1

1√
2πσ2

i

e
− 1

2σ2
i

(Yi−Ŷi)
2

(2.20)

where Yi is the measured observation, Ŷi is the predicted observation, and σ2 is the variance of the
model. By log transforming both sides and multiplying by -2, to simplify Eq. 2.20, the latter can be
rewritten as follows (Eq. 2.21),

−2 · log(L) = n log(2π) +

n∑
i=1

(
log(σ2

i ) +
(Yi − Ŷi)

2

σ2
i

)
(2.21)

Therefore, based on Eq. 2.21, in order to maximise the likelihood, NONMEM® minimised the
-2 · log likelihood (-2LL, also known as the objective function value, OFV) such that the best set of
parameters for a developed model i.e. maximum likelihood, translated to the lowest -2LL (OFV)
[140, 155]. In practice, this was an iterative procedure, in which, as a first step, NONMEM®

evaluated the likelihood given the set of parameters that the user had specified. Then in the second
iteration, the parameter values were updated in the direction where the -2LL decreased. This
process continued until the convergence criteria was reached in which the best set of parameter
estimates, that no further minimised the -2LL, had been found or alternatively the maximum
number of iterations had been reached (set to 9999 iterations) which might not then—in this
case—represent the best parameter set.

Because of the nonlinear dependency of the parameters on the random-effects (η), there was no
analytical solution for Eq. 2.21 and the -2LL had to be approximated numerically for which different
estimation methods existed. Amongst which were the first-order (FO) method and the conditional
estimation methods: first-order conditional estimation (FOCE) method and Laplace method, which
are summarised briefly below.

The FO method

The FO method was the first method to be introduced to NONMEM®. It approximated the solution
of the likelihood function by linearisation of the model around ηi = 0 through the use of the first-order
Taylor series expansion. This linear approximation was then used to only estimate the population
parameters of the NLME model. Thus, to derive individual-specific parameter estimates, the final
population model parameter estimates were later used as priors for the calculation of the EBEs
(i.e. individual parameters) in a post-hoc step [115,156].

The FOCE method

The FOCE method used the first-order Taylor series expansion to approximate the NLME model
around the conditional estimates of ηi rather than zero. In contrast to the FO method, the EBEs
were estimated after each iteration step, hence, influencing the final population parameter estimates.

The FOCE method with the interaction option (FOCE-I) further improved the accuracy of the
estimation as it accounted for the interaction between IIV (η) and RUV (ϵ) [115,156].
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The Laplace method

The Laplace method was similar to the FOCE method except for that it used the second-order Taylor
series expansion for approximation [115,156].

In comparison, despite the simplicity of the FO method and the need for a short computation time,
this method was only useful for sparse data and cases of small IIV e.g. non-repeated time-to-events
with no IIV. Also, the assumption of ηi = 0, compromised the method’s accuracy and could produce
biased parameter estimates [157]. Whereas, the FOCE method, despite its longer computation time,
was considered to be more accurate and more suitable for dense data and cases of high IIV, with
the exception of the FOCE-I method that became more useful in cases of small RUV (ϵ). The
Laplace method required longer computation time compared with the FOCE method; however, it
was particularly useful in cases of categorical data and time-to-event modelling when IIV was
considered e.g. repeated events, or for the analysis of continuous type data when LAPLACE INTER
was defined.

In this thesis, the Laplace method was used for the (re-)estimations in project I to account for the
heterogeneous endpoints and modelling of dropouts. In project II, the FOCE-I method was used for
the development of the tumour dynamics model, the CRP model and the coupled tumour size - CRP
model for more accurate parameter estimates, whereas the FO method was used in the time-to-event
modelling framework for a shorter computation time due to the presence of a single event per patient
(i.e. there was no need to incorporate IIV). Details on the estimation methods for project I are
provided in section 2.5.2 and for project II are provided in sections 2.6.3.1 and 2.6.3.2.

2.1.2.3 Modelling approaches to handle baseline information

An inherent characteristic of our PD measurements was the availability of baseline observations.
Baseline observations usually carried information that—if correctly utilised—better informed the
model and avoided potential biases [158]. To handle PD baseline measurements, different modelling
approaches had been previously reported which could be summarised to the following four methods:
B1 method where the typical value and IIV of the baseline were estimated; B2 method where the
observed baseline was included as a covariate while accounting for RUV; B3 method where both the
observed baseline and typical baseline values were utilised and weighted by RUV and IIV, respectively;
and B4 method where observations were normalised by the baseline value [158]. In this thesis, only
the B1 and B2 methods were used due to their minimal bias and imprecision, and proven superiority
[158] and hence, are further described below:

B1 method

In the B1 method, the typical value of the baseline and its IIV were estimated. Individual baselines
were assumed to follow a log-normal distribution with a random variability having a mean of zero
and a variance of ω2. RUV in baseline data was treated as with non-baseline data. This is represented
as follows (Eq. 2.22),

ϕBL,i = θBL · eηBL,i ηBL,i ∼ N
(
0, ω2

)
(2.22)

where ϕBL,i is the individual baseline value, θBL is the typical baseline value and ηBL,i is the IIV
with a mean of zero and variance ω2.
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The B1 method was associated with the smallest bias and imprecision and therefore is regarded as the
gold standard [158]. It has been applied in project I to characterise baseline tumour size information
(section 2.5.1.2).

B2 method

In the B2 method, the observed baseline was included as a covariate and was assumed to be measured
with the same variability as the other non-baseline measurements. Individual baselines were estimated
to deviate from the observed individual baseline by a random variable which had the same magnitude
as the RUV and was derived from non-baseline data. Therefore, both baseline and non-baseline data
had the same variability. This is represented as follows (Eq. 2.23),

ϕBL,i = BLi,o · eηBL,i·θRUV ηBL,i ∼ N (0, 1) (2.23)

where ϕBL,i is the individual baseline value; BLi,o is the observed individual baseline value; θRUV is
the RUV on a SD scale; and (ηBL,i · θRUV ), in which the variance of ηBL,i is fixed to 1 and scaled by
θRUV , is the random component constrained to have the same variance as the RUV (σ2) and defining
the deviation of ϕBL,i from BLi,o.

The B2 method was not recommended when RUV was high and/or number of observations per
individual was low. Nevertheless, it was useful when the baseline distribution was difficult to capture
as it did not involve any assumptions about the shape of the distribution of the baseline values in
the population [158]. The B2 method has been applied in project II to characterise baseline tumour
size information (section 2.6.3.1).

2.1.2.4 Model selection and evaluation

During the model development process, different structural models, RUV functional forms, and
parameter-covariate relationships were usually explored. Therefore, criteria were needed for (i)
comparison between competing models to select the best model in terms of precision in describing
the data, robustness, and predictive performance; and (ii) evaluation of the final model to make
sure it suited its intended use and described the data well.

According to the parsimony principle, if two models of different complexities described the data
equally well, then the less complex model was usually considered. Consequently, model selection
and evaluation did not only seek to find the “best” model describing the data but also balanced
the decision with regards to parameter estimates’ plausibility and precision, intended purpose of the
model, quality of its predictions, and the parsimony principle.

Thus, to aid the comparison and selection of the most appropriate model, several numerical and
graphical methods were applied. These methods could be further classified into internal and external
methods (Fig. 2.4). Internal methods described evaluation methods that used the same dataset as
that which was used for model development, whereas the external methods described methods which
used external datasets having similar characteristics to that on which model development was based.
As it was not usually feasible to obtain additional data with similar characteristics from the clinical
setting, only internal evaluation methods were applied in the work presented in this thesis and are
therefore discussed in details in the following sections.
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Model selection and evaluation
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Figure 2.4: Overview of the different model selection and evaluation techniques
* simulation-based

Numerical evaluation criteria

As a first evaluation step, the parameter estimates were assessed for scientific and biological
plausibility. Subsequently, model selection and assessment of the precision of the estimated
parameters followed, using the different numerical evaluation methods.

Likelihood ratio test and Akaike information criterion

The likelihood ratio test (LRT) and the Akaike information criterion (AIC) both represented tools
to assess model performance, and support model comparison and selection based on the OFV [140,
155,159].

The LRT was a test for statistical significance [155] and assessed a model’s superiority and better
fit to the data by assessment of the significance of model improvement/worsening with respect to
the added/removed model parameter(s) compared to a reference model, based on the ratio of their
likelihoods. However, the LRT was only applicable to nested models. Models were said to be nested if
one model was the subset of the other [140] i.e. setting parameters of the more complex model to the
null hypothesis values collapses the model to the simpler one (e.g. covariate model vs base model).
Since the OFV was defined as twice the negative log-likelihood (−2LL, Eq. 2.24) (section 2.1.2.2),
the LRT between two models could be also represented as the difference between OFV or referred to
as ∆OFV (Eqs. 2.24 and 2.25).

OFV = −2LL (2.24)

∆OFV (LRT ) = OFVcomplex −OFVsimple (2.25)

= −2 · (LLsimple − LLcomplex) =
Lsimple

Lcomplex

The distribution of the likelihood ratio is approximately χ2 distributed, with n df equal to the
difference in the number of estimated parameters between the two models. Therefore, the threshold
for significance was usually defined relative to the number of df and significance level, α. If the ∆OFV
was larger than the defined threshold, then the model with additional parameter has provided a
significantly improved description of the data (e.g. at α= 0.05 and df = 1, a model was deemed
superior if the drop in OFV was > 3.84 per addition of one parameter) [159].
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Alternatively, for non-nested models, the AIC was computed (Eq. 2.26), in which a penalty term (np)
accounting for the total number of estimated parameters was included.

AIC = OFV + 2 · np (2.26)

When comparing two models, the lower the AIC value, the better the model. A difference of ≥ 2
points in AIC was considered as a threshold for model comparison, and selection over another [140].

Parameter precision and uncertainty

The precision of the parameter estimate was commonly evaluated as relative standard error (RSE) or
confidence intervals (CI). Summarised below are the different methods which derived these metrics
and which differed in computation time, complexity and the underlying assumptions:

Standard errors from the variance-covariance matrix

Precision of each parameter estimate could be obtained from NONMEM® through the
variance-covariance matrix of the parameter estimates. The square root of the diagonal elements of
this matrix represented the standard errors (SE) of the model parameters which, for easier
interpretation, were presented in relation to the parameter estimate, as RSE (Eq. 2.27). For the
random-effects parameters, the RSE was transformed to the SD scale as expressed in Eq. 2.28, since
these parameters were usually reported as CV%. Therefore, for a fixed-effects parameter θk and a
random-effects parameter ω2

k, RSE can be represented as follows [142],

RSEθk =
SEθk

θk
· 100 (2.27)

RSEω2
k,CV% =

SEω2
k

2 · ω2
k

· 100 (2.28)

An RSE of approximately < 30% for the fixed-effect parameters and approximately < 50% for the
random-effects parameters were considered acceptable. Yet, different limits could be specified provided
that they were appropriately justified e.g. smaller sample sizes or low information content in the
dataset [140].

Additionally, the SE could be used to calculate the CIs (Eq. 2.29). However, this was based on the
assumption that the number of individuals used in the estimation was large and that SE were
asymptotically normally distributed and consequently that CIs were symmetric. Unfortunately, the
number of individuals was usually not large enough to fulfil this assumption, which would have lead
to the underestimation of the parameter uncertainty [140]. Moreover, NONMEM® could sometimes
fail to generate the variance-covariance matrix especially for complex models. Therefore, alternative
methods which did not assume a normal distribution of the parameter were preferred to derive CIs
e.g. the nonparametric bootstrap.

95%CI = θ ± 1.96 · SE (2.29)
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Nonparametric bootstrap

The nonparametric bootstrap has been often viewed as the gold standard to assess model robustness
and obtain information on parameter precision and accuracy. In contrast to the variance-covariance
matrix which assumed a normal distribution of uncertainty, the nonparametric bootstrap lacked such
a parametric assumption [140].

The process involved generation of a large number of replicate datasets by repeated random sampling
from the original dataset, with replacement, to result in multiple datasets of the same size (i.e. number
of individuals) as the original dataset. Then, the model was fitted to each of these replicate datasets
and parameters were estimated [160].

Based on the models with successful minimisation, different descriptive statistics were calculated
for each parameter estimate across the bootstrap replicates e.g. mean, median, and SE. The 90%
CIs could also be obtained from the 5th and 95th percentiles of the parameter estimates across the
bootstrap replicates. The SE could be used along with the parameter estimate to calculate the RSE
whereas the median and CI could then be compared to the original parameter estimates to identify the
parameter’s accuracy and precision, respectively. Additionally, the convergence rate (i.e. percentage
of successful runs to the total number of runs) was reported as a measure of model robustness [160].

The number of bootstrap samples depended on the intended purpose e.g. for calculation of CI,
nsamples should be ≈ 1000 [140]. An increase in the number of samples was associated with better
precision, more representative parameter estimates to the true value, and narrower CI. Yet,
performing a nonparametric bootstrap was computationally intensive [161].

η-shrinkage

η-shrinkage was a measure of how informative the data were and consequently the reliability of
the diagnostic plots. In the presence of sparse data, individual data would be of little influence
when it comes to the estimation of individual parameters and consequently, they would tend to
‘shrink’ towards the population values. As a result, individual predictions would shrink towards the
corresponding observations and the individual IIV distribution (ηi) would shrink towards zero [162].

For parameter k, calculation of η-shrinkage can be described as in Eq. 2.30,

ηk − shrinkage[%] = 1−
SD(EBEηk,i

)
√
ωk

2
· 100 (2.30)

where SD is the standard deviation of the individual values of the Empirical Bayesian Estimates of
ηk,i (EBEηk,i

), and ωk
2 is the variance.

The significance of η-shrinkage would arise when its value is high (> 30%) as it affected both model
interpretation and evaluation. On the parameter level, shrinkage might lead to biased individual
parameter estimates and altered (masked or induced) correlations between parameters. Similarly, on
the covariate level, the relation between EBEs or ηi,k and covariates might be masked, induced, or
distorted. Moreover, diagnostic plots involving individual predictions i.e. EBE-based diagnostics and
conditional weighted residuals would be often misleading.

40



2.1 Population pharmacometric modelling and simulation

Therefore, if η-shrinkage was high, model evaluation was primarily based on OFV and the predicted
population parameters. Otherwise, it was reported as a measure of the reliability of the parameter
estimates, the diagnostic plots, and the correlations between parameters and covariates [140,162].

Graphical evaluation criteria

Graphical evaluation aimed to assess model performance and predictivity to aid model selection and
assessment. The different methods utilised in this thesis are described below:

Goodness-of-fit plots

Goodness-of-fit (GOF) plots represented a group of commonly used graphical analyses that evaluated
the model predictions compared to the observed data and aided the selection of the appropriate
model by observing the adequacy of data description. GOF plots could be generated for the whole
population, or stratified per patient group or a specific explanatory variable e.g. covariate. Thus, they
represented a powerful tool to diagnose potential model misspecifications and biases throughout the
whole model development process [140,142]. The most commonly used plots are highlighted below:

Plots of observations versus predictions

A scatterplot of observations against the population predictions (PRED) or individual predictions
(IPRED) was plotted. Ideally, data points were expected to show an even, random, and uniform
distribution on either side of the line of identity (intercept= 0, slope = 1) and across the range of
observations. Observed systematic deviations or biases could be suggestive of model
misspecifications/misfit. Generally, observations versus PRED showed more spread of data points
around the line of identity compared with the observations versus IPRED in which data points were
more clustered and fell closer to the line of identity as a result of accounting for individual-specific
random-effects [142].

Plots of individual observations and predictions versus time

These plots overlaid the observations, PRED, and IPRED against the independent variable (e.g. time)
per individual. Ideally, IPRED had to be as close as possible to the observations whereas PRED had to
capture the central tendency of the data, representing a typical individual [142]. Besides investigating
the appropriateness of model predictions relative to observations over time, these plots also allowed
to identify poorly characterised individuals, hence, guiding further model optimisation by considering
inclusion of covariates, as an example.

Plots of residuals

Residuals were calculated as the difference between observations and predictions. They are commonly
weighted to account for the magnitude of data and ease interpretation. Conditional weighted residuals
(CWRES), an indicator of model performance, were weighted residuals calculated based on the FOCE
approximation method (section 2.1.2.2) [163]. They followed a normal distribution with a mean of 0
and a variance of 1. Commonly, CWRES versus time or PRED were plotted. In these residual plots,
data points had to be evenly and randomly distributed around the line of identity (intercept =0,
slope =0), within a range of approximately ± 3 SD of CWRES, across the entire range. Data points
beyond approximately ±3 SD of CWRES were considered to be less well-predicted.
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Systematic trends in the plot of CWRES versus time could identify structural model misspecifications,
while in the CWRES versus PRED plot, inappropriately characterised RUV could be identified [140,
142].

Visual-predictive checks

The visual predictive check (VPC) was a simulation-based graphical diagnostic that aimed to test the
predictive performance of the model based on the assumption that data simulated from the model
would have similar characteristics to the original observed data upon which the model was developed.

The procedure involved simulating a large number of datasets (in this thesis, nreplicates = 250 [164])
according to the same study design, and using the model of interest and the final parameter
estimates while maintaining the same variability as that described by the model (i.e. stochastic
simulation, section 2.1.2.5). The 5th , 50th and 95th percentiles (corresponding to median and 90%
prediction interval) of the observed and simulated data were then computed. The percentiles of the
simulated data along with their 95%CI (typically shown as a shaded area) were then overlaid
against the corresponding percentiles of the original observed data and plotted relative to the
independent variable, usually time, for graphical comparison. Ideally, percentiles of the observed
data had to overlay the respective percentiles of the simulated data. Nevertheless, sufficient
prediction was achieved if the percentiles of the observed data fell within the 95% CI of the
simulated percentiles [165].

As individuals varied in their actual sampling times, during the VPC procedure
observations/simulations were grouped into time windows (bins) for which percentiles and
prediction interval were then generated based on these bins for a less erratic-looking profile. A
smooth time course then facilitated an easier interpretation of the model performance and
identification of potential misspecifications. Number and boundaries of bins could be manually set
to include equal distribution of observations, equal time intervals, or alternatively allowed to be
automatically computed [160]. In this thesis, the number of bins was set manually to ensure a
balanced number of observations within each bin.

2.1.2.5 Simulations

Once a model has been developed and evaluated, simulations could be performed to explore the
model’s performance under different scenarios e.g. explore the impact of different dose-response
relationships on a virtual population as in project I or explore the impact of specific covariate levels
or different combination of covariates on model parameters as in project II. Based on
presence/absence of random-effects, simulation could be either deterministic or stochastic.

Deterministic simulations

In deterministic simulations, the typical profile of an individual was simulated given the design
variables e.g. covariates and time but without considering any sources of variability i.e. only the
fixed-effects parameters were considered. Thus, allowing to explore the general time course and
assess the impact of inclusion of e.g. covariates on the typical profile. In project II, deterministic
simulations were performed to explore the impact of predictors on the median time-to-events
e.g. impact of various levels of CRP concentrations on the typical survival profile (section 3.2.2.3).
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Stochastic simulations

In stochastic simulations, fixed- and random-effects were included to represent the virtual patient
population. Stochastic simulations were not only used to judge the model’s predictive performance
(section 2.1.2.4), but also explore the range of the expected outcome given all the model parameters
and under different scenarios e.g. clinical trial design, specific patient population, different dosing
regimens, or as explored in project I : specific study design and/or dose-response relationships. The
simulated individuals were generated by randomly sampling individual parameters from the respective
parameter distribution using a random number generator i.e. for each parameter with IIV an η-value
was randomly sampled from the elements of the omega matrix (Ω) and for every observation, an
ϵ-value was randomly sampled from the elements of the sigma matrix (Σ) [166].

Although the higher the number of simulations, the better; we were constrained by the computation
time due to model complexity, data size and computational capacity.

2.2 Survival analysis

In survival analysis, the main focus was the time taken for an event of interest to occur. When
performing a survival analysis, we needed to define two time points; the start of observation and the
time of occurrence of the event of interest. Although this type of analysis, in which time of
occurrence of the event is of interest, is traditionally called “survival analysis”, it is rather a general
analysis concept for any event (i.e. not necessary death) and in a broader context could be a
non-survival-related event e.g. time-to-occurrence of adverse event or discharge from hospital. In the
context of this thesis, the event of interest was related to the commonly used efficacy endpoints in
oncology: time-to-progression (TTP), progression-free survival (PFS), and overall survival
(OS)—which have been previously defined in section 1.3.2.6.

Survival analysis was governed by two main—and related—functions: the survival function and the
hazard function.

Survival function

The survival function (S(t)) defined the probability (P ) of the survival time (T ) of an individual
(i.e. not having the event of interest) beyond time t (Eq. 2.31).

S(t) = P (T > t) (2.31)

Hazard function

The hazard function (h(t)) described the instantaneous risk of an event occurring at time t, conditional
on survival up to that time. The integral of the hazard with respect to time i.e. from time zero
(e.g. start of observation) to time (t) is known as the cumulative hazard function (H(t), Eq. 2.32)
and described the cumulative risk of an event occurring up to time t.

H(t) =

∫ t

0

h(t)dt (2.32)
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Exponentiation of the negative of the H(t) related S(t) to h(t) (Eq. 2.33), whereas the product of S(t)
and h(t) yielded the probability density function (PDF ) which described the likelihood of observing
an event at a particular time t (Eq. 2.34).

S(t) = e−H(t) (2.33)

PDF (t) = h(t) · S(t) (2.34)

Different techniques exist for survival analysis and could be broadly classified into: nonparametric
analysis (Kaplan-Meier analysis) which is purely descriptive of the observed events; parametric
time-to-event analysis which characterises the shape of the hazard underlying the distribution of the
observed events (i.e. increasing risk, decreasing risk, constant risk); and semi-parametric analysis
(Cox proportional hazards model) which is considered an intermediate between nonparametric and
parametric analyses. Nonetheless, censoring, a key characteristic feature of survival data, had to be
primarily accounted for to avoid bias [167] (section 2.2.1).

2.2.1 Censoring

An important feature to be considered when performing a survival analysis was censoring. Censoring
was said to exist if the exact time to occurrence of the event was unknown. Thus, an individual was
censored if the exact time-to-event could not be precisely identified. Different types of censoring exist
depending on when the event was likely to occur [168]; however, right censoring in which the event
did not occur until the end of the observation time represented the most common and relevant type
of censoring in oncology clinical studies and our here presented work. Right censoring could occur
due to patient not developing the event until the end of observation time, being lost to follow-up, or
dropping out before study termination.

2.2.2 Nonparametric analysis: Kaplan-Meier analysis

The Kaplan-Meier analysis was a nonparametric statistical method for the estimation of the
probability of an event occurring as a function of time while accounting for the presence of censored
individuals [169,170].

The Kaplan-Meier analysis was based on three main assumptions [170]: (i) censored individuals had
the same probability of having the event of interest in the future as uncensored individuals, (ii)
probability of having the event was the same regardless of the start of the observation time, and (iii)
the exact time of the occurrence of the event of interest was known [170].

For an event of interest being e.g. death, at each time interval (ti), the survival function (S(ti)) i.e. the
probability of being alive until the time interval (ti), was computed as follows (Eq. 2.35),

S(ti) =
number of surviving individuals at ti
number of individuals at risk at ti

(2.35)

=
number of individuals at risk at ti − number of individuals who died at ti

number of individuals at risk at ti
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2.2 Survival analysis

Censored individuals, if present, were not considered at risk and were thus excluded from the number
of individuals at risk. The total survival probability until any given time e.g. survival until time
interval k (i.e. S(tk)), was then calculated as the product of all survival probabilities at all the
preceding time intervals (1, ..., k) (Eq. 2.36) [169,170].

S(tk) = S(t1)× S(t2)× ...× S(tk) (2.36)

Results of the Kaplan-Meier analysis were visualised graphically (Fig. 2.5, A). Probability of an event
(i.e. S(t)) was plotted as a step function versus the observation time, which was from a defined
point e.g. time of treatment start/patient enrolment until follow-up/study termination, and censored
individuals were marked with e.g. a cross or vertical line. The median survival time (Fig. 2.5, dashed
lines), a parameter of interest commonly derived from the Kaplan-Meier plots, was defined as the
time at which probability of survival was 50% [170].

Assessment of the potential influence of different covariates on survival could only be explored by
stratification of the Kaplan-Meier plots with respect to the different categories of the covariate of
interest (Fig. 2.5, B). Strata were then compared for presence of a statistical significant difference
using the log-rank statistical test (section 2.3.2) [170]. Thus, a disadvantage of Kaplan-Meier
analysis was that it could look into the impact of only one potential covariate without taking other
variables into account and that this was handled only through stratification which often lead to loss
of power. Stratification worked best in case of categorical covariates. However, it became challenging
to stratify continuous covariates, e.g. biomarker concentrations, which were then dichotomised
based on a descriptive statistic e.g. median (Fig. 2.5, B). This however came at the expense of losing
information which was inherent to the nature of continuous data.
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Figure 2.5: Kaplan-Meier curve of overall survival for [A] all patients i.e. unstratified and for [B] patients
stratified by median baseline C-reactive protein (CRP) concentration based on the dataset of project II.
Dashed lines: median overall survival; p-value: result of the log-rank test (section 2.3.2) to assess if survival
is significantly different between the subpopulation with baseline CRP concentration below (pink) and above
(purple) median baseline CRP concentration; Cross: censored individuals corresponding to the time of the
patient’s last participation in the study.

Moreover, as a nonparametric approach, the analysis was mainly descriptive with no knowledge
on the underlying distribution of the survival data i.e. no assumption on the baseline hazard was
made. Thus, it was difficult to extrapolate the results beyond the observed events or perform further
simulations. Nevertheless, Kaplan-Meier analyses are regularly performed to statistically compare
treatment outcome or efficacy between different study arms or patient groups and was therefore
applied in project II to graphically explore our observed data.
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2.2.3 Semi-parametric analysis: Cox proportional hazards model

In contrast to the Kaplan-Meier analysis, the Cox proportional hazards model (CoxPH) had the
advantage of handling both continuous and categorical covariates as well as quantifying the impact of
multiple explanatory variables, i.e. covariates, such as disease stage and baseline CRP concentration,
simultaneously. In a CoxPH model, the association between the response variable, represented by the
hazard, h(t), and the predictor variables, represented by the different covariates (x), was investigated
and described as follows (Eq. 2.37),

h(t) = ho(t) · eβ1·x1+β2·x2+...+βn·xn (2.37)

where ho(t) is the baseline hazard at time t when all the explanatory variables (x1, ..., xn)
i.e. covariates are zero, and β1,...,βn are the coefficients of the effect size of each respective covariate.

For two groups i and ii that differed in their covariate value (x) i.e. xi and xii, respectively,
exponentiation of the coefficient, β, resulted in the hazard ratio (HR) which described the effect size
of the covariate x and was defined as the ratio between the hazard of two groups if the associated
covariate changed by one unit, given that all other covariates remained constant (Eq. 2.38).

HR =
hi(t)

hii(t)
=

ho(t) · eβ·xi

ho(t) · eβ·xii
= eβ(xi−xii) (2.38)

A HR> 1 indicated a higher risk with the increase in the covariate value i.e. the covariate positively
correlated with an increase in hazard (bad prognostic factor) while a HR< 1 indicated lower risk with
increase in the covariate value (good prognostic factor) [171,172].

For a valid CoxPH result, specific assumptions had to be initially checked: (i) hazards in the different
groups were proportional i.e. survival curves did not cross (Fig. 2.5, B), (ii) effect of covariate did
not change with time i.e. constant HR over time, and (iii) linear association existed between log
hazard and covariate [173, 174]. The overall significance of the model was then assessed by the LRT
in which the difference between the log likelihood of the reduced model (without the covariate) and
the log likelihood of the full model (with the covariates) was computed. The likelihood-ratio was
approximately χ2 distributed with df equal to the number of additional covariates. A p-value< 0.05
indicated a significant impact of the covariate on the hazard [171].

Although the CoxPH quantified the magnitude of the covariate effect on the hazard, the estimates
were always normalised to a reference arm i.e. estimates were relative rather than absolute (Eq. 2.38).
Moreover, there was no assumption about the shape of the baseline hazard function. Therefore, similar
to the Kaplan-Meier analysis, it was not suited for simulations and was applied in project II to only
explore our observed data.
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2.2 Survival analysis

2.2.4 Parametric time-to-event analysis

Parametric time-to-event analysis (TTE) represented the optimal way to characterise survival data.
Besides accounting for censoring, TTE analysis defined the underlying baseline hazard function and
allowed to quantitatively estimate the impact of predictors (i.e. covariates) on the risk of occurrence
of the event of interest. Consequently, the developed TTE models were used for simulations under
different conditions in which the endpoint was the TTE. To characterise the distribution of the event
of interest, different hazard functions were explored. These included [175]:

Constant hazard function

This hazard function represented the simplest form, where the hazard (baseline) was constant over
time (λ), i.e. time independent (Fig. 2.6, A). The constant hazard function and the survival function
are represented in Eq. 2.39 and Eq. 2.40, respectively,

h(t) = λ (2.39)

S(t) = e−λt (2.40)

where λ is the scale parameter (i.e. baseline hazard). Under the constant hazard function, the PDF
(Eq. 2.34) showed an exponential distribution, hence the term exponential model.

Weibull hazard function

The Weibull hazard function allowed for the change in hazard over time. It was parameterised by both
a scale parameter (λ) and a shape parameter (α). When α> 1, the hazard would be increasing over
time whereas at α< 1, the hazard would be decreasing over time (Fig. 2.6, B). Eq. 2.41 and Eq. 2.42
represent the Weibull hazard and survival functions, respectively.

h(t) = λα(λt)α−1 (2.41)

S(t) = e−(λt)α (2.42)

Gompertz hazard function

As with the Weibull hazard function, the Gompertz hazard function also allowed for the change
in hazard over time. It was parameterised by both a scale parameter (λ) following the Gompertz
distribution and a shape parameter (γ). When γ > 0, the hazard would be increasing over time whereas
at γ < 0, the hazard would be decreasing over time (Fig. 2.6, C). Eq. 2.43 and Eq. 2.44 represent the
Gompertz hazard and survival functions, respectively.

h(t) = λeγt (2.43)

S(t) = e−
λ
γ (eγt−1) (2.44)
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Log-normal hazard function

In the log-normal hazard function, the hazard initially increased to a maximum, then decreased
resulting in a log-normal distribution of the event time (Fig. 2.6, D) [175]. It was parameterised by the
mean (µ) and standard deviation (σ) as well as the standard normal cumulative distribution function
(ϕ). Eq. 2.45 and Eq. 2.46 represent the log-normal hazard and survival functions, respectively.

h(t) =
1

t ·
√
2πσ2

· e−
1
2 ·(

log(t)−µ
σ )2

1− ϕ( log(t)−µ
σ )

(2.45)

S(t) = 1− ϕ(
log(t)− µ

σ
) (2.46)

Log-logistic hazard function

Similar to the Weibull hazard function, the log-logistic hazard function allowed for the change in
hazard over time. It was parameterised by both a scale parameter (λ) and a shape parameter (α).
When α> 1, the hazard would be increasing over time to a maximum whereas at α< 1, the hazard
would be decreasing over time (Fig. 2.6, E). Eq. 2.47 and Eq. 2.48 represent the log-logistic hazard
and survival functions, respectively.

h(t) =
λαtα−1

1 + (λt)α
(2.47)

S(t) =
1

1 + (λt)α
(2.48)

The shape of the hazard over time for the previously described hazard functions is depicted in Fig. 2.6,
showing the time independency for the constant hazard function (Fig. 2.6, A) and the variation in
hazard over time for the Weibull, Gompertz, log-normal and log-logistic hazard functions (Fig. 2.6,
B–E).

To explore the predictive value of the different covariates on the event of interest, covariates were
included on the hazard function to represent a change in hazard. Eq. 2.49 and 2.50 show the different
ways of covariate inclusion, exemplified by the Weibull hazard function in which the covariate (COV )
could either be added on the hazard function, as a whole (Eq. 2.49), or on specific parameter(s)
e.g. scale parameter (λ) of the hazard function (Eq. 2.50).

h(t) = λα(λt)α−1 · COV (2.49)

λcov = λo · COV (2.50)

h(t) = λcovα(λcovt)
α−1
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Figure 2.6: Profiles of hazard over time for the different hazard functions: [A] Constant, [B] Weibull, [C]
Gompertz, [D] Log-normal, and [E] Log-logistic.
λ: scale parameter of the different hazard functions; α: shape parameter of the Weibull and log-logistic
hazard functions; γ: shape parameter of the Gompertz hazard function, µ: mean parameter for the log-normal
function, σ: standard deviation parameter of the log-normal hazard function.
[A] For the constant hazard model: solid line (λ=0.01), dotted line (λ=0.05), dashed line (λ=0.1).
[B] For the Weibull hazard model: λ=0.02; solid line (α=0.4), dotted line (α=0.8), dashed line (α=1.2).
[C] For the Gompertz hazard model: λ=0.02; solid line (γ =-0.01), dotted line (γ =0.001), dashed line
(γ =0.002).
[D] For the log-normal hazard model: µ=5; solid line (σ=0.75), dotted line (σ=1), dashed line (σ=1.5).
[E] For the log-logistic hazard model: λ=0.02; solid line (α=0.9), dotted line (α=1.1), dashed line (α=1.3).

To account for the impact of post-baseline covariate values, a special type of survival analysis known as
Landmark analysis was performed. In the landmark analysis, a time point was selected after the start
of the observation (known as the landmark time) at which the post-baseline covariate was available and
from which follow-up was calculated and survival analysis was conducted. Therefore, only patients who
have not yet had an event i.e. still at risk/surviving or had not been right censored until this landmark
time were included in the analysis [176,177]. Thus, with this approach the post-baseline covariate of
interest would be already known/available/measured for the patients-at-risk by the landmark time.

Although, evaluation and selection of TTE models could be based on the OFV or AIC (section 2.1.2.4),
assessments of their appropriateness and predictive performance were mainly based on simulations in
which a VPC using Kaplan-Meier representation was investigated. In the Kaplan-Meier VPC (KM
VPC), which had the advantage of handling censoring, simulations are performed in which the time
of the occurrence of the event, for each individual, was predicted using the final model parameters
and the same trial design as the dataset. For a realistic scenario that would allow simulated events to
occur at any possible observation time, simulations were performed at small time-steps. Kaplan-Meier
survival probabilities were then calculated, over time, for the observed and simulated datasets and
plotted on the same axis. The Kaplan-Meier profile of the observed data was then compared against
the median profile of the simulated data and its associated CI, to evaluate model predictiveness.
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In project II, nonparametric and semi-parametric analyses were applied to explore the impact of
baseline CRP on the efficacy endpoints (section 2.6.2.4) and parametric TTE analysis was used to
describe PFS and OS, identify and quantify potential prognostic predictors, and perform further
simulations (section 2.6.3.2). Landmark analysis was applied to explore the impact of early
non-baseline longitudinal covariates (section 2.6.3.2).

2.3 General statistics

2.3.1 Descriptive statistics

Descriptive statistics were used to summarise and describe properties of continuous data by
measurements of central tendency, dispersion, and percentiles.

2.3.1.1 Measures of central tendency

These were single values that identified the central position of the data distribution. The measures
of central tendencies included:

Mean

The mean was used in case of non-skewed distribution and in absence of outliers to describe the average
value of the data. As described in Eq. 2.51, the mean was calculated as the sum of all observations in
the data divided by the total number of observations.

x̄ =
1

n

n∑
i=1

xi (2.51)

Median

The median was less affected by outliers. Therefore, it was preferred, over the mean, as a descriptor
of central tendency in case of skewed data distribution and/or in presence of outliers. As described
in Eq. 2.52, the median was defined as the value that divided the data into two equal halves when
arranged according to magnitude. The median of an odd number of observations was given by the
middle number while for an even number of observations, the median was given by the mean of the
two middle observations.

Median =


x

(
n+ 1

2

)
if n is odd

x
(n
2

)
+ x

(n
2
+ 1
)

2
if n is even

(2.52)
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2.3.1.2 Measures of dispersion

Measures of dispersion described the spread and variability of the data around the central value.
They included:

Variance

The variance described how far data points deviated from the mean and was represented as the mean
of the squared deviations from the mean (Eq. 2.53).

variance =
1

n− 1

n∑
i=1

(xi − x̄)2 (2.53)

Standard deviation

The SD was defined as the square root of the variance (Eq. 2.54). Therefore, it was easier to interpret
compared with the variance since it had the same unit as the observed values.

SD =
√
variance =

√√√√ 1

n− 1

n∑
i=1

(xi − x̄)2 (2.54)

Coefficient of variation

The CV described the relative dispersion. It was defined as the ratio between the SD and the mean,
expressed as a percentage (Eq. 2.55). Since it was unitless, it permitted the comparison between data
with different scales of measurement.

CV% =
SD

x̄
· 100 (2.55)

Range

The range was defined as the interval between the minimum and maximum value in the data
(Eq. 2.56). However, it could be misleading in presence of extreme outliers.

Range = [xminimum – xmaximum] (2.56)

Quartiles and interquartile range

Quartiles were values in the dataset that divided the data into four equal parts, denoted by Q1
(first quartile), Q2 (median), and Q3 (third quartile). The interquartile range (IQR) represented the
difference between Q3 and Q1, in which the middle 50% of the distribution lay. The IQR had the
advantage of not being influenced by outliers.

2.3.1.3 Percentiles

An xth percentile was the value below which x percentage of the data fell i.e. if the value of the
15th percentile was 10, it meant that 15% of the data were ≤ 10.
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2.3.2 Inferential statistics

Inferential statistics were used to infer conclusions about the population of interest from the observed
data. The inferential statistical test, the log-rank test, described in the next section, complemented the
NLME modelling and simulation statistical principles which were applied to Projects I and II to test
for statistical significance and which have been previously described in their respective sections 2.1.2.2
and 2.1.2.4.

Log-rank test

The log-rank test was an inferential statistical method which was used to test the null hypothesis
that there was no difference in the survival probability between two groups at any time point.

The log-rank test is represented by Eqs. 2.57 to 2.59, in which the analysis was based on calculating
the total numbers of observed events (e.g. death) in groups 1 and 2 (O1 and O2, respectively), and
the total number of expected events in groups 1 and 2 (E1 and E2, respectively, Eq. 2.57).

Log-rank test statistic =
(O1 − E1)

2

E1
+

(O2 − E2)
2

E2
(2.57)

For group 2, the total number of expected events (E2) was calculated as the sum of the expected
number of events calculated at each time of event (Eq. 2.58). This expected number of events at time
of event i was calculated as the risk of event at that time multiplied by the number of individuals at
risk in that group. This is represented in Eq. 2.58,

For a total of n distinct time of events, E2 =

n∑
i=1

di
ri

· r2i (2.58)

where di is the total number of observed events in both groups, ri is the total number of individuals
at risk in both groups, di

ri
is the risk of event at that time and r2i is the number of individuals at risk

in group 2 i.e. alive or not having the event.

Subsequently, the total number of expected events in group 1 (E1) was calculated as the difference
between the total observed events in both groups and the total number of expected events in group
2 (E2) (Eq. 2.59) [170,172,178].

E1 = (O1 +O2)− E2 (2.59)

The Log-rank test statistic result was then compared with the χ2 distribution at df = 1. A significant
p-value meant rejecting the null hypothesis and thus the presence of a statistically significant difference
in the survival probability between both groups. The log-rank test was used to only test for significance
as it could not provide information on the magnitude of difference between groups [178].
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2.4 Software

Modelling and simulation tasks were performed using NONMEM® in combination with
Perl-speaks-NONMEM® (PsN) and aided by Piraña as a graphical user interface to maintain an
overview of the modelling activities. Statistical analyses; dataset preparation, exploration, and
visualisation during the exploratory data analysis; and post-processing and evaluation of results
after model development were performed in Microsoft Excel and R aided with RStudio for a more
friendly user interface. A summary of the different software used in the execution of the presented
work is listed in Table 2.1. Moreover, the different functionalities and packages that were utilised in
the respective software listed in Table 2.1 are summarised in Table 2.2 along with their intended
roles.

Table 2.1: List of software used in the analyses presented in this thesis

Software Version Projects Reference

NONMEM® 7.4.3 I, II Icon Development Solutions, Ellicott City, MD, USA
(https://www.iconplc.com/solutions/technologies/nonmem/)

PsN 4.8.1 I, II Uppsala University, Uppsala, Sweden
(uupharmacometrics.github.io/PsN)

Piraña 2.9.4 II Certara Inc., Princeton, New Jersey, USA
(www.certara.com/software/pirana-modeling-workbench)

R 3.5.3 I, II The project for statistical computing. Vienna, Austria
(www.CRAN.R-project.org)

R Studio 1.4.1717-3 I RStudio: Integrated Development for R, Boston, MA, USA.
Server Pro (www.rstudio.com)

R Studio 2021.09.2 II RStudio: Integrated Development for R, Boston, MA, USA.
(www.rstudio.com)

Microsoft
Excel

2021 II Microsoft Corporation.
(https://office.microsoft.com/excel)

NONMEM: nonlinear mixed-effects modelling; PsN: Perl-speaks-NONMEM

53



2 Data and methods

Table 2.2: List of functionalities and packages used in specific software

Software Role Functionality/package Version Projects Reference

R Data dplyr 1.0.7 I [179]
modification 1.1.2 II
and plyr 1.8.4 II [180]
wrangling zoo 1.8.6 II [181]

reshape2 1.4.3 II [182]
tibble 3.2.1 II [183]
tidyr 1.1.4 I [184]

1.3.0 II
stringr 1.4.0 I [185]
magrittr 2.0.1 II [186]

Data ggplot2 3.3.5 I [187]
visualisation 3.4.2 II

xpose4 4.7.1 I [188]
4.6.1 II

ggpubr 0.4.0 I [189]
0.2.5 II

ggforce 0.3.1 II [190]
vctrs 0.6.2 II [191]
corrplot 0.84 II [192]
vpc 1.2.2 II [193]
grid 3.5.3 II [194]
ggtext 0.1.1 II [195]

Manage NONMEM® GlimmeRcore 2.1.1 I *
output files

MCP analysis DoseFinding 1.0-5 I [196]

Survival survminer 0.4.7 II [197]
analysis survival 3.2.12 II [198,199]

PsN Covariate testing scm functionality — II [146]

Parameter precision bootstrap functionality — II [200]
and uncertainty

Stochastic simulation sse functionality — I [201]
and estimation

Model predictivity vpc functionality — II [202]
*In-house package, not publicly available
MCP: Multiple Comparison Procedure; NONMEM: nonlinear mixed-effects modelling; PsN:
Perl-speaks-NONMEM; scm: stepwise covariate model; sse: stochastic simulation and estimation; vpc:
visual predictive check
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different clinical trial scenarios

2.5 Project I: Simulation-based evaluation of cLRT and MCP

approaches in oncology under different clinical trial

scenarios

To evaluate the performance of cLRT and MCP approaches within the oncology setting, data were
simulated using a previously developed model (later referred to as the data-generating model) [203]
and a traditional design of a phase II dose-finding study which considered a placebo arm. The
simulated data considered the probability of dropping out, disease progression, and end of follow-up
to produce a realistic scenario, and characterised the time course of tumour size as a function of
drug dose, given a pre-specified dose-response relationship in the data-generating model. Hence,
given the pre-defined study design, strength of drug effect, and the different dose-response
relationships of the data-generating models, different datasets were simulated to reflect different
scenarios. The following sections describe the simulation study (section 2.5.1), the principles of
cLRT (section 2.5.2) and MCP (section 2.5.3) and their implementation, and the evaluation criteria
used to assess and compare their performance (section 2.5.4).

2.5.1 Simulation study

The simulation study comprised the study design and the pharmacometric models. The different
simulation scenarios were generated based on the different study design variables, drug strengths,
and the dose-response relationships of the data-generating models. The details of these components
are highlighted below.

2.5.1.1 Study design

A randomised, placebo-controlled, parallel group, phase II study design was simulated based on the
different dose-response relationships of the data-generating models representing the true
data-generating model. The study was designed with parallel dose groups including a placebo arm
and active dose arms, with a balanced allocation in the number of patients per arm. Observation
times were scheduled at baseline and every 7 days for 4 months (i.e. 112 days) (Fig. 2.7). Different
sample sizes (i.e. total number of patients), number of dose groups, and strengths of drug effect
were considered and defined the different scenarios to be investigated under the assumption of the
different true data-generating dose-response models (section 2.5.1.3).

Dose group1

Placebo

Dose groupx

Study arms

…

33

Observation time

0     7    14   21   28   35   42   49   56   63  70   77   84   91   98  105 112    Days

Figure 2.7: General design of the simulated placebo-controlled, parallel group, phase II studies to explore
performance of combined likelihood ratio test (cLRT) and multiple comparison procedure (MCP)
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2.5.1.2 Pharmacometric models

Data-generating models

The data-generating models (i.e. true models) utilised a previously developed longitudinal
continuous tumour response model based on clinical data from phase III trials [203]. The model
aimed to describe the sub-endpoints namely: the change in sum of longest diameters of the target
lesions over time (i.e. tumour dynamics model), the probability of appearance of new lesions, the
probability of progression of non-target lesions, and the death events prior to progression, as
determinants of PFS (section 1.3.2.6), besides accounting for dropouts due to other reasons rather
than progression.

A tumour dynamics model with an exponential tumour growth and a resistance component described
the change in tumour size over time (Eq. 2.60),

dTS

dt
=Kgrowth · TS − drug effect · TS · e−λ·t (2.60)

where Kgrowth was the first-order tumour growth rate constant, λ was the rate constant for appearance
of resistance, TS was the tumour size, and drug effect was defined by the different dose-response
relationships. The baseline tumour size was described by the B1 method (section 2.1.2.3) in which
the typical value of the baseline and its IIV were estimated. Besides the baseline tumour size, IIV
was accounted for on the tumour growth rate constant (Kgrowth), the rate constant for appearance
of resistance (λ), and the drug effect component i.e. slope or Emax (Table 2.3).

A logistic regression model was used to describe the probability of the appearance of new lesions and
the progression of non-target lesions, while TTE models (section 2.2.4) with an exponential (Eq. 2.39)
and Weibull hazard functions (Eq. 2.41) described the death and dropout events, respectively [203].

Candidate models

A suitable set of plausible models likely to represent the dose-response relationships were identified
to be tested against the simulated trial data and termed “candidate models”. These candidate models
were selected to cover the diverse set of plausible dose-response relationships—hence differing in the
relationship of the dose-response—and represented a simplified version of the data-generating model.
The simplified candidate models retained the description of the change in the sum of longest diameters
and accounted for events occurring in the other sub-endpoints due to the progression of target lesion,
the appearance of new lesions or death, as reasons for dropout from the study. These events were
described by a parametric TTE model with an exponential hazard function (section 2.2.4, Eq. 2.39).

Dose-response relationships of data-generating and candidate models

Different relationships of the dose-response were considered for the data-generating true models and
the candidate models. In the data-generating true models, to account for the drug effect (i.e. impact
of the drug dose on tumour size), five different dose-response relationships were investigated on the
tumour dynamics model, relating the drug dose to the drug effect (Table 2.3), for impact on the
tumour size (Eq. 2.60). The different relationships included: flat (no dose-response), linear,
log-linear, Emax and sigmoidal functions (Table 2.3). However, for the candidate models only the
non-flat dose-response relationships were considered in which the flat relationship was regarded as
the reference (i.e. ncandidate models = 4).
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different clinical trial scenarios

Table 2.3: Different dose-response relationships and their functional forms

Dose-response relationship Model function (drug effect)

Flat E0

Linear E0 + slope · dose

Log-linear Eo + slope · ln(dose+ 1)

Emax E0 +
Emax

ED50+dose ·dose

Sigmoidal E0 +
Emax

EDHill
50 +doseHill · doseHill

E0 was fixed to zero i.e. no baseline
E0: baseline drug effect; Emax: maximum drug effect; ED50: dose at which drug effect is 50%; slope: slope of
linear dose-response function; Hill: Hill coefficient.

Examples of the data-generating (true) model and the candidate model, based on a linear
dose-response relationship are available in Appendix C, sections C.1 and C.2, respectively.

2.5.1.3 Simulation scenarios

The combinations of the different study design variables as well as the dose-response relationships
and strength of drug effect defined the different simulation scenarios to be explored. These variables
are depicted in Fig. 2.8 and are summarised in the following section.

6

Dose-response 
relationship of 

data-generating model 
(true model)

Flat           
Linear

Log-linear
Emax

Sigmoidal 

Total sample size 
i.e. total number of 

patients
24
36

Number of arms 
(dose groups incl. placebo 

arm)
3
4
6

Strength of drug effect
Strong
Weak  

60 different scenarios

Figure 2.8: Variables defining the different simulation scenarios to explore performance of combined likelihood
ratio test (cLRT) and multiple comparison procedure (MCP). Blue shade: study design-related variables.

Dose-response relationships of data-generating models

Different relationships of the dose-response in the data-generating true models were investigated as
previously described in section 2.5.1.2.

Strength of drug effect

A total of two different strengths of drug effect were investigated. A drug effect, defined by the
parameter estimates, that would result in ≈ 80% power per each dose-response relationship in the
dose-response model was identified as a strong drug effect. Consequently, a weak drug effect was
calculated as half the value of the parameter estimates defining the strong drug effect (i.e. slope
parameter for the linear and log-linear relationships and Emax parameter for the Emax and
sigmoidal relationships). The parameter estimates used for the simulations under the strong and
weak drug effects, for each dose-response relationship of the data-generating true model, are
presented in Table 2.4.
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Table 2.4: Model specifications for the data-generating dose-response true models used in the
simulations under a strong or weak drug effect

Parameter Strong drug effect Weak drug effect
Linear Log-linear Emax Sigmoidal Linear Log-linear Emax Sigmoidal

Slope 1.8 25 — — 0.9 12.5 — —
Emax — — 100 95 — — 50 47.5
ED50 — — 10 10 — — 10 10
Hill — — — 2 — — — 2

Note: values are arbitrary and reflect the conventional units i.e. slope [effect · dose−1]; Emax [effect]; ED50

[dose]; Hill [unitless].
Emax: maximum drug effect; ED50: dose at which drug effect is 50%; Hill: Hill coefficient

Total sample size and number of arms

A total sample size of either 24 or 36 patients was considered to mimic a phase II study design. Based
on a balanced allocation of patients per arm and according to the number of arms (3, 4 or 6), a unique
sample size per arm was calculated per each group of scenarios differing only in the dose-response
relationship of the data-generating true model and strength of drug effect (Table 2.5). The number
of dose levels was selected to ensure an even distribution between a dose range of 0mg (i.e. placebo)
and 60 mg, defined according to the number of arms (Appendix Fig. B.1.1).

Table 2.5: Investigated scenarios based on the different dose-response relationships of the
data-generating true models, drug strengths, and study design variables (n =60 scenarios)

Dose-response Number Dose Strong drug effect Weak drug effect
relationship of
true model

of arms levels Total
n =24

Total
n =36

Total
n =24

Total
n =36

Flat
Linear
Log-linear 3 0, 30, 60 narm = 8 narm = 12 narm = 8 narm = 12
Emax

Sigmoidal

Flat
Linear
Log-linear 4 0, 20, 40, narm = 6 narm = 9 narm = 6 narm = 9
Emax 60
Sigmoidal

Flat
Linear
Log-linear 6 0, 12, 24, narm = 4 narm = 6 narm = 4 narm = 6
Emax 36, 48, 60
Sigmoidal

n: total sample size; narm: sample size per arm.

Consequently, based on the different dose-response relationships of the data-generating models
(i.e. true models) (Table 2.3), drug strengths, and the different study design variables, a total of 60
different scenarios were investigated (Fig. 2.8, Table 2.5).
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2.5 Project I: Simulation-based evaluation of cLRT and MCP approaches in oncology under
different clinical trial scenarios

2.5.2 cLRT-Mod approach: Principle, procedure and implementation

The cLRT-Mod included two steps [126]. The first step, the “cLRT” step, involved fitting each
candidate model to the dataset and then the investigation of the presence of a drug effect by
comparing the best-fitting candidate model to that of the flat dose-response model. In the second
step, the “mod” step, the responses after various doses were predicted from either the best-fitting
candidate model (i.e. model selection) or a weighted mixture of candidate models (i.e. model
averaging). In our work presented in this thesis, we only focused on the investigation of the cLRT
step.

cLRT procedure and implementation within the simulation framework

The cLRT approach [126] relied on the principles of NLME modelling in which the model describing
the null hypothesis of a flat-dose response was assumed to be nested in each candidate model and
parameters were estimated by the maximum likelihood (section 2.1.2.2). In this work, the likelihood
was computed by the Laplace estimation method (section 2.1.2.2).

The overall framework of cLRT in relation to a simulation scenario is depicted in Fig. 2.9. Starting
with a specific scenario, defined by the dose-response relationship of the data-generating true model,
strength of drug effect, and variables of the study design (e.g. sample size, number of arms), N datasets
were simulated (Fig. 2.9, section 1). Afterwards, the flat model along with the four candidate models
(differing in the dose-response relationship) were fitted to each of the simulated datasets and their
OFV and AIC were derived (Fig. 2.9, section 2.1). As a next step, the best-fitting candidate model
was identified. The best-fitting candidate model was defined as the one with the lowest AIC value
amongst the different candidate models, after fitting each candidate model to the dataset (Fig. 2.9,
section 2.2). A cLRT test was then performed between the LRT i.e. OFV, of the best-fitting candidate
model (OFVbest−fitting) and that of the flat dose-response model (OFVflat) to obtain the respective
test statistic, tcLRT (Eq. 2.61; Fig. 2.9, section 2.3).

tcLRT =OFVbest−fitting −OFVflat (2.61)

Next, tcLRT was compared against a critical value, qα,cLRT , derived under the assumption of a null
hypothesis (Fig. 2.9, section 3). Based on the union-intersection principle, one could reject the global
null hypothesis of no drug effect if at least the null hypothesis of one of the candidate models was
rejected. Therefore, if tcLRT was smaller than the calculated qα,cLRT , where α was the significance
level and nominal type I error, then the global null hypothesis could be rejected (Fig. 2.9, section 4)
and the cLRT test was considered significant i.e. a significant dose-response (drug effect) could be
identified (Fig. 2.9, section 5).

Calculation of the critical value qα,cLRT (Fig. 2.9, section 3)

To derive the critical value, data had to be generated under the null hypothesis. Therefore, per each N

simulated dataset , M datasets were simulated using the flat dose-response model and the parameter
estimates obtained by fitting the flat dose-response model to the placebo arm data of the respective
N dataset (i.e. no drug effect, Fig. 2.9, sections 3.1 and 3.2). The flat and candidate models were
then fitted to each M simulated dataset, per each N simulated dataset i.e. N ·M times (Fig. 2.9,
section 3.3), the best-fitting candidate model was selected (Fig. 2.9, section 3.4) and the test statistic,
tcLRTHo

was computed for each best-fitting candidate model (Fig. 2.9, section 3.5). At α= 0.05, the α
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quantile of the tcLRTHo
distribution (Fig. 2.9, section 3.6) was then used as the cut-off value to define

the critical value, qα,cLRT . Therefore, the value of qα,cLRT was derived from the α quantile of the
tcLRTHo

distribution obtained from the same procedures as outlined in Fig. 2.9, sections 2.1 to 2.3,
but using data generated under the null hypothesis.

2.5.3 MCP-Mod approach: Principle, procedure and implementation

MCP-Mod included two steps. The first step, the “MCP” step, applied multiple contrast tests to
establish evidence of drug effect—in contrast to cLRT which relied on maximum likelihood—whereas
the second step, the “Mod” step, involved modelling of the dose-response relationship to evaluate the
optimal dose/dose range to achieve the desired response. As with cLRT-Mod, our presented work in
this thesis only focused on the MCP step for comparison with cLRT performance.

MCP procedure and implementation within the simulation framework

For a standardised basis of comparison between the performance of cLRT and MCP, the N simulated
datasets, based on each specific scenario (Fig. 2.9, section 1), were utilised for the MCP analysis
(Fig. 2.9, orange label). Since MCP relied on time-invariant responses as endpoint, the best change
in tumour size from baseline was selected as the endpoint of interest (i.e. response) to closely mimic
the longitudinal change in tumour size upon which cLRT relied.

The MCP analysis started with a pre-selected set of dose-response candidate models which were
informed by the investigated dose-response relationships in the cLRT step i.e. ncandidate models = 4 +
flat as reference. These models were first defined for a dose effect by standardised parameters for each
of the different relationships. The standardised parameter values of each dose-response relationship
of the model were based on prior knowledge (as applied here) from similar studies/treatments or
the true underlying dose-response profile, to calculate the mean responses for each dose-response
relationship of the model based on the observed study data. Then, each candidate model was tested
using contrast tests. These are hypothesis tests that aimed to establish evidence of a drug effect,
based on the observed study data, while accounting for model uncertainty. The multiple contrast
tests approach relied on the principle of the union-intersection test. Therefore, if one dose-response
model was significant (i.e. if a dose-response relationship was identified), the null hypothesis could be
rejected and a significant drug-effect was identified.

2.5.4 Evaluation of cLRT and MCP performance

Before evaluating cLRT and MCP, exploratory data check was performed to identify the robustness
of cLRT and stability of the simulations. The percentage of successful M simulations-estimations
within each N simulation (Fig. 2.9, sections 3.2–3.4) was explored and N simulations which failed to
show ≥ 90% successful executions after model-fitting and selection, under the null hypothesis, were
excluded. Moreover, test statistics (tcLRT , tcLRTHo

) showing implausible values e.g. better
performance of the flat model over the candidate model, were excluded. Lastly, extreme outlying
values in the tcLRTHo

distribution (tcLRTHo
< -60) indicating failure to reach the best-set of model

parameters (i.e. local minima) were identified and excluded from the tcLRTHo
distribution of the

respective N simulated dataset.
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Figure 2.9: cLRT as implemented within the simulation framework showing the common datasets used for both cLRT and MCP analyses in this thesis.
Starting with a specific simulation scenario, defined by the dose-response relationship of the data-generating true model, drug strength and variables of the study design,
N datasets were simulated (section 1). Afterwards, the flat model (purple) along with the four candidate models (red) were fitted to each of the simulated datasets and
their OFV and AIC were derived (section 2.1). Next, the best-fitting candidate model (candidate model with the lowest AIC value) was selected (section 2.2) and a
cLRT test was performed to derive the test statistic, tcLRT (section 2.3). The tcLRT was then compared against a critical value derived under the assumption of a null
hypothesis i.e. no drug effect (section 3). To derive the critical value, per each N simulated datasets, M datasets were simulated using the flat model and the parameter
estimates obtained by fitting the flat dose-response model to the respective N placebo arm data (sections 3.1 and 3.2). The flat and candidate models were then fitted
to each M simulated datasets per N simulated datasets (section 3.3) and the best-fitting candidate model was selected (section 3.4) and the test statistic, tcLRTHo , was
computed (section 3.5). At α= 0.05, the critical value was identified at the α quantile of the tcLRTHo distribution (section 3.6). Finally, if the test statistic was smaller
than the identified critical value, the global null hypothesis was rejected (section 4) and a significant drug effect was identified (section 5). Orange arrow indicates that
the same N simulated datasets were utilised for the MCP analysis. AIC: Akaike information criterion; OFV: objective function value.
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Following the exploratory data check, different criteria were selected to evaluate and compare the
performance of cLRT and MCP:

2.5.4.1 Type I error calculation

Type I error referred to the rejection of the null hypothesis when it was true (i.e. a significant drug
effect was detected when the true dose-response model was flat). Type I error was evaluated, per
each group of scenarios sharing the same study design variables and differing only in the
dose-response relationship of the true model and strength of drug effect since under “no effect” there
was no dose-response relationship or different strengths of drug effect. Type I error was compared
between cLRT and MCP.

2.5.4.2 Power calculation

Power referred to the probability of detecting a significant dose-response signal (i.e. drug
effect/non-flat dose-response) when the drug effect was present in the data-generating model,
regardless of correctly identifying the true dose-response relationship of the underlying
dose-response model. Power is also referred to as 1 − β, where β is the type II error representing
false negative results. The power of cLRT and MCP was compared, per scenario.

2.5.4.3 Selection of best-fitting candidate model

The probability of being selected as the best model was investigated for each of the different candidate
models, per scenario.

2.5.4.4 Identification of true underlying dose-response model

The probability of correctly identifying the true dose-response relationship of the data-generating
dose-response model from the different candidate models was computed, per scenario.

2.5.5 Execution and software

To implement cLRT, we developed an automated framework in R using RStudio Server Pro as a
graphical user interface. Within this framework, NONMEM® and PsN were used for simulations and
(re-)estimations, and different R packages were used for dataset optimisation, post-processing, and
graphical representations (further details on the software versions and R packages are mentioned in
section 2.4).

For each scenario, N = 100 datasets were simulated and for each simulated dataset, qα,cLRT was
approximated through M = 100 simulations from data generated under the null hypothesis.

The simulation framework was executed on a high-performance computing (HPC) cluster using 4
cpus-per-task while setting the number of tasks to 4. Hence, the total computation time to simulate
and re-estimate the N datasets for all the 60 scenarios was ≈ 12 days.

The MCP analysis step of MCP-Mod was performed by members in the Global Biostatistics & Data
Sciences at Boehringer Ingelheim Pharma GmbH & Co.KG using the DoseFinding package in R
(section 2.4).
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2.6 Project II: Identification of predictors of efficacy in NSCLC

patients: A tumour dynamics - CRP modelling framework

Project II aimed to identify early prognostic predictors of efficacy (i.e. progression and/or survival)
in advanced NSCLC patients, with a special focus on the potential of longitudinal CRP
concentrations. To achieve this objective, data from a previously conducted clinical study in
advanced NSCLC patients were retrospectively leveraged by means of population pharmacodynamic
(PD) and parametric TTE models. The following sections elaborate on the source of the clinical
data and the modelling framework which was adopted to achieve our objective. Project II has been
published in Cancers 15: 5429 (2023) [204].

2.6.1 Clinical study data: The CEPAC-TDM study

The CESAR Study of Paclitaxel Therapeutic Drug Monitoring (CEPAC-TDM study) was a
prospective, open-label, randomised, two-arm, phase III trial conducted in 10 centres in Germany
and Switzerland between March 2011 and April 2014 (ClinicalTrials.gov Identifier: NCT01326767,
EudraCT No: 2010-023688-16) [33]. The CEPAC-TDM study offered a rich database of drug
exposure, clinical chemistry including serum biomarkers as well as efficacy and survival data. Thus,
it was well suited to support our proposed modelling framework in which the relationship between
anticancer drug exposure, tumour dynamics, and CRP concentrations could be characterised and
subsequently leveraged to identify predictors of efficacy endpoints.

The study was conducted by the Central European Society of Anticancer Drug Research-EWIV
(CESAR), approved by the respective institutional review boards (Ostschweiz, St. Gallen in
Switzerland; Eberhard-Karls-Universität, Tübingen in Germany), and conducted in accordance with
the ICH Harmonised Tripartite Guidelines for Good Clinical Practice 1996, Directive 91/507/EEC,
Declaration of Helsinki, Directive 2001/20/EC, and local legislation. All patients provided written
informed consent before study initiation.

2.6.1.1 Study population

Patients diagnosed with histologically confirmed advanced NSCLC (stage IIIB–IV) and considered for
first-line combination chemotherapy with paclitaxel and either carboplatin or cisplatin were enrolled
in the study.

Eligible patients included both men and women, aged 18–75 years with an ECOG performance status
≤ 2, and at least one measurable tumour according to the RECIST criteria v.1.1 [56] (section 1.3.2.6).
Patients should have received no prior systemic treatment for advanced NSCLC with paclitaxel,
carboplatin, or cisplatin nor have had pre-existing neuropathy> grade I according to the National
Cancer Institute Common Terminology Criteria for Adverse Events (NCI-CTCAE), version 4 [205].
Patients with asymptomatic brain metastasis were eligible in case corticosteroids were not indicated
and irradiation completed > 4 weeks prior to the first treatment cycle. The full list of the inclusion
and exclusion criteria is available under https://clinicaltrials.gov/ct2/show/NCT01326767.
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2.6.1.2 Study design

All patients enrolled in the CEPAC-TDM study were randomised at a ratio of 1:1 to receive up to
six cycles of 3-weekly paclitaxel at either the conventional standard dose (treatment arm A, Fig. 2.10,
upper panel) or an individualised dose (treatment arm B, Fig. 2.10, lower panel). Paclitaxel was
administered in combination with a platinum-based drug (Fig. 2.10, upper and lower panels: arms A
and B, label: Dose) for which randomisation was also stratified i.e. balanced allocation was maintained
between cisplatin and carboplatin. The reason for this design was the original objective of whether
individualised and PK-guided paclitaxel dosing would significantly reduce paclitaxel-related grade 4
neutropaenia compared with the conventional body surface area (BSA)-guided paclitaxel dosing in
patients with advanced NSCLC without compromising efficacy, represented by PFS and OS [33].

Chemotherapy was given for up to six cycles, until disease progression or intolerable toxicity, whichever
occurred first. The patient was then evaluated in an end-of-treatment (EOT) visit which occurred
27–35 days after the last dose. Post-treatment, patients were followed up until death, loss to follow-up,
or end-of-study. Patients who stopped treatment prior to disease progression were also monitored for
disease progression through tumour assessments during the follow-up phase. An overview of this study
design is depicted in Fig. 2.10.

C
R

P
C

R
P

C
R

P
C

R
P

C
R

P
C

R
P

C
R

P

C
R

P
C

R
P

C
R

P

C
R

P

A
D

A
D A
D

A
D

A
D

D
o

se

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C
D

o
se

D
o

se

D
o

se

D
o

se

D
o

se

D
o

se

TA TA TA TA

Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5Baseline
End of 

treatment
Cycle 6

Follow-
up

Arm B (PK-guided dosing)

Cycle 1 Cycle 2 Cycle 3 Cycle 4 Cycle 5Baseline
End of 

treatment
Cycle 6

Follow-
up

TA TA TA TA TA

Arm A (Standard BSA-guided dosing)

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

C
R

P

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

C
B

C
D

o
se

TAP
K

P
K

P
K

P
K

P
K

P
K

Figure 2.10: Design of the CEPAC-TDM study showing the two randomised study arms. Patients were randomised
to either the conventional standard BSA-guided dosing arm (arm A, upper panel) or the individualised PK-guided
dosing arm (arm B, lower panel). Arrows indicate the approximate time points of the different assessments within the
study duration. Adapted from Henrich [206].
BSA: body surface area; CBC: complete blood count; CRP: C-reactive protein; PK: pharmacokinetic (sample); TA:
tumour assessment.

Before study initiation, the patients’ disease status was evaluated (diagnosis, tumour histology,
prior cancer treatment, tumour size, medical history, and concomitant medications). Their
demographic characteristics (age, body weight, body height, and sex), complete blood count and
ECOG performance status were also documented. Additionally, assessments of body weight and
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ECOG performance status were performed at the start of each cycle and at the EOT; complete
blood count with white blood cell differentiation was evaluated at baseline, day 1 and day 15±2 of
each cycle and at the EOT (Fig. 2.10, upper and lower panels: arms A and B, label: CBC); and
clinical chemistry and coagulation panel were performed at baseline and at the EOT.

2.6.1.3 Study treatment and dosing

Pre-medication

To avoid paclitaxel-related hypersensitivity reactions (section 1.3.2.5), all patients received either
dexamethasone or an antihistaminic drug prior to paclitaxel administration.

Paclitaxel treatment

Paclitaxel was administered at the beginning of each cycle (i.e. day 1) as a 3-h infusion every three
weeks (Fig. 2.10, upper and lower panels: arms A and B, label: Dose). Patients who were randomised
to the conventional treatment arm (arm A) received the standard BSA-based paclitaxel dosing of
200 mg/m2, according to the drug label. While patients who were randomised to the investigational
treatment arm (arm B) received an individualised paclitaxel dose according to a previously developed
and published dosing algorithm [207]. In this dosing algorithm (Fig. 2.11), the first dose of paclitaxel
was based on the patient’s age, BSA, and sex. For the subsequent treatment cycles, paclitaxel dose
was adjusted according to the patient’s paclitaxel exposure (i.e. estimated individual T>0.05 which was
calculated as described in section 2.6.1.4) and the grade of experienced neutropaenia in the previous
cycle. These dose adjustments aimed to target T>0.05 of 26–31 h (section 1.3.2.5). Maximum paclitaxel
dose increase was limited to 320 mg/m2.

Platinum treatment

Paclitaxel administration was followed either by carboplatin or cisplatin (Fig. 2.10, upper and lower
panels: arms A and B, label: Dose). Cisplatin was administered as an intravenous 2-h infusion either
as one dose of 80mg/m2 on day 1 or as split doses of 40mg/m2 on days 1 and 2. Carboplatin was
administered as a 30-min infusion (target AUC: 6 mg·min/L).

Treatment adaptations

In general, dose adjustments for patients in arm A were based on the recommendations in the
paclitaxel drug label. Whereas for patients in arm B, dose adjustments were performed according to
the dosing algorithm (Fig. 2.11). In case toxicities were observed, additional safety measures were
adopted in the subsequent cycle for all three drugs. These measures are outlined in Appendix A.1,
TableA.1.1.

Discontinuation of chemotherapy

Patients had to discontinue chemotherapy in case of experiencing intolerable adverse events
e.g. grade 3 or 4 irreversible polyneuropathy, prolonged cytopaenia (absolute neutrophil count
< 1·109 cells/L, thrombocytes < 100·109 cells/L ) for more than three weeks, or irreversible renal
dysfunction (GFR < 30 mL/min), despite adequate dose reductions.
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Cycle 1

Age [years] Dose women 
[mg/m²]

Dose men 
[mg/m²]

< 46 185 200

46–50 180 195

51–55 175 190

56–60 170 185

61–65 160 175

> 65 150 165

Previous-cycle neutropaenia 
grade 4

TC>0.05 [h]
Dose 

adjustment

> 50 -40%

41–50 -30%

31–40.9 -25%

< 31 -20%

Previous-cycle neutropaenia 
grade 3

TC>0.05 [h]
Dose 

adjustment

> 50 -30%

41–50 -25%

31–40.9 -20%

< 31 No change

Previous-cycle neutropaenia 
grade 0-2

TC>0.05 [h]
Dose 

adjustment

> 50 -30%

41–50 -25%

31–40.9 -20%

26–30.9 No change

20–25.9 +10%

10–19.9 +20%

< 10 +30%

Cycles 2–6

Figure 2.11: Paclitaxel dosing algorithm for patients in treatment arm B of the CEPAC-TDM study [207]. T>0.05:
time of paclitaxel plasma concentration > 0.05µmol/L.

2.6.1.4 Blood sampling for paclitaxel analysis

To determine paclitaxel plasma concentration and exposure for the dosing algorithm, only patients
in the PK-guided dosing arm (i.e. arm B) underwent blood sample collection, once per cycle, 24 h
[16–30 h] after the start of paclitaxel infusion (Fig. 2.10, lower panel: arm B, label: PK). Samples were
centrally analysed at the West German Cancer Center and University Hospital Essen, Institute of
Analytical Pharmacology using a previously validated method, according to the EMA guideline. The
method utilised high-performance liquid chromatography with ultraviolet detection and an LLOQ
of 0.015mg/L [208]. The cycle-specific plasma sample was then used to calculate the individual and
cycle-specific T>0.05. T>0.05 was derived from the Bayesian estimates (post-hoc, section 2.1.2.1) using
the previously developed paclitaxel PK model [207], to inform paclitaxel dose adaptations according
to the developed dosing algorithm, in treatment cycles 2–6 for patients in arm B (section 2.6.1.3).
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2.6.1.5 Blood sampling for CRP analysis

CRP was measured in a subset of patients who were enrolled in the CEPAC-TDM study i.e. biomarker
substudy of the CEPAC-TDM study. Blood sampling for CRP analysis was performed along with
the routine blood sampling or with the PK sample, for the PK-guided dosing arm patients, at the
following time points (Fig. 2.10, upper and lower panels: arms A and B, label: CRP):

• Day 1 of treatment cycles 1 (i.e. baseline before the start of treatment), 2 and 3

• Day 2 of treatment cycles 1 and 2 (24 h after paclitaxel administration)

• At the EOT

CRP quantification was performed at the Institute of Laboratory Medicine, Munich Biomarker
Research Centre, German Heart Centre of the Free State of Bavaria, Technical University Munich,
Germany, using a validated commercial Conformité Européenne in vitro diagnostic (CE-IVD) assay,
used in routine diagnostics. The CE-IVD assay was a latex-enhanced turbidimetry method on the
Cobas C501 analyzer (Roche Diagnostics, Mannheim, Germany) with an LLOQ of 0.3mg/L and an
upper limit of quantification of 350mg/L. All measurements were done according to the
requirements of the guidelines of the German Chamber of Physicians (Rili-BäK) [209].

2.6.1.6 Assessment of efficacy

The efficacy of the therapy was evaluated during the treatment and the follow-up phase by assessment
of tumour size and survival.

Assessment of tumour size

Tumour size was evaluated according to the RECIST criteria v.1.1 [56] (section 1.3.2.6). It was
radiologically assessed at baseline, within five days prior to the start of treatment cycles 3 and 5
(i.e. every six weeks), at the EOT, and every eight weeks during follow-up—if the patient had not
progressed during the time of treatment—until progression was observed (Fig. 2.10, upper and lower
panels, label: TA).

Assessment of survival status

Survival of patients was assessed every three months during the follow-up phase.

2.6.1.7 Assessment of safety

Toxicities and adverse events were monitored and evaluated by laboratory tests and physical
examinations according to the NCI-CTCAE criteria during the whole treatment duration and later
on every three months during the follow-up phase.

To assess neutropaenia and other haematologic toxicities, a complete blood count with white blood
cell differentiation was performed at baseline, day 1 and day 15±2 of each treatment cycle, and at
the EOT (Fig. 2.10). Primary prophylaxis with granulocyte-colony stimulating factor (G-CSF) was
not allowed. Nevertheless, therapeutic G-CSF was allowed in patients with febrile neutropaenia,
prolonged grade 4 neutropaenia (≥ 7 days), or grade 4 neutropaenia persisting after at least one prior
dose reduction of paclitaxel (secondary prophylaxis).
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2.6.2 Data management and exploratory data analysis

2.6.2.1 Dataset building

The original dataset, which was developed from the CEPAC-TDM study and previously utilised in
the works of Henrich [206, 210] and Ojara [67, 211, 212], was updated with the longitudinal CRP
information. Since CRP concentrations were reported with respect to treatment cycle days rather
than date/time, therefore, for each respective treatment cycle, CRP concentrations were assigned to
the respective treatment cycle date and time as follows:

• Day 1 CRP samples were aligned with the time of paclitaxel administration (i.e. time zero) of
the respective cycle

• Day 2 CRP samples for patients in the PK-guided dosing arm (i.e. arm B) were aligned with the
time recorded for the PK sampling which corresponded to ≈ 24 h after paclitaxel administration
of the respective cycle. For patients in the BSA-guided dosing arm (i.e. arm A), day 2 CRP
samples were aligned with the time which corresponded to 24 h post paclitaxel administration
of the respective cycle

• EOT CRP samples were aligned with the first record of the EOT visit

Next, different NONMEM®-compatible datasets were generated to suit the different modelling
objectives, in which the dependent variable (e.g. CRP concentration, time-to-event) and potential
covariates (e.g. disease characteristics, patient demographics) were specified. A summary of the
created columns in the different datasets, their interpretation, and any modifications or imputations
performed is available in AppendixA.2, Tables A.2.1 and A.2.2. All datasets were created using R
software to ensure traceability and reproducibility of the process (section 2.4).

2.6.2.2 Handling of missing values and measurements below limit of quantification

Missing DV e.g. CRP concentrations were assumed to be missing completely at random and were not
imputed. However, concentrations at specific time points which were of interest e.g. to be later used as
potential predictors in the TTE model, were utilised from the model-predicted CRP concentrations.

For missing independent variables e.g. missing covariate information, it was necessary to not have
any missing values for a successful covariate analysis to be performed within NONMEM®. Hence,
missing values of continuous covariates were imputed with the median value of the whole patient
population (e.g. imputation of missing and zero baseline IL-6 concentration with median baseline
IL-6 concentration). For times between covariate measurements, the last observation was carried
forward until the subsequent measurement was performed (e.g. alanine aminotranferase (ALT) and
aspartate aminotransferase (AST) measurements). Other methods, as linear interpolation were not
required in the current datasets. Our datasets also did not have any missing categorical covariates.
For a detailed description on how missing values were handled for each covariate see Appendix A.2,
Tables A.2.1 and A.2.2.

For the below LLOQ samples, the choice of the means to handle them was dependent on their
proportion in the dataset [139, 213]. In our case, for a low percentage of below LLOQ samples
(i.e. < 5%), the decision to exclude these samples from the analysis has been shown to perform
equally well compared to methods where values of below LLOQ samples were imputed or more
complex methods where the likelihood of a value being below the LLOQ was estimated [213].
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2.6.2.3 Handling of implausible values and outliers

The dataset was evaluated for implausible values and outliers in each column by graphical
evaluation and physiological plausibility e.g. samples outside the upper limit of quantification. In
general, implausible values were identified, flagged, and temporarily excluded during model
development to avoid distortion of potential relations, especially during covariate analysis. However,
they were later returned to the datasets of the final/key models after each stage to assess their
impact on model performance and parameter estimates.

2.6.2.4 Exploratory data analysis

To explore the data, descriptive statistics of the patient population and CRP concentrations were
summarised, with the latter being further explored regarding sampling frequency. In addition,
exploratory plots of the efficacy metrics in the patient population were generated i.e. plots of
tumour size over time and Kaplan-Meier plots of TTP, PFS, and OS. To identify the general trend
in the concentration-time profile of CRP and the extent of CRP variability, and to detect outliers,
CRP concentrations and fold change in CRP concentrations relative to baseline were plotted versus
time. Different stratifications (e.g. by treatment cycle) were applied for comparison and, if needed,
variables were plotted on a log-scale to account for potential skewness in the data distribution and
have a better view of the lower values. Additionally, the relationship of CRP concentration versus
tumour size was explored to inform the modelling strategy and support the modelling assumptions.
For a preliminary assessment of the prognostic value of CRP concentrations, association between
baseline CRP concentration and efficacy endpoints was investigated using nonparametric
Kaplan-Meier and semi-parametric CoxPH analyses, before investigating the prognostic value of
longitudinal CRP concentrations in a fully parametric TTE model. Finally, to guide the covariate
analysis process, pre-selected covariates were further explored for potential correlations to identify
strongly correlated pairs of covariates and avoid their simultaneous inclusion (for details on the used
software and packages see section 2.4).

2.6.3 Modelling framework to identify predictors of efficacy in NSCLC
patients

Based on the clinical data from the patients with advanced NSCLC enrolled in the CEPAC-TDM
study (section 2.6.1) and to identify predictors of efficacy endpoints, a modelling framework was
developed which comprised two stages (Fig. 2.12):

• In the first stage (Fig. 2.12, A), the quantitative and structural relationship between anticancer
drug exposure, tumour dynamics, and CRP concentrations was established. To achieve this, a
tumour dynamics model that was developed to characterise the change in tumour size over time
while accounting for the impact of drug exposure was leveraged as a source of individual tumour
size data [67] (Fig. 2.12, A, section 1). As a next step, model-predicted individual longitudinal
tumour size (as a metric of tumour dynamics) was coupled to CRP model to characterise
circulating CRP concentrations using a pharmacodynamic NLME model (Fig. 2.12, A, sections
2 and 3). The coupled model was later used to derive potential early longitudinal CRP- and
tumour size-related predictors to inform the second stage (Fig. 2.12, A, sections 5 and 6).
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• In the second stage (Fig. 2.12, B), efficacy endpoints (PFS and OS) were characterised (Fig. 2.12,
B, sections 7 and 8). CRP- and tumour size-related metrics (derived from the first stage)
(Fig. 2.12, A, sections 5 and 6) along with other patient and disease characteristics (Fig. 2.12,
A, section 4) were explored as potential predictors of PFS and OS by means of parametric TTE
models, to explore their impact on TTE occurrence.

B: Characterisation of efficacy 
endpoints and impact of predictors

(2) influence

(1) influence

A: Development of a coupled tumour dynamics-CRP model to characterise
circulating CRP concentration, and model-derived predictors

Observed predictors

Potential predictors

Tumour 
size

Patient and 
disease 

characteristics

CRP 
concentration

Coupled tumour 
size-CRP model

Progression-free survival Overall survival

Anticancer 
drug exposure

(3)

(5)

(4) (6)

(7) (8)

Figure 2.12: Schematic overview of the modelling framework highlighting the different stages undertaken
to (A) characterise circulating CRP concentration and derive potential CRP-, tumour size-, patient-, and
disease-related predictors; and (B) identify significant predictors of the prognostic outcomes progression-free
survival and overall survival. CRP: C-reactive protein.

These two stages are explained in further details in the following sections.

2.6.3.1 Development of a coupled tumour dynamics - CRP model to characterise
circulating CRP concentration

Model development to characterise tumour dynamics

To explore the influence of tumour dynamics on CRP (Fig. 2.12, A, sections 1–3), a previously
developed anticancer drug-driven tumour dynamics model was leveraged to predict dense individual
longitudinal tumour sizes corresponding to more frequent time points than those originally
observed. The tumour dynamics model which characterised the time-course of tumour size, was
developed based on the whole patient population of the CEPAC-TDM study (i.e. not only the
patients in the biomarker substudy). It considered data only from the first 30 weeks after treatment
start since after which data were too sparse due to patient death and biased due to the high
dropout rate. Details of the different strategies which were investigated during the development of
the tumour dynamics model were described in [67,211].
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Starting with data from only the PK-guided dosing arm due to the availability of paclitaxel PK
information, the change in tumour size over time was described considering two processes
represented by a zero-order linear tumour growth rate constant and a first-order drug-induced
tumour decay. The drug-induced tumour decay described the efficacy of the administered drug on
tumour cells as a first-order decay of the drug effect with respect to tumour size. Drug effect was in
turn described as a function of drug exposure represented by paclitaxel AUC between the start and
end of a treatment cycle (AUCcycle). AUCcycle was derived from the individual paclitaxel PK,
estimated using the previously developed in house paclitaxel PK model which was based on the
patients in the PK-guided dosing arm [206]. Furthermore, drug effect was allowed to change over
time to account for a potential change in drug efficacy due to emergence of resistance. Therefore,
drug effect exponentially declined, from the start of treatment, over time.

Thus, the tumour dynamics model was described as follows (Eq. 2.62),

dTS(t)

dt
= Kgrowth(t)− βo · e−λ·t ·AUCcycle · TS(t) (2.62)

where dTS(t)
dt represents the change in tumour size (TS) over time; kgrowth is the zero-order linear

tumour growth rate constant; βo is the drug-induced tumour decay rate constant per unit of paclitaxel
AUCcycle at time zero (i.e. cycle 1); λ is the rate constant for the exponential change in drug effect
over time; and AUCcycle is the paclitaxel area under plasma concentration-time curve from start to
end of a cycle based on a single paclitaxel dose administered on the first day of a 21-day cycle.

Baseline tumour size was described by the B2 method which utilised the individual measured baseline
tumour sizes while accounting for RUV (section 2.1.2.3). To account for the diverse individual tumour
size profiles, IIV was added to the tumour growth parameter (Kgrowth) and the drug effect parameters
(βo and λ). No covariates were found to be significant on the model parameters representing the
tumour growth rate or the drug-induced tumour decay rate constant. For the estimation of the
tumour dynamics model parameters, the FOCE-I method was used (section 2.1.2.2).

As the tumour dynamics model was initially developed starting with the PK-guided dosing arm
data, expansion of the model to include both study arms (BSA-guided and PK-guided dosing arms)
was achieved by the use of the multiple imputation approach [214–216] to estimate the tumour
dynamics model parameters for the whole study population. Within the multiple imputation
framework (Fig. 2.13), the paclitaxel PK model that was developed based on the subset of patients
with PK information (i.e. patients in the PK-guided dosing arm, treatment arm B) [206, 210] was
leveraged to stochastically simulate the PK information for all individuals, based on their dosing
information and individual characteristics in the dataset with missing PK information (Fig. 2.13,
lower panel, facet 1). Stochastic simulations were performed to generate m replicates (here m= 50)
of complete datasets in which missing PK information was simulated (Fig. 2.13, lower panel, facet 2)
and consequently, individual paclitaxel exposure (i.e. AUCcycle) was derived (Fig. 2.13, lower panel,
facet 3). As a next step, now with complete PK information, the tumour dynamics model was fitted
to each dataset replicate (Fig. 2.13, lower panel, facet 4) to estimate the model parameters for both
study arms (Fig. 2.13, lower panel, facet 5). The results, now available as m replicates, were
summarised—as explained in details in the following section—as described by Rubin [217]
(Fig. 2.13, lower panel, facet 6) to derive population and individual tumour dynamics model
parameters that would later inform CRP concentrations (Fig. 2.13, lower panel, facet 7).

71



2 Data and methods
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Figure 2.13: Schematic diagram of the multiple imputation approach applied to the tumour dynamics model
development. Upper and middle panels show the general outline of the multiple imputation approach. Starting
with an incomplete dataset (left side) and using the appropriate model to describe these data, stochastic
simulations are performed to impute the missing information and generate m multiple copies of complete
datasets. Next, each dataset is analysed separately using the model under development to generate m copies
of model parameters which are then summarised to obtain a single set of the respective model parameters
(end in the right side). Lower panel, facets 1–7 show the detailed application of the multiple imputation steps
with respect to the development of the tumour dynamics model. Here m=50.
BSA: body surface area; PK: pharmacokinetic.

Derivation of population and individual tumour dynamics model parameters

As mentioned in the previous section, the tumour dynamics model, now fitted to each dataset
replicate, resulted in m replicates of the tumour dynamics model parameters. To summarise the
results, and in contrast to only taking the arithmetic mean of the parameter estimates across the m

replicates of the multiple imputation, the equations described by Rubin (Eq. 2.63, 2.64) [217]
ensured that the variances associated with the parameter estimates were also computed. Hence, we
took into consideration the variability and uncertainty associated with the multiple imputation
approach. Derivation of population and individual tumour dynamics model parameters are outlined
in steps 1 and 2, respectively.

Population tumour dynamics model parameters (step 1)

Population tumour dynamics parameter estimates (i.e. Kgrowth, λ, βo) from the 50 replicates of the
multiple imputation were pooled according to Rubin’s rule (Eq. 2.63, 2.64).

β̃ =
1

m

m∑
γ=1

β̂(γ) (2.63)

b̃ =
1

m

m∑
γ=1

b̂(γ) +
m+ 1

m(m− 1)

m∑
γ=1

(β̂(γ) − β̃)2 (2.64)
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In Eq. 2.63 and 2.64, m is the number of replicates (here m= 50), β is a parameter in the Θ, Ω or Σ

matrices i.e. a fixed-effects or a random-effects parameter, β̂(γ) is the estimate of β from the imputed
dataset γ (γ = 1, ...,m), β̃ is the calculated estimate of β, b̃ is the calculated variance (b) associated
with β, and b̂(γ) is the estimate of b from the imputed data set γ (γ = 1, ...,m).

Application of Rubin’s rule to summarise the results, resulted in a single population parameter set
in which the mean of the population parameter estimate for each of the fixed- and random-effects
parameters across the 50 replicates was computed (Eq. 2.63) along with its associated variance and
standard error (Eq. 2.64).

Individual tumour dynamics model parameters (step 2)

Following the same principle described in step 1 and to obtain individual tumour dynamics parameter
estimates (i.e. Kgrowth,i, λi, βo,i) from the 50 replicates of the multiple imputation, mean individual
parameter estimates, η̃pari , of the interindiviudal random-effects (ηkgrowth

, ηλ, ηβ) were computed
at an individual level to obtain a single parameter set per individual according to Eq. 2.63 (now
re-written as in Eq. 2.65).

η̃pari =
1

m

m∑
γ=1

η̂pari
(γ) (2.65)

The computed mean individual random-effects (η̃pari) were then transformed to the individual
parameter estimate as parameterised in the tumour dynamics model and according to Eq. 2.66,

Pari = β̃ · eη̃pari (2.66)

where Pari is the individual parameter estimate, β̃ is the typical (mean) population parameter
estimate obtained from Eq. 2.63 in step 1 (i.e. the arithmetic mean of the population parameters
across the m replicates) and η̃pari is the computed mean individual random-effects from Eq. 2.65.

The calculated variance, η̃vari (Eq. 2.64, now re-written as in Eq. 2.67), associated with the
individual tumour dynamics parameter was therefore the sum of the mean of the individual
variances, η̂vari , associated with the individual random-effects, ηpari , from the imputed dataset γ

(γ = 1, ...,m) i.e. 1
m

m∑
γ=1

η̂vari
(γ) (derived from the NONMEM output *.phi file); and the second term

m+1
m(m−1)

m∑
γ=1

(η̂pari
(γ) − η̃pari)

2 in which η̂pari is the estimate of the individual random-effects, ηpari ,

from the imputed data set γ (γ = 1, ...,m) and η̃pari is the computed mean individual estimate of
the random-effects from Eq. 2.65. The calculated variance was afterwards used as the source to
calculate the uncertainty (SE) associated with the individual tumour dynamics parameters.

η̃vari =
1

m

m∑
γ=1

η̂vari
(γ) +

m+ 1

m(m− 1)

m∑
γ=1

(η̂pari
(γ) − η̃pari)

2 (2.67)
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Derivation of individual tumour size over time

The development of the tumour dynamics model under the multiple imputation framework hindered
a direct utilisation of the model-predicted individual tumour sizes due to the presence of multiple
replicates of model-predicted time-dependent tumour size estimate per individual. Moreover, simply
averaging the m model-predicted individual tumour sizes would have:

• discarded the uncertainty associated with each replicate within the multiple imputation
(Rubin’s rule was not applicable since tumour size was a derived parameter with no associated
random-effect and/or variance)

• restricted estimates to a definite time grid (i.e. averaged tumour sizes would have been obtained
for only the time records that were available in the tumour dynamics model dataset and which
did not necessarily coincide with the CRP measurements)

Therefore, the derived individual tumour dynamics parameter estimates (i.e. Kgrowth,i, λi, βo,i) and
their associated uncertainty (SE), obtained from step 2, were leveraged to estimate dense individual
tumour size over time using a sequential modelling approach [218]. In this approach, individual
tumour dynamics parameter estimates along with their uncertainty informed longitudinal tumour
size estimation using the model parameterisation described in Eq. 2.62 and under a denser time grid
(i.e. use of the ordinary differential equations of the tumour dynamics model under the $DES part in
the NONMEM model code). This approach was used for:

• its higher precision and less bias compared to only using the population tumour dynamics
parameter estimates for individual tumour size estimation [218],

• to account for the variability and uncertainty encountered from the multiple imputation and

• obtain denser, i.e. more frequent, individual tumour size estimates over time to better inform
CRP concentrations.

Model development to characterise CRP concentration

To characterise CRP concentration-time profiles and identify influential covariates on CRP
production, a CRP model was developed as follows:

Development of structural model of CRP

Circulating CRP concentrations were described by a structural turnover model governed by two
processes represented by a zero-order production rate constant (Kin,CRP ) and a first-order
degradation rate constant (Kout,CRP ) (Section 1.4.2.2; Fig. 1.7). During the initial phase of model
development, no influence of the tumour was considered—at this stage—on CRP production and/or
degradation. Therefore, a steady state was initially assumed and the baseline CRP steady-state
concentration (CRPss) corresponded to the ratio between Kin,CRP and Kout,CRP as represented in
Eq. 2.68,

CRPss =
Kin,CRP

Kout,CRP
(2.68)

such that at time (t), the change in CRP concentration over time (dCRP (t)
dt ) could be described as in

Eq. 2.69,
dCRP (t)

dt
= Kin,CRP −Kout,CRP · CRPss (2.69)
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Since the system was governed by three parameters in which—at steady-state—identification of two
parameters was sufficient to derive the third, the model was parameterised in terms of Kin,CRP and
Kout,CRP , and baseline was derived according to Eq. 2.68. To grant stability to the model and avoid
the problem of unidentifiability (i.e. inability of the model to reliably estimate the true value of a
parameter), Kout,CRP was fixed to result in a CRP plasma half-life of 19 h which has been previously
reported to be unchanged regardless of the health or disease status of the individual [97].

CRP concentrations were modelled in the log domain to account for the skewness in their distribution
and the broad range of their reported values. Since the distribution of baseline CRP concentrations
was known to follow a log-normal distribution, baseline CRP concentrations were handled according
to the B1 method in which a typical baseline value was estimated (section 2.1.2.3).

Development of statistical model of CRP

Since Kout,CRP was assumed not to vary across individuals, and CRP baseline was a derived
parameter, IIV was considered only on the estimable parameter, Kin,CRP ; as it was the only
determinant of CRP plasma concentration. IIV was implemented as an exponential relationship
assuming a log-normal distribution of Kin,CRP (Eq. 2.2). For the RUV, because CRP concentrations
were log-transformed, a log-transformed both sides approach was adopted (Eq. 2.10) in which RUV
was estimated as a fixed-effect parameter (Eq. 2.12) and implemented as an additive component,
corresponding to the exponential relation on the linear scale.

Development of covariate model of CRP

Covariates were pre-selected based on (i) clinical relevance e.g. covariates that reflect disease
aggressiveness, inflammatory status or correlate to the biochemical synthesis of CRP; and (ii)
graphical exploration e.g. covariate values showing potential trends against individual variability of
CRP parameter(s). Potential correlations between the pre-selected covariates were then investigated
to identify correlated covariates and avoid their simultaneous inclusion. Pre-selected covariates were
then investigated for their statistically significant impact only on Kin,CRP , as the precursor and
only determinant of CRP production, using the SCM approach, as describe earlier in section 2.1.2.1.
For the continuous covariates, each parameter-covariate relationship was tested leveraging different
functional forms (linear, exponential, and power) whereas for the categorical covariates, a fractional
change model was explored.

Of note, to avoid a biased estimation of the parameter-covariate relationship, the developed base
model had the outlying concentrations of both the dependent and independent variables temporarily
excluded during the covariate model development steps but were later re-introduced to the final
covariate model.

The impact of the identified significant covariates on Kin,CRP was assessed at specific covariate values
using the final covariate model. For the categorical covariates, comparison was performed between
the different categories against the reference category while for the continuous covariates, comparison
was between the lower (5th ) and upper (95th ) percentiles of the respective covariate distribution.
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Parameter estimation, model evaluation and selection

To characterise CRP concentrations, parameters were estimated using the FOCE-I method
(section 2.1.2.2). Since the CRP turnover model before considering the tumour influence, was not
expected to mimic the observed CRP concentrations i.e. it represented a steady-state, no GOF plots
or VPC were performed. Instead, model evaluation was based on the plausibility and precision of
parameter estimates. The latter was derived from a nonparametric bootstrap with n = 1000 samples
(section 2.1.2.4).

Linking tumour dynamics to CRP

Development of structural model of coupled tumour dynamics and CRP

To simultaneously associate the estimated individual tumour size to CRP production, and establish
the quantitative and structural relationship between tumour dynamics and CRP concentration
(Fig. 2.12, A, sections 2 and 3), different models were explored to relate tumour size-metric to
Kin,CRP . These included (i) models assuming a direct influence, representing a direct impact of
tumour load/burden on CRP production, through e.g. linear, exponential, power, or fractional
change models; as well as (ii) models investigating the potential for a delayed effect between tumour
load and CRP production, representing the IL-6-mediated activation of hepatocytes to synthesise
and release CRP, through e.g. inclusion of an effect compartment or considering transit
compartment(s) (with n =1, 2, 3, 4 compartments) [140, 219]. Moreover, different tumour
size-related metrics were explored and included: the tumour size, the change (difference) in tumour
size from baseline tumour size, the fold change in tumour size from baseline tumour size i.e. ratio of
tumour size to baseline tumour size, and the tumour size change over time i.e. first derivative over
time. Additionally, a combined influence of the baseline tumour size with change in tumour size
from baseline, or relative change in tumour size to baseline was also investigated.

Development of statistical model of coupled tumour dynamics and CRP

In a subsequent step, to account for the heterogeneity in the patients’ CRP concentration-time profiles
and the diverse individual tumour sizes, the impact of accounting for IIV on the parameters of the
function describing the relation between tumour size and CRP production was explored. IIV was
implemented as an exponential relationship assuming a log-normal distribution (Eq. 2.2).

Parameter estimation, model evaluation and selection

Parameters were estimated using the FOCE-I method (section 2.1.2.2). Evaluation and selection of
the best model to describe the relation between tumour size-metric and CRP concentration were
based on parameter precision, numerical improvement of model performance demonstrated by a
drop in the AIC of the model under investigation compared with the base model and/or the other
investigated structural models, graphical diagnostics through the GOF plots, and predictive
performance demonstrated by the VPC for models that successfully converged. Model robustness
and parameter uncertainty were derived from a nonparametric bootstrap test with n =1000 samples
(section 2.1.2.4). The NONMEM model codes for each of the developed models are available in
Appendix C, sections C.3 and C.4.
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2.6 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

2.6.3.2 Characterisation of efficacy endpoints and impact of predictors

Efficacy endpoints, namely PFS and OS, were characterised by means of parametric TTE models
(section 2.2.4) to evaluate the prognostic value of different baseline and early longitudinal covariates
i.e. predictors (Fig. 2.12, B, sections 7 and 8). Besides the ability to quantify the magnitude of impact
of the identified significant predictors, parametric TTE modelling also allowed to perform simulations
under different scenarios e.g. to explore the impact of different values of the identified predictors on
median TTE.

Since the primary objective was to identify early predictors of PFS and OS, we focused on potential
predictors derived from only the first three treatment cycles e.g. CRP concentration at the
beginning of each of the first three treatment cycles. A landmark time (section 2.2.4) was chosen at
the beginning of treatment cycle 3 (i.e. day 42 from the start of treatment) such that in the context
of TTE modelling, PFS would be defined as the time from the start of treatment cycle 3 until
objective tumour progression or death, whichever occurred first and OS would be defined as the
time from the start of treatment cycle 3 until patient death.

The model development processes for PFS and OS followed the same framework and are henceforth,
jointly described in the next section.

Development of base model of efficacy endpoints

An exponential, Weibull, Gompertz, log-normal, and log-logistic hazard functions (section 2.2.4)
were explored to characterise the observed PFS events over time. For OS, exponential, Weibull, and
Gompertz hazard functions were explored. No IIV was considered, as each individual contributed to
only one observation i.e. occurrence of either progression or death event for PFS, occurrence of
death event in case of OS. The identified base model was then adopted for the subsequent covariate
analysis.

Development of covariate model of efficacy endpoints

Covariates were pre-selected based on what has been previously reported in the literature, clinical
relevance, and patient- and disease-related factors that would relate to disease aggressiveness and
overall health status of the patient. However, a key feature in the selection of these covariates was
the focus that they can provide an early predictive potential. Hence, the pre-selected longitudinal
covariates and their associated metrics were derived from their respective longitudinal data of only
the first three treatment cycles.

These pre-selected covariates included:

• Baseline patient- and disease-related characteristics :
– Baseline ECOG status, smoking status, disease stage, presence/absence of liver lesions,

presence/absence of brain lesions, tumour histology, number of target lesions, number of
non-target lesions, and sum of target and non-target lesions (Fig. 2.12, A, section 4)

• Markers of inflammation:
– Neutrophil-to-lymphocyte ratio-related metrics derived from the first two treatment

cycles, and CRP-related metrics derived from the first three treatment cycles (Fig. 2.12,
A, section 6)

• Tumour size-related metrics derived from the first three treatment cycles (Fig. 2.12, A, section 5)
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2 Data and methods

CRP- and tumour size-related metrics were respectively obtained from the individual CRP and
tumour size predictions of the coupled tumour dynamics - CRP model developed in section 2.6.3.1
(Fig. 2.12, A, sections 5 and 6), based on their respective longitudinal data from only the first three
treatment cycles—as previously mentioned. The full list of the derived metrics for the markers of
inflammation and tumour size is provided in Table 2.6.

The pre-selected covariates were first explored for potential correlations to identify strongly correlated
pairs of covariates and guide the covariate analysis process. Afterwards, covariates were tested on the
hazard function that best described the distribution of the respective events using an SCM approach
as described earlier in section 2.1.2.1, to identify significant predictors of PFS and OS. Besides the
previously mentioned statistical criteria (section 2.1.2.1), the precision of parameter and covariate
estimates (RSE< 50%) and the non-correlation to a previously included covariate were additional
criteria for acceptance of a parameter-covariate relation during the covariate model selection process.

Parameter estimation, model evaluation and selection

Parameters were estimated with the FO method (section 2.1.2.2) since no IIV was considered.
Evaluation and selection of the TTE base and covariate models were based on the precision of
parameter estimates, numerical improvement in model performance assessed by the AIC, and the
model’s predictive performance evaluated through 250 simulations followed by generating KM VPC
(section 2.2.4). To enable simulations of events at different time points when no observations were
made, extra records were added to the dataset every 7 days until the last observation time of
28.8 months for PFS and 32.6months for OS. The covariate information in these additional records
was linearly interpolated between the original records. For the final TTE base and covariate models,
a nonparametric bootstrap with 1000 samples was performed (section 2.1.2.4) from which model
robustness (i.e. percent minimisation) and parameter uncertainty (i.e. 95% CI) were derived.

The NONMEM model codes for each of the developed models are provided in Appendix C, sections C.5
and C.6.

Assessment of the impact of the identified predictors of efficacy

The impact of the identified significant predictors on the median TTE, in comparison to the observed
median TTE of PFS and OS, was assessed through simulations (n = 250) of the final covariate model
at specific covariate values. For the categorical covariates, comparison was performed between the
different categories against the reference category while for the continuous covariates, comparison
was between the lower (5th ) and upper (95th ) percentiles of the respective covariate distribution.
Additional interim values e.g. at the 25th , 50th , and 75th percentiles of the continuous covariate were
also explored—if deemed useful.
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2.6 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

Table 2.6: List of the derived metrics of the covariates tested in the parametric time-to-event
models as potential early predictors of efficacy endpoints

Covariate Derivation

Markers of inflammation

CRP-related metrics

Observed baseline CRP —
Model-estimated CRP concentration:

cycle 1 day 1 CRPcycle1

cycle 2 day 1 CRPcycle2

cycle 3 day 1 CRPcycle3

Difference in CRP concentration:
cycle 2 from cycle 1 CRPcycle2 − CRPcycle1

cycle 3 from cycle 1 CRPcycle3 − CRPcycle1

cycle 3 from cycle 2 CRPcycle3 − CRPcycle2

Relative change in CRP concentration:

cycle 2 from cycle 1 CRPcycle2−CRPcycle1

CRPcycle1

cycle 3 from cycle 1 CRPcycle3−CRPcycle1

CRPcycle1

cycle 3 from cycle 2 CRPcycle3−CRPcycle2

CRPcycle2

Fold change in CRP concentration:

cycle 2 from cycle 1 CRPcycle2

CRPcycle1

cycle 3 from cycle 1 CRPcycle3

CRPcycle1

cycle 3 from cycle 2 CRPcycle3

CRPcycle2

Neutrophil-to-lymphocyte ratio-related metrics

Observed cycle 1 day 1 (N/L)cycle1

Observed cycle 2 day 1 (N/L)cycle2

Difference in neutrophil-to-lymphocyte ratio:
cycle 2 from cycle 1 (N/L)cycle2 − (N/L)cycle1

Relative change in neutrophil-to-lymphocyte ratio:

cycle 2 from cycle 1 (N/L)cycle2−(N/L)cycel1

(N/L)cycle1

Fold change in neutrophil-to-lymphocyte ratio:

cycle 2 from cycle 1 (N/L)cycle2

(N/L)cycle1

Tumour size-related metrics

Observed baseline tumour size —
Model-estimated tumour growth rate —
Model-estimated tumour size at week 7 relative to baseline (TSweek7

BLTS ) · 100

CRP: C-reactive protein; TS: tumour size; BLTS: baseline tumour size; TSweek7: model-estimated tumour size at
week 7; N/L: neutrophil-to-lymphocyte ratio
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3 | Results

3.1 Project I: Simulation-based evaluation of cLRT and MCP

approaches in oncology under different clinical trial

scenarios

In project I, following an exploratory data check to identify the robustness of cLRT and the stability
of the simulations, evaluation of cLRT and MCP performances was based on the previously selected
criteria: type I error, power, selection of the best-fitting candidate model and identification of the
true underlying dose-response model—with respect to the different simulation scenarios. The type I
error and power were also directly compared between cLRT and MCP.

3.1.1 Evaluation of cLRT and MCP performance

Across the different scenarios, the majority (88%–95%) of the N simulations under the null hypothesis
had 100% successful M simulations-estimations i.e. 100% successful runs after model-fitting and
selection under the null hypothesis (Fig. 2.9, sections 3.2–3.4). Only 1%–4% N simulations showed
< 90% successful runs with an observed minimum successful runs of 69% (Appendix Table A.3.1) and
thus these respective N simulations were excluded.

Implausible positive tcLRT values were mainly observed with scenarios investigating a weak drug effect
and ranged from 0% to 6%, given the study design variables and dose-response relationship of the
data-generating true model. Only one positive tcLRT value was observed for the scenario investigating
a strong drug effect based on a true Emax relationship and three dose levels for a total number of
patients of n = 24 (Appendix Table A.3.2). Under the null hypothesis, implausible positive tcLRTHo

values were more prominent and were observed in the tcLRTHo
distribution of all N simulations. Across

the different simulation scenarios, irrespective of the true dose-response relationship, the proportion of
implausible positive tcLRTHo

values ranged from 11%–45% (Appendix Table A.3.3). These implausible
values which indicated an unrealistic better performance of a no dose-response, i.e flat dose-response
relationship, over the candidate model were excluded.

Lastly, extreme outlying values in the tcLRTHo
distribution (tcLRTHo

< -60), indicative of the failure
to reach the best-set of model parameters (i.e. local minima), were observed in only 9%–16% of
the N simulations under the null hypothesis. Amongst which, these outlying values, which were
excluded, comprised 1.2%–38.9% of the tcLRTHo

values in the respective distribution of each of the
N simulations. Further details on these outliers, stratified per N simulations and study design are
provided in Appendix TableA.3.4 and Appendix Fig. B.2.1.
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3 Results

3.1.1.1 Type I error calculation

Type I error referred to the percentage of detecting a significant drug effect when the true
dose-response model was flat. Type I error, for both cLRT and MCP, is shown in Fig. 3.1 per each
group of scenarios sharing the same study variables i.e. number of dose levels and total number of
patients, and differing only in the dose-response relationship of the true model and/or drug
strength—since type I error was independent of the dose-response relationship of the true model
and drug strength.

For all scenarios, cLRT type I error was inflated and fell within 11.1%–15.1% (Fig. 3.1 left column).
On the other hand, MCP type I error was more controlled and reached a maximum of only 4%
(Fig. 3.1, right column). An MCP type I error of 4% meant that, given N = 100 simulations and after
selecting the best-fitting candidate model, 4 models out of 100 were expected to be falsely identified
to have a significant drug effect when no drug effect actually existed.

14.5%

11.8%

14.3%

11.1%

15.1%

11.3%

3%4%3%

3%
1%2%

Approach: cLRT Approach: MCP

Total n: 24
Total n: 36

3 4 6 3 4 6

0
2
4
6
8

10
12
14
16
18
20
22
24

0
2
4
6
8

10
12
14
16
18
20
22
24

Dose levels

Ty
pe

 I 
er

ro
r,

 %

Figure 3.1: Type I error of cLRT and MCP approaches per each group of scenarios sharing the same study
variables (number of dose levels, total number of patients) and differing only in drug strength and the
dose-response relationship of the true model, stratified per approach (cLRT approach: left column or MCP
approach: right column) and total number of patients (n= 24, top panel or n=36, bottom panel).
Bar plots: type I error (i.e. percentage of detecting a significant drug effect when the true dose-response
model was flat) per each group of scenarios sharing the same study variables i.e. number of dose levels and
total number of patients, and differing only in the dose-response relationship of the true model and/or drug
strength.
Error bars: 95% confidence interval of a binomial distribution with a probability of success of x% on 100 trial
replicates, where x is the respective value of the type I error (i.e. number shown on the respective bar plot).
cLRT: combined likelihood ratio test; MCP: multiple comparison procedure; n: total number of patients.
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3.1 Project I: Simulation-based evaluation of cLRT and MCP approaches in oncology under
different clinical trial scenarios

3.1.1.2 Power calculation

The power of cLRT versus MCP is shown in Fig. 3.2; or in other words: Fig. 3.2 shows the percentage
of simulated studies per scenario identified to have a significant dose-response relationship (i.e. drug
effect/non-flat dose-response/rejected null hypothesis) for cLRT and MCP when a drug effect was
present in the data-generating dose-response true model. As expected, the power was highly dependent
on (i) the analysis approach, (ii) strength of the drug effect, and (iii) study design.

Scenarios based on a strong drug effect had higher power compared with the respective scenarios
based on a weak drug effect. Moreover, cLRT was associated with higher power compared to MCP
across all the different investigated scenarios.

In scenarios exploring a strong drug effect, 96%–100% of studies were detected to have a significant
dose-response, regardless of the true dose-response relationship—if analysed using cLRT, whereas only
17%–52% of studies would have been detected—if analysed by MCP. Similarly, in scenarios exploring
a weak drug effect, 66.3%–90.8% of studies were detected to have a significant dose-response—if
analysed using cLRT in contrast to the detection of only 10%–24% if analysed by MCP.

Additionally, there was a consistent trend of higher power associated with the larger sample size
(i.e. greater number of patients). Scenarios with total number of patients of n= 36 had a higher
power compared with scenarios with total number of patients of n = 24, regardless of the analysis
approach. Nevertheless, this was more prominent with MCP in comparison with cLRT.

Finally, with MCP, a clear trend of increasing power with fewer dose level and larger sample size per
arm across the same total number of patients was observed. cLRT lacked such a discriminating power
when it came to study design variables and showed almost a plateau across the different number of
dose levels. Details of the power associated with each scenario is provided in Appendix TableA.4.
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3 Results
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Figure 3.2: Power of cLRT and MCP approaches across the different study design variables stratified by
strength of drug effect and dose-response relationship of the data-generating true model.
Colour coding: different analysis approaches (cLRT: green; MCP: orange), line type: total number of patients
(dotted: n=36; solid: n =24). cLRT: combined likelihood ratio test; MCP: multiple comparison procedure.
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3.1 Project I: Simulation-based evaluation of cLRT and MCP approaches in oncology under
different clinical trial scenarios

3.1.1.3 Selection of best fitting candidate model and identification of true underlying
dose-response model

The proportion of the selected best-fitting candidate dose-response models are depicted in Figs. 3.3
and 3.4 for the strong and weak drug effect, respectively, per each underlying dose-response
relationship of the true model and for each group of scenarios sharing the same study variables
(total number of patients, number of arms), and differing only in the dose-response relationship of
the true model. Regardless of the study design variables and the dose-response relationship the true
model, there was a clear tendency towards selection of the “simplest” dose-response relationship
(i.e. models with lowest number of estimated parameters). The linear relationship was
predominately selected if the true underlying dose-response relationship was also linear, whereas if
the true underlying dose-response relationship was otherwise (i.e. log-linear, Emax, or sigmoidal),
then selection favoured both the linear and log-linear relationships. For scenarios under the strong
drug effect (Fig. 3.3), the selection of each dose-response relationship was as follows: linear
relationship (30.3%–74.2%) followed by the log-linear relationship (11.3%–43.4%), and then
alternating between the more complex Emax (6.1%–28.3%) and sigmoidal (3.1%–21.1%)
relationships. For scenarios under the weak drug effect (Fig. 3.4), a similar pattern was observed.
The selection of each dose-response relationship was as follows: linear relationship (34.1%–80.5%)
followed by the log-linear relationship (10.7%–45.1%), and then alternating between the more
complex Emax (1.2%–16.0%) and sigmoidal (1.4%–13.3%) relationships.

Identification of the true underlying dose-response relationship of the data-generating model was
independent of the study design variables (bold barplots in Figs. 3.3 and 3.4). A total number of
patients of n = 36 did not necessarily translate to a better chance of detecting the true
dose-response relationship compared with a total number of patients of n =24. Similarly with the
number of dose levels. More complex models (Emax and sigmoidal) had a weaker chance of being
successfully detected compared with the simpler models (linear and log-linear)—although they were
generally better detected under the scenarios of the strong drug effect (Fig. 3.3) compared with the
scenarios of the weak drug effect (Fig. 3.4). The best performance was observed only when the true
dose-response relationship was linear.

Results for MCP are provided in Appendix Figs. B.3.1 and B.3.2.
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Figure 3.3: Proportion of the selected best-fitting candidate dose-response models under the strong drug effect highlighting (darker bars) the proportion of the
identified true underlying relationship of the dose-response model for combined likelihood ratio test (cLRT), per each group of scenarios (panels A–F) sharing the same
set of study design variables (i.e. number of dose levels, total number of patients, number of arms) and split (facets) by the underlying dose-response relationship of
the true data-generating model. Number of dose levels: top panel (A, D) 6, middle panel (B, E) 4, lower panel (C, F) 3; Total number of patients: left panel (A–C):
24, right panel (D–F): 36.
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Figure 3.4: Proportion of the selected best-fitting candidate dose-response models under the weak drug effect highlighting (darker bars) the proportion of the identified
true underlying relationship of the dose-response model for combined likelihood ratio test (cLRT), per each group of scenarios (panels A–F) sharing the same set of
study design variables (i.e. number of dose levels, total number of patients, number of arms) and split (facets) by the underlying dose-response relationship of the true
data-generating model. Number of dose levels: top panel (A, D) 6, middle panel (B, E) 4, lower panel (C, F) 3; Total number of patients: left panel (A–C): 24, right
panel (D–F): 36.
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3 Results

3.2 Project II: Identification of predictors of efficacy in NSCLC

patients: A tumour dynamics - CRP modelling framework

In project II, following an exploratory analysis of the clinical data, a framework combining anticancer
drug exposure, tumour dynamics and CRP concentrations was developed to identify and quantify
the significance of early longitudinal predictors of PFS and OS in patients with advanced NSCLC
receiving first-line combination chemotherapy with paclitaxel and either carboplatin or cisplatin.

3.2.1 Clinical study data: The CEPAC-TDM study

The CEPAC-TDM study included a total of 365 patients. A detailed description of this population
has been extensively reported in Joerger et al. [33] and Henrich [206]. However, in this project, the
focus was on the subcohort of patients with CRP concentrations (n =258), for which the extensive
data exploration and model development were performed and for which the term “patient population”
will refer to thereafter—unless otherwise stated. Yet, for the development of the tumour dynamics
model under the multiple imputation (section 3.2.2.1), the whole population (n = 365) was used to
obtain the population and individual tumour dynamics parameters. However, only the individual
tumour dynamics parameters of our “patient population” were leveraged for the subsequent model
development.

3.2.1.1 Patient demographics and clinical characteristics

Our clinical dataset included 258 patients with advanced NSCLC, balanced between both treatment
arms. The patient population could be described as middle aged to elderly adults (median age:
64 years) with the majority being males (64.7%), and approximately half (51.2%) being former
smokers. Patients varied from being underweight to extremely obese (body mass index (BMI) range:
16.8–41.7 kg/m2). Markers of liver function (ALT, AST) were mildly elevated in few patients—as
depicted by their respective range (5.00 U/L–125U/L and 9.00U/L–212 U/L)—although the
majority of patients were with physiological values as reflected by the median ALT and AST of
23 U/L and 21 U/L, respectively. Adenocarcinoma was the most frequent histological NSCLC type
(64%). The majority of patients had advanced metastatic disease i.e. stage IV (84.1%) and a
systemic inflammation as depicted by the elevated baseline neutrophil-to-lymphocyte ratio
(median> 2). Nevertheless, > 90% of patients had an ECOG performance status ≤ 1, and only
< 20% of patients had brain and/or liver lesions. Detailed baseline patient demographics and
clinical characteristics are shown in Table 3.1 and a stratification based on the two treatment arms
is provided in Appendix Table A.5.1.
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

Table 3.1: Baseline patient demographics and clinical characteristics

Patient characteristic All patients (n =258)

Age [years]
median 64.0
[range] [41.0–78.0]

Sex, n (%)
Female 91 (35.3)
Male 167 (64.7)

Treatment arm, n (%)
BSA-guided paclitaxel dosing arm 126 (48.8)
PK-guided paclitaxel dosing arm 132 (51.2)

Body weight [kg]
median 74.0
[range] [42.0–135]

Body height [cm]
median 171
[range] [146–194]

Body mass index [kg/m2]
median 24.9
[range] [16.8–41.7]

Body surface area [m2]
median 1.86
[range] [1.34–2.49]

Neutrophil-to-lymphocyte ratio
median 4.28
[range] [0.798–94.0]

Alanine aminotransferase activity [U/L]
median 23.0
[range] [5.00–125]

Aspartate aminotransferase activity [U/L]
median 21.0
[range] [9.00–212]

Smoking status, n (%)
Non-smokers 28 (10.9)
Former smokers 132 (51.2)
Current smokers 98 (38.0)

Disease stage, n (%)
IIIB 41 (15.9)
IV 217 (84.1)

NSCLC histology, n (%)
Adenocarcinoma 165 (64.0)
Bronchioalveolar carcinoma 1 (0.388)
Carcinoma, not otherwise specified 32 (12.4)
Squamous-cell carcinoma 60 (23.3)

Brain lesions, n (%)
No 224 (86.8)
Yes 34 (13.2)

Liver lesions, n (%)
No 207 (80.2)
Yes 51 (19.8)

Baseline ECOG performance status, n (%)
0 135 (52.3)
1 105 (40.7)
2 18 (6.98)

BSA: body surface area; ECOG: Eastern Cooperative Oncology Group; NSCLC: non-small cell lung cancer;
PK: pharmacokinetic
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3 Results

3.2.1.2 Assessment of efficacy: Tumour size, time-to-progression, progression-free
survival and overall survival

A total of 995 tumour size assessments (RECIST v1.1 [56]), over a time span of 108 weeks, were
available from the 258 patients (median: 5.53 cm; range: 0.6 cm–38.3 cm) with a median of four
measurements per patient (range: 1–17 measurements). The distribution of tumour size over time is
shown in Fig. 3.5. The median tumour size initially declined within the first 6 weeks, after the start
of treatment. It then continued to gradually decline slowly until ≈19 weeks, after which a plateau
was observed until the last observation at ≈108 weeks, possibly indicative of resistance development
over time and/or drop out of patients with recorded progression. The tumour regrowth that could
be seen in some of the individual profiles, after initial response, could be attributed to resistance
development or EOT.
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Figure 3.5: Individual tumour size versus time until 108weeks (n =995 measurements from 258 patients).
Data points: tumour size data evaluated using the Response Evaluation Criteria in Solid Tumors (RECIST,
version 1.1) [56], connected to show individual profiles; solid black line: median of observed tumour size data.
Note the reduction in the data points with time due to recorded progression.

A total of 151 patients (58.5%) had documented times of tumour progression whereas 175 patients
(67.8%) were recorded to have died, during the follow-up time. Patients with unknown time of event
i.e. their progression or survival times were not recorded, were assumed to be alive, for OS
information, or alive without progression, for PFS information, until their last follow-up visit and
were consequently right censored at their time of last observation. The maximum recorded
observation time for progression (i.e. time-to-progression and progression-free survival) was
28.7 months (123 weeks) whereas the maximum recorded observation time for survival was
32.5 months (140 weeks), with a median follow-up time of 8.92 months.

Not all patients completed the six treatment cycles, rather a median of four cycles were completed.
The reason for not completing all the six treatment cycles (n = 168, 65.1%) did not necessarily imply
that patients dropped out of the study, but it could have been due to exclusion from receiving
treatment as a result of reported progressive disease, following tumour assessments (17.8%), death
during the course of the study (8.93%), or other/unknown reasons (73.2%) e.g. intolerable toxicities or
deterioration of health status. Nevertheless, the majority of these patients continued to be followed-up.
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

Hence, for the 168 patients who did not complete all the treatment cycles, progression and survival
information were available for 71.4% (n= 120) and 58.3% (n =98) of patients, respectively. Therefore,
not completing all the six treatment cycles did not consequently imply a loss to follow-up nor was it
a reason for right censoring i.e. patients who exited the study before its termination still contributed
to the overall event information, if their TTE was available, and were alternatively right censored if
their TTE was missing, and no special consideration (e.g. independent modelling of drop outs) was
adopted to handle their missing information.

Fig. 3.6 shows the Kaplan-Meier plots of the efficacy endpoints: TTP, PFS and OS. The proportion
of patients reporting a progressive disease gradually increased until 18 months with a median TTP of
7.26 months. After 18 months, no further progression events were recorded, denoted by the horizontal
line with censored events at the end (Fig. 3.6, A). The proportion of patients who neither progressed
nor died (Fig. 3.6, B) or were still alive (Fig. 3.6, C) gradually declined over time, from the time when
treatment started, with a median PFS and OS of 5.97months and 10.3months, respectively. The
PFS and OS profiles in this subset of patients (Fig. 3.6, B and C) were similar and representative of
the profiles of the entire population from the CEPAC-TDM study [33] (no information on TTP was
available in [33] for comparison): 25% PFS was ≈ 9 months vs ≈ 8 months, 50% PFS was ≈ 6 months
vs ≈ 5 months, and 75% PFS was ≈ 3 months vs ≈ 2.5 months, respectively. Whereas 25% OS was
≈ 20 months vs ≈ 20 months, 50% OS was ≈ 10 months vs ≈ 10 months, and 75% OS was ≈ 6 months
vs ≈ 5.5 months, respectively.
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Figure 3.6: Kaplan-Meier plots of [A] time-to-progression, [B] progression-free survival and [C] overall
survival. Cross: censored events; dashed line: line indicating median time-to-event.
Time-to-progression: time from the start of treatment until objective tumour progression—does not include
deaths; progression-free-survival: time from the start of treatment until objective tumour progression or death,
whichever occurs first; overall survival: time from the start of treatment until patient death of any cause [57].
n= 257 based on the final analysis dataset (section 3.2.1.3)

3.2.1.3 Exploratory analyses of CEPAC-TDM CRP data

In total, 945 CRP observations over the time span of 177 days were available from 258 individuals.
Six samples (0.635%) were below the LLOQ, whereas only one sample (0.106%) was above the upper
limit of quantification and was validated for dilution integrity. Because of the low percentage of below
LLOQ samples, they were excluded from the analysis according to the M1 method described by
Beal [139], with the assumption that they would not significantly influence model development. The
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sample above the upper limit of quantification was temporarily excluded during the different model
development stages, to avoid potential bias, but was later returned at the final stage of each key model
for a realistic assessment of the model parameters. After exclusion of the below LLOQ samples, the
number of observations was reduced to 939, representing 257 individuals.

CRP was sampled during treatment cycles 1, 2, 3, and at the EOT visit. Sampling frequency varied
across the different cycles; with a total of 255 patients having baseline CRP concentrations and only
170 patients having an EOT CRP concentration. Few patients (≈ 30%) with day 1 CRP samples, had
additional measurements on day 2 during the first two cycles (Fig. 3.7).
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Figure 3.7: CRP sampling frequency across study time. CRP: C-reactive protein.

The distribution of the CRP concentrations was strongly right-skewed (Fig. 3.8, distributions of CRP
concentrations stratified by the sampling time are provided in Appendix Fig. B.4.1) with a mean of
32.6 mg/L and a median of 13.4mg/L, spanning a wide concentration range between 0.320 mg/L and
529 mg/L (CV%: 151%). This was suggestive of the need to use logarithmically transformed data for
modelling purposes to account for the wide range of concentrations.
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Figure 3.8: Histogram of CRP concentrations. Dashed red line: median CRP concentration. CRP: C-reactive
protein.
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

The graphical visualisation of CRP concentrations over time revealed highly variable trends across
patients, where baseline CRP concentrations ranged from 0.32 mg/L up to 281 mg/L. In general, CRP
concentration showed an initial decrease over time and then stabilised staring from treatment cycle
3. Moreover, the time of the EOT sample was very heterogeneous and reflected the time whenever
the patient exited the study (Fig. 3.9).
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Figure 3.9: CRP concentrations versus time, colour-coded by sample time on [A] linear scale and [B]
logarithmic scale. Coloured dots: CRP concentrations; grey lines: connected data points per individual. CRP:
C-reactive protein.

A large magnitude of both positive and negative change from baseline was observed, between
treatment cycles 1 and 2. This magnitude decreased as we went further in time (i.e. from cycle 2 to
3) and was almost steady from cycle 3 to EOT (Fig. 3.10).
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Figure 3.10: Fold change in CRP concentrations relative to baseline versus time on logarithmic scale,
colour-coded by sample time. Coloured dots: CRP concentrations; grey lines: connected data points per
individual. CRP: C-reactive protein.
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3 Results

Relation between CRP concentration and tumour size

Because of the lack of simultaneous times of CRP sampling and tumour size assessments, a direct
investigation of a potential correlation between CRP concentrations and tumour size was not possible.
Instead, the relation between baseline CRP concentration and baseline tumour size was investigated
since both variables had baseline measurements. Baseline tumour size showed a positive correlation
with baseline CRP concentrations (Fig. 3.11). Similarly, on a longitudinal level, the median tumour
size measurements followed a similar trajectory compared with the median CRP concentrations over
time, with an initial decline followed by a plateau (Fig. 3.12). Hence, our data supported the hypothesis
that CRP concentration could be a reflection of tumour load and disease aggressiveness.
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Figure 3.11: Baseline CRP concentrations (on a log-scale) versus baseline tumour size. CRP: C-reactive
protein
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Figure 3.12: CRP concentrations (blue) and tumour size measurements (nude) versus time, colour-coded
by variable type. Solid coloured line: median of observed CRP concentrations (blue) or tumour size (nude).
CRP: C-reactive protein
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

Relation between baseline CRP concentration and time-to-event efficacy endpoints:
Time-to-progression, progression-free survival and overall survival

Initial nonparametric (Fig. 3.13) and semi-parametric (Table 3.2) analyses were performed to assess
the potential prognostic value of baseline CRP concentration on progression and survival endpoints.
A strong significant difference was observed between patients with baseline CRP concentrations above
and below median baseline CRP concentration (= 23.5 mg/L) with regards to PFS and OS (Fig. 3.13,
B and C, respectively). A weaker, but still significant, influence was also observed with regards to
TTP (Fig. 3.13, A).

++++++++++
+++++

+++
++++++++++++++++++++

++++++ ++++ ++ + + +++

++++
+++

++++++
+++++++++++

++++
+++++++++ ++ ++++++ ++++++

p = 0.018

5.82 7.67
0

25

50

75

100

0 3 6 9 12 15 18 21 24 27 30
Time since treatment start [months]

T
im

e-
to

-p
ro

gr
es

si
on

, %

Strata
+
+

≥ median value

< median value

A

130 68 46 20 13 9 6 4 3 3 0

127 104 75 37 23 15 12 9 6 5 0--
0 3 6 9 12 15 18 21 24 27 30

Time since treatment start [months]

S
tr

at
a

Number at risk

++++

+
+

+

+

+ +
+ +

+
+++

++
+

++++++ + + ++ ++++++

p < 0.0001

3.29 6.93
0

25

50

75

100

0 3 6 9 12 15 18 21 24 27 30
Time since treatment start [months]

P
ro

gr
es

si
on

-f
re

e 
su

rv
iv

al
, %

Strata
+
+

≥ median value

< median value

B

130 68 46 20 13 9 6 4 3 3 0

127 104 75 37 23 15 12 9 6 5 0--
0 3 6 9 12 15 18 21 24 27 30

Time since treatment start [months]

S
tr

at
a

Number at risk

+++++++
++
++

+
++
++

+
++++

+ ++++++ ++

+ ++++

++++++++++++++++++++++ ++++++
++++++ +++ ++++++++ +

p < 0.0001

7.53 14.2
0

25

50

75

100

0 3 6 9 12 15 18 21 24 27 30
Time since treatment start [months]

O
ve

ra
ll 

su
rv

iv
al

. %

Strata
+
+

≥ median value

< median value

C

130 91 69 43 29 22 16 12 4 4 0

127 120 105 78 64 39 26 17 12 9 2--
0 3 6 9 12 15 18 21 24 27 30

Time since treatment start [months]

S
tr

at
a

Number at risk

Figure 3.13: Kaplan-Meier plots of [A] time-to-progression, [B] progression-free survival and [C] overall
survival, stratified by median baseline CRP concentration (23.5mg/L). Cross: censored events.
n= 257 based on the final analysis dataset (section 3.2.1.3).

Log-transformed baseline CRP concentration significantly influenced progression and survival
endpoints as depicted by the results of the CoxPH model i.e. hazard ratio above 1 and 95% CI not
including 1 (Table 3.2). Generally, higher log baseline CRP concentrations were associated with a
worse prognosis; a one unit increase in log baseline CRP concentration was associated with an
increased hazard of 21%, 31%, and 43% in TTP, PFS and OS, respectively.

Table 3.2: Results of Cox proportional hazards model of log-transformed baseline CRP concentration
in relation to time-to-progression, progression-free survival and overall survival

Event HR 95% CI p-value*

Time-to-progression 1.21 1.06–1.37 2.83 · 10−3

Progression-free survival 1.31 1.18–1.46 1.89 · 10−7

Overall survival 1.43 1.27–1.63 1.99 · 10−9

CI: confidence interval; HR: hazard ratio
*p-value estimated based on likelihood ratio test

Results of both the nonparametric and semi-parametric analyses indicated that baseline CRP
concentration was a strong predictor of efficacy endpoints. Most importantly, these results laid the
basis and motivation for the further investigation of the prognostic value of longitudinal CRP
concentration in a parametric TTE model and within our proposed modelling framework.
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3 Results

3.2.2 Modelling framework to identify predictors of efficacy in NSCLC
patients

3.2.2.1 Development of a coupled tumour dynamics - CRP model to characterise
circulating CRP concentration

To characterise the quantitative relationship between drug exposure, tumour dynamics and CRP
concentration, a coupled tumour dynamics - CRP model was developed (Fig. 2.12, A). This was
achieved by coupling the paclitaxel exposure-driven tumour size over time (Fig. 2.12, A, subsection
1) to the developed CRP model (Fig. 2.12, A, subsection 2), allowing the influence of tumour
dynamics on CRP production to be quantified and the circulating CRP concentration over time to
be characterised (Fig. 2.12, A, subsections 2–3).

Model development to characterise tumour dynamics

Tumour growth was estimated to occur linearly at a rate of 0.742mm/month, while
paclitaxel-induced tumour decay occurred at a first-order rate of 2.30·10−5 (µmol·h/L)−1·h−1.
According to the developed tumour dynamics model (Eq. 2.62), a paclitaxel AUCcycle of
4.49µmol·h/L was required at the start of treatment to induce tumour shrinkage. Baseline
paclitaxel effect declined exponentially with time at a rate of 0.021 day−1 to reach only 41.4% and
17.1% by the end of treatment cycles 2 and 4, respectively [67]. The detailed description of the
performance and evaluation of the paclitaxel-induced tumour dynamics model has been previously
published and reported in [67,211].

Table 3.3 shows the final population tumour dynamics parameter estimates from both treatment
arms of the whole patient population (n= 356) as well as the descriptive statistics of the estimated
individual tumour dynamics parameter estimates, summarised from the tumour dynamics model
developed within the multiple imputation framework—as described in section 2.6.3.1. As can be seen
in Table 3.3, the median values of our derived individual tumour dynamics parameter estimates were
closely in line with the previously reported final population tumour dynamics parameter estimates
[67,211].

The derived individual tumour sizes over time based on the individual tumour dynamics parameter
estimates and their associated uncertainty (SE) are shown in Fig. 3.14 against the respective
observed individual tumour size measurements for our patient population (i.e. subset of patients
with CRP information; n= 257). No systematic bias or trends were observed as indicated by the
regression trendline and the distribution of data points around the line of identity. Hence, the
estimated individual tumour sizes could be reliably leveraged to further inform the circulating CRP
concentration (Fig. 2.12, A, subsection 2).

Model development to characterise CRP concentration

The developed CRP turnover base model estimated both the population and individual CRP
concentrations under the steady-state assumption. A population CRP production rate constant
(Kin,CRP ) of 0.508 mg·L−1·h−1 (95% CI: 0.433–0.594) was estimated with a large IIV of 123%
(Table 3.4) and, based on a fixed CRP half-life of 19 h [97], corresponded to a population
steady-state baseline CRP concentration of 13.9mg/L.
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

Table 3.3: Population and individual tumour dynamics parameters (n = 365)

Parameter [unit] Population parameters∗ Individual parameters
Estimate (RSE,%) Estimate median SE median,%

(range) (range)

Fixed-effects parametersa

Kgrowth [cm/h] 1.03·10−4 (43.2) 1.04·10−4 1.17
(2.79 · 10−5–3.88 · 10−3) (0–1.25)

β [(µmol·h/L)−1·h−1] 2.30·10−5 (12.8) 2.30·10−5 0.612
(1.11 · 10−5–2.11 · 10−4) (0–0.853)

λ [1/h] 8.75·10−4 (15.4) 8.75·10−4 0.494
(2.42 · 10−4–1.22 · 10−3) (0–0.538)

Interindividual variability parameters

ωKgrowth
[CV,%] 117 (41.3) — —

ωβ [CV,%] 86.3 (14.7) — —
ωλ [CV,%] 53.9 (38.2) — —

Residual variability parameter

σexp
b [CV,%] 17.9 (7.17) — —

* as reported in [67]
a as described in Eq. 2.62
b estimated as additive residual variability on log-scale
β: paclitaxel area under the concentration-time curve from the start to end of a cycle-driven tumour decay
rate constant at the start of treatment (t= 0); CV: coefficient of variation; Kgrowth: linear tumour growth rate
constant; λ: rate constant for exponential decline in drug effect over time; RSE: relative standard error; SE:
standard error.
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Figure 3.14: Observed individual tumour size versus model-estimated individual tumour size derived from
the tumour dynamics model within the multiple imputation approach (nobservations =987 from 257 patients).
Solid black line: line of identity of slope 1, blue solid line: loess regression.
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3 Results

The visual inspection of the graphical exploration of Kin,CRP -associated variability against different
covariates showed a potential trend with baseline tumour size, baseline IL-6, smoking status,
NSCLC histology, disease stage, liver lesions, and baseline ECOG status (Appendix Fig. B.5.2 and
B.5.1). Therefore, based on clinical relevance and graphical exploration, the following covariates
were pre-selected to be tested for a potential impact on Kin,CRP :

• Covariates that reflect disease aggressiveness:
– Continuous covariates: baseline tumour size i.e. baseline sum of diameters
– Categorical covariates: disease stage, baseline ECOG status, presence/absence of brain

lesions, number of target lesions, number of non-target lesions, and sum of target and
non-target lesions

• Covariates that reflect an inflammatory status:
– Continuous covariates: BMI as marker of obesity
– Categorical covariates: smoking status

• Covariates of physiological relevance to CRP synthesis by hepatocytes:
– Continuous covariates: ALT and AST as markers of liver injury, baseline IL-6 as cytokine

precursor to CRP production
– Categorical covariates: presence/absence of liver lesions as marker of liver injury

• Covariates which showed correlation with the individual variability of Kin,CRP in the graphical
exploration (Appendix Fig. B.5.2 and B.5.1):

– Categorical covariates: NSCLC histology

On the other hand, no visible correlations were observed in the exploratory plots between age, weight,
height, BSA, sex and Kin,CRP -associated variability (Appendix Fig. B.5.2 and B.5.1). Therefore, the
potential impact of these covariates was not further explored.

Before exploring the impact of the pre-selected covariates and to avoid a biased estimation of the
parameter-covariate relationship, the developed base model was modified where the outlying CRP
concentration (section 3.2.1.3) and the individual with the spurious baseline IL-6 concentration of
34.9-fold higher concentration than the median baseline IL-6 concentration of 2.57 pg/mL
(Appendix Fig. B.5.1) were temporarily excluded during the covariate model development steps but
were later re-introduced to the final covariate model. The pre-selected covariates were then
investigated for potential correlations (correlation matrix shown in Appendix Fig. B.6.1, number of
identified correlations= 3), such that if one of the strongly correlated covariates (i.e. r >± 0.6) was
included, the corresponding correlated pair was excluded from further investigation.

Following the forward inclusion steps of the SCM procedure, only baseline IL-6, baseline tumour
size, disease stage, smoking status, and ALT were found to significantly impact Kin,CRP and were
included in the CRP turnover model. These covariates contributed to a significant reduction in OFV
of 95.8, 14.9, 9.23, 10.7 and 5.66 points, respectively (threshold > 3.84 for α= 0.05, 1 df). However,
following the backward deletion step, ALT was removed from the model as the OFV increased by
5.66 points (threshold > 6.64 for α= 0.001, 1 df)—further details of the SCM steps are provided in
Appendix A.6, Tables A.6.1 and A.6.2. On the other hand, baseline ECOG status, NSCLC histology,
BMI, AST, presence of liver lesions, presence of brain lesions, number of non-target lesions, number
of target lesions, and sum of target and non-target lesions did not explain the variability between
patients (i.e. IIV) associated with the CRP production rate constant, Kin,CRP .
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

Thus, the final covariate CRP turnover model only included baseline IL-6 described by a linear
function, baseline tumour size described by an exponential function, and disease stage and smoking
status described by a fractional change model on Kin,CRP (Eq. 3.1 and Fig. 3.15). Inclusion of these
covariates explained 27.2% of the variability associated with Kin,CRP (IIVkin) and resulted in a
110 point drop in OFV (p-value = 4.097 · 10−22, 5 df) from the base model (Table 3.4). Hence, the
equation for Kin,CRP was given by (Eq. 3.1),

Kin,CRP = θKin,CRP ·
(
1 + θIL6 · (IL6− 2.57)

)
· exp

(
θBLTS · (BLTS − 8.25)

)
(3.1)

·


1, Non-smokers

1 + θSMK2, Former smokers

1 + θSMK3, Current smokers

·

1, Stage IV

1 + θstage, Stage IIIB
· exp(ηkin,CRP )

where θKin,CRP is the Kin,CRP of a non-smoker with disease stage IV, baseline IL-6 of 2.57 pg/mL,
and baseline tumour size of 8.25 cm (median values); θIL6 is the fractional change in Kin,CRP per
unit change in baseline IL-6 from the median value of 2.57 pg/mL; θBLTS is the exponent reflecting
the change in the natural log of Kin,CRP per unit change in baseline tumour size from the median
value of 8.25 cm; θSMK2 and θSMK3 are the fractional changes in Kin,CRP in former and current
smokers, respectively, compared with non-smokers; and θstage is the fractional change in Kin,CRP in
patients with disease stage IIIB compared with patients with disease stage IV.

Biomarker 
(B)

𝐾𝑖𝑛 𝐾𝑜𝑢𝑡

Biomarker 
(B)

𝐾𝑖𝑛 𝐾𝑜𝑢𝑡

𝐾𝑖𝑛,𝐶𝑅𝑃 𝐾𝑜𝑢𝑡,𝐶𝑅𝑃

Baseline IL-6
Baseline tumour size

Disease stage
Smoking status

CRP

𝐾𝑖𝑛,𝐶𝑅𝑃 𝐾𝑜𝑢𝑡,𝐶𝑅𝑃

CRP

Figure 3.15: Schematic diagram of the final covariate CRP turnover model.
IL-6: interleukin 6; Kin,CRP : CRP zero-order production rate constant; Kout,CRP : CRP first-order degradation
rate constant. CRP: C-reactive protein.

The final covariate CRP turnover model estimated Kin,CRP for a non-smoker with stage IV NSCLC
when baseline IL-6 is 2.57 pg/mL and tumour size is 8.25 cm to be 0.297 mg·L−1·h−1 (95% CI:
0.204–0.429, Table 3.4) corresponding to a population steady-state baseline CRP concentration of
8.14 mg/L.

Table 3.4 shows the parameter estimates of both the base and final covariate CRP turnover models.
In general, parameters were precisely estimated (RSE< 30%), with the exception of the effect of
the former smoking status on Kin,CRP whose RSE was 57.8% (95% CI: 0.020–1.415). The models
were also robust as shown from the high proportion of the successful bootstrap runs. Plots showing
individual and population steady-state predictions per individual, as predicted by the final covariate
CRP turnover model, are provided in Appendix Fig. B.7.1.
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3 Results

Table 3.4: Parameter estimates of the base and covariate CRP turnover models (n = 257)

Parameter Base model Covariate model
[unit] Estimate

(RSE, %)
95% CIa Estimate

(RSE, %)
95% CIb

Fixed-effects parameters

Kin,CRP [mg·L−1·h−1] 0.508 (8.30) 0.433–0.594 0.297 (17.9) 0.204–0.429
Kout,CRP [h−1] 0.0365∗ 0.0365∗

Covariate-effects parameters on Kin,CRP
c

Baseline IL-6 — — 0.263 (14.0) 0.175–0.324
Baseline tumour size — — 0.0432 (28.0) 0.017–0.070
Disease stage IIIB — — -0.401 (28.7) -0.596–-0.102
Former smokers — — 0.536 (57.8) 0.020–1.415
Current smokers — — 1.11 (40.0) 0.378–2.272

Interindividual variability parameters

ωKin,CRP [CV,%] 123 (4.30) 112–132 95.3 (7.60) 80.2–109

Residual variability parameters

σexp
d [SD, mg/L] 0.892 (3.70) 0.822–0.955 0.889 (3.70) 0.818–0.953

OFV for base model= 1235.857; OFV for covariate model= 1125.852
a 95%CI obtained from 1000 bootstrap runs (successful minimisation=100%)
b 95%CI obtained from 1000 bootstrap runs (successful minimisation=99.6%)
c as described in Eq. 3.1
d estimated as additive residual variability on log-scale
* fixed to literature value [97]
CI: confidence interval; CRP: C-reactive protein; CV: coefficient of variation; IL-6: interleukin 6; Kin,CRP :
CRP zero-order production rate constant; Kout,CRP : CRP first-order degradation rate constant; OFV: objective
function value; RSE: relative standard error; SD: standard deviation.

The forest plot in Fig. 3.16 depicts the univariate influence of each of the included covariates on
Kin,CRP . It shows that the upper (95th percentile) and lower (5th percentile) percentiles of baseline
IL-6 were associated with a 325% increase and a 56.2% decrease in Kin,CRP , respectively, with an
estimated 9.7-fold change between those two percentiles. Similarly, the upper (95th percentile) and
lower (5th percentile) percentiles of baseline tumour size were associated with a 50% increase and
a 22.9% decrease in Kin,CRP , respectively, with an estimated 1.95-fold change between those two
percentiles. Compared to non-smokers, a smoking status, either former or current, was associated
with a positive impact on CRP synthesis with both former and current smokers having a 52% and
a 109% increase in Kin,CRP , respectively (1.38-fold change). Finally, a less aggressive disease state,
depicted by the less advanced disease stage IIIB, was associated with a 39.6% decrease in Kin,CRP ,
compared to disease stage IV.

A sub-population of current smokers, with disease stage IV, high baseline IL-6 (14.9 pg/mL i.e. 95th

percentile) and high tumour load (baseline tumour size: 17.8 cm, i.e. 95th percentile) would be
estimated to have a 68.3-fold higher Kin,CRP and consequently a less favourable higher
inflammatory level i.e. baseline CRP at steady state, compared to a sub-population of non-smokers
with a less aggressive disease stage (stage IIIB), lower tumour load (baseline tumour size: 2.20 cm
i.e. 5th percentile) and low baseline IL-6 (0.438 pg/mL i.e. 5th percentile).
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3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework

0.438 

 [0.626−0.308]

4.25 

 [3.16−5.00]

0.771 

 [0.900−0.651]

1.50 
  [1.18−1.95]

1.52 

 [1.02−2.41]

2.09 
 [1.38−3.27]

0.604 

 [0.404−0.898]

Baseline IL−6 [P0.05=0.438 pg/mL]

Baseline IL−6 [P0.95=14.9 pg/mL]

Baseline TS [P0.05=2.20 cm]

Baseline TS [P0.95=17.8 cm]

Non−smokers:Former smokers

Non−smokers:Current smokers

Stage IIIB:IV

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
Fold change relative to Kin,CRP reference value

Covariate Effect [95% CI]

Figure 3.16: Forest plot of the impact of significant covariates on C-reactive protein production rate constant
(Kin,CRP ) relative to the reference value 1 (bold vertical line) representing the reference patient (non-smoker
with disease stage IV, baseline tumour size= 8.25 cm, and baseline IL-6=2.57 pg/mL).
Effects of the continuous covariates (i.e. baseline IL-6, baseline tumour size) are shown at the 5th and
95th percentiles of the respective covariate distribution and the effects of the categorical covariates (i.e. smoking
status, disease stage) are shown relative to the reference category of the respective categorical covariate. Black
boxes: covariate effects; horizontal lines: 95% confidence intervals (CI); IL-6: interleukin 6; TS: tumour size.

Linking tumour dynamics to CRP

Before informing the CRP turnover model with the longitudinal model-derived individual tumour size
data, the model was subjected to few modifications. First, since baseline tumour size was inherently
considered within the longitudinal tumour size data, the former was removed from the model (as
a covariate) to avoid its redundant inclusion and allow an unbiased, and now more informative
estimation of the relationship between tumour size and CRP production. Second, to ensure a basal
physiological level of CRP production regardless of the tumour size impact, a basal unperturbed
Kin,CRP , Kin,CRP,basal, was included. Kin,CRP,basal was fixed to 0.0109mg/L and reflected a basal
CRP concentration of 0.3 mg/L, corresponding to the LLOQ of CRP concentration. Thus, Fig. 3.15
could now be depicted as represented in Fig. 3.17.

Amongst the different models and the different tumour size-related metrics that were explored
(section 2.6.3.1), only three different structural models fulfilled the selection criteria whereas others
failed to successfully minimise or showed misspecifications in their predictive performance. These
three structural models included:

• Model A with a power function relating the tumour size relative to baseline tumour size with
Kin,CRP ; associated with a 114 point drop in AIC.

• Model B with an exponential function relating the change (difference) between tumour size and
baseline tumour size with Kin,CRP ; associated with a 100 point drop in AIC.

• Model C with a linear model relating tumour size relative to baseline tumour size with Kin,CRP ;
associated with a 110 point drop in AIC.
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3 Results

CRP
𝐾𝑖𝑛,𝐶𝑅𝑃 𝐾𝑜𝑢𝑡,𝐶𝑅𝑃

𝐾𝑖𝑛,𝐶𝑅𝑃,𝑏𝑎𝑠𝑎𝑙

Baseline IL-6
Baseline tumour size

Disease stage
Smoking status

Figure 3.17: Updated schematic diagram of the final covariate CRP turnover model to allow for the
investigation of the influence of longitudinal tumour size data on Kin,CRP . Compared to the original schematic
diagram depicted in Fig. 3.15, baseline tumour size was removed from the set of influential covariates
on Kin,CRP and a basal production rate constant, Kin,CRP,basal, was added and fixed to 0.0109 mg/L
(corresponding to the lower limit of quantification of CRP concentration of 0.3 mg/L). IL-6: interleukin
6; Kin,CRP : CRP zero-order production rate constant; Kout,CRP : CRP first-order degradation rate constant;
CRP: C-reactive protein.

Inclusion of an IIV component to the function describing the relation between tumour size-related
metric and Kin,CRP for each of the above-mentioned models resulted in no improvement to (i) model
A (IIV was unidentifiable) or to (ii) model B (∆AIC =2). However, on the contrary, the linear model
relating tumour size relative to baseline tumour size with Kin,CRP (i.e. model C) was associated
with a 12.8 point drop in AIC. Therefore, the latter was not only numerically superior compared
with the other models but also more mechanistically sound in characterising the diverse patient
profiles and was consequently selected as the best model to describe the relation between tumour
dynamics, represented by tumour size, and CRP concentration (AIC = 993; base model AIC =1115,
∆AIC = -122).

Therefore, the relation between tumour dynamics and Kin,CRP was characterised by a linear model
relating the ratio of tumour size to baseline tumour size at any given time (i.e. x-fold change in
tumour size from baseline tumour size: Tumour size (t)

Baseline tumour size ), to CRP production rate constant,
Kin,CRP (Fig. 3.18). In this model, tumour size-dependent CRP production rate constant
(Kin,CRP,TS) positively and linearly changed per unit change in the ratio of tumour size relative to
baseline tumour size, by a factor of 0.819 as a function of the magnitude of Kin,CRP

(i.e. Kin,CRP,TS = Kin,CRP · 0.819 · Tumour size (t)
Baseline tumour size ) (Fig. 3.19, A). In other words: at a specific

magnitude of Kin,CRP , Kin,CRP,TS positively and linearly changed by a factor of 0.819 per unit
change in the product of Kin,CRP and the ratio of tumour size to baseline tumour size (Fig. 3.19,
B). Such that at time point, t, for a patient with a typical Kin,CRP of 0.39 mg·L−1·h−1 (Table 3.5)
and a ratio of tumour size to baseline tumour size of 1, a change in that ratio from 1 to 0.5 (i.e. 50%
tumour shrinkage) would linearly decrease Kin,CRP,TS from 0.319 mg·L−1·h−1 to 0.159 mg·L−1·h−1

i.e. 50% reduction in CRP production rate constant and consequently (after accounting for
Kin,CRP,basal) result in a 51.5% reduction in CRP concentration. A large IIV of 60.4%CV was
associated with this linear relationship and explained the variability associated with the patients
CRP profiles and their diverse individual tumour sizes.
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CRP
𝐾𝑖𝑛,𝐶𝑅𝑃 𝐾𝑜𝑢𝑡,𝐶𝑅𝑃

Baseline IL-6
Disease stage

Smoking status

𝐾𝑖𝑛,𝐶𝑅𝑃,𝑏𝑎𝑠𝑎𝑙

𝑇𝑢𝑚𝑜𝑢𝑟 𝑠𝑖𝑧𝑒 (𝑡)

𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒 𝑡𝑢𝑚𝑜𝑢𝑟 𝑠𝑖𝑧𝑒

· 𝑆𝑙𝑜𝑝𝑒

Figure 3.18: Schematic diagram of the coupled tumour size - CRP model. In the CRP turnover model (dark
blue), CRP concentration was influenced by two production rate constants (Kin,CRP ) and (Kin,CRP,basal), the
latter being unperturbed by covariates or tumour size to ensure a basal level of CRP concentration. Kin,CRP

was influenced by baseline interleukin 6 (IL-6), disease stage and smoking status. The tumour dynamics
model-derived longitudinal ratio of tumour size to baseline tumour size (pink) informed CRP production
through a linear relationship (i.e. slope parameter).
CRP: C-reactive protein; Kout,CRP : CRP first-order degradation rate constant.
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Figure 3.19: Visualisation of the relationship between tumour size-related metric and CRP production. This
relationship can be described as either [A] tumour size-dependent Kin,CRP i.e. Kin,CRP,TS positively and
linearly changes per unit change in the ratio of tumour size relative to baseline tumour size by a factor of 0.819
as a function of the magnitude of Kin,CRP or [B] that at a specific magnitude of Kin,CRP , CRP production
would positively change by a linear factor of 0.819 per unit change in the product of Kin,CRP and the ratio
of tumour size to baseline tumour size.
Note that this visualisation does not consider the basal unperturbed CRP zero-order production rate constant
(Kin,CRP,basal =0.0109 mg·L−1·h−1) which should be added to the magnitude of Kin,CRP,TS for a total
estimate of CRP production rate constant. CRP: C-reactive protein.

Re-inclusion of the outliers (i.e. the outlying CRP measurement and the individual with high
baseline IL-6), which were temporarily excluded, increased the residual variability by 0.005 mg/L
(standard deviation scale). Nevertheless, this did not compromise on the precision with which
parameters were estimated (RSE< 26%). Table 3.5 shows the final parameter estimates of the
coupled tumour size - CRP turnover covariate model. The model estimated both the fixed- and
random-effects parameter estimates with high precision; RSE< 26% and < 15.2%, respectively
(Table 3.5). Moreover, the nonparametric bootstrap confirmed the model’s robustness (successful
minimisation > 90%) and calculated narrow 95% CIs reflective of the level of parameter uncertainty
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3 Results

(Table 3.5). Graphical evaluation of the model showed no misspecification (Fig. 3.20) and an
adequate predictive performance (Fig. 3.21): Plots of model predictions versus observations of CRP
concentration showed a uniform and random distribution of the data points around the line of
identity, indicative of good model prediction (Fig. 3.20 A, B); and the plots of residuals showed a
uniform and random distribution around zero (Fig. 3.20 C, D). Finally, the VPC also showed an
adequate predictive performance across the different CRP percentiles over time in which the median
trajectory of the observed CRP concentration (i.e. 50th percentile) as well as the 5th and
95th percentiles overlay the respective percentiles of the simulated data and fell within the 95% CIs
of the simulated percentiles (Fig. 3.21). Plots showing individual and population predictions per
individual are provided in Appendix Fig. B.8.1 and could be compared to the steady-state
predictions previously predicted by the CRP turnover model (Appendix Fig. B.7.1).

Table 3.5: Parameter estimates of the coupled tumour dynamics - CRP turnover model
(n =257)

Parameter [unit] Estimate (RSE, %) 95% CIa

Fixed-effects parameters
Kin,CRP [mg·L−1·h−1] 0.39 (0.60) 0.252–0.602
Kin,CRP,basal [mg·L−1·h−1] 0.0109! —
Kout,CRP [h−1] 0.0365∗ —
Slope (linear model linking tumour size to CRP) 0.819 (6.70) 0.711–0.952

Covariate-effects parameters on Kin,CRP
b

Baseline IL-6 0.315 (8.20) 0.244–0.363
Disease stage IIIB -0.392 (26.0) -0.598–-0.097
Former smokers 0.645 (12.1) 0.0353–1.64
Current smokers 1.26 (19.0) 0.398–2.56

Interindividual variability parameters [CV,%]
ωKin,CRP 92.1 (7.40) 74.2–107
ωslope 60.4 (15.2) 40.3–77.9
ωKgrowth

100# —
ωβ 100# —
ωλ 100# —
ωbaseline tumour size 100# —

Residual variability parameters
σexp

c [SD, mg/L] 0.763 (1.70) 0.686–0.831

OFV=1011.738
a 95%CI obtained from 1000 bootstrap runs (successful minimisation=97.9%)
b as described in Eq. 3.1
c estimated as additive residual variability on log-scale
! fixed to corresponding lower limit of quantification of CRP concentration (0.3mg/L)
* fixed to literature value [97]
# fixed, variability derived from reported uncertainty as described in [218]
β: paclitaxel area under the concentration-time curve from the start to the end of a cycle-driven tumour decay
rate constant at start of treatment (t= 0); CI: confidence interval; CRP: C-reactive protein; CV: coefficient
of variation; IL-6: interleukin 6; Kin,CRP : CRP zero-order production rate constant of a non-smoker with
disease stage IV, and baseline IL-6 of 2.57 pg/mL (median value); Kin,CRP,basal: CRP basal unperturbed
zero-order production rate constant; Kout,CRP : CRP first-order degradation rate constant; Kgrowth: linear
tumour growth rate constant; λ: rate constant for exponential decline in drug effect over time; OFV: objective
function value; RSE: relative standard error; SD: standard deviation.

104



3.2 Project II: Identification of predictors of efficacy in NSCLC patients: A tumour
dynamics - CRP modelling framework
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Figure 3.20: Goodness-of-fit plots of the coupled tumour size - CRP model for model-predicted CRP
concentration and for residuals.
Blue dots: data points; solid black line: line of identity of slope 1 or zero; CRP: C-reactive protein.
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Figure 3.21: Visual predictive check (n= 250 simulations) of the coupled tumour size-CRP model.
Dots: observed CRP concentrations; solid red and black lines: median of the observed and simulated CRP
concentrations, respectively; upper and lower dotted red and black lines: 5th and 95th percentiles of the
observed and simulated CRP concentrations, respectively. Shaded areas: 95% confidence interval of the
simulated percentiles. The number of bins was set to 8 with equal number of CRP observations. CRP:
C-reactive protein.

105



3 Results

3.2.2.2 Characterisation of efficacy endpoints and impact of predictors

Model-derived CRP- and tumour size-related metrics, along with other metrics of inflammation, and
baseline patient and disease characteristics (Fig. 2.12, A, subsections 4–6, Table 2.6) were explored
as potential predictors of the efficacy endpoints within a parametric TTE modelling framework, to
identify the significant predictors of the characterised PFS and OS (Fig. 2.12, A, subsections 7 and
8), and explore their impact on the median TTE.

Characterisation of progression-free survival

Due to the chosen landmark time, only patients who survived without progression up to at least
treatment cycle 3 (i.e. day 42 from the start of treatment) were included in the PFS TTE analysis.
Thus, 203 of the 257 patients with CRP measurements i.e. 78.9% of patients (median PFS
7.07 months) were included in the analysis to characterise PFS.

The TTE base model with a parametric log-normal hazard function (Eq. 3.2) describing an initial
increase in hazard followed by a decrease (i.e. log-normal distribution of the PFS event time) best
described the observed PFS over time (Fig. 3.22, E). The other parametric hazard functions showed
a strong underprediction of PFS events after 6 months and either failed to capture the distribution
of PFS events between 6 months and 16 months (Fig. 3.22, B: Weibull, D: log-logistic) or between
6 months and 21months (Fig. 3.22, A: exponential, C: Gompertz). On the other hand, the
log-normal hazard function better predicted the events between 7 months and 14months which were
closely aligned with the 90% CI of the simulated profile (Fig. 3.22, E). In line with that, the
log-normal hazard function was associated with superior model performance compared with the
exponential (∆AIC =+60.6), Weibull (∆AIC =+37.8), Gompertz (∆AIC =+60.5) or log-logisitc
(∆AIC =+36.6) hazard functions. Therefore, the log-normal hazard function with a standard
deviation of 0.77 and a mean of 8.53 of the underlying normal distribution (Table 3.6, left part) was
chosen as the base model to characterise PFS events and for the subsequent exploration of
predictors.

Table 3.6: Parameter estimates of the progression-free survival parametric time-to-event base
and covariate models

Parameter Base model Covariate model
[unit] Estimate (RSE, %) 95% CIa Estimate (RSE, %) 95% CIb

Fixed-effects parametersc

σ [unitless] 0.77 (5.90) 0.675–0.857 0.906 (8.80) 0.755–1.14
µ [unitless] 8.53 (0.70) 8.42–8.64 9.11 (2.50) 8.76–9.86

Covariate-effects parameters on h0(t)
d

CRPcycle3 — –– 0.109 (55.4) 0.0348–0.445
CRPcycle3−2 — –– -0.26 (37.2) -0.461–-0.0637

OFV for base model= 3346.744; OFV for covariate model= 3319.203
a 95%CI obtained from 1000 bootstrap runs (successful minimisation=100%)
b 95%CI obtained from 1000 bootstrap runs (successful minimisation=99.9%)
c time unit of the log-normal hazard function was [hour]
d as described in Eq. 3.3
CI: confidence interval; CRPcycle3: CRP concentrations at treatment cycle 3; CRPcycle3−2: change (difference)
in CRP concentrations between treatment cycle 3 and 2; µ: mean of the log-normal hazard function; OFV:
objective function value; RSE: relative standard error; σ: standard deviation of the log-normal hazard function.
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Figure 3.22: Kaplan-Meier visual predictive checks (n= 250) of progression-free survival time-to-event base
models with [A] exponential, [B] Weibull, [C] Gompertz, [D] Log-logistic, and [E] Log-normal hazard
functions.
Solid line: observed progression-free survival data (thin vertical lines represent censoring times corresponding
to the time of the patient’s last participation in the study), dashed line: median model predicted profile, with
90% confidence interval (beige shade).

Potential predictors (Table 2.6) were explored on the log-normal hazard function describing PFS.
Appendix Fig. B.9.1 shows the identified correlations (n =15) between these pre-selected predictors,
which were taken into consideration during the SCM process to avoid inclusion of two strongly
correlated predictors (i.e. r>± 0.6). Following the forward inclusion steps of the SCM procedure, CRP
concentrations at treatment cycle 3 (CRPcycle3), difference in CRP concentrations between treatment
cycle 3 and 2 (CRPcycle3−2), and disease stage significantly affected the hazard and contributed to
a reduction of 20.2, 7.38, and 4.94 points in OFV, respectively (threshold > 3.84 for α= 0.05, 1 df).
Only disease stage was removed during the backward deletion step as it contributed to a 4.94 point
increase in OFV when excluded (threshold > 6.64 for α= 0.001, 1 df). Further details of the SCM
steps are provided in Appendix A.7, TablesA.7.1 and A.7.2.

Thus, the final covariate PFS TTE model included the inflammatory level at treatment cycle 3
i.e. CRPcycle3, described by a linear function, and the extent of reduction in inflammatory level
between treatment cycle 3 and cycle 2 i.e. CRPcycle3−2 described by a power function on the
log-normal hazard function, as significant predictors of PFS (Eq. 3.3). Inclusion of these predictors
resulted in 27.5 points drop in OFV (p-value = 1.068 · 10−6, 2 df), compared with the base model
(Table 3.6). Thus, the final PFS model was described as in Eqs. 3.2 and 3.3,

h0(t) =
1

t ·
√
2πσ2

· e−
1
2 ·(

log(t)−µ
σ )2

1− ϕ( log(t)−µ
σ )

(3.2)

h(t) = h0(t) · (1 + θCRPcycle3
· CRPcycle3) · (CRPcycle3−2

θCRPcycle3−2 ) (3.3)
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3 Results

where h0(t) is the baseline log-normal hazard function parameterised by the mean (µ) and standard
deviation (σ) of the underlying normal distribution, as well as the standard normal cumulative
distribution function (ϕ); θCRPcycle3

and θCRPcycle3−2
are parameters relating the effect of CRPcycle3

and CRPcycle3−2 to the hazard, respectively; and h(t) is the modified log-normal hazard after
inclusion of the predictors.

Based on simulations from the base and final covariate PFS TTE models, the KM VPC depicted in
Fig. 3.23 show the predictive performance of the model after inclusion of the two CRP-related
predictors (Fig. 3.23, B) compared to the base model (Fig. 3.23, A). Despite the numerical
improvement associated with the covariate model, improvement in the model prediction as shown in
the KM VPC was minimal. A slight improvement could mainly be observed in the later time
(i.e. > 15 months) in which predictions fell closer to the 90% CI compared with the base model.
Nevertheless, in general, the final covariate PFS model adequately predicted the distribution of PFS
events over time.
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Figure 3.23: Kaplan-Meier visual predictive checks (n=250) of progression-free survival time-to-event models
with log-normal hazard function: [A] base model, [B] final covariate model.
Solid line: observed progression-free survival data (thin vertical lines represent censoring times corresponding
to time of patient’s last participation in the study), dashed line: median model predicted profile, with 90%
confidence interval (beige shade).

Assessment of the impact of the identified predictors of progression-free survival

The univariate impact of each of the two identified CRP-related predictors on the median PFS is
depicted in Fig. 3.24: The inflammatory level at treatment cycle 3 showed a bigger impact
(i.e. 7.47months difference between the 5th and 95th percentile of CRPcycle3) on median PFS
compared with the reduction in inflammatory level between treatment cycle 3 and cycle 2
(i.e. 4.66 months difference between the 5th and 95th percentile of CRPcycle3−2). Whereas
investigation of the combined influence of both predictors (Fig. 3.25) revealed that for a patient
cohort with low inflammatory level at treatment cycle 3 and high reduction in inflammatory level
between treatment cycle 3 and cycle 2 (i.e. favourable condition), median PFS was 16.5months
whereas for a patient cohort with a high inflammatory level at treatment cycle 3 and low reduction
in inflammatory level between cycle 3 and cycle 2 (i.e. less favourable condition), median PFS was
13.4 months shorter, and reached only 3.1months.
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Figure 3.24: Forest plot of the impact of the identified significant predictors on median progression-free
survival (PFS).
Effects of the continuous predictors (i.e. CRPcycle3, CRPcycle3−2) are shown at the 5th and 95th percentiles of
the respective predictor distribution. Black dots: predictor effects; horizontal lines: 95% confidence intervals
(CI). CRP: C-reactive protein.
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Figure 3.25: Kaplan-Meier plots of simulated (n= 250) progression-free survival profiles under the combined
effect of the 5th percentile of the two continuous predictors: CRPcycle3: 1.34 mg/L and CRPcycle3−2: -6.30
mg/L (solid black line with 90% confidence interval as purple shade) and the 95th percentile of the continuous
predictors: CRPcycle3: 65.7 mg/L and CRPcycle3−2: -0.121 mg/L (dashed black line with 90% confidence
interval as pink shade).
Dotted horizontal line: 50% progression-free survival; dashed vertical line: median progression-free survival
time at 95th percentile values of predictors; dotted vertical line: observed median progression-free survival
time; solid vertical line: median progression-free survival time at 5th percentile values of predictors.

109



3 Results

Characterisation of overall survival

Due to the chosen landmark time and similar to the TTE analysis of PFS, only patients who survived
up to at least treatment cycle 3 (i.e. day 42 from the start of treatment) were included in the TTE
analysis. Thus, 235 of the 257 patients with CRP measurements i.e. 91.4% of patients (median OS
11.1 months) were included in the analysis to characterise OS.

The TTE base model with a parametric Weibull hazard function, parameterised with scale (λ) and
shape (α) parameters, best described the observed OS over time (Fig. 3.26, B), compared with the
exponential (Fig. 3.26, A) and Gompertz (Fig. 3.26, C) hazard functions. α was estimated to be > 1
(Table 3.7), meaning that the risk of death (i.e. hazard) was increasing with time. Despite an
overprediction of survival between 6months and 17 months, and a slight underprediction after
24 months, the Weibull TTE model still showed an adequate description in the early months (< 6
months) and between 17 and 24months (Fig. 3.26, B). On the other hand, although the exponential
and Gompertz TTE models adequately predicted the risk of death during the first 6 months
(Fig. 3.26, A, C), the exponential TTE model showed a consistent overprediction of survival across
the entire time-course (Fig. 3.26, A), whereas the Gompertz TTE model alternated between an
overprediction of survival (between 6 and 24months) followed by an underprediction (> 24 months)
(Fig. 3.26, C). In line with that, both the exponential and Gompertz TTE models did not provide a
significant improvement in model performance compared with the Weibull TTE model
(∆AIC =+20.1 and +16.1, respectively). Therefore, the Weibull TTE model was adopted as the
base model for the subsequent exploration of predictors.
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Figure 3.26: Kaplan-Meier visual predictive checks (n=250) of overall survival time-to-event base models
with [A] exponential, [B] Weibull, and [C] Gompertz hazard functions.
Solid line: observed survival data (thin vertical lines represent censoring times corresponding to time of
patient’s last participation in the study), dashed line: median model predicted profile, with 90% confidence
interval (green shade).

The same potential predictors (Table 2.6) which were explored on the log-normal hazard function
describing PFS, were also explored on the Weibull hazard function describing OS. Following the
forward inclusion steps of the SCM procedure, and as with PFS, CRPcycle3 and CRPcycle3−2

significantly affected the hazard, in addition to the presence of liver lesions and baseline tumour
size. These predictors contributed to a reduction of 53.0, 10.2, 12.8, and 12.4 points in OFV,
respectively (threshold > 3.84 for α= 0.05, 1 df). None of the identified predictors was removed
during the backward deletion step since all of them were associated with a significant worsening of
model performance when excluded (threshold > 6.64 for α= 0.001, 1 df). Further details of the SCM
steps are provided in Appendix A.8, TableA.8.1.
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Table 3.7: Parameter estimates of the overall survival parametric time-to-event base and covariate
models

Parameter Base model Covariate model
[unit] Estimate 95%CIa Estimate 95% CIb

(RSE, %) (RSE, %)

Fixed-effects parameters

λ [1/h] 8.6·10−5 (6.20) 7.69·10−5–9.78·10−5 1.6·10−5 (25.7) 9.32·10−6–2.65·10−5

α [unitless] 1.38 (5.20) 1.25–1.54 1.68 (5.30) 1.54–1.92

Covariate-effects parameters on h0(t)
c

CRPcycle3 — –– 0.781 (12.8) 0.595–0.999
CRPcycle3−2 — –– -0.392 (24.9) -0.606–-0.185
Baseline TS — –– 0.491 (33.2) 0.201–0.881
Liver lesions — –– 1.02 (36.3) 0.374–2.03

OFV for base model= 3302.668; OFV for covariate model= 3214.314
a 95%CI obtained from 1000 bootstrap runs (successful minimisation=100%)
b 95%CI obtained from 1000 bootstrap runs (successful minimisation=98.7%)
c as described in Eq. 3.5
CI: confidence interval; TS: tumour size; OFV: objective function value; RSE: relative standard error; λ: scale
parameter of the Weibull hazard function; α: shape parameter of the Weibull hazard function; CRPcycle3: CRP
concentrations at treatment cycle 3; CRPcycle3−2: change (difference) in CRP concentrations between treatment
cycle 3 and 2.

Thus, the final covariate OS TTE model included the inflammatory level at treatment cycle 3
i.e. CRPcycle3 described by a power function, the extent of reduction in inflammatory level between
treatment cycle 3 and cycle 2 i.e. CRPcycle3−cycle2 described by a power function, tumour load
i.e. baseline tumour size described by a power function and presence of liver lesions described by a
fractional change model on the Weibull hazard function, as significant predictors of OS. Inclusion of
these four predictors resulted in 88.4 points drop in OFV (p-value = 2.95 · 10−18, 4 df), compared
with the base model (Table 3.7). Thus, the final OS model was described as in Eqs. 3.4 and 3.5,

h0(t) = λα(λt)α−1 (3.4)

h(t) = h0(t) · CRPcycle3
θCRPcycle3 · CRPcycle3−2

θCRPcycle3−2 ·BLTSθBLTS (3.5)

·

1, No liver lesions

1 + θliver, With liver lesions

where h0(t) is the baseline Weibull hazard function parameterised by the the scale parameter (λ)
and the shape parameter (α); θCRPcycle3

, θCRPcycle3−2
, θBLTS , and θliver are parameters relating the

effect of CRPcycle3, CRPcycle3−2, baseline tumour size (BLTS), and presence of liver lesions to the
Weibull hazard, respectively; and h(t) is the modified Weibull hazard after inclusion of the predictors.

Based on simulations from the base and final covariate OS TTE models, the KM VPC (Fig. 3.27)
shows the improvement in model prediction after inclusion of the identified predictors (Fig. 3.27, B)
compared to the base model (Fig. 3.27, A). An improved model prediction is observed especially
between 7 months and 17months, and at later times (> 24 months) where predictions fell closer to
the 90% CI compared with the base model.
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Figure 3.27: Kaplan-Meier visual predictive checks (n=250) of overall survival time-to-event models with
Weibull hazard function: [A] base model, [B] final covariate model.
Solid line: observed survival data (thin vertical lines represent censoring times corresponding to time of
patient’s last participation in the study), dashed line: median model predicted profile, with 90% confidence
interval (green shade).

Assessment of the impact of the identified predictors of overall survival

The univariate impact of each of the identified predictors on the median OS is depicted in Fig. 3.28.
The inflammatory level at treatment cycle 3 showed by far the largest impact on median OS
(i.e. 25.6 months difference between the 5th and 95th percentile of CRPcycle3) compared with the
reduction in inflammatory level between treatment cycle 3 and cycle 2 (i.e. 11.2months difference
between the 5th and 95th percentile of CRPcycle3−2) or tumour load (i.e. 7.24 months difference
between the 5th and 95th percentile of baseline tumour size). The investigation of the combined
influence of all predictors (Fig. 3.29) revealed that for a patient cohort with favourable
characteristics i.e. low inflammatory level at treatment cycle 3, high reduction in inflammatory level
between treatment cycle 3 and cycle 2, low tumour load and absence of liver lesions; median OS was
not reached until the end of the observed time span of 33months whereas for a patient cohort with
a high inflammatory level at treatment cycle 3, low reduction in inflammatory level between
treatment cycle 3 and cycle 2, high tumour load and presence of liver lesions (i.e. less favourable
condition), median OS was only 2.24 months.
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Figure 3.28: Forest plot of the impact of identified significant predictors on median overall survival.
Effects of the continuous predictors (i.e. CRPcycle3, CRPcycle3−2, baseline tumour size) are shown at the
5th and 95th percentiles of the respective predictor distribution and effects of the categorical predictors
(i.e. liver lesions) are shown relative to the reference category (i.e. no liver lesions). Black dots: predictor
effects; horizontal lines: 95% confidence intervals (CI). CRP: C-reactive protein; TS: tumour size.
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Figure 3.29: Kaplan-Meier plots of simulated (n= 250) overall survival profiles under the combined effect of
the 5th percentile of the continuous predictors: CRPcycle3: 1.40 mg/L, CRPcycle3−2: -7.56 mg/L and baseline
tumour size: 2.34 cm in absence of liver lesions (solid black line with 90% confidence interval as purple shade)
and the 95th percentile of the continuous predictors: CRPcycle3: 80.7 mg/L, CRPcycle3−2: -0.114 mg/L and
baseline tumour size: 16.9 cm in presence of liver lesions (dashed black line with 90% confidence interval as
pink shade).
Dotted horizontal line: 50% overall survival; dashed vertical line: median overall survival time at 95th percentile
values of predictors in presence of liver lesions; dotted vertical line: observed median overall survival time;
solid vertical line: median progression-free survival time at 5th percentile of the predictors in absence of liver
lesions.

113



3 Results

3.2.2.3 Impact of different levels of inflammation on efficacy endpoints

Since the inflammatory level at treatment cycle 3 was the most impactful predictor of both PFS and
OS, the influence of the different inflammatory levels i.e. as depicted by CRPcycle3 percentiles, on
these efficacy endpoints was systematically explored by simulations. An even impact was observed
for both PFS and OS against the different inflammatory levels (Fig. 3.30 A and B, respectively). As
expected, increased inflammation was associated with shorter median PFS and OS.

Comparison of these simulated profiles against observed PFS and OS events stratified by similar
percentile intervals of model-estimated CRPcycle3 is shown in Fig. 3.30 C and D, respectively. In the
PFS KM plot (Fig. 3.30, C), the upper and lower percentile intervals showed a similar pattern to the
simulated profiles (Fig. 3.30, A) and the upper three percentile intervals showed a comparable median
PFS—although there was an observed overlap of the intermediate CRPcycle3 percentile intervals.
For OS, Fig. 3.30, D depicted a very similar pattern to the simulation results (Fig. 3.30, B) with a
corresponding median OS for all the percentile intervals—except for the lowest two percentile intervals
which were simulated to have a longer median OS compared with what was observed (18 months vs
15 months and 30 months vs 21 months median OS).
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Figure 3.30: Upper panel Kaplan-Meier visual predictive checks (n= 250) of simulated [A] progression-free
survival and [B] overall survival events at different concentrations (i.e. percentiles) of C-reactive protein (CRP)
concentration at start of treatment cycle 3 (CRPcycle3). Different colours in the upper panel indicate different
percentiles of CRPcycle3. Lower panel Kaplan-Meier plots of observed distribution of [C] progression-free
survival and [D] overall survival events stratified by model-estimated CRPcycle3, colour-coded by the different
percentile intervals. Percentile intervals were chosen so that their median corresponds to the percentiles of the
simulated profiles in the upper panel i.e. 5th, 25th, 50th, 75th , and 95th. Solid coloured line in the lower panel:
observed progression-free survival or overall survival; crosses in the lower panel: censoring times corresponding
to time of patient’s last participation in the study; different colours in the lower panel indicate different
percentile intervals of CRPcycle3.
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4 | Discussion

Throughout the two projects presented in this thesis, we have successfully demonstrated how
pharmacometrics can be leveraged to optimise early clinical decision-making in both clinical drug
development and at bedside, within the oncology setting.

With the advances in model-based approaches to analysis dose-finding studies, it was essential to
understand and evaluate the performance of the newly proposed cLRT approach, which leveraged the
principles of NLME, versus the MCP approach, which has gained both EMA and FDA qualifications as
“fit-for-purpose”, for more informative implementation when it comes to analysing dose-finding studies
of compounds within the early clinical drug development in the oncology setting. While at bedside,
the high need for early decision-making during cancer treatment and specifically with lung cancer as a
high burden disease of poor prognosis, motivated the use of population approaches to amalgamate the
different oncology endpoints: drug exposure, tumour dynamics, biomarkers, and survival. Through the
characterisation of the relationship among the former three and the identification of early predictors
of efficacy endpoints (PFS, OS), patients at risk of poor prognosis could be identified, early on, for a
timely clinical decision-making.

The following sections discuss each project in further details.

4.1 Project I: Simulation-based evaluation of cLRT and MCP

approaches in oncology under different clinical trial

scenarios

In project I, we compared the performance of cLRT, a recently proposed approach based on the LRT
and utilising the principles of NLME modelling, to MCP, one of the typical approaches used to analyse
dose-finding phase II studies and which has been recommended by the EMA and FDA. Further,
we investigated the performance of both approaches within the oncology setting while considering
different study design variables and drug strengths typically used in oncology trials. Our simulation
results showed that compared to MCP, cLRT had higher power identifying presence of a dose-response.
However, this was at the cost of an inflated type I error. Moreover, the ability of cLRT to discriminate
between the impact of the different study design variables, compared to MCP, was low.

4.1.1 Simulation study

Our proposed simulation study design and data-generating dose-response true models aimed to mimic
an oncology phase II clinical study setting.
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4 Discussion

First, in contrast to a fixed number of patients per arm i.e. sample size per arm —regardless of the
total number of arms, we chose a fixed total number of patients, i.e. sample size, of 24 and 36 that
would be equally balanced amongst the different dose levels i.e. number of arms. This was driven
by the fact that clinical trials are commonly dependent on specific resources that translate to a
target/feasible sample size (i.e. a maximum number of recruited patients) and finding an optimal
allocation as testing more doses with fewer individuals per arm or testing fewer doses with more
individuals per arm, and determining a sufficiently powered study design given these prerequisites
are usually the aim.

Second, the different number of study arms aimed not only to explore the conventional design, with
few dose levels, but also the extreme scenario with e.g. six dose levels, to prove the limited benefit
of multiple dose levels which would consequently be associated with a lower dose-response detection
power if not met by a large sample size.

Third, we considered dose levels ranging from 0mg to 60mg. Although a dose level of zero is a
hypothetical scenario in oncology trials, we considered the placebo arm to have received no drug for
the sake of simplicity (further discussion on how to mitigate this under section 4.1.4). The selection of
the intermediate doses was calculated to ensure an even distribution across the whole dose-response
shape (Appendix Fig. B.1.1).

Fourth, we acknowledge that within the study design, the sampling times (every 7 days) were more
frequent than what one would expect in clinical practice. However, given our preliminary
investigation, we opted for frequent sampling to test the performance under a setting that would
provide more stability to the simulations/re-estimations. For the chosen data-generating
dose-response true models, we aimed to simulate the different endpoints that would be of relevance
in defining PFS and assessing efficacy in an oncology trial—in contrast to only focusing on the
tumour dynamics as the sole determinant of progression. However, for the sake of simplicity within
the cLRT framework the occurrence of any of the other different endpoints (probability of
appearance of new lesions, probability of progression of non-target lesions, and death events prior to
progression) was considered a drop out event in the candidate models. This took into consideration
the probability of dropping out of clinical studies with time—a key characteristic feature of
oncology trials. For MCP, although the simulated clinical trial data were based on the same
data-generating dose-response true model as with cLRT, a time invariant endpoint i.e. response,
had to be chosen since MCP does not consider longitudinal data. A direct comparison between time
invariant endpoints and longitudinal data was not feasible. Nevertheless, this endpoint was chosen
to be the best change in tumour size from baseline to closely mimic cLRT in considering the change
in tumour size over time.

Lastly, to assess the performance of both cLRT and MCP under different dose-response relationships,
we explored relationships that ranged in complexity from linear to sigmoidal.
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4.1 Project I: Simulation-based evaluation of cLRT and MCP approaches in oncology under
different clinical trial scenarios

4.1.2 Evaluation of cLRT simulations/re-estimations

The investigation of the intermediate steps of cLRT showed that the cLRT procedure was not
always robust (stable) due to the inclusion of multiple stochastic simulations (section 3.1.1). This
was similarly experienced at a different extent in the work by Chasseloup and Karlsson [220]. The
N simulations under the null hypothesis (here N was set to 100) did not always result in 100%
successful M simulations-estimations i.e. 100% successful executions after model-fitting and
selection, under the null hypothesis. This was a sign that one of the simulations may not have
resulted in a plausible combination of variables in the simulated dataset due to the stochastic
simulation. Consequently, this simulated dataset was not supported by the model, resulting in a
failed M simulation, model-fitting and selection steps (Fig. 2.9, sections 3.1–3.4). For this reason,
individual simulated datasets which did not result in at least a 90% success rate of their respective
M simulations-estimations were excluded to avoid inclusion of unreliable estimates.

Further, unrealistic values were observed in tcLRT and tcLRTHo
, and extreme outliers were observed in

the tcLRTHo
distribution (section 3.1.1). Since, the test statistic was defined as the difference between

the OFV of the best-fitting candidate model and that of the flat dose-response model, the test statistic
was expected to be negative with a reasonable difference in the ∆OFV, reflecting the improvement in
the model when a dose-response relationship was considered (since it was assumed that the candidate
model should always outperform the flat). Consequently, tcLRT and tcLRTHo

falling in the positive
domain were excluded as they indicated that the candidate model was worse, probably due to the
lack of a successful minimisation of the candidate model to the best set of parameter estimates
(i.e. local minima). On a similar note, tcLRTHo

falling in the extreme negative domain (< -60) were
also excluded from the tcLRTHo

distribution under the null hypothesis, as they did not translate to
a realistic improvement (i.e. ∆OFV) and were attributed to the flat model lacking the best-set of
parameter estimates (i.e. local minima) such that the difference was too wide between the candidate
and flat model due to the bad performance of the flat. The latter two cases were mainly driven by
the variability encountered from the stochastic simulations in which both the candidate and the flat
models did not well-fit the simulated data (section 4.1.5).

Data exclusion was thus done to avoid introducing bias that would have been driven by opposing
assumptions, extreme outliers, or non-robust simulations to the results. A cut-off value of 90%
successful M simulations-estimations was set as a criterion to assess the robustness of the null
hypothesis. Whereas a cut-off value of tcLRTHo

< -60 was chosen based on the visual inspection of
the tcLRTHo

distribution of the different scenarios (similar results were obtained for a cut-off value
of tcLRTHo

< -100).
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4.1.3 Evaluation of cLRT performance versus MCP performance

Although cLRT had a high power identifying presence of a dose-response (average power 98.5%
for strong drug effect and 81.0% for weak drug effect, Fig. 3.2), this was achieved at the cost of
an inflated type I error (average type I error 13.0%, Fig. 3.1). On the contrary, in MCP, whose
type I error was low (average type I error 2.67%, Fig. 3.1), its power was much reduced (average
power 36.4% for strong drug effect and 17.7% for weak drug effect, Fig. 3.2). The difference in the
observed power could be attributed to the principles underlying each approach: cLRT leveraged the
full longitudinal information, in our case change in tumour size over time, whereas MCP relied on
a chosen time-invariant endpoint, here: the best change in tumour size from baseline. Moreover,
the use of the LRT and the NLME-based approaches have been previously shown to be associated
with high power [126, 220]. The inflated type I error with cLRT could have been due to our limited
number of simulations (N = 100) and the small sample size i.e. number of patients to which MCP was
apparently more robust. Nevertheless, a recently published investigation [220] of cLRT performance
using the same number of simulations as presented here (N = 100) but with a larger sample size has
also concluded, in line with our results and in contrast to previous simulations [126], that cLRT lacked
control of type I error and primarily attributed this to AIC selection bias and potential misspecification
in the placebo model which was relied upon for simulations under the null hypothesis to derive the
critical value.

In cLRT, the lack of a clearly increasing power with fewer dose levels and a larger sample size per
arm i.e. more patients per arm—in contrast to a clearer trend with MCP—requires further systematic
exploration of the robustness of this method and its sensitivity when it comes to the impact of the
different study designs on its performance (section 4.1.4). However, it could be argued that because
of the high power of cLRT associated with the strong drug effect (≈ 100%), which was in line with
the previous work [126], the impact of these study design variables was no longer prominent. This
argument is supported by the faint trend that appears with the weaker drug effect (Fig. 3.2). It is
also noticed that with MCP, the strength of the observed trend was dependent on the drug effect,
indicating that in presence of a weak drug effect the study design will not have a big impact on
the power of detecting a dose-response relationship (Fig. 3.2). The clear trend observed with MCP
with fewer dose levels is expected and could be explained by the presence of more individuals at
the informative doses compared with fewer number of individuals at each dose level with increased
number of dose levels [125]—within the range of the observed dose levels. These results were also
supported by the simulations performed by Chen et al. [221], although they were not as strong when
they explored the case of a fixed total number of patients.

Our simulation results showed that a larger sample size per arm was not associated with higher
probability of detecting the true underlying dose-response model for both cLRT and MCP—in
contrast to what was reported by Chen et al. for MCP [221]. This discrepancy might have been due
to the type of endpoint on which their MCP analysis was based on and/or the different study
design. Chen et al. [221] relied on a binary endpoint and explored a sample size per arm of 10, 20,
40 and 80 patients with a non-fixed total sample size which was much larger than the sample size
per arm of 4, 6, 8, 9 and 12 patients that we explored at a fixed total sample size.

In line with what was reported by Chen et al. [221] for MCP and a sample size of 10 patients per arm,
the most commonly chosen candidate model was to a great extent independent of the true shape of the
data-generating model and was inclined towards a simple model i.e. linear/log-linear, with the more
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complex models being less likely to be selected even if they were the true data-generating models.
However, in the previous work investigating the performance of cLRT [126], a tendency towards
choosing the simple models was only evident with their investigated weak drug effect, whereas in
case of a strong drug effect the true shape was identified with the highest proportion. A reason for
our slightly deviating results with cLRT, in which selection of the simplest model was observed for
scenarios under both the strong and weak drug effect, could be attributed to the chosen drug effect
with respect to the therapeutic area. A “stronger” drug effect could have been needed to select the
true shape with the highest proportion and maximum power. Nevertheless, it is indeed difficult to
define what is the extent of a strong drug effect since in some therapeutic areas/indications a modest
drug effect would be considered a satisfactory objective for a drug effect to be efficacious.

4.1.4 Limitations of work

Due to the computational capacity, a main limitation of this work was the low number of simulations
which we believe may have inflated our type I error and the impact of noise from the stochastic
simulations. We suggest the implementation of this framework under larger number of simulations
e.g. N = 500 or 1000. However, it is worth noting that the cLRT framework is a computationally
intensive and demanding procedure since derivation of the critical value requires simulations and
(re-)estimations for its approximation. Therefore, careful thought with regards to the computing
time and the available computational power may be needed. Further modification of the execution
script could also be a possibility where certain execution tasks could be paralleled or accelerated for
a reduced computational burden.

A second limitation that could challenge the implementation of cLRT in the oncology setting is the
need for placebo arm data to derive qα,cLRT under the null hypothesis of a no drug effect
(section 2.5.2). Clinical oncology studies usually lack conventional placebo arm data due to ethical
concerns and standard of care treatment arms would not provide information on a no-drug effect to
represent the null hypothesis. To overcome this, an external source of data has to be used as no
exposure level. We therefore suggest (i) the use of historical controls from literature or real-world
data, (ii) simulation of placebo arm patients from developed disease progression models, or (iii) use
of data from previous clinical trials whose experimental drug has failed (i.e. did not show efficacy)
or which used very low dose levels assuming no relevant exposure.

A third limitation is our sample size. We acknowledge that our sample size was smaller than what
was investigated in the works of Buatois et al. [126] for cLRT and Chen et al. [221] for MCP. It may
have even impacted our type I error and led to the observed unstable results as previously predicted
by Buatois et al. [126]. Nevertheless, we believe that opting for a small sample size was more realistic
and better mimicked a conventional sample size of phase II trials. However, it would still be useful
to investigate a larger sample size to help decipher the reason(s) for the inflated type I error and the
instability that we observed.

Further limitations are the exclusion of some of the simulations/re-estimations within the cLRT
framework due to the observed lack of robustness (section 4.1.2) as well as the frequent observation
times in the study design that do not closely align with clinical practice (section 4.1.1). As mentioned
earlier, the reason for the latter was that we sought a setting that would provide more stability during
the automation process.
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4.1.5 Outlook and next steps

As mentioned under section 4.1.4, we recommend the implementation of this framework under a larger
simulation scenario to better assess the type I error and impact of outliers. We also recommend a
thorough and more systematic investigation of the reasons behind the non-robustness observed within
the cLRT framework, with respect to the potential impact of sample size, model complexity, placebo
model, and extent of variability within the stochastic simulations, to identify reasons for the instability
of certain simulations/re-estimations.

Once reasons for the observed cLRT instability are identified, the stability of the cLRT framework is
controlled, and the automated framework is made more robust; there would be a huge potential for
further systematic exploration of the impact of each of our selected variables and/or model
components on the performance of cLRT. For example, it would be useful to explore the impact of
(i) the different dose allocations i.e. varying the distribution of doses within each dose level rather
than sticking to an even distribution, (ii) the extent of variability in the model components, (iii) the
complexity of the model, (iv) a more limited and realistic sampling scheme that better mimics
clinical practice, and (v) a small vs. large sample size.

Moreover, we believe that the impact of different drug effects should be further investigated. Drug
effects should be selected to span the expected range of an acceptable therapeutic benefit within the
respective therapeutic area, and in our case different cancer types. It would also be interesting to
investigate if identification of the “true” dose-response relationship with high proportion was
dependent on the drug effect as in [126] or a combination of multiple other factors e.g. sample size
per arm as in [221].

As a later step and based on the identified dose-response relationship, expansion of cLRT and MCP
to the “Mod” step should follow, to select the optimal dose for further testing in the confirmatory
phase III trial.

In conclusion, through a simulation-based framework, this work has investigated the performance
of cLRT—as an alternative methodology to MCP approach—to identify presence of a significant
drug effect in dose-ranging clinical studies by leveraging NLME principles. Specifically, we focused on
its performance in oncology and investigated different study designs to identify variables critical to
its optimal performance. Although cLRT showed high power, it was non-robust and was associated
with an inflated type I error. More systematic investigations are needed to identify reasons of its
non-robustness and justify its computational needs.
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4.2 Project II: Identification of predictors of efficacy in NSCLC

patients: A tumour dynamics - CRP modelling framework

In project II, we successfully identified early predictors of efficacy in advanced NSCLC patients. We
also demonstrated that not only a lower inflammatory level (i.e. lower concentrations of CRPcycle3)
but also a larger reduction in the inflammatory level across treatment cycles, specifically larger drop
between CRPcycle3 and CRPcycle2, were associated with longer PFS. In addition to the latter two
CRP-related metrics, a smaller tumour load (i.e. baseline tumour size) and absence of liver lesions
were associated with longer survival.

4.2.1 Clinical study data: The CEPAC-TDM study

The CEPAC-TDM data exploration was the initial step to support our modelling framework and
assumptions. The observed CRP’s kinetic change and correlation to tumour size measurements
(Fig. 3.11 and 3.12) motivated the characterisation of the quantitative relationship between
paclitaxel exposure, tumour size, and CRP concentrations. Furthermore, the significant impact of
baseline CRP on the TTP, PFS and OS (Fig. 3.13) encouraged the in-depth exploration of the
potential of longitudinal (non-baseline) CRP concentrations as prognostic predictors in NSCLC
patients—expanding on the commonly reported approaches investigating only the prognostic value
of baseline measurements [67–74,74–80,80–88,104,105].

4.2.2 Modelling framework to identify predictors of efficacy in NSCLC
patients

4.2.2.1 Development of coupled tumour dynamics - CRP model to characterise
circulating CRP concentration

Our coupled tumour dynamics - CRP model successfully predicted circulating CRP concentrations
(section 3.2.2.1). Moreover, it characterised the quantitative relationship between paclitaxel exposure;
tumour size, a metric of tumour dynamics; and CRP concentration, an inflammatory serum biomarker
and marker of disease aggressiveness. A change in paclitaxel exposure-driven tumour size relative to
baseline tumour size, was found to linearly and positively affect CRP production (Fig. 3.19). This
coupled model later paved the way to explore the predictive value of model-derived variables e.g. early
tumour response and non-baseline CRP concentration, along with patient and disease characteristics
on PFS and OS in patients with advanced NSCLC.

Characterisation of tumour dynamics

Since in the clinical study tumour assessments were scarce and did not coincide with the CRP
sampling times, we leveraged our previously developed tumour dynamics model [67] as a source
of dense (i.e. more frequent) individual tumour sizes over time. The tumour dynamics model was
developed based on the same study population and helped explore different tumour size metrics that
could best reflect tumour dynamics and its influence on CRP production.
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The adopted tumour dynamics model which we developed [67] successfully characterised the tumour
size over time for advanced NSCLC patients with adequate uncertainty and predictive performance.
Inclusion of a drug exposure metric and accounting for the development of resistance offered a realistic
description of the change in tumour size over time especially in presence of individualised paclitaxel
treatment (i.e. dose adaptations) that would consequently change drug exposure across the treatment
cycles.

In the leveraged tumour dynamics model, a linear tumour growth rate constant, assuming a
zero-order tumour growth rate, best characterised the change in tumour size over time, a first-order
paclitaxel-induced tumour decay best characterised the drug-induced tumour decay, and an
exponential decline in paclitaxel effect accounted for the development of resistance.

Our estimated linear tumour growth rate constant of 0.742 mm/month was similar to what has
been previously reported in atezolizumab-treated NSCLC patients by Netterberg et al. [222], with a
value of 0.724 mm/month (RSE 17%). However, it was different in other works which implemented
different tumour growth functions than what was implemented in our case. In specific, it was lower
(almost half) to what Chigusta et al. [223] have reported (1.47 mm/month, 95% CI 1.05–2.04) for
necitumumab/gemcitabine/cisplatin-treated squamous NSCLC patients and almost 8-fold lower than
the 6 mm/month (SE 0.04%) reported for paclitaxel/carboplatin-treated NSCLC patients by Wang
et al. [224]. The reason for these similarities/discrepancies could be attributed to the components of
the respective tumour dynamics model; in the former [222], a similar structural model was developed,
accounting for the development of resistance as well as tumour shrinkage as a function of drug exposure
(AUCcycle) and interleukin 18, whereas in the latter two [223, 224], only a shrinkage component was
considered (first-order in [223] and exponential in [224]) which could have impacted how the linear
tumour growth rate constant parameter was estimated and have made the comparison to our result
unjustified. Tumour doubling time—based on our median baseline tumour size of 8.3 cm and our
estimated tumour growth rate constant—was calculated to be ≈ 2.5 years [211], which was within the
range of 0.148–6.18 years that has been previously reported for adenocarcinoma and squamous cell
carcinoma histological subtypes of NSCLC [225].

Although tumour decay can be described independent of the drug [223, 224]; here, drug exposure
(specifically paclitaxel AUC per treatment cycle) was the driving force for the tumour decay. As a
result, the impact of the individualised dosing i.e. changing drug exposure, on tumour growth could
be assessed and simulation-based exploration of different doses and/or dosing regimens on tumour
growth profile could be investigated—as reported in [211]. Although different metrics of paclitaxel
exposure: paclitaxel concentration-time profile or paclitaxel AUCcycle were explored; the latter was
associated with a significant numerical improvement in the model fit, as reported in [211].

The estimated paclitaxel AUCcycle-driven tumour decay rate constant at the start of treatment of
2.30·10−5 (µmol·h/L)−1·h−1 translated to that a paclitaxel AUCcycle of 4.49µmol·h/L was needed
for tumour shrinkage to occur, given a median baseline tumour size of 8.3 cm and a Kgrowth of
0.742 mm/month [211]. Nevertheless, drug effect exponentially declined with time at a rate of
8.75·10−4 h−1 reflecting the emergence of resistance to paclitaxel treatment with time. Tumour
resistance to paclitaxel treatment could be attributed to the (i) overexpression of the multidrug
resistance gene (i.e. efflux pump); (ii) mutations in the tubulin subunit(s) or alterations in the
binding regions; (iii) reduced function of apoptopic proteins; or (iv) alterations in cytokine
expression (e.g. IL-6) [45–47] (section 1.3.2.5)—any of which would eventually lead to a reduced
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drug effect with time. As mentioned, accounting for the development of resistance as well as tumour
shrinkage as a function of drug exposure (AUCcycle) was previously applied in atezolizumab-treated
NSCLC patients [222]. Hence, our individual tumour size profiles were driven by the
individual-specific paclitaxel AUCcycle and the respective IIV. It is worth to mention that
evaluation of the impact of both paclitaxel and the platinum drug was not feasible. Since all
patients received a combination therapy, it was therefore difficult to discriminate between the
independent effects. Moreover, since the dose of the platinum drugs was unchanged and only the
paclitaxel dose was individualised, we can assume that the (changing) drug effect on tumour growth
was adequately reflected by the (changing) paclitaxel exposure [67].

A limitation of the clinical data was the lack of paclitaxel exposure in almost 50% of the study
population. To overcome this, the multiple imputation approach was adopted in this thesis. The
multiple imputation leveraged the previously developed paclitaxel PK model [210]—based on the
CEPAC-TDM patients with PK samples—to stochastically simulate complete datasets with
imputed PK information to which the developed tumour dynamics model was then fitted. Rubin’s
rule [217], applied on both the population and individual level data, allowed to summarise the
results while accounting for the variability and uncertainty associated with the imputed data and
encountered from the multiple imputation framework within which the tumour dynamics model was
developed. Population tumour dynamics parameter estimates derived from the multiple imputation
were estimated with acceptable precision (RSE < 43.2%, Table 3.3). Moreover, the descriptive
statistics of the estimated individual tumour dynamics parameter estimates were in line with the
respective population estimates and showed a small standard error ranging only from 0.0494% to
1.17% (Table 3.3).

To inform circulating CRP concentrations, dense (i.e. more frequent) individual tumour sizes over
time had to be estimated. To estimate the individual tumour size, leveraging the individual tumour
dynamics parameter estimates was preferred over the use of the population tumour dynamics
parameter estimates. The former offered a more precise and less biased approach compared to the
latter (similar to the sequential PK/PD modelling approaches where use of individual PK
information is often preferred rather than to rely on the population PK parameters) [218].
Additionally, for a more improved precision that would only be closely achieved with simultaneous
modelling of tumour size and CRP concentration, we accounted for the uncertainty of the individual
tumour dynamics parameter estimates, encountered from the multiple imputation, to further inform
the estimation of individual tumour sizes [218]. Simultaneous modelling of the tumour dynamics
with CRP was practically not feasible, due to the development of the tumour dynamics model
within the multiple imputation framework. A simultaneous approach would have necessitated
expansion of this framework to include the coupled tumour dynamics - CRP model. This would have
been both computationally exhaustive and impractical when it comes to identifying the most
appropriate coupled tumour dynamics - CRP model. If the multiple imputation had not been needed
i.e. no missed PK information, it would have been indeed useful to methodologically compare the
performance of the framework under the simultaneous approach versus the use of the individual
parameters with their uncertainty since earlier work had reported similar performance between both
approaches [218,226].
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Characterisation of CRP concentration

The CRP turnover model well characterised the steady-state CRP concentration. Moreover, it
identified baseline IL-6, baseline tumour size, disease stage, and smoking status as significant
covariates impacting the CRP production rate constant.

The structural turnover model has been commonly applied to characterise different biomarkers with
respect to different types of cancer [222, 227–244]. However, limited work has sought to characterise
CRP in general [229, 245–247], of which only one was in cancer patients with breast cancer [229],
and none was in lung cancer or NSCLC. Therefore, to our knowledge, this work is the first not
only to characterise longitudinal CRP in advanced NSCLC patients but also to integrate it within a
tumour-biomarker modelling framework.

The previous work characterising CRP spanned a broad spectrum of patient population
(e.g. patients with rheumatoid arthritis, Crohn’s disease, and systemic lupus erythromatosus [246],
Gram-positive bacterial infections [247], trauma [245] or breast cancer [229]) with the majority
reporting an inhibitory drug effect on CRP production or impact by its precursor IL-6. As a result,
a direct comparison of our CRP model parameters to the reported results was not meaningful since
they were very heterogeneous and work was not comparable. The covariate analysis was performed
to identify influential factors on CRP concentration irrespective of the tumour dynamics. Since
Kin,CRP was the only estimable parameter and associated with IIV, covariates were investigated
only on the CRP production rate constant, Kin,CRP . Our identified covariates on CRP production
were all plausible and reflected not only the influence of CRP’s physiological cytokine precursor but
also CRP’s association with disease aggressiveness and inflammatory status. The four identified
covariates were baseline IL-6, baseline tumour size, disease stage, and smoking status. IL-6 is an
inflammatory cytokine and the main precursor (inducer) of CRP gene expression [248]. Previous
work has interestingly linked IL-6 surge to occur two days prior to CRP surge [229]. Unfortunately,
linking IL-6 kinetics to CRP production, in a similar manner, was not feasible in our case due to the
lack of longitudinal IL-6 measurements. Nevertheless, we managed to leverage the available baseline
IL-6 concentration to inform CRP production. Although, it would have indeed been useful to link
IL-6 kinetics, as precursor of CRP production, to the CRP kinetic profile; we do not expect that an
earlier prediction of the expected CRP concentration (at the time scale of days) would be of a large
impact with respect to prognostic predictions in real life (at the time scale of months). The
subsequent two identified covariates: baseline disease stage and baseline tumour size, are metrics of
disease aggressiveness and reflect the previously observed CRP’s positive correlation with advanced
disease stage and metastasis [92]. Lastly, in line with our findings, previous research has linked
smoking with a positive increase in CRP concentration [249,250]. This positive association has been
hypothesised to be mediated through the chronic systemic inflammatory response and oxidative
stress caused by smoking [251, 252]. Although former smokers had lower CRP concentration
compared with current smokers, they still showed higher levels compared with non-smokers,
indicating a long-term tissue damage and persistence of a low-grade inflammatory response as a
result of smoking [253,254].
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Linking tumour dynamics to CRP

Our coupled tumour dynamics - CRP model characterised the change in CRP concentration over time,
in which CRP was influenced by the fold change in tumour size relative to baseline tumour size and
the previously identified covariates: baseline IL-6, disease stage, and smoking status.

Different structural models were investigated to identify the most reliable characterisation of the
link between tumour dynamics and CRP production. Compared to a direct effect, a delay in the
effect between tumour dynamics and CRP production, potentially mediated by IL-6-induced CRP
activation, did not prove superior in terms of model performance. This could be attributed to the
fact that the chronic inflammatory state induced by the advanced disease stage masked the lag time
reflecting CRP synthesis, since CRP is in principle constantly elevated. The linear model linking the
tumour size relative to baseline tumour size with CRP production translated to the direct, positive,
and proportional impact the inflammatory status, associated with the malignant tumour, has on
triggering the release of the inflammatory cytokines. Which, in turn, activates CRP production and
release [92].

A similar framework, linking tumour dynamics to circulating serum biomarkers was previously applied
in SCLC patients [240]. In that framework, a hypothetical tumour dynamic compartment informed by
the potential impact of the different treatment strategies (i.e. radiotherapy and chemotherapy) and
the development of resistance to chemotherapy, influenced the circulating biomarker concentrations.
However, no impact of drug concentration or tumour size measurement was considered. In contrast to
that framework, in our work, our developed coupled tumour dynamics - CRP model rather leveraged
our previously developed tumour dynamics model to link drug exposure and dense tumour sizes to
biomarker concentration with the knowledge that the predicted tumour sizes accounted for the impact
of treatment (i.e. paclitaxel exposure) and development of resistance—given the structural model of
the tumour dynamics model (Eq. 2.62). Model evaluation showed no misspecification in the GOF
plots and an adequate predictive performance was observed in the VPC especially in the terminal
part excluding the presence of bias for not considering drop outs. Hence, post-treatment dense tumour
sizes and CRP concentrations were successfully estimated for all patients, across the whole duration
of treatment, allowing a rich assessment of non-baseline tumour sizes and CRP concentrations, at
later time points, as potential predictors of efficacy endpoints.

4.2.2.2 Characterisation of efficacy endpoints

The efficacy endpoints (PFS and OS) were selected as they represent the commonly used clinical
endpoints for oncological assessments [57]. While OS needs longer follow-up, PFS is assessed earlier
and takes into consideration not only the tumour response but also survival/death. Thus, it can be
considered a surrogate for OS—if earlier assessments are required—and is preferred over TTP as it
better correlates with survival/death events.

The choice to model the efficacy endpoints by means of TTE analysis was mainly driven by the fact
that time was a critical factor to be considered. A binary logistic regression model [255, 256] which
would dichotomise patients to progressed/not progressed or alternatively dead/alive would clearly
exclude time but most importantly, as a consequence, (i) not account for patients who progress early
and (ii) unfairly pool all patients who have progressed—regardless when—into one cohort. Since the
majority of patients progressed/died, given their advanced disease state, the choice of this modelling
approach would have been an oversimplification and inaccurate reflection of the nature of the data.
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An alternative modelling approach could have been a multi-state model to account for the sequence of
the different states a patient could fall into e.g. alive, not-progressed, progressed, dead etc. Although
this is becoming a popular approach [257–261], the small sample size of our data hindered a reliable
and powered assessment of the different states (previous investigation on the same clinical data
communicated personally with Joachim Grevel, 12 October 2022). Therefore, a TTE analysis and
specifically parametric TTE models, best fitted the nature of the data and our objectives to identify
predictors of the efficacy endpoints and evaluate their impact on the time of occurrence of the event.
Since it was previously reported that no significant difference in PFS or OS existed between both
treatment arms (p-value=0.228 and p-value=0.682, respectively [33]), no stratification was adopted
and both arms were pooled for a joint characterisation of PFS and OS.

Landmark survival analysis within a parametric TTE model has been commonly applied before in
NSCLC [224, 262, 263] as a reliable method to investigate post/non-baseline predictors e.g. tumour
dynamics. The landmark survival analysis ensures that events are predicted after the monitoring time
of the predictor, hence, avoiding the immortal time bias as described by Khandelwal et al. [264] (i.e. no
prediction of PFS or OS event before assessment of predictor e.g. CRP at the start of treatment cycle
3). It also allowed all covariates measured prior to our selected landmark time to be eligible potential
predictors for further investigation. While landmark analysis has the advantage of a straightforward
application and easy interpretation of results, it is worth to mention that results should be interpreted
in the context of the landmark population and are only generalisable to patients who have survived
up until the landmark time (in our case the start of treatment cycle 3). Moreover, common limitations
of landmark analysis which include exclusion of the events occurring before the landmark time, and
dependency of the results on the choice of the landmark time, can be easily mitigated [177]. To
overcome these limitations: (i) a choice of an early landmark time can avoid exclusion of a high
proportion of events and a consequent loss of power as a result of the decreased sample size, and (ii)
an a priori choice of the landmark time together with a sensitivity analysis at e.g. repeated different
landmark points, to demonstrate consistent results, can be performed. Although the application of a
landmark analysis comes at the expense of excluding potential predictors measured after the landmark
time [264], this was not applicable in our case since, a priori, we were focused on the identification
of early predictors.

Characterisation of PFS and OS by means of a parametric TTE model and the chosen landmark time
at the start of treatment cycle 3 demonstrated that for PFS, there was an initial increase in hazard
followed by a later decrease over time (i.e. log-normal distribution of hazard). This distribution, as
inferred from Fig. 3.6, was probably initially dominated by progression and death events and later
dominated by only the death events where the progression events reach a plateau. For OS, a Weibull
distribution characterised an increasing risk of death with time. The TTE models for both PFS and
OS were able to successfully describe the observed median TTE of the landmark population. The
simulated median PFS was 7.13 months (90%CI: 7.09–7.17 months) in line with the observed median
PFS of 7.07 months, whereas the simulated median OS was 11.8months (90%CI: 11.7–11.9months)
in line with the observed median OS of 11.1 months. It is also worth noting that compared to our
patient population, longer median PFS and OS were expected in the landmark patient population
because it included only patients surviving beyond treatment cycle 3.
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Although modelling the risk, probability and/or reasons of dropping out from a study are usually
encouraged to avoid biased parameter estimates—especially for further realistic simulations [265], our
framework in project II did not consider patient dropouts. In our study context, a patient dropout
did not necessarily mean being lost to follow-up but it rather referred to neither being enrolled in the
study nor receiving further study treatment any longer. Therefore the main reason for not accounting
for the probability of dropping out from the study in our TTE models was that not completing all
six treatment cycles did not impact the data collection for the time-to-event endpoints. In other
words, the majority of patients who did not complete all six treatment cycles were still followed
up for information on progression and survival, and a similar ratio of right censored vs uncensored
patients was observed between the patient cohort who completed the study duration vs those who
did not (section 3.2.1.2). Therefore, an early exit from the study before completing all six treatment
cycles was not considered to be a competing event (i.e. did not hinder a progression/death event
to be monitored) nor was it considered a censored event on its own (i.e. patients continued to be
followed-up). Additionally, no misspecifications were observed in any of the diagnostic plots (especially
in the later time points) suggesting that the model described the data well without bias (Figs 3.27
and 3.23). Therefore, in our case, dropouts with respect to not completing all six treatment cycles
could be described as “ignorable” [265] since the interpretation of the efficacy endpoints would still
be valid in their absence.

Identified significant predictors and their impact

Our focus on early prognostic metrics was the main motivation for the pre-selection of potential
predictors; to allow for an early identification of patients’ prognosis, timely decision-making, and for
future translation into clinical practice where early metrics are necessary. For this reason, we identified
the first three treatment cycles to be of relevance and consequently chose a landmark time defined at
the start of treatment cycle 3 for our investigation, and did not explore later predictors or the impact
of later landmark times.

Our coupled tumour dynamics - CRP model offered a dense prediction of individual tumour sizes
and CRP concentrations across the whole duration of treatment of 18 weeks—even for patients with
observed short survival or lack of dense measurements. Hence, post-treatment tumour size and CRP
concentrations were estimated for all patients and allowed for a rich assessment of non-baseline
CRP concentrations and tumour shrinkage at different time points. With a focus on early predictors
and since one of the main objectives was leveraging longitudinal data for their potential prognostic
value, different metrics were derived (e.g. fold change, relative change, absolute difference) based
on the longitudinal data of the first 3 treatment cycles. Derivation of non-time varying metrics
based on longitudinal data for TTE analysis in NSCLC has been commonly applied before with
respect to tumour size-related metrics e.g. tumour shrinkage at week 8 [67, 224]. However, none to
our knowledge has similarly leveraged longitudinal biomarker concentration. Investigation of these
longitudinal predictors as time-varying covariates was not considered since in clinical practice the
whole time profile of the respective predictor e.g. CRP concentration or tumour size would not be
available early on during treatment.

Due to the challenges described earlier with the multiple imputation (section 4.2.2.1), and the
numerical complexity and computational intensity required with simultaneous modelling i.e. jointly
characterising tumour dynamics - CRP - survival, a two-stage approach was adopted in which
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metrics derived from the coupled tumour dynamics - CRP model were utilised in a sequential
manner as potential predictors in the TTE model. Besides the less computational need, the
two-stage approach was found to be similar in terms of parameter estimates, covariate effects, and
prediction of OS in the context of NSCLC when compared with the joint modelling approach in a
recent investigation [266]. Therefore, it reliably suited our objective and analysis plan.

Based on our analysis, the inflammatory level at the start of treatment cycle 3 (CRPcycle3) and the
difference in the inflammatory level between the start of treatment cycle 3 and cycle 2 (CRPcycle3−2)
were significant predictors of both PFS and OS. Additionally, tumour load (baseline tumour size) and
presence of liver lesions were predictors of OS.

Previous work has already extensively reported a positive correlation between baseline CRP
concentration and poor prognosis in advanced NSCLC patients receiving different treatment
modalities [67–88, 90, 104]; however, none to our knowledge has investigated longitudinal CRP
data—apart from Xiao et al. [68] who reported two CRP measurements before and after
chemotherapy but unfortunately without specifying when exactly the second measurement was and
without leveraging both measurements in their reported analysis. Exploration of the wide panel of
CRP-related metrics revealed superior predictive potential for non-baseline CRP concentrations
compared with baseline CRP concentrations. Specifically, CRPcycle3 was the strongest predictor of
both PFS and OS compared to the other time points e.g. baseline CRP or CRPcycle2. This
indicated that as we move further in time (i.e. treatment cycles), CRP becomes more representative
of the patient disease state and co-morbid condition especially after receiving treatment, compared
with the baseline concentration, as an example, which only reflects the patient’s condition prior to
treatment. Moreover, CRPcycle3−2 was also a strong predictor of PFS and OS. This adds to the fact
that not only the inflammatory level i.e. absolute CRP concentration, at a later time point was
predictive of the patient’s prognosis but also the dynamic change of CRP and its degree of
reduction across treatment cycles. Our results reported that compared to the observed median PFS
in the respective landmark population, median PFS was 58.4% and 38.0% longer with the
5th percentile of CRPcycle3 and CRPcycle3−2, respectively and 47.2% and 27.9% shorter with the
95th percentile of CRPcycle3 and CRPcycle3−2, respectively. For OS, and compared to the observed
median OS in the respective landmark population, median OS was 177% and 67.6% substantially
longer with the 5th percentile of CRPcycle3 and CRPcycle3−2, respectively and 53.8% and 32.9%
shorter with the 95th percentile of CRPcycle3 and CRPcycle3−2, respectively. Regrettably, no similar
predictors were previously identified in the literature to offer comparison to our results.

In addition to the CRP-related metrics, presence of liver lesions and a high tumour load were
associated with shorter OS i.e. worse prognosis. Our results are in line with previous work [267–275]
which reported worse prognosis for NSCLC patients with metastatic liver lesions regardless of the
type of treatment, with an even worse prognosis for patients receiving cytotoxic therapy compared
to those receiving targeted therapy or immunotherapy [268]. Moreover, patients with liver lesions
had the worst prognosis compared to patients with lesions in other metastatic sites as the brain or
bone [270–272, 275]. For NSCLC patients with liver lesions, a median OS ranging from 3 months to
9.3 months was reported [267, 268, 270–273, 275]—in line with our reported median OS of
8.87 months (Fig. 3.28). Similarly, tumour size is a well-known prognostic factor of survival in
patients with NSCLC [276]. Specifically, baseline tumour size, as a measure of baseline tumour
burden, has been reported to be a prognostic marker in NSCLC patients, in which a larger baseline
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tumour size was consistent with poor prognosis [211, 224, 277–280]. Although the biological
explanation for this relationship is unclear, it is hypothesised that a higher tumour burden could be
linked to the development of more chemotherapy-resistant tumour cells, and/or decreased
sensitivity to therapy due to the presence of hypoxia and poor perfusion within the tumour
microenvironment [277]. In line with the current knowledge, our results showed that compared to
the observed median OS in the respective landmark population, median OS was 51.3% longer and
13.8% shorter at the 5th and 95th percentiles of baseline tumour size, respectively. Despite the fact
that tumour shrinkage at week 8 has been an additional tumour-related metric commonly linked to
poor prognosis [67, 224, 263]—especially in comparison with tumour shrinkage at weeks 4 and 6
[224], our results only identified baseline tumour size as a tumour-related metric when tested along
with tumour shrinkage at week 7 (exploring the impact of tumour shrinkage at week 8 was not
applicable due to the chosen landmark time at the start of treatment cycle 3). The reason for this
could be attributed to the fact that in previous work, only baseline characteristics were explored
besides the longitudinal tumour-size changes i.e. tumour shrinkage, whereas in our presented work
longitudinal CRP-related metrics as well as longitudinal neutrophil-to-lymphocyte ratio-related
metrics were additionally explored—as markers of inflammation; which could have masked the
impact of tumour shrinkage i.e. the significance of tumour shrinkage in a univariate assessment
ceases to be the case when jointly evaluated with longitudinal CRP-related metrics. This was an
indication that longitudinal CRP metrics were more significant, as prognostic predictors, than
longitudinal tumour size when both were jointly tested.

Challenging the limitations of the landmark analysis

As mentioned earlier, despite the advantages and ease of application of the landmark survival analysis,
it is nevertheless associated with limitations.

First, to minimise exclusion of a high proportion of events and a consequent loss of power as a result
of the decreased sample size, and to identify early metrics of efficacy, the start of treatment cycle 3
was chosen a priori as the landmark time of interest (mid-treatment regimen time) and no later time
points were considered. A landmark time at the start of treatment cycle 3 resulted in a total sample
size of 203 (78.9%) and 235 (91.4%) patients for the characterisation of PFS and OS, respectively.

Second, to challenge the dependency of our identified predictors on our chosen landmark time at the
start of treatment cycle 3 and demonstrate consistent results, a covariate analysis was undertaken
while defining a landmark time at treatment cycle 2 instead. Considering the exclusion of metrics
involving treatment cycle 3 (e.g. CRPcycle3 and CRPcycle3−2), the analysis identified very similar
predictors but with a weaker impact (Figs. 4.1 and 4.2). CRP at later treatment cycles was always
a dominating significant predictor; the most recent CRP concentration i.e. CRPcycle2 was the most
significant predictor on PFS, and along with liver lesions on OS (for OS, baseline tumour size was
significant at p-value 0.05 but not 0.01). This indicated the robustness of our results with a landmark
time at treatment cycle 3. Whereas on one hand, a landmark time at the start of treatment cycle 3
offered the opportunity to identify more impactful predictors and account for the extent of reduction
in CRP concentrations by measuring CRPcycle3−2, an even earlier monitoring time—if needed for
deciding on a specific prognostic outcome for a patient—still identified CRP to be dominating and
CRPcycle2 to be the strongest predictor on efficacy endpoints, despite a weaker magnitude of impact
compared with CRPcycle3.
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Figure 4.1: Forest plot of the impact of CRPcycle2 identified at a landmark time at the start of treatment cycle
2 and CRPcycle3 identified at a landmark time at the start of treatment cycle 3 on median progression-free
survival (PFS). Effects of the continuous predictors (i.e. CRPcycle2, CRPcycle3) are shown at the 5th and
95th percentiles of the respective predictor distribution. Black dots: predictor effect; horizontal lines: 95%
confidence intervals (CI) derived based on the parameter uncertainty hence the difference in magnitude.
CRP: C-reactive protein.
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Figure 4.2: Forest plot of the impact of CRPcycle2 identified at a landmark time at the start of treatment cycle
2 and CRPcycle3 identified at a landmark time at the start of treatment cycle 3 on median overall survival.
Effects of the continuous predictors (i.e. CRPcycle2, CRPcycle3) are shown at the 5th and 95th percentiles of
the respective predictor distribution. Black dots: predictor effect; horizontal lines: 95% confidence intervals
(CI) derived based on the parameter uncertainty hence the difference in magnitude. CRP: C-reactive protein.
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4.2.2.3 Evaluation of the modelling framework

To determine our model’s reproducibility and robustness, evaluation of our modelling framework
was essential. The evaluation of our modelling framework with an external dataset (section 2.1.2.4)
was unfortunately not feasible. Given our specific patient cohort (advanced NSCLC patients
receiving first-line chemotherapy with paclitaxel in combination with a platinum drug) and the
unique characteristics of our dataset (tumour size assessments, CRP concentrations,
progression/death events), identifying an external dataset of similar characteristics was not possible.
Alternatively, splitting of our data into training and testing datasets was not an optimal approach
because of the small number of patients and the risk of loss of power. Nevertheless, to overcome
these hurdles, we alternatively compared our simulation-based results to our observed data across
the different percentiles of CRPcycle3—as presented in Fig. 3.30. The KM plots of our observed data
(Fig. 3.30, C and D) showed a similar pattern to our simulation-based results (Fig. 3.30, A and B):
the upper three percentile intervals of model-estimated CRPcycle3 across the observed PFS events
(Fig. 3.30, C) had a comparable median PFS to our simulation results (Fig. 3.30, A) whereas for OS
all the different percentile intervals (Fig. 3.30, D)—apart from the lowest two—had a corresponding
median OS compared to our simulation results (Fig. 3.30, B). Although it was clear in Fig. 3.30 that
higher inflammatory levels were positively associated with poor prognosis, our work did not focus
on the impact of modulating inflammation on efficacy endpoints i.e. whether blocking CRP release
or administration of anti-inflammatory medications would reflect a favourable prognosis.
Alternatively, we sought to investigate the potential of monitoring inflammation as a potential
prognostic marker through the measurements of specific inflammatory biomarkers. Thus, based on
our results, we can claim that monitoring CRP at treatment cycles 2 and 3 in advanced NSCLC
patients can offer a prognostic value for predicting PFS and OS.

4.2.2.4 Outlook and application of our modelling framework

The strongest potential of our modelling framework successfully lies in the identification of advanced
NSCLC patients at risk of poor prognosis by defining early prognostic predictors of PFS and OS in
order to determine patients who have high probability of treatment benefit and those who are at
risk of treatment failure. Hence, optimising patient response by informing treatment decisions and
avoiding the needless exposure of patients to toxic chemotherapy.

Currently, for a more cost-effective and easy-to-apply framework in clinical practice, we would
suggest to evaluate our framework for optimal CRP sampling strategies. This can be achieved by
evaluating CRP concentration across different time points to identify the few optimal and most
informative time points that still provide the most precise predictions. The aim would be to (i)
minimise the challenges associated with longitudinal sampling e.g. more laborious work, extra cost
compared to single sampling, and patient compliance when it comes to repeated sampling, while (ii)
providing precise predictions of our identified predictors and consequently for the endpoint of
interest in clinical practice. As a subsequent step, the framework could then be integrated in an
interactive platform e.g. an R Shiny application in which patient’s characteristics and key tumour
size and CRP measurements can be imported for prognostic predictions and a seamless application
in the clinical setting and the real-world of NSCLC.
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Furthermore, this work can be expanded to investigate the impact of different dosing regimens or
linked to dosing recommendations for a model-informed precision dosing and therapy optimisation in
clinical practice. It could also identify an optimal treatment strategy if linked to the different toxicities
and adverse events e.g. neuropathy and/or neutropaenia for a realistic amalgamation of the pillars of
a successful oncology treatment, in which not only survival and lack of progression are the ultimate
aims but also a good quality-of-life for the patient that equally balances treatment efficacy with its
associated toxicity in what is known as a “clinical utility index” [281,282].

Although this modeling framework was applied to a specific patient cohort, treatment protocol,
and study design, and consequently the impact of the identified predictors is in the first place only
applicable to this specific setting; our clinical data reflected the real-world target population along
with the encountered challenges of missing data. Therefore, based on our modelling framework and
after its successful evaluation, we are confident that our model(s) could be applied in the real-world
of NSCLC and that a similar modelling framework can generally be applied to further explore the
potential of different biomarkers (such as molecular biomarkers which are becoming more promising
especially with the advances in molecular testing) and across different treatment modalities within the
clinical setting (such as immunotherapy, targeted therapy)—within or outside the scope of oncology.

132



5 | Conclusion and perspectives

In this thesis, we have focused on applying pharmacometric methodologies for optimised early
clinical decision-making in oncology at both early clinical drug development and at bedside.

Project I was driven by the need for dose-optimisation in oncology to better identify safer and more
tolerable doses for the patients and based on the recent Food and Drug Administration (FDA)’s
initiative (Project Optimus) to better characterise the dose-response relationship. The objective of
project I was to better understand the performance of model-based approaches which are
recommended to inform the design of phase II dose-finding studies and to optimally leverage their
data, for the identification of a drug effect and the expected dose-response relationship. A
simulation-based exploratory assessment was performed within an oncology setting to evaluate the
newly proposed combined Likelihood Ratio Test (cLRT) approach versus the Multiple Comparison
Procedure (MCP) approach which received the FDA’s “fit-for-purpose” qualification. Based on the
simulation results, the power of identifying a drug effect was higher for cLRT compared with MCP,
due to leveraging of the full information of the longitudinal data. Nevertheless, cLRT was indeed
more computationally demanding, less robust, and associated with an inflated type I error (i.e. false
positive). Therefore, further investigations under models spanning different complexities and study
designs are needed, to further understand reasons for cLRT’s lack of robustness and justify the
computational capacity it needs to identify a dose-response relationship.

Only if reasons behind cLRT’s inflated type I error are identified and cLRT’s robustness is
established, then cLRT can offer a more reliable and more powerful alternative to MCP, which has
shown better robustness and better control of type I error but with weaker power. Through a robust
and powerful method, with a well-controlled type I error, that allows leveraging the complexity of
dose-finding clinical data, successful characterisation of the dose-response relationship can be
achieved and dose/dosing needed for the intended response in confirmatory clinical trials can be
recommended. In line with the goals of “Project Optimus”, a better informed dose selection would
maximise the drug’s efficacy, safety and tolerability. This would in return (i) increase chances of
successful phase III trials, hence saving time, effort, and money; (ii) prevent/minimise exposure of
patients to more toxic or less efficacious doses; and (iii) would eventually reflect on faster approvals
of promising therapies to the intended patient population [3, 4].

Of equal importance to finding safe and efficacious doses/dosing for therapeutic compounds, is the
need for early monitoring of patient response at bedside. Monitoring of patient response allows to
predict treatment outcomes and consequently allows the efficient use of therapeutic compounds
through the best treatment decisions. Non-small cell lung cancer (NSCLC) represents a case
example of a cancer disease with high burden and poor prognosis. Thus, timely and early prediction
of prognosis is recommended to spare NSCLC patients unnecessary toxicities from ineffective
treatments. For this reason, Project II aimed to identify early predictors of efficacy in advanced
NSCLC patients treated with first-line combination chemotherapy of paclitaxel and either
carboplatin or cisplatin, with a special focus on leveraging longitudinal C-reactive protein (CRP)
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concentration, as an inflammatory and routine serum biomarker associated with tumour progression
and aggressiveness, to identify early prognostic metrics. The successfully developed coupled tumour
dynamics - CRP modelling framework characterised the relationship between drug exposure, tumour
dynamics and circulating CRP concentrations. Moreover, it offered a rich source of longitudinal
tumour sizes and CRP concentrations for assessment as predictors of the common efficacy
endpoints, PFS and OS. Thus, by leveraging different tumour size- and CRP-related metrics and
considering a wide panel of patient- and disease-related characteristics as potential predictors, we
identified the strongest prognostic factors of PFS to be the inflammatory level at treatment cycle 3
(CRPcycle3) and the extent of reduction in the inflammatory level between treatment cycle 3 and
cycle 2. Besides the latter two CRP-related predictors, baseline tumour size and presence of liver
lesions, were of additional prognostic value for OS. However, amongst all of the identified predictors,
CRPcycle3 was by far of the highest impact. Therefore, strengthening the fact that non-baseline
measurements are more representative of the patient status throughout the course of treatment and
should be better leveraged compared to baseline measurements.

Identification of CRP as a prognostic predictor represents a minimally invasive, and an easily and
reliably assessed inflammatory biomarker. Although CRP is a non-specific marker of inflammation
and tumour aggressiveness, it nevertheless showed a strong prognostic value for PFS and OS and
a strong reflection of the patient (co-)morbid state. As a result, monitoring of the inflammatory
level through measurements of circulating CRP concentration can reflect the aggressiveness of the
malignant state and presents a promising prognostic marker to better and early-on guide treatment
decisions. Even though the use of laboratory-based serum biomarkers for prediction of prognosis and
consequently informing treatment decisions is still not fully established in clinical practice—due to
the lack of reproducibility, standardised collection, and consistent cut-off values, we believe that with
the prognostic value shown with CRP and the presence of reproducible, accurate, precise, and reliable
methods for its assay [92,94], CRP presents an attractive biomarker to motivate, promote, and initiate
the use of laboratory-based serum biomarkers and their integration in clinical practice.

In conclusion, the work presented in this thesis has applied pharmacometric modelling and
simulation principles to help inform early clinical decision-making at different stages within the
oncology setting. We began with focusing on the assessment of model-based approaches to early on
identify a dose-response relationship during the development phase of therapeutic compounds. We
recommended that for the cLRT approach leveraging longitudinal data, despite its high power to
identify a drug effect, more systematic assessments are needed to investigate its robustness and
justify its computational demands. Later, we focused on the early prediction of patient response and
prognostic outcome, and identified CRP at treatment cycle 3 as the most prognostic predictor of
PFS and OS in patients with advanced NSCLC. Thus, longitudinal measurements of CRP can help
clinicians not only to decide on the most useful treatment decision but also to early on alter
treatment to spare patients unnecessary toxicities. Application of our developed modelling
framework goes beyond NSCLC. It can be applied in different settings within oncology
e.g. molecular biomarkers, treatment modalities and/or cancer types, to identify reliable and early
prognostic markers when their relationship to the tumour is identified, for better therapy
optimisation and patient monitoring. Thus, allowing early clinical decisions to be based on all the
available knowledge and an optimal leverage of oncology data and endpoints through the use of
pharmacometrics to better optimise the need for early clinical decision-making in oncology.
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Appendices

A | Tables

A.1 Dose adaptations in the CEPAC-TDM study

Table A.1.1: Dose adaptation for paclitaxel, carboplatin, and cisplatin in the CEPAC-TDM
study

Drug Condition Dose adaptation Treatment arm

Paclitaxel Neutropaenia grade 4 20% dose reduction A

Neutropaenia < grade 3 Increase paclitaxel dose B

Chemotherapy-associated
grade 2 peripheral
neuropathy persisting at
the start of the subsequent
cycle

If cisplatin is given,
switch to carboplatin first
and if neuropathy
persists, paclitaxel dose is
reduced by 20%

A,B

Non-haematological
toxicity grade ≥ 3

20% dose reduction A,B

Carboplatin Renal function Adapted every cycle
according to the
Cockroft-Gault formula

A,B

Thrombocytopenia grade
≥ 3

75% dose reduction A,B

Cisplatin Chemotherapy-associated
grade 2 peripheral
neuropathy persisting at
the start of the subsequent
cycle

Change to carboplatin A,B

Chemotherapy-associated
nephrotoxicity, if
glomerular filtration rate
remains < 60 mL/min

Change to carboplatin A,B

Cisplatin-associated
ototoxicity

Change to carboplatin A,B

In case of two simultaneous toxicities, dose adaptation occured according to the toxicity requiring higher
dose reduction and not in an additive manner.
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A.2 Datasets

Table A.2.1: Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

ID Patient identifier
xx Study centre + 10
yyy ID within study centre
Example: 16007

— — Numeric> 0 —

TIME Relative time elapsed from start of 1st

paclitaxel administration/baseline CRP
measurement

— h Numeric≥ 0 All events before 1st administration were set
to 0.00

TALD Time after last dose: relative time elapsed
from last paclitaxel administration

— h Numeric≥ 0 All events before 1st administration were set
to 0.00

DAY Day of the study cycle (this is used as a
marker and does not correspond to actual
dates)
1 1st day of cycle (drug administration/

baseline CRP measurement) or visit
for OCC> 6

2 2nd day of cycle (CRP measurement)

TIME — 1, 2 If OCC/DAY and date were not consistent,
date was assumed to be correct and
OCC/DAY were adapted accordingly

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

OCC Occasion/treatment cycle
1 Cycle 1 including screening/baseline
2—6 Cycle 2—6
7 Starting from 3 weeks after last dose

including end-of-treatment visit and
follow-up

TIME
(for
occasion
7)

— 1, 2, 3, 4, 5, 6, 7 If OCC/DAY and date were not consistent,
date was assumed to be correct and
OCC/DAY were adapted accordingly

CMT Compartment identifier
1 CRP
2 Tumour

— — 1, 2 —

EVID NONMEM event identification
0 Observation event (only DV)
1 Dosing event
2 Other event (e.g. dummy data point)
3 Reset event
4 Reset dosing event (e.g. cross over)

— — 0, 1, 2, 3, 4 —

MDV Missing dependent variable
0 Observation
1 Missing dependent variable

DV — 0, 1 —

ARM Study arm
1 BSA-guided treatment arm (Arm A)
2 PK-guided dosing arm (Arm B)

— — 1, 2 —

FLAGARMA Flag patients in arm A who have day 2 CRP
samples i.e. no PK sampling on day 2
0 No
1 Yes

— — 0, 1 Patients (n=5), CRP measurements (n=6)

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

MAXOCC Number of cycles a patient received in total
during the study

OCC — 1, 2, 3, 4, 5, 6 —

SEX Sex
0 Female
1 Male

— — 0, 1 —

SMOK Smoking status at screening/baseline visit
1 Never
2 Former
3 Current

— — 1, 2, 3 —

AGE Age at screening/baseline visit — years Numeric> 0 —

HT Body height at screening/baseline visit — cm Numeric> 0 —

WT Body weight determined at the beginning of
each cycle

— kg Numeric> 0 Imputation by last observation carried
forward, for time points between
measurements

BMI Body mass index calculated as weight [kg]
height [m]2 — kg/m2 Numeric> 0 —

BSA Body surface area calculated by the
DuBois-DuBois-formula:
0.007184 ·HT 0.725 ·WT 0.425

HT, WT m2 Numeric> 0 Missing values were imputed by applying the
DuBois-DuBois-formula

ALT Concentration of alanine aminotransferase at
screening/baseline visit
Reference interval female:<35
Reference interval male:<50

— U/L Numeric> 0 —

Continued on next page161
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

AST Concentration of aspartate aminotransferase
at screening/baseline visit
Reference interval female:<35
Reference interval male:<50

— U/L Numeric> 0 —

ECOG ECOG performance status determined at the
beginning of each cycle
0 Fully active
1 Restricted in physically strenuous

activity but ambulatory
2 Ambulatory and capable of all

self-care but unable to carry out any
work activities

3 Capable of only limited self-care
4 Completely disabled
5 Dead

— — 0, 1, 2, 3, 4, 5 Imputation by last observation carried
forward, for time points between
measurements

BLECOG Baseline ECOG performance status
0 Fully active
1 Restricted in physically strenuous

activity but ambulatory
2 Ambulatory and capable of all

self-care but unable to carry out any
work activities

3 Capable of only limited self-care
4 Completely disabled
5 Dead

ECOG,
TIME,
OCC

— 0, 1, 2, 3, 4, 5 —

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

STAGE Most recent tumour staging determined
at screening/baseline visit
0 IIIB
1 IV

— — 0, 1 —

LIVERMET Presence of liver metastasis (lesions)
0 No
1 Yes

— — 0, 1 Imputation by last observation carried
forward, for time points between tumour
assessment

BRAINMET Presence of brain metastasis (lesions)
0 No
1 Yes

— — 0, 1 Imputation by last observation carried
forward, for time points between tumour
assessment

NTARGLES Number of target lesions max 5, according
to RECIST

— — 0, 1, 2, 3, 4, 5 —

NNTARGLES Number of non-target lesions — — Numeric≥ 0 —

SUMNOLES Sum of number of target and non-target
lesions

NTARGLES,
NNTARGLES

— Numeric≥ 0 —

SUMDIA Sum of diameters of target lesions,
according to RECIST

— cm Numeric≥ 0 —

BLSD Baseline (pre-dose) sum of diameters of
target lesions

SUMDIA,
TIME,
OCC

cm Numeric≥ 0 For patients (n=1) with more than one
measurement at baseline, record closer to the
dosing time was picked

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

HIST NSCLC histology determined at
screening/baseline visit
0 Carcinoma, not otherwise specified
1 Adenocarcinoma
2 Bronchioalveolar carcinoma
3 Squamous-cell carcinoma

— — 0, 1, 2, 3 —

DV Dependent variable i.e. CRP concentration
sampled in cycles 1, 2, 3 and at
end-of-treatment visit

— mg/L Numeric≥ 0 —

LNDV Natural logarithm of CRP concentration
(DV)

DV ln(mg/L) Numeric≥ 0 —

FLAGCRP Flagged CRP samples
0 Observations with no queries
1 Observations with unusually high

values but serial dilutions performed
during analysis

2 BLQ observations

— — 0, 1, 2 —

BLCRP Baseline CRP concentration (cycle 1, day 1) DV,
TIME,
OCC

mg/L Numeric≥ 0 —

FLAGBLCRP Flag for baseline CRP concentration
0 Patients have baseline CRP
1 Patients do not have baseline CRP

— — 0, 1 Missing baseline CRP concentrations
(n=2)

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

BLCRP2 Baseline CRP concentration (cycle 1 day 1)
with missed concentrations imputed by
median baseline CRP concentrations

DV,
BLCRP

mg/L Numeric≥ 0 Missing baseline CRP concentration (n=2)
imputed by median baseline CRP
concentration (23.5 mg/L) calculated after
excluding BLQ and missing CRP samples

BLIL6 Baseline IL-6 concentration (cycle 1, day 1) — pg/mL Numeric≥ 0 —

FLAGBLIL6 Flag for baseline IL-6 concentration
0 Patients have baseline IL-6
1 Patients do not have baseline IL-6
2 Patients with baseline IL-6 equal zero

— — 0, 1, 2 No baseline IL-6 concentrations (n=23),
baseline IL-6 concentrations equals zero
(n=2)

NEWBLIL6 Baseline IL-6 concentration (cycle 1, day 1),
with missed and zero concentrations imputed
by median baseline IL-6 concentrations

— pg/mL Numeric≥ 0 Missed (n=23) and zero concentrations
(n=2) of baseline IL-6 concentrations
replaced by median baseline IL-6
concentration (2.57 pg/mL) calculated after
excluding patients with BLQ CRP and
missing or zero baseline IL-6 concentration

SAMPLENO CRP sample number within a cycle
1 Sample number 1 within cycle
2 Sample number 2 within cycle

— — 1, 2 —

BM Flag for record with CRP measurement
0 Not a CRP measurement
1 CRP measurement

— — 0, 1 —

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

IGR Individual tumour growth rate constant
for linear tumour growth derived from the
multiple imputation framework

— cm/h Numeric≥ 0 —

IBETA Individual paclitaxel AUCcycle-driven
tumour decay rate constant at treatment
start (time=0) derived from the multiple
imputation framework

— 1/(µmol/L·h)/h Numeric≥ 0 —

ILAMBDA Individual rate constant for exponential
decline in paclitaxel effect over time
derived from the multiple imputation
framework

— 1/h Numeric≥ 0 —

SEGR Individual standard error (uncertainty) of
linear tumour growth rate derived from
the multiple imputation framework

— cm/h Numeric≥ 0 —

SEBETA Individual standard error (uncertainty) of
drug-induced tumour decay rate constant
derived from the multiple imputation
framework

— 1/(µmol/L·h)/h Numeric≥ 0 —

SELAMBDA Individual standard error (uncertainty) of
rate constant for drug effect derived from
the multiple imputation framework

— 1/h Numeric≥ 0 —

Continued on next page
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Table A.2.1: Cont. Definition of dataset variables used in the development of the coupled tumour - CRP model

Variable Description Source Unit Possible values Changes, imputations, assumptions,
comments

SEERR Individual standard error (uncertainty) of
baseline tumour size measurement derived
from the multiple imputation framework

— cm Numeric≥ 0 Error derived from modelling baseline
tumour size according to the B2 method in
the developed tumour growth inhibition
model

MAUC Paclitaxel area under the
concentration-time curve from the start to
the end of a cycle averaged per individual
from the 50 replicates under the multiple
imputation framework

— µmol·h/L Numeric≥ 0 Paclitaxel area under the concentration-time
curve in the last attended treatment cycle
was carried forward to the follow-up records
i.e. assuming an extended cycle duration

AUCcycle: paclitaxel area under the concentration-time curve from the start to end of a cycle; BLQ: below limit of quantification; BSA: body surface area; CRP: C-reactive protein;
ECOG: Eastern Cooperative Oncology Group; IL-6: interleukin 6; NSCLC: non-small cell lung cancer; PK: pharmacokinetic(s); RECIST: Response Evaluation Criteria in Solid Tumours
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Table A.2.2: Definition of additional dataset variables used in the development of the time-to-event models

Variable Description Source Unit Possible values Changes, imputations,
assumptions, comments

DV Dependent variable.
For overall survival:
0 Alive/censored
1 Dead
For progression-free survival:
0 Alive without progression/censored
1 Progression or death

PROGT,
OST

— 0, 1

SIM Simulation flag
0 Estimation records
1 Dummy records for simulation

— — 0, 1 Dummy records were added at a
7-day interval to allow for
simulations across all possible time
intervals

PROG Tumour progression
0 No porgression detected
1 Time progression was detected
2 Time after progression

— — 0, 1, 2

PROGT Time-to-progression calculated from
administration of first dose until detection
of tumour progression

PROG Days Numeric> 0

DEATH Death
0 Patient alive
1 Time of death

— — 0, 1

OST Overall survival time calculated from
administration of first dose until death

DEATH Days Numeric> 0

Continued on next page
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Table A.2.2: Cont. Definition of additional dataset variables used in the development of the time-to-event models

Variable Description Source Unit Possible values Changes, imputations,
assumptions, comments

CRPcycle1 Model-predicted CRP concentration on
day 1 of cycle 1

— mg/mL Numeric≥ 0 Estimated from the coupled
tumour-biomarker model

CRPcycle2 Model-predicted CRP concentration on
day 1 of cycle 2 or at time=504 h

— mg/mL Numeric≥ 0 Estimated from the coupled
tumour-biomarker model

CRPcycle3 Model-predicted CRP concentration on
day 1 of cycle 3 or at time=1008 h

— mg/mL Numeric≥ 0 Estimated from the coupled
tumour-biomarker model

CRP cycle2−1
cycle1

Model-predicted relative change in CRP
concentration between cycle 2 and cycle 1

CRPcycle2,
CRPcycle1

— Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle2−CRPcycle1

CRPcycle1

CRP cycle3−1
cycle1

Model-predicted relative change in CRP
concentration between cycle 3 and cycle 1

CRPcycle3,
CRPcycle1

— Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle3−CRPcycle1

CRPcycle1

CRP cycle3−2
cycle2

Model-predicted relative change in CRP
concentration between cycle 3 and cycle 2

CRPcycle3,
CRPcycle2

— Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle3−CRPcycle2

CRPcycle2

CRPcycle2−1 Model-predicted difference in CRP
concentration between cycle 2 and cycle 1

CRPcycle2,
CRPcycle1

mg/mL Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle2 − CRPcycle1

CRPcycle3−1 Model-predicted difference in CRP
concentration between cycle 3 and cycle 1

CRPcycle3,
CRPcycle1

mg/mL Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle3 − CRPcycle1

Continued on next page
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Table A.2.2: Cont. Definition of additional dataset variables used in the development of the time-to-event models

Variable Description Source Unit Possible values Changes, imputations,
assumptions, comments

CRPcycle3−2 Model-predicted difference in CRP
concentration between cycle 3 and cycle 2

CRPcycle3,
CRPcycle2

mg/mL Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle3 − CRPcycle2

CRP cycle2
cycle1

Model-predicted fold change in CRP
concentration between cycle 2 and cycle 1

CRPcycle2,
CRPcycle1

— Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle2

CRPcycle1

CRP cycle3
cycle1

Model-predicted fold change in CRP
concentration between cycle 3 and cycle 1

CRPcycle3,
CRPcycle1

— Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle3

CRPcycle1

CRP cycle3
cycle2

Model-predicted fold change in CRP
concentration between cycle 3 and cycle 2

CRPcycle3,
CRPcycle2

— Numeric≥ 0 Derived from the coupled
tumour-biomarker model as
CRPcycle3

CRPcycle2

N/Lcycle1 Baseline (day 1, cycle 1)
neutrophil-to-lymphocyte ratio

— — Numeric> 0

N/Lcycle2 Neutrophil-to-lymphocyte ratio at cycle 2 — — Numeric> 0 N/Lcycle2 defined as measurements
taken on day 20 (12.8% of patients)
or day 21 (75.8% of patients) from
start of treatment. Missing
measurements (n=29, 11.3%) were
imputed by the median value of
N/Lcycle2 of 3.895

N/L cycle2−1
cycle1

Relative change in N/L ratio between
cycle 2 and cycle 1

N/Lcycle2,
N/Lcycle1

— Numeric> 0 Derived as N/Lcycle2−N/Lcycle1

N/Lcycle1

Continued on next page
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Table A.2.2: Cont. Definition of additional dataset variables used in the development of the time-to-event models

Variable Description Source Unit Possible values Changes, imputations,
assumptions, comments

N/Lcycle2−1 Difference in N/L ratio between cycle 2
and cycle 1

N/Lcycle2,
N/Lcycle1

— Numeric 0 Derived as N/Lcycle2 −N/Lcycle1

N/L cycle2
cycle1

Fold change in N/L ratio between cycle 2
and cycle 1

N/Lcycle2,
N/Lcycle1

— Numeric 0 Derived as N/Lcycle2

N/Lcycle1

GR Individual linear net tumour growth rate
constant derived from the multiple
imputation framework, after accounting
for uncertainty

— cm/h Numeric≥ 0

RS7 Model-predicted change in tumour size at
week 7 relative to baseline tumour size

BLSD — Numeric≥ 0 Derived from the tumour size
model as Tumour sizeweek7

Baseline tumour size · 100

LM Landmark time flag
0 Patients with events after

landmark time (accepted)
1 Patients with events before

landmark time (ignored)

— — 0, 1

AUCcycle: paclitaxel area under the concentration-time curve from the start to end of a cycle; CRP: C-reactive protein.
Note: ID, TIME, EVID, ARM, FLAGARMA, MAXOCC, SMOK, HIST, BLECOG, STAGE, BRAINMET, LIVERMET, NTARGLES, NNTARGLES, SUMNOLES, BLCRP2, BLSD,
and BLCRP were variables used in the time-to-event datasets as defined before in appendix Table A.2.1.
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A.3 Evaluation of the robustness of cLRT and stability of the

simulations

Table A.3.1: Proportion of non-robust N simulations under the null hypothesis i.e. not reaching
90% successful executions of M simulations-estimations after model-fitting and selection, per
study design

Dose levels Total
number
of patients

Number of arms
(patients/arm)

Percentage of N simulations
within which M

simulations-estimations did not
reach 90% successful executions

0, 12, 24, 36, 48, 60 24 6 (4) 1
0, 20, 40,60 24 4 (6) 1
0, 30, 60 24 3 (8) 1

0, 12, 24, 36, 48, 60 36 6 (6) 4
0, 20, 40,60 36 4 (9) Null
0, 30, 60 36 3 (12) 1

N =100
100% successful M executions after model-fitting and selection correspond to n=100
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Table A.3.2: Proportion of positive tcLRT values per simulation scenario

Dose levels Total Number Dose-response Percentage of N simulations
number of arms relationship with positive tcLRT values
of
patients

(patients/arm) Weak drug
effect

Strong drug
effect

Linear 3 —
0, 12, 24, 24 6 (4) Log-linear 1 —
36, 48, 60 Emax 5 —

Sigmoidal 1 —

Linear 6 —
0, 20, 40, 60 24 4 (6) Log-linear 4 —

Emax 1 —
Sigmoidal 4 —

Linear 1 —
0, 30, 60 24 3 (8) Log-linear 2 —

Emax 1 1
Sigmoidal 2 —

Linear 1 —
0, 12, 24, 36 6 (6) Log-linear 2 —
36, 48, 60 Emax 4 —

Sigmoidal 3 —

Linear 1 —
0, 20, 40, 60 36 4 (9) Log-linear — —

Emax 3 —
Sigmoidal 2 —

Linear 1 —
0, 30, 60 36 3 (12) Log-linear 1 —

Emax 3 —
Sigmoidal 2 —

N =100

Table A.3.3: Proportion of positive tcLRTHo
values per simulation scenario

Dose levels Total
number
of patients

Number of
arms
(patients/arm)

Range of percentage of positive
tcLRTHo

values within the tcLRTHo

distribution of each N simulation

0, 12, 24, 36, 48, 60 24 6 (4) 14–44
0, 20, 40,60 24 4 (6) 11–42
0, 30, 60 24 3 (8) 14–44

0, 12, 24, 36, 48, 60 36 6 (6) 13–45
0, 20, 40,60 36 4 (9) 12–39
0, 30, 60 36 3 (12) 12–43

N =100
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Table A.3.4: Proportion of outlying tcLRTHo
values (i.e. < -60) per simulation scenario

Dose levels Total
number
of
patients

Number of
arms
(patients/arm)

Percentage of
N simulations
with outlying

tcLRTHo

values

Range of percentage
of outlying tcLRTHo

values within the
tcLRTHo

distribution
of each N

simulation*

0, 12, 24, 36, 48, 60 24 6 (4) 9 1.3–38.9
0, 20, 40,60 24 4 (6) 16 1.2–31.8
0, 30, 60 24 3 (8) 14 1.3–23.4

0, 12, 24, 36, 48, 60 36 6 (6) 12 1.4–38.2
0, 20, 40,60 36 4 (9) 13 1.4–36.7
0, 30, 60 36 3 (12) 9 1.4–23.9

N =100
*Further details are provided in Appendix Fig. B.2.1
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A.4 Detailed information on the power of cLRT and MCP associated with each scenario

Table A.4.1: Power of cLRT and MCP approaches across the different study design variables stratified by strength of drug effect and
dose-response relationship of the true data-generating dose-response model (cLRT (%)/MCP (%))

Dose-response Total number Drug effect: Strong Drug effect: Weak
relationship of
true model

of patients Dose levels = 3 Dose levels = 4 Dose levels = 6 Dose levels = 3 Dose levels = 4 Dose levels = 6

Linear 36 98/52 99/48 100/43 83.7/23 77.8/22 73.7/24
24 97/41 98/44 98/28 74.5/20 80.6/21 78.1/18

Log-linear 36 98/52 99/40 100/36 90.8/23 86/21 87.2/16
24 98/44 98/33 100/20 82.5/19 81.1/16 84.7/13

Emax 36 97/42 99/36 100/30 79.2/20 78.4/20 84.9/12
24 96.9/35 96/30 99/18 66.3/16 78.6/14 77.7/10

Sigmoidal 36 100/47 99/35 99/33 87.6/22 82.7/20 83.9/14
24 99/38 97/31 100/17 75.3/16 83.2/14 84.7/11
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A.5 Patient characteristics stratified by study arm

Table A.5.1: Baseline patient demographics and clinical characteristics stratified by study arm

Patient characteristic Arm A Arm B All patients
(n= 126) (n=132) (n =258)

Age [years]
median 65.0 62.5 64.0
[range] [41.0–76.0] [43.0–78.0] [41.0–78.0]

Sex, n (%)
Female 41 (32.5) 50 (37.9) 91 (35.3)
Male 85 (67.5) 82 (62.1) 167 (64.7)

Body weight [kg]
median 74.5 74.0 74.0
[range] [44.0–135] [42.0–117] [42.0–135]

Body height [cm]
median 172 171 171
[range] [146–194] [149–190] [146–194]

Body mass index [kg/m2]
median 25.0 24.5 24.9
[range] [16.8–41.7] [17.2–37.4] [16.8–41.7]

Body surface area [m2]
median 1.86 1.87 1.86
[range] [1.39–2.49] [1.34–2.32] [1.34–2.49]

Neutrophil-to-lymphocyte ratio
median 4.32 4.18 4.28
[range] [0.798–94.0] [1.47–19.1] [0.798–94.0]

Alanine aminotransferase activity [U/L]
median 24.5 22.0 23.0
[range] [6.00–125] [5.00–120] [5.00–125]

Aspartate aminotransferase activity [U/L]
median 21.0 21.0 21.0
[range] [10.0–212] [9.00–144] [9.00–212]

Smoking status, n (%)
Non-smokers 16 (12.7) 12 (9.09) 28 (10.9)
Former smokers 68 (54.0) 64 (48.5) 132 (51.2)
Current smokers 42 (33.3) 56 (42.4) 98 (38.0)

Disease stage, n (%)
IIIB 14 (11.1) 27 (20.5) 41 (15.9)
IV 112 (88.9) 105 (79.5) 217 (84.1)

NSCLC histology, n (%)
Adenocarcinoma 83 (65.9) 82 (62.1) 165 (64.0)
Bronchioalveolar carcinoma — 1 (0.758) 1 (0.388)
Carcinoma, not otherwise specified 13 (10.3) 19 (14.4) 32 (12.4)
Squamous-cell carcinoma 30 (23.8) 30 (22.7) 60 (23.3)

Brain lesions, n (%)
No 109 (86.5) 115 (87.1) 224 (86.8)
Yes 17 (13.5) 17 (12.9) 34 (13.2)

Liver lesions, n (%)
No 108 (85.7) 99 (75.0) 207 (80.2)
Yes 18 (14.3) 33 (25.0) 51 (19.8)

Baseline ECOG performance status, n (%)
0 70 (55.6) 65 (49.2) 135 (52.3)
1 48 (38.1) 57 (43.2) 105 (40.7)
2 8 (6.35) 10 (7.58) 18 (6.98)

Arm A: body surface area-guided paclitaxel dosing arm; Arm B: pharmacokinetic-guided paclitaxel dosing arm;
ECOG: Eastern Cooperative Oncology Group; NSCLC: non-small cell lung cancer
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A.6 Summary of SCM procedure for the CRP turnover model

Table A.6.1: Summary of forward inclusion steps of SCM procedure for the CRP turnover model

Forward
step

Covariate included after
each step

Covariate
type

Functional
relationship

∆OFV
threshold for
retaining/
excluding

∆OFV p-value df Decrease in IIVKin,CRP
, %

1 Baseline IL-6 Continuous Linear -3.84 -95.8 1.27·10−22 1 24
2 Baseline tumour size Continuous Exponential -3.84 -14.9 0.000113 1 3.3
3 Disease stage Categorical Fractional change -3.84 -9.23 0.00238 1 2.2
4 Smoking status Categorical Fractional change -5.99 -10.7 0.00475 2 2.4
5 ALT Continuous Exponential -3.84 -5.66 0.0174 1 0.7

ALT: alanine aminotransferase; df : degrees of freedom; IIVKin,CRP : interindividual variability associated with C-reactive protein production rate constant, Kin,CRP ; IL-6: interleukin
6; OFV: objective function value.

Table A.6.2: Summary of backward deletion steps of SCM procedure for the CRP turnover model

Backward
step

Covariate excluded after
each step

Covariate
type

Functional
relationship

∆OFV
threshold for
retaining/
excluding

∆OFV p-value df Increase in IIVKin,CRP
, %

1 ALT Continuous Exponential 6.64 5.66 0.0174 1 0.7
ALT: alanine aminotransferase; df : degrees of freedom; IIVKin,CRP : interindividual variability associated with C-reactive protein production rate constant, Kin,CRP ; OFV:
objective function value.
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A.7 Summary of SCM procedure for the time-to-event model of progression-free survival

Table A.7.1: Summary of forward inclusion steps of SCM procedure for the time-to-event model of progression-free survival

Forward
step

Parameter Covariate included after
each step

Covariate type Functional
relationship

∆OFV
threshold for
retaining/excluding

∆OFV p-value df

1 h0(t) CRPcycle3 Continuous Linear -3.84 -20.2 7.1·10−6 1
2 h0(t) CRPcycle3−2 Continuous Power -3.84 -7.38 0.006614 1
3 h0(t) Disease stage Categorical Fractional change -3.84 -4.94 0.0262 1

CRPcycle3: CRP concentration at treatment cycle 3; CRPcycle3−2: Absolute difference between CRP concentration at treatment cycle 3 and 2; df : degrees of freedom; h0(t):
baseline log-normal hazard function; OFV: objective function value.

Table A.7.2: Summary of backward deletion step of SCM procedure for the time-to-event model of progression-free survival

Backward
step

Parameter Covariate excluded after
each step

Covariate type Functional
relationship

∆OFV
threshold for
retaining/excluding

∆OFV p-value df

1 h0(t) Disease stage Categorical Fractional change 6.64 4.94 0.0262 1
df : degrees of freedom; h0(t): baseline log-normal hazard function; OFV: objective function value.
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A.8 Summary of SCM procedure for the time-to-event model of overall survival

Table A.8.1: Summary of forward inclusion steps of SCM procedure for the time-to-event model of overall survival

Forward
step

Parameter Covariate included after
each step

Covariate type Functional
relationship

∆OFV
threshold for
retaining/excluding

∆OFV p-value df

1 h0(t) CRPcycle3 Continuous Power -3.84 -53.0 3.33·10−13 1
2 h0(t) Liver lesions Categorical Fractional change -3.84 -12.8 3.47·10−4 1
3 h0(t) CRPcycle3−2 Continuous Power -3.84 -10.2 1.40·10−3 1
3 h0(t) Baseline tumour size Continuous Power -3.84 -12.4 4.30·10−4 1

CRPcycle3: CRP concentration at treatment cycle 3; CRPcycle3−2: Absolute difference between CRP concentration at treatment cycle 3 and 2; df : degrees of freedom; h0(t):
baseline Weibull hazard function; OFV: objective function value.

Summary of backward deletion step: None of the identified predictors were removed during the backward deletion step.
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B | Figures

B.1 Even distribution of dose levels
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Figure B.1.1: Distribution of the dose levels (range: 0–60mg) over the different dose-response relationships
according to the number of study arms within the simulation scenarios of cLRT and MCP. Top panel: strong
drug effect; bottom panel: weak drug effect.
Note: the magnitude of response is arbitrary (i.e. does not correspond to the change in tumour size) and only
for the sake of illustrative comparison between the two drug strengths.
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B.2 Outliers in the tcLRTHo
distribution stratified per N

simulations and study design
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Figure B.2.1: Percentage (count) of outlying tcLRTHo values (i.e. < -60) within the tcLRTHo distribution of
each N simulation.
Each panel represents the N simulation (number shown on top) with outlying tcLRTHo value(s) within
its tcLRTHo distribution after excluding positive tcLRTHo values and N simulations within which M
simulations-estimations did not reach 90% successful runs.
Red: excluded tcLRTHo value < -60.
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Figure B.2.1: Cont. Percentage (count) of outlying tcLRTHo values (i.e. < -60) within the tcLRTHo distribution
of each N simulation.
Each panel represents the N simulation (number shown on top) with outlying tcLRTHo value(s) within
its tcLRTHo distribution after excluding positive tcLRTHo values and N simulations within which M
simulations-estimations did not reach 90% successful runs.
Red: excluded tcLRTHo value < -60.
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Figure B.2.1: Cont. Percentage (count) of outlying tcLRTHo values (i.e. < -60) within the tcLRTHo distribution
of each N simulation.
Each panel represents the N simulation (number shown on top) with outlying tcLRTHo value(s) within
its tcLRTHo distribution after excluding positive tcLRTHo values and N simulations within which M
simulations-estimations did not reach 90% successful runs.
Red: excluded tcLRTHo value < -60.
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Figure B.2.1: Cont. Percentage (count) of outlying tcLRTHo values (i.e. < -60) within the tcLRTHo distribution
of each N simulation.
Each panel represents the N simulation (number shown on top) with outlying tcLRTHo value(s) within
its tcLRTHo distribution after excluding positive tcLRTHo values and N simulations within which M
simulations-estimations did not reach 90% successful runs.
Red: excluded tcLRTHo value < -60.
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Figure B.2.1: Cont. Percentage (count) of outlying tcLRTHo values (i.e. < -60) within the tcLRTHo distribution
of each N simulation.
Each panel represents the N simulation (number shown on top) with outlying tcLRTHo value(s) within
its tcLRTHo distribution after excluding positive tcLRTHo values and N simulations within which M
simulations-estimations did not reach 90% successful runs.
Red: excluded tcLRTHo value < -60.
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Figure B.2.1: Cont. Percentage (count) of outlying tcLRTHo values (i.e. < -60) within the tcLRTHo distribution
of each N simulation.
Each panel represents the N simulation (number shown on top) with outlying tcLRTHo value(s) within
its tcLRTHo distribution after excluding positive tcLRTHo values and N simulations within which M
simulations-estimations did not reach 90% successful runs.
Red: excluded tcLRTHo value < -60.
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B.3 Selection of best fitting candidate model and identification of true underlying dose-response

model for MCP
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Figure B.3.1: Proportion of the selected best-fitting candidate dose-response models under the strong drug effect highlighting (darker bars) the proportion of the
identified true underlying relationship of the dose-response model for multiple comparison procedure (MCP), per each group of scenarios (panels A–F) sharing the same
set of study design variables (i.e. number of dose levels, total number of patients, number of arms) and split (facets) by the underlying dose-response relationship of
the true data-generating model. Number of dose levels: top panel (A, D) 6, middle panel (B, E) 4, lower panel (C, F) 3; Total number of patients: left panel (A–C):
24, right panel (D–F): 36.
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Figure B.3.2: Proportion of the selected best-fitting candidate dose-response models under the weak drug effect highlighting (darker bars) the proportion of the
identified true underlying relationship of the dose-response model for multiple comparison procedure (MCP), per each group of scenarios (panels A–F) sharing the same
set of study design variables (i.e. number of dose levels, total number of patients, number of arms) and split (facets) by the underlying dose-response relationship of
the true data-generating model. Number of dose levels: top panel (A, D) 6, middle panel (B, E) 4, lower panel (C, F) 3; Total number of patients: left panel (A–C):
24, right panel (D–F): 36.
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B.4 Histogram of CRP concentrations stratified by sampling
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Figure B.4.1: Histogram of CRP concentrations stratified by sampling time. CRP: C-reactive protein.
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Appendices

B.5 Exploratory analyses of the influence of different

continuous and categorical covariates on interindividual

variability of Kin,CRP
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Figure B.5.1: Exploratory analyses of potential influence of different continuous covariates on interindividual
variability of C-reactive protein production rate constant (Kin,CRP ).
ηKin,CRP : individual variability of Kin,CRP ; blue line: loess regression line.
Note that the outlying baseline interleukin 6 data point was temporarily excluded during the covariate analysis
to avoid distortion of the parameter-covariate relationship.
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Figure B.5.2: Exploratory analyses of potential influence of different categorical covariates on interindividual
variability of of C-reactive protein production rate constant (Kin,CRP ).
ηKin,CRP : individual variability of Kin,CRP ; AD: adenocarcinoma; BAC: bronchioalveolar carcinoma; CNOS:
carcinoma, not otherwise specified; ECOG: Eastern Cooperative Oncology Group; SCC: squamous-cell
carcinoma. Boxes: interquartile range (IQR) including median; upper hinge: 25th percentile, lower hinge:
75th percentile; whiskers: range from box hinge to lowest/highest value within 1.5 IQR; data points: data
beyond the whiskers.
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B.6 Correlation matrix between pre-selected covariates tested

in the CRP turnover model
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Figure B.6.1: Correlation matrix between pre-selected covariates tested in the CRP turnover model. Positive
correlations (dark blue) were observed between number of target lesions and baseline tumour size (r= 0.62);
number of target lesions and sum of target and non-target lesions (r= 0.72); and number of non-target lesions
and sum of target and non-target lesions (r = 0.66).
ALT: alanine aminotransferase; AST: aspartate aminotransferase; ECOG: Eastern Cooperative Oncology
Group; IL-6: interleukin 6; NSCLC: non-small cell lung cancer.
Note: Only strong positive (dark blue) or negative (dark orange) correlations ( i.e. r>± 0.6) were of concern.
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B.7 Individual plots from the CRP turnover model
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Figure B.7.1: Individual plots of CRP concentrations from the CRP covariate turnover model showing the
observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey line)
in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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Figure B.7.1: Cont. Individual plots of CRP concentrations from the CRP covariate turnover model showing
the observations (blue dots), individual predictions (solid red line) and population predictions (dotted grey
line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top. CRP:
C-reactive protein.
Note: results are of the CRP covariate turnover model, hence the steady state predictions.
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B.8 Individual plots from the coupled tumour dynamics - CRP

model
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Figure B.8.1: Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.

208



B Figures

●

●

●●

●

●

●

●

●

●
●

●
● ● ●

● ●

●

●

●

●

●

● ●
●

● ●

●

● ●

●
●

●

●

●

●

●

●

●

●

●

●

● ●

● ●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

13038 13039 13040 13041

13034 13035 13036 13037

13030 13031 13032 13033

13025 13026 13027 13029

13021 13022 13023 13024

0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 24

1

10

100

1

10

100

1

10

100

1

10

100

1

10

100

Time [weeks]

C
R

P
 o

bs
er

va
tio

ns
/p

re
di

ci
to

ns
 [m

g/
L]

Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.

212



B Figures

●

●

●

●
●

●

● ●
●

●

●

●
●

●

●

●
●

●●

●

●

●

●

●

●
●

●

●

● ●

●

●

●

●

●
●

●
●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●
●

●
● ●

●●

●

●

●

●
●

●

13122 13123 13124 14005

13118 13119 13120 13121

13112 13113 13114 13117

13108 13109 13110 13111

13104 13105 13106 13107

0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 24 0 3 6 9 12 15 18 21 24

1

10

100

1

10

100

1

10

100

1

10

100

1

10

100

Time [weeks]

C
R

P
 o

bs
er

va
tio

ns
/p

re
di

ci
to

ns
 [m

g/
L]

Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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Figure B.8.1: Cont. Individual plots of CRP concentrations from the coupled tumour dynamics - CRP model
showing the observations (blue dots), individual predictions (solid red line) and population predictions (dotted
grey line) in the logarithmic scale. Each panel represents one patient indicated by the shaded number on top.
CRP: C-reactive protein.
Note: results are of the coupled tumour dynamics - CRP model hence the deviation from the steady state
predictions.
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B.9 Correlation matrix between pre-selected covariates tested

in the time-to-event models
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Figure B.9.1: Correlation matrix between pre-selected covariates (predictors) tested in the time-to-event
models. Correlations are based on the full predictor information in the time-to-event dataset before applying
the landmark time.
AB*: Absolute difference in CRP concentration; FL*: Fold change in CRP concentration; RL*: Relative
change in CRP concentration; N/L*: Neutrophil-to-lymphocyte ratio; N/L AB*: Absolute difference in
neutrophil-to-lymphocyte ratio; N/L FL*: Fold change in neutrophil-to-lymphocyte ratio; N/L RL*: Relative
change in neutrophil-to-lymphocyte ratio; *C2C1: cycle 2 from cycle 1; *C3C1: cycle 3 from cycle 1; *C3C2:
cycle 3 from cycle 2; CRP: C-reactive protein; ECOG: Eastern Cooperative Oncology Group; RS7: Tumour
size at week 7 relative to baseline tumour size; NoTargLes: Number of target lesions; NoNonTargLes: Number
of non-target lesions; SumNoLes: Sum of target and non-target lesions.
Note: Only strong positive (dark blue) or negative (dark orange) correlations ( i.e. r>± 0.6) were of concern.
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C | NONMEM codes

C.1 Project I: Data-generating (true) model for a strong drug

effect based on a linear dose-response relationship

$SIZES PD = 66

$PROBLEM

$INPUT C

ID ; Unique subject identifier

TIME ; Time since first record in days

TYPE ; Type of record

DV ; Log-transformed dependent variable

EVID ; NONMEM event identification

ARM ; Treatment arm

PLACEBO ; Placebo

DOSE ; Dose

LSTTIM ; Censoring time

TSFDD ; Time since first dose

SPLIT ; Replicate number

$DATA ../../data/datasetname.csv

IGNORE(C.EQ.C)

IGNORE(TYPE.EQ.0)

WIDE

$ABBR COMRES = 11

$SUBR ADVAN13 TOL = 9

$MODEL NCOM = 3

$PK

IF(NEWIND.NE.2) THEN ; for each new individual

LLOQ = LOG(5)

ENDIF
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;; == DOSE ==

IF(NEWIND.NE.2) THEN

AF_DOSE = 0

ENDIF

;; == progression ==

IF(NEWIND.NE.2) THEN

YCUR = 0

LOWTM = 0

PDR = 0

CENS = 0

ENDIF

IF(ICALL.EQ.4.AND.TYPE.EQ.1) CENS = PDR

;; == DOSE ==

IF(NEWIND.NE.2) THEN

AF_DOSE = 0

ENDIF

IF(NEWIND.NE.2) THEN

RATIO = 0

RELCHG = 0

ENDIF

;=============== Sum of longest diameter model

TVBASE = THETA(1) ; baseline SLD

IBASE = TVBASE*EXP(ETA(1))

TVKG = THETA(2)/7/1000 ; SLD growth rate constant

KG = TVKG*EXP(ETA(2))

TVLAM = THETA(3)/7/1000 ; rate constant for the resistance appearance

LAMBDA = TVLAM*EXP(ETA(3))

TVDRU = THETA(4)/7/1000 ; drug effect rate constant

KDRUG = TVDRU*EXP(ETA(4))

;=============== Non-target lesions

BL_NTR = THETA(5)

PREV=0 ; used for both NL and NTR
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IF(NEWIND.NE.2) THEN

LAST = PREV

ISOBS = 0

TIM = 0

SNTR = 0

SNL = 0

ENDIF

ISOBS = 1

IF(TYPE.NE.2) ISOBS = 0

LAST = LAST*(1-ISOBS) + TIM*ISOBS ; LAST is time of last observation record

; --> for obs records (ISOBS=1), LAST is TIME (current time)

; --> for dosing records (ISOBS=0), LAST is the time of last obs

;--------- Define DTIME --------------

DTIME = (TIME - LAST) ; DTIME is the difference between the current time

;and the time of last obs record

;================ New-lesions

BL_NEWLES = THETA(6)

;============= Death before progression model

IF(NEWIND.NE.2) THEN

DTHDV = 0

ENDIF

CONST_HZ = THETA(7)/1000

;====== Drop out

IF(NEWIND.NE.2) THEN

DPDV = 0

ENDIF

HZLAM = THETA(8)/1000

HZALP = THETA(9)

LSTTIME = LSTTIM

;; THE SIMULATION PART FOR TTE SIMULATIONS ;;

IF (ICALL.EQ.4) THEN ; The event time sim $problem

IF (NEWIND.EQ.0) THEN ; Only for the first record

COM(6) = 1 ; Reset simulation ID counter
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ENDIF

IF(NEWIND.NE.2) COM(4) = LSTTIME ; Set max time/censoring time

IF (NEWIND.EQ.1) THEN ; For every new ind except first in dataset

ICOUNT = COM(6) + 1 ; Update individual counter over simulations

COM(6) = ICOUNT

ENDIF

IF (NEWIND.NE.2) THEN ; For every new individual

CALL RANDOM(5,R)

COM(3) = -1 ; Variable for survival at event time

COM(2) = R ; Store the random number

COM(1) = -1 ; Variable for the event time

COM(7) = 0 ; Individual event counter

ENDIF

IF (NEWIND.NE.2) THEN ; For every new individual

CALL RANDOM(4,R)

COM(10) = -1 ; Variable for survival at event time

COM(9) = R ; Store the random number

COM(8) = -1 ; Variable for the event time

COM(11) = 0 ; Individual event counter

ENDIF

ENDIF

;---------MTIME for increasing precision in $DES --------

IF (NEWIND.NE.2) THEN

TEMP = 0

ENDIF

TEMP = TEMP+7

MTIME(1) = TEMP

MTDIFF = 1

;-----Compartment initialisation-----------

A_0(1) = IBASE ; initialise with baseline SLD

$DES

RESIST = LAMBDA

E0 = THETA(13)

EFFECT = E0+((AF_DOSE)*KDRUG) ; Linear dose-response relationship

;=============== Sum of longest diameter model

DADT(1) = KG*A(1)- EFFECT*EXP(-(RESIST*T))*A(1)
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;============= Death model

DADT(2) = CONST_HZ

DESDTSUR = EXP(-A(2))

IF(COM(9).GT.DESDTSUR.AND.COM(8).EQ.-1) THEN

COM(8) = T

COM(10) = DESDTSUR

ENDIF

;============= Dropout model

DELX = 1E-16

DWEIB = HZLAM*HZALP*(HZLAM*(T+DELX))**(HZALP-1)

DADT(3) = DWEIB

DESDPSUR = EXP(-A(3))

IF(COM(2).GT.DESDPSUR.AND.COM(1).EQ.-1) THEN

COM(1) = T

COM(3) = DESDPSUR

ENDIF

$ERROR

"FIRST

"@CHARACTER(LEN=100)::FMT ! Define FORMAT string for writing dataset

;Sim_start : add for simulation

; IF(TYPE.EQ.2) THEN

; F_FLAG=1

; ENDIF

;

; IF(TYPE.EQ.3) THEN

; F_FLAG=1

; ENDIF

;

; IF(TYPE.EQ.4) THEN

; F_FLAG=1

; ENDIF

;

; IF(TYPE.EQ.5) THEN

; F_FLAG=1

; ENDIF

;Sim_end
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A1 = A(1)

IF(A1.LE.0) A1 = 1E-16

IPRED = LOG(A1)

LOQ = LLOQ

SDSIGMA = SQRT(SIGMA(1,1))

DUM = (LOQ-IPRED)/(SDSIGMA*EXP(ETA(5)))

CUMD = PHI(DUM)

; IF (SIMF.EQ.0.AND.TYPE.EQ.1.AND.DV.GT.LOQ) THEN

; F_FLAG=0

; Y = IPRED+ EPS(1)*EXP(ETA(7))

; ENDIF

;

; IF (SIMF.EQ.0.AND.TYPE.EQ.1.AND.DV.LE.LOQ) THEN

; F_FLAG=1

; Y=CUMD

; ENDIF

IF (TYPE.EQ.1) THEN

Y = IPRED+ EPS(1)*EXP(ETA(5))

ENDIF

IF (TYPE.EQ.1) AF_DOSE = DOSE

; == Progression calculations ==

IF(TIME.EQ.0.AND.TYPE.EQ.1) YCUR = EXP(Y)

IF(TIME.EQ.0.AND.TYPE.EQ.1) LOWTM = EXP(Y)

IF(TIME.GT.0.AND.EVID.EQ.0.AND.TYPE.EQ.1) YCUR = EXP(Y)

IF(PDR.EQ.0.AND.TIME.GT.0.AND.YCUR.LT.LOWTM.AND.TYPE.EQ.1) LOWTM = YCUR

RECIST = 1.2*LOWTM

FIVM = 5+LOWTM

IF(TIME.GT.42.AND.YCUR.GT.RECIST.AND.YCUR.GT.FIVM.AND.TYPE.EQ.1) PDR = 1

; Change from baseline

IF(ICALL.EQ.4.AND.TIME.EQ.0) BASE = YCUR
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IF(EVID.EQ.0.AND.TYPE.EQ.1)SCUR = EXP(DV)

IF(ICALL.EQ.4.AND.EVID.EQ.0.AND.TYPE.EQ.1) SCUR = EXP(Y)

IF(TYPE.EQ.1.AND.TIME.GT.0.AND.EVID.EQ.0) RATIO = 100*((SCUR-BASE)/BASE)

IF(TYPE.EQ.1.AND.TIME.GT.0.AND.EVID.EQ.0) RELCHG = ((SCUR-BASE)/BASE)

;=====================Non-target lesions

IF(TYPE.EQ.2) THEN

P1_NTR = BL_NTR+ (RELCHG*THETA(10)+ THETA(11)*LOG(BASE))

ENDIF

IF(TYPE.EQ.2) THEN

PROB_NTR = EXP(P1_NTR)/(1+EXP(P1_NTR))

ENDIF

IF(TYPE.EQ.2.AND.EVID.EQ.0) THEN

PD_NTR = 1-(1-PROB_NTR)**(DTIME) ; prob of les out between two tumour

; assessment

PND_NTR = (1-PROB_NTR)**(DTIME) ; prob of not les out between two

; tumour assessment

ENDIF

;Sim_start : add for simulation

; IF(TYPE.EQ.2.AND.DV.EQ.0) Y=PND_NTR

; IF(TYPE.EQ.2.AND.DV.EQ.0) SNTR =0

;

; IF(TYPE.EQ.2.AND.DV.EQ.1) Y=PD_NTR

; IF(TYPE.EQ.2.AND.DV.EQ.1) SNTR = 1

;Sim_end

;=====================New-lesions

BETA1 = THETA(7)

IF(TYPE.EQ.3) THEN

P1_NEWLES = BL_NEWLES + (RELCHG*BETA1+ THETA(12)*LOG(BASE))

ENDIF

IF(TYPE.EQ.3) THEN

PROB_NEWLES = EXP(P1_NEWLES)/(1+EXP(P1_NEWLES))

ENDIF

IF(TYPE.EQ.3.AND.EVID.EQ.0) THEN

PD_NEWLES = 1-(1-PROB_NEWLES)**(DTIME) ; prob of new les out between two

; tumour assessment
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PND_NEWLES = (1-PROB_NEWLES)**(DTIME) ; prob of not new les out between

; two tumour assessment

ENDIF

;Sim_start : add for simulation

; IF(TYPE.EQ.3.AND.DV.EQ.0) Y=PND_NEWLES

; IF(TYPE.EQ.3.AND.DV.EQ.0) SNL =0

;

; IF(TYPE.EQ.3.AND.DV.EQ.1) Y=PD_NEWLES

; IF(TYPE.EQ.3.AND.DV.EQ.1) SNL = 1

;Sim_end

;----- time set for non-target lesions AND new-lesions

IF(TYPE.EQ.2) THEN

LCMT = 1

TIM = TIME

ENDIF

ISOBS = 1

;=====================Death

CHZDTH = A(2)

SURDTH = EXP(-CHZDTH)

HAZNOWDTH = CONST_HZ

;Sim_start : add for simulation

; IF(TYPE.EQ.4.AND.EVID.EQ.0.AND.DV.EQ.0) THEN ; PFS

; Y = SURDTH

; DTHDV = 0

; ENDIF

;

; IF(TYPE.EQ.4.AND.EVID.EQ.0.AND.DV.EQ.1) THEN ; CENS

; Y = SURDTH*HAZNOWDTH

; DTHDV = 1

; ENDIF

;Sim_end

;=====================Dropout

CHZDP = A(3)

SURDP = EXP(-CHZDP)

DEL = 1E-16

EWEIB = HZLAM*HZALP*(HZLAM*(TIME+DEL))**(HZALP-1)

HAZNOWDP = EWEIB
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;Sim_start : add for simulation

; IF(TYPE.EQ.5.AND.EVID.EQ.0.AND.DV.EQ.0) THEN ; PFS

; Y = SURDP

; DPDV = 0

; ENDIF

;

; IF(TYPE.EQ.5.AND.EVID.EQ.0.AND.DV.EQ.1) THEN ; CENS

; Y = SURDP*HAZNOWDP

; DPDV = 1

; ENDIF

; Sim_end

;; simulations

IF(ICALL.EQ.4) THEN

IF(NEWIND.NE.2) THEN ; for each new individual

FLAG2 = 0 ; initialise event counter

RTTE_NT = 0

ENDIF

CALL RANDOM (2,R) ; call a random number

TMPNTR = R ; store the random number

IF(TIME.GT.0.AND.TYPE.EQ.2.AND.TMPNTR.LE.PD_NTR.AND.FLAG2.EQ.0) THEN

; event

DV = 1

SNTR = 1

FLAG2 = 1

RTTE_NT = 1

ENDIF

ENDIF

IF(ICALL.EQ.4) THEN

IF(NEWIND.NE.2) THEN ; for each new individual

FLAG3 = 0 ; initialise event counter

ENDIF

CALL RANDOM (3,R) ; call a random number

TMPNL = R ; store the random number

IF(TIME.GT.0.AND.TYPE.EQ.3.AND.TMPNL.LE.PD_NEWLES.AND.FLAG3.EQ.0) THEN

; event

DV = 1

SNL = 1

FLAG3 = 1

ENDIF
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ENDIF

IF(ICALL.EQ.4) THEN

IF(NEWIND.NE.2) THEN ; for each new individual

FLAG4 = 0 ; initialise event counter

CALL RANDOM (4,R) ; call a random number

TMPDTH = R ; store the random number

ENDIF

IF(TIME.GT.0.AND.TYPE.EQ.1.AND.TMPDTH.GT.SURDTH.AND.FLAG4.EQ.0) THEN ; event

DV = 1

DTHDV = 1

FLAG4 = 1

ENDIF

ENDIF

IF(ICALL.EQ.4) THEN

IF(NEWIND.NE.2) THEN ; for each new individual

FLAG5 = 0 ; initialise event counter

CALL RANDOM (5,R) ; call a random number

TMPDP = R ; store the random number

ENDIF

IF(TIME.GT.0.AND.TYPE.EQ.1.AND.TMPDP.GT.SURDP.AND.FLAG5.EQ.0) THEN ; event

DV = 1

DPDV = 1

FLAG5 = 1

ENDIF

ENDIF

IF(NEWIND.NE.2) THEN

PFS_RTTE = 0

SPFS = 0

MPFS = 0

FLAGPFS = 0

ENDIF

;Sim_start : add for simulation

; IF(TSFDD.EQ.PFSTMI) THEN

; IF(PFSCI.EQ.1)SPFS = 1

; PFS_RTTE = 1

; ENDIF

;Sim_end
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IF(ICALL.EQ.4) THEN

IF(CENS.EQ.1.OR.SNTR.EQ.1.OR.SNL.EQ.1.OR.DTHDV.EQ.1) MPFS = 1

;CENS.EQ.1.OR.SNTR.EQ.1.OR.SNL.EQ.1.OR.DTHDV.EQ.1

IF(DPDV.EQ.0.AND.MPFS.EQ.1.AND.FLAGPFS.EQ.0) THEN

SPFS = 1 ;

PFS_RTTE = 1

FLAGPFS = 1

ENDIF

IF(DPDV.EQ.1.AND.FLAGPFS.EQ.0) THEN

SPFS = 0 ;

PFS_RTTE = 1

FLAGPFS = 1

ENDIF

IF(TSFDD.EQ.ENDDAYI.AND.FLAGPFS.EQ.0) THEN

SPFS = 0 ;

PFS_RTTE = 1

FLAGPFS = 1

ENDIF

;

ENDIF

IF (COM(1).GT.COM(4)) THEN ;IF T > ENDTIME, T = ENDTIME

; Check survival again at endtime

IF (COM(2).GT.SURDP) THEN

COM(1) = COM(4)

ELSE

COM(1) = -1 ; Integrated too far, reset event

ENDIF

ENDIF

IF (COM(8).GT.COM(4)) THEN ;IF T > ENDTIME, T=ENDTIME

; Check survival again at endtime

IF (COM(9).GT.SURDTH) THEN

COM(8) = COM(4)

ELSE

COM(8) = -1 ; Integrated too far, reset event

ENDIF

ENDIF

230



C NONMEM codes

IF(MPFS.EQ.1.OR.COM(8).NE.-1) SPFS = 1

EVT = COM(1) ; Save Event time

IF(SPFS.EQ.1.AND.COM(1).EQ.-1) EVT = TIME

RNM = COM(2) ; Save random number, just for debugging

ENDTIME = COM(4) ; Endtime of study

TT = COM(5) ; Analytic event time

IF (ICALL.EQ.4) THEN ; Initate DV to 0 (No event)

DV = 0

ENDIF

TMDV = 0

IF (EVID.GE.2) THEN ;Set MDV variable for output

TMDV = 1

ENDIF

ICOUNT = COM(6)+(IREP-1)*NINDR

ITER = IREP

; Define the format of the output file

" LAST

" FMT=’(E13.7,9(1XE13.7))’ ! The output FORMAT

" ! Write all events

" IF (NEWIND.EQ.0) THEN !Open file at first record

" OPEN (99, FILE = ’simtab.dat’, POSITION=’APPEND’)

" IF (IREP.EQ.1) THEN !Write header for 1st subproblem

" WRITE (99,’(A,9(1XA))’) ’ID’,’DV’,’TIME’,’RTTE’,’SURDP’,’SPFS’,’ITER’,

" ’RAND’,’ARM’,’MPFS’

" ENDIF

" ENDIF

" IF (EVT.NE.-1) THEN !If an EVENT

" DV=1

" RTTE=1

" TMDV=0

" IF(MPFS.EQ.1) SPFS = 1

" ! Write SIM specific output

" WRITE (99,FMT) ID,DV,EVT,RTTE,COM(3),SPFS,ITER,COM(2),ARM,MPFS

" COM(1) = -1 !Reset Event time variable

" COM(2) = 0 !Reset Random variable

" COM(3) = -1 !Reset survival variable

" COM(7) = COM(7) + 1 !Update Event counter

" ELSE IF (LIREC.EQ.NDREC.AND.COM(7).EQ.0) THEN !Right Censoring

" (if no previous events)
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" DV=0

" TMDV=0

" RTTE=1

" TMP=COM(4)

" SPFS = 0

" WRITE (99,FMT) ID,DV,TMP,RTTE,SURDP,SPFS,ITER,COM(2),ARM,MPFS

" ENDIF

" IF (NDREC.EQ.LIREC.AND.NIREC.EQ.NINDR) THEN ! Last record for last individual

" CLOSE(99) ! Close File pointer

" ENDIF

REP = IREP

;----------- Sum of longest diameter model

$THETA

(0,51.5831) ; 1 IBASE in mm

(0,1.04043) ; 2 KG*1000 in weeks

(0,391.146) ; 3 LAMBDA*1000 in weeks

(0,1.8) ; 4 KDRUG*1000 in weeks

;-----------Non-target lesions

-8.19696 ; 5 NTR

;-----------New-lesions

-8.8932 FIX ; 6 NL intercept

;-----------Death

0.082753 FIX ; 7 DT constant hazard death

;----------- Dropout model

(0,1.02292) ; 8 DP lambda

(0,1) ; 9 DP alpha

;-----------Non-target lesions covariate effect

2.59292 ; 10 Rel change on NTR

0.47028 ; 11 effect of BASE on NTR

;-----------New-lesions covariate effect

0.635 FIX ; 12 NL beta baseline SLD

;----------- Baseline drug effect

0 FIX ; 13 E0
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$OMEGA

0.432048 ; 1 IBASE

0.60443 ; 2 KG

1.19485 ; 3 LAMBDA

0.110422 ; 4 KDRUG

0.347521 ; 5 RUV

$SIGMA 0.0105136

$SIM (1955199112 NEW) (678910 UNIFORM) (2076053753 UNIFORM)

(12344 UNIFORM) (726447632 UNIFORM) ONLYSIM

NSUBPROBLEMS=1

233



Appendices

C.2 Project I: Candidate model based on a linear

dose-response relationship

$SIZES PD = 65

$PROBLEM

$INPUT C

ID ; Unique subject identifier

TIME ; Time since first record in days

TYPE ; Type of record

DV ; Log-transformed dependent variable

ARM ; Treatment arm

LSTTIM ; Censoring time

TSFDD ; Time since first dose

DOSE ; Dose

EVID ; NONMEM event identification

PLACEBO ; Placebo

$DATA ../data/datasetname.csv

IGNORE(C.EQ.C)

WIDE

$SUBR ADVAN13 TOL=6

$MODEL NCOM=2

$PK

;; == DOSE ==

IF(NEWIND.NE.2) THEN

AF_DOSE = 0

ENDIF

;=============== Sum of longest diameter model

TVBASE = THETA(1) ; baseline SLD

IBASE = TVBASE*EXP(ETA(1))

TVKG = THETA(2)/7/1000 ; SLD growth rate constant

KG = TVKG*EXP(ETA(2))

TVLAM = THETA(3)/7/1000 ; rate constant for the resistance appearance

LAMBDA = TVLAM

TVDRU = THETA(4)/7/1000 ; drug effect rate constant

KDRUG = TVDRU
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;====== Drop out

IF(NEWIND.NE.2) THEN

DPDV = 0

ENDIF

HZLAM = THETA(5)/1000

HZALP = THETA(6)

;-----Compartment initialisation-----------

A_0(1) = IBASE ; initialise with baseline SLD

$DES

RESIST = LAMBDA

E0 = THETA(7)

EFFECT = E0+((AF_DOSE)*KDRUG) ; Linear dose-response relationship

;=============== Sum of longest diameter model

DADT(1) = KG*A(1)- EFFECT*EXP(-(RESIST*T))*A(1)

;============= Dropout model

DELX = 1E-16

DWEIB = HZLAM*HZALP*(HZLAM*(T+DELX))**(HZALP-1)

DADT(2) = DWEIB

$ERROR

IF(TYPE.EQ.1) THEN

F_FLAG = 0

ELSE

F_FLAG = 1

ENDIF

A1 = A(1)

IF(A1.LE.0) A1 = 1E-16

IPRED = LOG(A1)

IF(TYPE.EQ.1)THEN

F_FLAG = 0

Y = IPRED+ EPS(1)

ENDIF

IF(TYPE.EQ.1) AF_DOSE = DOSE
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;=====================Dropout

CHZ = A(2)

SUR = EXP(-CHZ)

DEL = 1E-16

EWEIB = HZLAM*HZALP*(HZLAM*(TIME+DEL))**(HZALP-1)

HAZNOW = EWEIB

IF(TYPE.EQ.2.AND.EVID.EQ.0.AND.DV.EQ.0) THEN ; CENS

F_FLAG = 1

Y = SUR

DPDV = 0

ENDIF

IF(TYPE.EQ.2.AND.EVID.EQ.0.AND.DV.EQ.1) THEN ; PFS

F_FLAG = 1

Y = SUR*HAZNOW

DPDV = 1

ENDIF

;----------- Sum of longest diameter model

$THETA

(0,50) ; 1 IBASE in mm

(0,1.08) ; 2 KG*1000 in weeks

(0,390) ; 3 LAMBDA*1000 in weeks

(0,0.01) ; 4 KDRUG*1000 in weeks

;----------- Dropout model

(0,0.7) ; 5 hz_LAMBDA

1 FIX ; 6 hz_ALPHA

;----------- Baseline drug effect

0 FIX ; 7 E0

$OMEGA

0.432 ; 1 IBASE

1.5 ; 2 KG

$SIGMA 0.105

$ESTIM METHOD=1 INTER LAPLACE NUMERICAL PRINT=1 NOABORT NSIG=2 SIGL=9

RANMETHOD=P MCETA=10
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C.3 Project II: Tumour dynamics model

$SIZES PD = -100

$PROBLEM Paclitaxel AUC-driven drug-induced tumour decay

$INPUT ID ; Patient number

OCC ; Treatment cycle

DAY ; Day within cycle

TIME ; Time of tumour size measurement

DV ; Tumour size (log-transformed)

BLSD ; Baseline tumour size

EVID ; Event identifier

MDV ; Missing dependent variable

FLGIG ; Flag for tumour size records

AUC ; Paclitaxel AUC per cycle

SimNo ; Simulation number (idnetifier with respect to multiple

; imputation)

$DATA data1.csv IGNORE=I

IGNORE(ID.EQ.16037)

IGNORE(FLGIG.EQ.1) ; exclude non-tumour size records

IGNORE(TIME.GT.5040)

$SUBR ADVAN6 TOL=5

$MODEL COMP=(SD) ;1 Sum of diameter

COMP=(SIZE8) ;2 Tumour size at week 8

$PK

" FIRST

" COMMON/PRCOMG/IDUM1,IDUM2,IMAX,IDUM4,IDUM5

" INTEGER IDUM1,IDUM2,IMAX,IDUM4,IDUM5

" IMAX=10000000

; Sum of diameters

GR = THETA(1) * EXP(ETA(1)) ; Growth rate

BETA = THETA(2) * EXP(ETA(2)) ; Drug induced decay

BASE = EXP(LOG(BLSD)+THETA(3)*ETA(3)) ; Baseline tumour size (B2 method)

LAMBDA = THETA(4)*EXP(ETA(4)) ; Decline in drug effect in a cycle
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A_0(1) = BASE

A_0(2) = BASE

$DES

; Sum of diameters

EFF = BETA * AUC*EXP(-LAMBDA*TIME)

DADT(1) = GR - EFF * A(1)

CT = A(1)

;Output of week 8 size

IF(T.LT.1344) SLOP2 = GR - EFF * A(1) ; 8*7*24=1344

IF(T.GE.1344) SLOP2 = 0 ; 8*7*24=1344

DADT(2) = SLOP2

$ERROR

;Output of amounts

AA1 = A(1)

AA2 = A(2)

;Relatve change of size at week 8

TSIZE = AA2

RS8 = 100/BLSD*TSIZE

;Residual error

IPRED=0.0001

IF(A(1).GT.0) IPRED=LOG(A(1))

W = THETA(3)

Y = IPRED + W *EPS(1)

IRES = DV-IPRED

IWRES = IRES/W

$THETA

(0, 0.002) ;1. GR

(0, 0.0003) ;2. BETA

(0, 0.12) ;3. ERR

(0, 0.0004) ;4. LAMBDA

$OMEGA

0.4 ;1. IIV GR

0.6 ;2. IIV BETA

1 FIX ;3. IIV BLSD, residual

0.5 ;4. IIV LAMBDA, residual
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$SIGMA

1 FIX ;1. RES

$ESTIM PRINT=5 MAXEVAL=99999 METHOD=1 INTER NOABORT POSTHOC SIGDIG=3

MSFO=MSF001 NOTHETABOUNDTEST NOOMEGABOUNDTEST NOSIGMABOUNDTEST

$COV PRINT=E
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C.4 Project II: Coupled tumour dynamics - CRP model

$SIZES PD = -70

$PROBLEM Coupled tumour-CRP turnover model

$INPUT ID ; Patient number

OCC ; Treatment cycle

DAY ; Day within cycle

TIME ; Time of CRP measurement

EVID ; Event identifier

MDV ; Missing dependent variable

DV ; CRP (log-transformed)

CMT ; Compartment identifier (CRP, Tumour)

FLAGCRP ; Flag for BLQ and ULOQ value for CRP

BLIL6 ; Baseline interleukin-6

NEWBLIL6 ; Baseline interleukin-6, missing value imputed by median

SMOK ; Smoking status

STAGE ; Disease stage

BLSD ; Baseline tumour size

IGR ; Individual tumour growth rate

IBETA ; Individual drug effect

ITBASE ; Individual estimated baseline tumour size

ILAMBDA ; Individual drug resistance rate constant

SEGR ; Individual standard error of tumour growth rate

SEBETA ; Individual standard error of drug effect

SELAMBDA ; Individual standard error of resistance

SEERR ; Individual standard error of baseline tumour size

MAUC ; Paclitaxel AUC per cycle

$DATA 2-CRP_TGI_Model.csv IGNORE=@

IGNORE=(FLAGCRP.EQ.2) ;Exclude flagged items (BLQ)

IGNORE=(ID.EQ.13028) ;Patient with no CRP (all are BLQ)

$ABBR PROTECT

$SUBR ADVAN13 TOL9

$MODEL NCOMP=3

COMP=(TS) ;1 Tumour size

COMP=(CRP) ;2 CRP

COMP=(SIZE8) ;3 Tumour size at week 8
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$PK

;------ CRP model parameters -------------------------------

;Covariate function: sum of diameters-exponential

KINSUMDIA = EXP(THETA(5)*(BLSD-8.25))

;Covariate function: IL6-linear

KINIL6 = ( 1 + THETA(4)*(NEWBLIL6-2.57))

;Covariate function: disease stage

IF(STAGE.EQ.1) KINSTAGE = 1 ; Most common

IF(STAGE.EQ.0) KINSTAGE = ( 1 + THETA(6))

;Covariate function: smoking status

IF(SMOK.EQ.1) KINSMOK = 1 ; Most common

IF(SMOK.EQ.2) KINSMOK = ( 1 + THETA(7))

IF(SMOK.EQ.3) KINSMOK = ( 1 + THETA(8))

; Production constant: Kin, Zero-order

TVKIN = THETA(1)*KINIL6*KINSUMDIA*KINSTAGE*KINSMOK

KIN = TVKIN*EXP(ETA(1))

; Basal production constant

KINB = THETA(9)

KINT = KINB+KIN

; Degradation constant: Kout, 1st-order

TVKOUT = THETA(2)

KOUT = TVKOUT*EXP(ETA(2))

; Baseline

BASE = KINT/KOUT

; Relationship between tumour size and Kin

TVSLP = THETA(10)

SLP = TVSLP*EXP(ETA(7))

;------ Tumour growth inhibition model parameters -------------------------------

GR = IGR*EXP(ETA(3)*SEGR)

BETA = IBETA*EXP(ETA(4)*SEBETA)

LAMBDA = ILAMBDA*EXP(ETA(5)*SELAMBDA)

TBASE = BLSD*EXP(ETA(6)*SEERR)
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; Intialise compartments

A_0(1) = TBASE ; Baseline tumour size

A_0(2) = BASE ; CRP (mg/L)

A_0(3) = TBASE ; Baseline tumour size

$DES

; TGI model

EFF = BETA * MAUC*EXP(-LAMBDA*T)

DADT(1) = GR - EFF * A(1)

; CRP

KINP = KIN*SLP*(A(1)/TBASE)

DADT(2) = (KINB+KINP)-KOUT*A(2) ; Time-course of CRP

;Output of tumour size week 8

IF(T.LT.1344) SLOP2 = GR - EFF * A(1) ; 8*7*24=1344

IF(T.GE.1344) SLOP2 = 0 ; 8*7*24=1344

DADT(3) = SLOP2

$ERROR

;Output of amounts

TSIZE = A(1)

CRP = A(2)

IPRED = 0

IF(CRP.NE.0) IPRED = LOG(CRP)

RWSIZE = A(3)

;Relatve change of size at week 8

RS8 = (RWSIZE/BLSD)*100

; CRP RUV model: additive

W = THETA(3) ; Sigma fixed to 1

IRES = DV-IPRED

IWRES = IRES/W

Y = IPRED+W*EPS(1)

$THETA

(0,0.4) ;1. KIN

0.036473684 FIX ;2. KOUT

(0,0.8) ;3. SIGMA SD

(0.3) ;4. COV IL6 on Kin

0 FIX ;5. COV Sumdia on Kin

(-0.4) ;6. Stage 0: IIIB
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(0.6) ;7. Smok 2: former

(1.3) ;8. Smok 3: current

0.01094211 FIX ;9. KINB set to equivalent to LLOQ

(0.8) ;10. TS:linear

$OMEGA 0.8 ;1. IIV-KIN

$OMEGA 0 FIX ;2. IIV-KOUT

$OMEGA 1 FIX ;3. IGR

$OMEGA 1 FIX ;4. IBETA

$OMEGA 1 FIX ;5. ILAMBDA

$OMEGA 1 FIX ;6. IIV BSL, residual

$OMEGA 0.36 ;7. IIV slope

$SIGMA 1 FIX ; CRP ERROR

$ESTIM METHOD=1 INTER MAX=9999 PRINT=1 NOABORT

$COV
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C.5 Project II: Time-to-event model of progression-free

survival—Final covariate model

$PROBLEM

$INPUT ID ; Patient number

TIME ; Time of event

EVID ; Even tidentifier

DV ; Progression/death/Censored event

SIM ; Flag for simulation records

C3D1 ; CRP concnetration at cycle 3

ABC3C2 ; Difference in CRP concnetration between cycle 3 and 2

LM ; Flag for landmark time (day 42)

$DATA 5-CRP_PFS_COV_LM.csv IGNORE=@

IGNORE=(ID.EQ.13028) ; Patient with no CRP (i.e. all are BLQ)

IGNORE=(LM.EQ.1) ; Patients with events before cycle 3

;Sim_start : Add/remove for simulation

IGNORE=(SIM.EQ.1)

;Sim_end

$ABBR PROTECT

$SUBR ADVAN = 13 TOL = 9

$MODEL COMP = (HAZARD)

$PK

;**************Covariates*************

;[1] CRP cycle 3

HZC3D1 = (1 + THETA(3)*(C3D1))

;[2] Difference in CRP concentration between cycle 3 and cycle 2

HZABC3C2 = ((ABC3C2)**THETA(4))

;---------------------

HZCOV = HZC3D1*HZABC3C2

;---------------------

;**************Hazard function: lognormal*************

SDTTP = THETA(1)*EXP(ETA(1)) ; standard deviation of lognormal hazard model

MUTTP = THETA(2) ; mean of lognormal hazard fucntion

PI = 3.14159265
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$DES

DEL = 1E-16 ; Small number to avoid LOG(0)

TIM = T+DEL

LTIM = LOG(TIM)

X1X = (LTIM-MUTTP)/SDTTP

PDF1X = EXP(-(1/2)*((X1X)**2))/SQRT(2*PI)

LOGPFX = ((1/(TIM*SDTTP))*PDF1X/(1-PHI(X1X))) ; lognormal baseline hazard

DADT(1) = LOGPFX*HZCOV

$ERROR

DELX = 1E-8 ; to avoid value zero of time

;----------TTE Model------------------------------

IF(NEWIND.NE.2) OLDCHZ=0 ; Reset the cumulative hazard

CHZ = A(1)-OLDCHZ ; Cumulative hazard

OLDCHZ = A(1) ; Rename old cumulative hazard

SUR = EXP(-CHZ) ; Survival probability

TIMX = TIME+DELX

LTIMX = LOG(TIMX)

X1 = (LTIMX-MUTTP)/SDTTP

PDF1 = EXP(-(1/2)*(X1**2))/SQRT(2*PI)

LOGPFS = ((1/(TIMX*SDTTP))*PDF1/(1-PHI(X1)))

HAZNOW = LOGPFS*HZCOV ; hazard for PFS

PDF = SUR*HAZNOW ; Probability density function

IF(DV.EQ.0) Y = SUR ; Censored event (prob of not porgressing)

IF(DV.NE.0) Y = SUR*HAZNOW ; Probability density function of event

IF(ICALL.EQ.4) THEN ; For simulation

CALL RANDOM (2,R)

DV = 0 ; Event censeored or not

RTTE = 0 ; Flag to tell whether there is an event or not

IF(TIME.EQ.20832) RTTE = 1 ; for the censored observation at 124 weeks

IF(R.GT.SUR) THEN

DV = 1

RTTE = 1

ENDIF

ENDIF
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$THETA (0,0.9) ; 1. Standard deviation of lognormal hazard model

$THETA (0,9) ; 2. Mean of lognormal hazard fucntion

$THETA (0,0.1) ; 3. Covariate: CRP cycle 3

$THETA (-0.26) ; 4. Covariate: Difference in CRP concentration between

; cycle 3 and cycle 2

$OMEGA 0 FIX ; 1. IIV standard deviation of lognormal hazard model

;Sim_start : add/remove for simulation

;$SIMULATION (5988566) (39978 UNIFORM) ONLYSIM NOPREDICTION SUB=100

$ESTIM MAXEVAL=9990 METHOD=0 LIKE PRINT=1 MSFO=msfb1 SIGL=9 NSIG=3

$COV PRINT=E

;Sim_end
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C.6 Project II: Time-to-event model of overall survival—Final

covariate model

$PROBLEM

$INPUT ID ; Patient number

TIME ; Time of event

EVID ; Event identifier

DV ; Death/Censored event

SIM ; Flag for simulation records

BLSD ; Baseline tumour size

C3D1 ; CRP concentration at cycle 3

ABC3C2 ; Difference in CRP concentration between cycle 3 and 2

LIVERLES ; Liver lesions: Presence/absence

LM ; Flag for landmark time (day 42)

$DATA 4-CRP_SUR_COV_LM.csv IGNORE=@

IGNORE=(ID.EQ.13028) ;Patient with no CRP (all are BLQ)

IGNORE=(LM.EQ.1) ;Patients with events before cycle 3

;Sim_start : Add/remove for simulation

IGNORE=(SIM.EQ.1)

;Sim_end

$ABBR PROTECT

$SUBR ADVAN = 13 TOL = 9

$MODEL COMP = (HAZARD)

$PK

;**************Covariates*************

;[1] CRP cycle 3

HZC3D1 = ((C3D1)**THETA(3))

;[2] Liver lesions

IF(LIVERLES.EQ.0) HZLIVERLES = 1 ; Most common

IF(LIVERLES.EQ.1) HZLIVERLES = ( 1 + THETA(4))

;[3] Difference in CRP concentration between cycle 3 and cycle 2

HZABC3C2 = ((ABC3C2)**THETA(5))

;[4] Baseline tumour size

HZBLSD = ((BLSD)**THETA(6))

;--------------------------------

HZCOV = HZC3D1*HZLIVERLES*HZABC3C2*HZBLSD
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;**************Hazard function: Weibull*************

HZLAM = THETA(1)*EXP(ETA(1)) ; Scale factor

HZALPH = THETA(2)*EXP(ETA(2)) ; Shape factor

$DES

DEL = 1E-8 ; To avoid value zero of time

DADT(1) = (HZLAM*HZALPH*(HZLAM*(T+DEL))**(HZALPH-1))*HZCOV ; Weibull

$ERROR

DELX = 1E-8 ; to avoid value zero of time

;----------TTE Model------------------------------

IF(NEWIND.NE.2) OLDCHZ=0 ; Reset the cumulative hazard

CHZ = A(1)-OLDCHZ ; Cumulative hazard

OLDCHZ = A(1) ; Rename old cumulative hazard

SUR = EXP(-CHZ) ; Survival probability

HAZNOW = (HZLAM*HZALPH*(HZLAM*(TIME+DELX))**(HZALPH-1))*HZCOV ;weibull

; Rate of event each time point

PDF = SUR*HAZNOW ; Probability density function

IF(DV.EQ.0) Y = SUR ; Censored event (prob of survival)

IF(DV.NE.0) Y = SUR*HAZNOW ; Probability density function of event

IF(ICALL.EQ.4) THEN ; For simulation

CALL RANDOM (2,R)

DV = 0 ; Event censeored or not

RTTE = 0 ; Flag to tell whether there is an event or not

IF(TIME.EQ.23520) RTTE = 1 ; For the censored observation at 140 weeks

IF(R.GT.SUR) THEN

DV = 1

RTTE = 1

ENDIF

ENDIF

$THETA (0.0000000001,0.00009) ; 1. LAM: Scale factor

$THETA (0, 1.1) ; 2. ALPHA: Shape factor

$THETA (0,0.4) ; 3. Covariate: CRP cycle 3

$THETA (0,0.5) ; 4. Covariate: Liver lesions

$THETA (-0.3) ; 5. Covariate: Difference in CRP concentration

; between cycle 3 and cycle 2

$THETA (0, 0.4) ; 6. Covariate: Baseline tumour size
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$OMEGA 0 FIX ; 1. IIV LAM

$OMEGA 0 FIX ; 2. IIV ALPHA

;Sim_start : add/remove for simulation

;$SIMULATION (5988566) (39978 UNIFORM) ONLYSIM NOPREDICTION SUB=100

$ESTIM MAXEVAL=9990 METHOD=0 LIKE PRINT=1 MSFO=msfb1 SIGL=9 NSIG=3

$COV PRINT=E

;Sim_end
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