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Abstract 

Deep learning applications in taxonomic classification for animals and plants from images have become popular, while those for 
microorganisms are still lagging behind. Our study investigated the potential of deep learning for the taxonomic classification of 
hundreds of filamentous fungi from colony images, which is typically a task that requires specialized knowledge. We isolated soil 
fungi, annotated their taxonomy using standard molecular barcode techniques, and took images of the fungal colonies grown in petri 
dishes (n¼ 606). We applied a convolutional neural network with multiple training approaches and model architectures to deal with 
some common issues in ecological datasets: small amounts of data, class imbalance, and hierarchically structured grouping. Model 
performance was overall low, mainly due to the relatively small dataset, class imbalance, and the high morphological plasticity 
exhibited by fungal colonies. However, our approach indicates that morphological features like color, patchiness, and colony 
extension rate could be used for the recognition of fungal colonies at higher taxonomic ranks (i.e. phylum, class, and order). Model 
explanation implies that image recognition characters appear at different positions within the colony (e.g. outer or inner hyphae) 
depending on the taxonomic resolution. Our study suggests the potential of deep learning applications for a better understanding of 
the taxonomy and ecology of filamentous fungi amenable to axenic culturing. Meanwhile, our study also highlights some technical 
challenges in deep learning image analysis in ecology, highlighting that the domain of applicability of these methods needs to be 
carefully considered.

Keywords: Convolutional Neural Network (CNN); transfer learning; local interpretable model-agnostic explanations (LIME); microbi-
ology; mycorrhizal fungi 

Introduction
Deep learning is an artificial intelligence (AI) toolbox inspired by 

the human brain to learn patterns from complex data. It is one of 

today’s most rapidly growing technical fields [1]. Deep learning 

has been used successfully in various scientific fields, including 

biology and medicine [2]. In ecology, deep learning is used, for in-

stance, for identifying species and classifying animal behavior 

from camera images, audio recordings, and videos [3].
Taxonomic classification with deep learning image analysis 

has been demonstrated successfully for many taxa, but applica-

tions have been limited to individuals with rigid morphological 

structures, such as plants, animals, and also fruiting bodies of 

fungi [4–7]. No study has investigated the potential of the tech-

nique to study the taxonomy of filamentous fungi that do not 

produce macroscopically visible reproductive structures, which 

constitute the large majority within the kingdom. Indeed, it is 

largely unknown whether filamentous fungi can be taxonomi-

cally classified based solely on the macroscopic morphological 

features when grown in a pure culture. While it is clear that 

taxonomic identification of an isolate to the level of species is im-
possible without comparing characters microscopically (as keys 
mostly focus on fungal spores and spore-producing structures, e. 
g. [8]), or even at the molecular level, identification at a coarser
taxonomic resolution might be feasible. Indeed, some early di-
verging lineages of filamentous fungi produce consistent colony
morphologies in culture (e.g. Mortierellomycota, [9]). Recent
work suggests that hyphal growth speed (which has an impact
on colony size in the Petri dish) and the complexity of the hyphal
architecture are phylogenetically conserved, at least at the phy-
lum level [10]. Because colony characters such as color, shape,
exudation, and sporulation are easily quantifiable morphological
traits, we wondered whether annotating the coarser levels of the
taxonomic hierarchy to a fungal colony is possible based on
images using these attributes.

We used the appearance of “colonies” of fungal individuals 
grown on Petri dishes, representing a higher level of morphologi-
cal organization than hyphal traits, to test this idea. Because it is 
known that pure cultures of the same species can exhibit a stag-
gering variation of morphology depending on the growing 
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conditions, we employed a standardized culturing protocol to 
produce a large number of colony images. Our study first exam-
ined the application of deep learning models to achieve the taxo-
nomic classification of filamentous fungi from the images of 
fungal colonies grown on Petri dishes. In particular, we asked (i) 
up to which taxonomic resolution (from phylum, class, order, 
family, genus, to species level) a deep learning model can keep 
accuracy and (ii) from which region of the individual fungal col-
ony the model learns the morphological characteristics for taxo-
nomic classification.

In addition to these questions, we attempted to tackle some 
technical challenges common in ecological datasets. The size of 
a dataset is usually small (102–103) since experimental tasks are 
labor intensive, generally resulting in low model performance. 
The data containing missing values are not easy to impute in a 
meaningful way (e.g., many fungi cannot be identified at species 
level). The probability distribution of categories is highly imbal-
anced (e.g. many photo images belong to a handful of taxonomic 
groups). The classification property is hierarchically nested (e.g. 
once the species name is known, its higher taxonomic names are 
determined because of phylogeny). Since these data properties 
are pretty standard in ecological datasets, we think that over-
coming some of the technical challenges is valuable for exploring 
the potential application of deep learning image classification in 
ecology in a broader context.

Methods and materials
Dataset: FunTrait image collection
We obtained a subset of fungal culture images from a culture col-
lection isolated from the German Biodiversity Exploratories’ very 
intensive research plots (VIPs, [11]). These are located on grass-
lands in three different areas across Germany (nine per site, 
n¼ 27). VIPs represent a replicated gradient of grassland manage-
ment intensity that ranges from near-pristine to heavily man-
aged for agricultural purposes. A total of 500 g of soil from the 
upper 10 cm beneath the surface (e.g. [12]) were collected per 
plot. Each sample represents a composite of five random soil 
cores across each plot. Upon collection, soil samples were trans-
ported to the Institute of Biology at Freie Universit€at Berlin, 
where they were stored in the dark at 4�C.

Using an in-house high-throughput culturing approach, we 
obtained fungal colonies from soil samples. All work, from dilu-
tion to colony isolation, was done under sterile conditions. 
Briefly, the soil was subjected to serial dilutions to hinder the re-
covery of highly sporulating fungi. Several morphologically con-
trasting fungal isolates were recovered from each diluted soil 
solution using potato dextrose agar (PDA, X931.2. Roth) in full 
and 1/10 strength, incubation at 12�C and subsequent transfer 
on new agar plates.

The cultures used to produce images grew for approximately 
10–20 days at ambient temperature (�15–20�C) in 6-cm diameter 
Petri dishes plated with 100% (w/v) sterilized malt extract agar 
(MEA, X923.1 Roth). To hinder bacterial growth, we mixed the ster-
ilized MEA solution with a range of antibiotics (Penicillin G 24 μg/l, 
Chlortetracycline 48 μg/l, and Streptomycin 26 μg/l) before casting.

Each isolate was then taxonomically annotated via DNA ex-
traction and Sanger sequencing. Before sequencing, the entire ex-
tent of the internal transcribed spacer (ITS) and large subunit 
(LSU) regions within the recombinant DNA (rDNA) operon was 
amplified by employing the ITS1 [13] and NL4 [14] primers. The 
ITS variable regions were then extracted in silico with ITSx [15]. 
Finally, the blastþ classification algorithm [16] was employed to 

query the ITS sequences of each isolate to UNITE’s reference 
database from February 2020 [17]. Because UNITE databases em-
ploy the taxonomic framework proposed by [18], taxonomic iden-
tities inherited by the query sequences follow this framework. 
Each isolate was identified to the finest taxonomic level possible.

Because the goal of image identification was ancillary to the 
main objective of the fungal collection, Petri dishes were ar-
ranged in a semi-standardized fashion to obtain a group image. 
Images were group scans of up to 12 Petri dishes over a blue 
background screen (Fig. 1). Plates were distributed in a 3 × 4 ma-
trix such that their position on the image corresponded to the po-
sition of their DNA extract on a 96-well DNA extraction plate. It 
allows the correspondence of an ITS sequence with an individual 
image of an isolate. Petri dishes were scanned with a Perfection 
V800 scanner (Seiko Epson Corporation, Japan) from the bottom 
and top. At the bottom of each plate, a handwritten mark with 
the isolate code was present. The images were formatted as file 
types .tif, .jpg, or .png and in resolutions 2550 × 3509, 5100 × 
7019, or 6800 × 9359, respectively. Only top-view images were in-
cluded. The dataset was composed of 606 fungal isolates as of 18 
March 2020, when we established our initial study (Fig. 2).

Biological surveys inherently suffer from class imbalance, 
meaning that only a few taxonomic groups are highly abundant 
within the dataset. In the present case, molecular methods clas-
sified isolates into 5 phyla (Ascomycota, Basidiomycota, 
Mucoromycota, Mortierellomycota, and Zoopagomycota), 11 
classes, and 190 species (Fig. 3a). Because of the hierarchical or-
ganization of taxonomy, class imbalance propagates throughout 
the ranks, such that an imbalance occurring at a given taxo-
nomic rank is affected by the imbalance of the preceding 
rank (Fig. 3b–g). Another problem of taxonomic classification by 
molecular methods is missing values. Missing values can 
occur when an isolate can be assigned to a higher taxonomic 

Figure 1. Example of a scanned image of cultures in the dataset (upper). 
Circles denote Petri dish object detection using the Circle Hough 
Transform. A zoom-in on the bottom-left sample as an example of a 
filamentous fungus (lower).
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level (e.g. class) but not reliably to any of the lower taxonomic 
levels (order, family, etc.). In this dataset, we had missing values 
for 11 instances for phylum, 39 for class, 40 for order, 67 for fam-
ily, 119 for genus, and 319 for species. We replaced the missing 
values by taking the taxonomic name of the higher rank with a 
suffix indicating the current rank (e.g. for Ascomycota, 
Ascomycota_class, … , Ascomycota_species), as we were con-
cerned that the missing values might introduce a significant bias.

Image preprocessing
At first, the group image was cut, such that each sub-image con-
tained one Petri dish scan. The images were resized to 224 × 224 
pixels using pixel area relation to reduce the computational bur-
den (except for augmented random oversampling to 356 × 356 
pixels; see below). We used the Circle Hough Transform to auto-
matically detect all Petri dishes’ positions in a single image. We 
used the implementation by the Open CV Project (OpenCV 4.4.0), 
which uses Hough Gradient [19] (Fig. 1). Then, each identified 
sample was annotated by a set of six hierarchically nested labels, 
each representing a taxon given a taxonomic rank, which is phy-
lum > class > order > family > genus > species.

Three datasets for model training
We prepared three datasets for model training to deal with class 
imbalance: (i) the original data as preprocessed above; (ii) naive 
random oversampling; and (iii) augmented random oversampling. 
These methods aimed to ensure that the neural network does not 
become biased toward the more common classes by providing a 
more balanced representation of all classes during training.

Original data (without resampling)

The dataset contained images of fungal colonies without any 
modifications. The images were composed of 224 × 224 pixels. 

Each image contains a single individual that is taxonomi-
cally annotated.

Naive random oversampling

This method artificially increased the representation of under-
represented classes by duplicating and slightly altering their 
images, such as flipping or adjusting lighting, to balance the 
dataset. One approach to class imbalance is to use under- and 
oversampling to equalize the class distributions [20]. In under-
sampling, samples are randomly drawn from the original set 
down to a lower limit. Oversampling is its counterpart, where 
samples are randomly drawn and re-added to the setup up to a 
higher limit. Undersampling is not the approach of choice due to 
the already small size of the dataset. The problem would almost 
become a one-shot learning problem, which is increasingly diffi-
cult to solve. In naive random oversampling, the distribution is 
balanced out by increasing the sample size in the minority clas-
ses by adding slightly altered samples drawn from the minority 
classes while retaining the taxonomic annotation of the donor. 
For image alteration, the samples have their axes randomly 
flipped and their lighting adjusted.

Augmented random oversampling

This technique not only duplicated and altered images like naive 
oversampling but also included more complex transformations 
like resizing and cropping to further enhance the diversity of the 
augmented images. Augmented random oversampling applied 
naive random oversampling and additionally two image augmen-
tation techniques. The first augmentation was done at the image 
preprocessing stage. The high-resolution images were not resized 
to 224 × 224 pixels but 356 × 356 pixels. Then, from a 356 × 356 
pixel image, multiple 224 × 224 pixel images were generated by 
cropping the image at random positions. It can be interpreted as 

Figure 2. Absolute number of isolates assigned to a known order by DNA extraction and Sanger sequencing method. Fungal isolates were extracted 
from soil samples, and the cultures were bred in Petri dishes. Taxonomic identification was annotated using blastþ classification algorithm, querying 
isolate ITS region to the UNITE database.
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zooming into a part of the image. The second augmentation was 
conducted on the images by applying a color jitter concerning 
brightness, contrast, and saturation.

Modeling with deep learning
Algorithm
We applied a convolutional neural network algorithm, 
DenseNet-169 [21], with transfer learning to deal with the small 
sample size. DenseNet has some compelling technical advan-
tages: the method is robust to the vanishing-gradient problem, 
strengthens feature propagation, encourages feature reuse, and 

substantially reduces the number of parameters. We applied 
transfer learning [22]. Transfer learning is a technique that uses 
a model that is already pre-trained with a vast dataset to make a 
model efficient. Pre-trained models were taken from MXNET 
Gluon Model Zoo (MXNET Gluon Model Zoo. Classification– 
gluoncv 0.11.0 documentation).

Model architecture
We tried three different model (classifier) architectures run with 
the prepared three datasets: Separate Local (SL) per-level classi-
fiers, Multi-Label (ML) classifiers, and Hierarchically Chained 
(HC) Local per-level classifiers. These approaches explored 

Figure 3. (a) Number of unique taxa/classes according to taxonomic rank for 606 samples. (b–g) Frequency distribution within each taxonomic rank. C 
is the number of categories, MCþ is the majority class count, MC− minority class count. A category is regarded as majority if the number of samples 
‘hash’ is higher than the average number of samples per category. LriD is the likelihood ratio imbalance degree. For phylum, class, and order levels, the 
majority of classes are labeled for visualization.
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different ways to incorporate or bypass the hierarchical structure 
inherent in taxonomic classification, allowing us to assess their 
effectiveness in a deep learning context. Silla and Freitas [23] 
suggest several concepts to engage hierarchical classification, 
and we applied three of them in this study.

SL was the simplest approach where each taxonomic rank has 
its own independently trained classifier. This method treats each 
taxonomic level separately, without sharing information across 
levels, which means that each classifier operates independently 
of the others, potentially missing hierarchical patterns.

ML was a single, relatively complex model that considered the 
entire taxonomic hierarchy in one go [23]. This global classifier 
can potentially learn and leverage the hierarchical relationships 
within the data, but because the output units for each rank are 
independent, it might produce biologically inconsistent clas-
sifications.

HC was the most complex model in this study, where each 
classifier for a taxonomic rank passes its learned features to the 
next level in the hierarchy. This approach directly utilized the hi-
erarchical structure, with each level’s classifier influenced by the 
outputs from higher levels, theoretically improving consistency 
and accuracy in classification. Based on taxonomic rank, a deep 
neural network classifier learns to discriminate taxons. Then, the 
learned parameters are passed on to the hierarchically nested 
successive rank classifier, making use of transfer learning. HC 
makes direct use of the taxonomic hierarchy information with 
six hierarchically stacked classifiers CPhylum < CClass < COrder <

CFamily < CGenus < CSpecies. Each classifier C has its nested loss 
function JRank with respect to hierarchy, s.t. JSpecies ¼

JSpecies(JGenus(JFamily(JOrder(JClass(JPhylum))))). Six HC models apply 
one output unit each. Those units are in the sense that the pre-
ceding level’s output directly influences this level’s units.

The model architectures with hyperparameter settings were 
as follows. As specified by Huang et al. [21], DenseNet-169 utilizes 
rectified linear units [24], Batch Normalization [25], and pooling 
[26]. We applied L2 regularization [27] with weight decay 
wd¼ 0:01, learning rate lr¼ 0:001; and momentum m¼ 0:8. 
Parameter initialization follows the approach [28], Xavier initiali-
zation. We trained the models using a softmax cross-entropy loss 
function [29].

Model training and performance evaluation
Models are trained to maximize their performances, making the 
selection of appropriate performance indicators crucial for 
assessing their effectiveness. We used the Accuracy and 
Matthews correlation coefficient (MCC). These metrics help in 
evaluating how well the model predicts the correct taxonomic 
classifications, providing a quantitative measure of the model’s 
accuracy and reliability.

Accuracy is the most widely used indicator for classification 
tasks, measuring the proportion of correct predictions among the 
total number of cases. However, it can be misleading in datasets 
with class imbalance, as it may still yield high scores by predomi-
nantly predicting the majority classes correctly while ignoring 
the minority classes.

MCC addresses the limitations of Accuracy, particularly in im-
balanced datasets [30]. MCC provides a comprehensive measure 
of classification quality, accounting for true positives, true nega-
tives, false positives, and false negatives, making it a more reli-
able indicator of model performance when classes are not 
equally represented. The MCC indicator was initially proposed by 
Matthews [31] and recently regained the attention of the deep 
learning community. An MCC score of 1 indicates perfect 

prediction, 0 indicates no better than random prediction, and 
negative values indicate worse-than-random performance. 
Therefore, we think MCC is a more honest indicator for evaluat-
ing model performance under class imbalance than Accuracy.

Model performance was tested on data that were simply split 
into a train and test part according to a ratio of 70% for training 
data and 30% for test data. In addition to the model performance 
assessment, we further tested the robustness of the model per-
formance using 5-fold cross-validation. The data were split into 
five parts of equal size. In five iterations, in alternating order, one 
such part was denoted as test data, while the others accumu-
lated to the training data. Although typical image classification 
studies do not employ cross-validation, we considered this tech-
nique important for small datasets to quantitatively assess the 
stability of model estimates influenced by the number 
of samples.

Opening the black-box model: explanation
Explaining why a black-box model made a prediction is impor-
tant to understanding how a prediction is made [32, 33]. An 
untrustworthy model could make a correct prediction based on 
an inappropriate reason: For instance, in this study, it is possible 
that the model performs well, but what it learned is not a fungal 
colony-level trait but the handwritten time stamp on the Petri 
dish. One way to explain deep learning models is to use model- 
agnostic explanations such as local interpretable model-agnostic 
explanations (LIME) [34]. LIME is a post-hoc, local surrogate 
model that is interpretable and can explain individual 
predictions.

We applied LIME for some samples that revealed a high score 
to inspect what the models learned visually. We set the following 
hyperparameters: kernel size¼ 6, max distance¼50, ratio¼0.5, 
neighborhood size¼ 1000, and selected features¼ 100. We ap-
plied a standard technique for LIME, namely, superpixel [35], 
with the quick-shift algorithm [36].

Settings
All models were built in Python 3.6.9 using Apache’s MXNET 
gluon framework with GPU support CUDA-10.1. All deep learning 
computations were run on Google Colab. LIME 0.2.0.1 was run lo-
cally on a workstation in an Ubuntu Bionic Beaver environment. 
Each model was trained in 20 epochs of fine-tuning on the 
three datasets.

Results
At the training phase, all model and dataset combinations 
reached a stabilized performance score (both Accuracy and MCC) 
after at most 20 epochs of parameter-tuning, that is successive 
model training over 20 times using the whole dataset, indicating 
that the duration of the training period was satisfactory (Fig. 4 as 
a representative case; see Supplementary Fig. S1, S2, S3 for the 
others). At the testing phase, all model and dataset combinations 
showed a substantial drop in performance (both Accuracy and 
MCC), meaning that the models overfitted and learned false data 
characteristics, which are irrelevant for taxonomic group predic-
tion. For example, in Fig. 4, we can observe that the model suc-
cessfully learned from the training data as depicted as increasing 
performance in the upper curves. However, what it learned was 
not general enough or not fitting to the task to identify unseen 
samples with high accuracy (cf decreased test performance 
shown in the lower curves).
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While reducing performance in the test phase, all model– 
dataset combinations at the best epoch kept non-zero MCC 
scores, and most of them fell into the range of 0.1–0.2, meaning 
that the models are better than random (Fig. 5a and b). 
Performance scores changed along with taxonomic rank. 
Accuracy, as well as MCC, showed a steady decline trend from 
the phylum to species level. As a general trend, the SL model ar-
chitecture outperformed ML and HC architectures, and HC was 
no better than ML. With cross-validation, all models reduced 
MCC scores by about 0.1 (Supplementary Figs S4 and S5), but 
they still showed non-zero scores.

Focusing on specific model–dataset combinations based on 
MCC, we observed the following. The SL with naive random over-
sampling performed best in three out of the six taxonomic ranks. 
Following the three SL models, the HC model with the original 
dataset was placed at the fourth performance. However, the 
other two HC models were no better than the ML models.

Accuracy scores reached >0.75 in many model trials at the 
phylum level but then linearly declined along with taxonomic 
resolution, reaching about 0.1. However, these high Accuracy 
scores, particularly at the phylum level, are misleading due to 
the strong class imbalance, as they do not account for the low 
representation of minority classes (Fig. 3). This issue is further 
evidenced by the modest MCC scores, which provide a more bal-
anced view of model performance by considering true positives, 

false positives, true negatives, and false negatives. The MCC 
scores remained low, indicating that while the model performed 
well on the majority classes, it struggled with minority classes. 
The two approaches to alleviate class imbalance, naive random 
oversampling and augmented random oversampling, did not 
show substantial improvement over the original dataset, with 
differences in MCC scores being minor (less than 0.05).

We found that the models learned a few taxonomic groups 
better than others, as shown for the SL classifier in Fig. 6 (for 
other classifiers, see Supplementary Figs S6 and S7). At the class 
level, Sordariomycetes and Eurotiomycetes were well predicted, 
and at the order level, Hypocreales and Eurotiales were relatively 
well predicted. The classifier predicted with an Accuracy of 0.83 
for phylum, 0.56 for class, and 0.49 for order, and taking class im-
balance into account, 0.30, 0.22, and 0.21 MCC, respectively. This 
result indicates that not all but some fungal taxa display unique 
morphological characteristics at the colony level. On the other 
hand, this result might reflect the fact that a large majority of 
the isolates annotated as Hypocreales corresponded to the spe-
cies Clonostachys intermedia, which probably exhibits a fairly con-
sistent colony morphology.

To roughly grasp the explanations that led to the model’s pre-
diction, we took some specific examples and applied LIME for 
images. We selected the ML model with naive random oversam-
pling at the best-performing epoch because of the intrinsic model 
architecture, which can learn colony traits important for classifi-
cation that translate throughout taxonomic ranks. We looked at 
explanations for correctly classified individuals with at least five 
out of six taxonomic ranks. We observed that the explanation 
highlights a complete outline for phylum and class. Given a Petri 
dish surface cover after a specific time of fungal growth, a full 
outline could be interpreted as hyphal growth speed (see model 
explanations Fig. 7 for Apiotrichum dulcitum, and Supplementary 
Fig. S8 for Penicillium araracuarense). In addition, some model 
explanations shown in Figure 7 point to the agar medium, as well 
as to the rim of the Petri dish. These could indicate that the 
model looked for handwriting at the position in the agar medium, 
since few dishes contained writing, or used the position of the 
dish at the time of photo taking (i.e. size and degree of the visible 
edge). This demonstrates the models’ sensitivity to the slightest 
differences in photo taking. In lower taxonomic ranks, the outline 
thinned. Moreover, specific structures in the fungal colony sur-
face were highlighted. We observed that the explanation of fungi 
with more complex surfaces is more challenging to interpret 
(Supplementary Fig. S8). However, explanations seem to cluster 
around colony structures, too.

Discussion
In this work, we explored the application of deep learning on tax-
onomically labeled image data of colonies of filamentous fungi 
and explanations behind the classification. We demonstrated 
that deep learning could classify some isolates at least at the 
phylum, class, and order levels, regardless of the diverse nature 
of their appearance and the difficulties inherent to the dataset. 
Evidently, the outlines and inner regions of fungal colonies con-
tributed to high prediction scores, which might represent the 
macroscopic expression of hyphal growth and structuring. The 
higher prediction scores for phylum, class, and order achieved, 
and the visual explanations of the predictions at the outlines and 
inner regions of the fungal colonies align with phylogenetic con-
servation of morphological traits observed previously [10]. 
However, additional model explanations in the agar medium and 

Figure 4. Performance for SL per-level classifiers finetuned in 20 epochs 
according to MCC on (a) original, (b) naive oversampled, (c) transform 
oversampled data and according to Accuracy on (d) original, (e) naive 
oversampled, (f) transform oversampled datasets.
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at the rim of the Petri dish indicated that the absence or presence 

of handwriting and the photo taking angle may have contributed 

to the classification task. This raises the question of which im-

portance these three explanation regions contributed to 

classification.

Highly skewed data
The sample distribution was highly skewed, and the models were 

able to predict samples that made up the majority of the dataset 

but failed to predict most minority groups despite class imbal-

ance mitigation approaches. Nonetheless, we found that all mod-

els performed best on the naive oversampled dataset regarding 

performance and stability. It accelerated learning and seemed to 

boost test scores for phylum, class, and order while also reducing 

the noise’s influence. Augmented oversampled data also acceler-

ated learning, yet at a slower pace. However, the general classifi-

cation score for this set on the test data dropped dramatically, 

which might indicate that color is an essential feature for taxo-

nomic identification.
We also showed that MCC is more robust than Accuracy for 

evaluating the performance of deep learning models (or, more 

generally, any multi-classification problems in ecology). As we 

demonstrated, Accuracy is not a plausible indicator when the 

data are highly imbalanced, which is a common issue in ecology 

(e.g. a few species dominate the majority of relative abundance 

in a community). Instead, MCC is a fairer, more honest indicator 

for assessing model performance. An alternative is the Synthetic 

Minority Over-sampling Technique [37]. It offers a logical way of 

the synthetic creation of new samples in similarity to the exist-

ing ones.
At the class level, Sordariomycetes were well predicted. This 

can be attributed to the large frequency at which we recovered 

Clonostachys intermedia (n> 150) in our culture set. This means 

that from a total of approximately 300 isolates that were classed 

as Hypocreales, half belong to this species only. This unique mor-

phological feature was probably captured during model training.

Hierarchical modeling
Tackling the taxonomy’s hierarchical nature, we found that SL 
per-level classifiers reached a slightly higher performance score 
than the other models. Unexpectedly, HC classifiers achieved the 
worst performance. A possible reason is that the hierarchical na-
ture of taxonomic data was not fully leveraged by the current 
model design or that employing overly complex classifiers 
increases the chance of error propagation, rather than increasing 
general performance. This performance can be improved by in-
creasing the sample size or adjusting the model design. Another 
possible and more ecologically exciting reason is that the inclu-
sion of the hierarchical nature does not improve because the 
macroscopic morphological characteristics of fungi are phyloge-
netically not conserved along with taxonomic ranks. The fungal 
kingdom is full of examples where homologous morphological 
manifestations have appeared independently within disparate 
lineages. One example of this is the repeated transition from fila-
mentous to yeast morphologies among distant fungal clades [38]. 
Another example is the existence of several pleomorphic species 
within the kingdom [39]. With the wide adoption of molecular 
phylogenetics, and more recently phylogenomics, fungal taxono-
mists have confirmed how misleading and inconsistent 
morphological-based classifications can be, hence the calls for 
the modernization of fungal systematics [40]. On the other hand, 
it must be noted that fungal phylogenies are far from being 
clearly resolved [9]. Hence the use of an imperfect hierarchical 
classification to train a model has to be viewed with caution. We 
consider, nevertheless, that ML is the most promising approach 
in terms of the balance between performance and possible self- 
learned inclusion of hierarchy.

Small dataset
The small dataset (n¼ 606) significantly limited the deep learning 
model’s performance and generalizability—a common challenge 
for ecology. Yet, deep learning models show superior perfor-
mance for many tasks due to their ability for inherent feature ex-
traction. To address the challenge of the small sample size, we 

Figure 5. Comparison of best test performances each model achieved according to (a) MCC and (b) Accuracy on 606 samples.
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applied transfer learning and also checked performance stability 
with cross-validation. Cross-validation is rarely applied for deep 
learning approaches, but it can be done thanks to the small sam-
ple size. Given this, we could carefully check if the performance 
was just by chance or not. We think this is a more honest ap-
proach than showing a point estimate of a performance indica-
tor. However, it has a clear drawback, since the sample size 

becomes even smaller by keeping a part of the data for valida-
tion. We conducted the same analyses after obtaining additional 
ca. 300 samples, but we observed no qualitative improvement 
from the 606 samples we investigated (see Supplementary Figs 
S9–S12). One possible approach to compensate for the lack of 
data is to add predictors that can represent some critical ecologi-
cal information. In our case, for instance, technically it is possible 

Figure 6. Confusion matrix of SL per-level classifiers trained on 606 samples of naïve oversampled dataset, showing observed versus predicted 
taxonomic group. Prediction on test data for taxonomic ranks (a) phylum at epoch 17, (b) class at epoch 14, and (c) order at epoch 11.
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to add the information about the period of growth time as a pre-
dictor in addition to the images, which may help the deep learn-
ing to reflect hyphal growth speed as key information that 
potentially improves the model performance.

Limitations
Altogether, in our study, we faced several limitations that are 
common for the data-driven analysis in ecology, including highly 
skewed data, hierarchical dependencies, and small data size, 
which resulted in over-fitting the training data and limited gener-
alization ability. Addressing these challenges by increasing the 
sample size, reducing class imbalance, and preventing overfitting 
is sometimes not feasible logistically, thus posing limitations to 
the analysis. Additionally, the low predictive power of our mod-
els, as indicated by modest MCC scores ranging from 0.1 to 0.2, 
underscores these challenges and the high morphological vari-
ability in fungal colonies. Despite these challenges, deep learning 
modeling offers benefits such as automatic feature extraction, 
handling of high dimensional data, and capturing of spatial hier-
archies that can be important for many ecological studies [3]. 
Hence, we propose facilitating data analysis by using approaches 
that mitigate small data limitations [41], such as image augmen-
tations, transfer or self-supervised learning, and cross- 
validation. Moreover, Tendle and Hasan showed that the use of 
self-supervision for model training helps to address overfit-
ting [42].

Furthermore, complex deep learning models can be regarded 
as black-box models and lack explanations. In addition to achiev-
ing high prediction performance, adding model explanations that 
highlight image regions important for prediction is crucial. For 
example, we found that the model used several regions that were 
not part of the fungal colony for predicting by using LIME [34]. 

How much each region contributed to prediction performance 
remained unanswered. Future studies can make use of methods 

like Grad-CAM [43] to address these questions.

Outlook
Deep learning has proven its potential for classification analysis 

of image data and has found its way into ecology for different 
ecosystem studies and scales [3]. To our knowledge, we were the 

first to apply an explainable artificial intelligence technique to 

mycelia of filamentous fungi. Improving predictive quality 
should be a priority for follow-up studies. This could be achieved 

by utilizing higher-resolution images and by increasing the 
amount of data the algorithm can learn from while keeping class 

imbalance low. For example, this technique can be applied to mi-
croscopic images. Furthermore, studies that visually explore phy-

logenetic conservation of mycelium morphological traits can 

synthesize the deep learning model’s intrinsic hierarchical struc-
ture with the hierarchical structure of taxonomic data.
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