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Abstract

Dynamical e�ects in time-delayed systems with large delay have captiv-

ated researchers for many decades. These systems exhibit a wide range of in-

triguing phenomena. Particularly the emergence of pulse-like solutions, known

as Temporal Dissipative Solitons (TDSs), have been a central point of re-

search, as they are highly relevant in various domains such as optical and

neural systems.

This thesis is dedicated to the understanding of the bifurcations and in-

stabilities of TDSs. By scutinizing the singular limit of large delay, it is pos-

sible to derive a desingularized equation with an advanced argument in which

the TDSs appear as homoclinic solutions. In our investigation, we show how

we can employ classical homoclinic bifurcation theory as an e�ective tool to

gain insights into the dynamics of these types of solutions. We demonstrate

our results based on two systems from neural and laser dynamics.

We present a formal de�nition of TDSs supporting the analogy of the TDSs

and homoclinic solutions in the desingularized equation. We derive a novel

equation with an advanced argument featuring an innate symmetry allowing

us to study alternating pulse solutions in the context of homoclinic bifurcation

theory as well as square wave solutions.

As a prototypical system displaying di�erent kinds of excitability, we in-

vestigate the emergence of TDSs and their dynamics in the Morris-Lecar model

under time-delayed feedback. We successfully link the underlying dynamics to

homoclinic bifurcations in the desingularized equation. Thereby, we discuss

a homoclinic orbit �ip, leading to the coexistence of stable TDSs with stable

pulse packages and their disappearance by the collision of their pro�les with an

unstable equilibrium in a Bykov T-point, which induces a delocalization. Ad-

ditionally, we relate the period-doubling bifurcation of TDSs to the unfolding

of a degenerate homoclinic with a symmetry breaking.

We present an application of our theory by investigating square waves in the

Kerr-Gires-Tournois interferometer. We show that our methodology supports

the study of square waves as heteroclinic solutions, revealing that the mech-

anisms driving the collapsed snaking phenomenon are connected to a Bykov

T-point shedding light on the underlying intricate dynamics.

Our studies are supported by a numerical analysis using the path-continuation

package DDE-BIFTOOL.





Zusammenfassung

Dynamische E�ekte in zeitverzögerten Systemen mit groÿer Verzögerung

faszinieren Forscher seit vielen Jahrzehnten. Diese Systeme zeigen eine Vielzahl

von interessanten Phänomenen. Insbesondere das Auftreten von Puls-Lösungen,

bekannt als Temporäre Dissipative Solitonen (TDSs), sind ein zentraler For-

schungspunkt, da sie in verschiedenen Bereichen wie optischen und neuronalen

Systemen äuÿerst relevant sind.

Diese Dissertation widmet sich dem Verständnis der Verzweigungsszenarien

und Instabilitäten von TDSs. Durch die Untersuchung des singulären Grenz-

werts gegeben durch die groÿe zeitliche Verzögerung, ist es möglich eine desin-

gularisierte Gleichung mit einem vorauseilendem Argument herzuleiten, in der

die TDSs als homokline Lösungen auftauchen. In unserer Untersuchung zeigen

wir, dass wir homokline Verzweigungstheorie als ein e�ektives Werkzeug nutzen

können um Einblicke in die Dynamik dieser Art von Lösungen zu gewinnen.

Wir präsentieren eine formale De�nition von TDSs, die die Analogie der

TDSs und homoklinen Lösungen in der desingularisierten Gleichung unter-

stützt. Durch die Einführung einer neuen Gleichung, welche eine Symmetrie

beinhaltet, können wir auch alternierende Pulslösungen im Kontext der homok-

linen Verzweigungstheorie untersuchen, sowie Rechtecksschwingungen.

Als prototypisches System, das verschiedene Arten von Anregbarkeit zeigt,

untersuchen wir das Auftreten von TDSs und ihre Dynamik im Morris-Lecar-

Modell unter zeitverzögerter Rückkopplung. Wir verknüpfen erfolgreich die

zugrunde liegende Dynamik mit homoklinen Verzweigungen in der desingular-

isierten Gleichung. Dabei diskutieren wir einen homoklinen Orbit-Flip, der zur

Koexistenz stabiler TDSs mit stabilen Pulspaketen führt, und ihr Verschwinden

durch die Kollision ihrer Pro�le mit einem instabilen Gleichgewicht in einem

Bykov-T-Punkt, der eine Delokalisierung induziert. Zudem können wir auch

die Periodenverdoppelung von TDSs mit der Entfaltung eines degenerierten

Homoklinen mit Symmetriebrechung in Verbindung bringen.

Wir präsentieren eine Anwendung unserer Theorie auf Rechtecksschwingun-

gen im Kerr-Gires-Tournois-Interferometer und studieren diese als heterokline

Lösungen. Wir zeigen, dass die Mechanismen, die das sogenannte "collapsed

snaking" erzeugen, mit einem Bykov-T-Punkt verbunden sind, was zu tieferen

Einblicken in die zugrunde liegenden Dynamiken führt.

Unsere Studien werden durch eine numerische Bifurkationsanalyse mit dem

Pfadverfolgungspaket DDE-BIFTOOL unterstützt.
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CHAPTER 1

Preamble

Dynamical e�ects in DDEs with large delay have been studied extensively.

They hold signi�cance in various �elds including optical and optoelectronic

systems. These systems exhibit a wide range of intriguing phenomena, such as

the generation of pulse solutions, known as temporal dissipative solitons.

This thesis is devoted to the study of the bifurcation scenarios and instabil-

ities of temporal dissipative solitons. In our investigation, we show how we

can employ classical homoclinic bifurcation theory as a powerful tool to gain

insights into the bifurcation behaviour and instabilites of these types of solu-

tions. To illustrate our �ndings, we provide concrete examples involving the

Morris-Lecar model under time-delayed feedback and the Kerr-Gires-Tournois

interferometer.

The following chapter serves as an introduction to temporal dissipative

solitons by giving a historical review of the phenomenon and �nishes by provid-

ing an outline of the thesis.
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1. Preamble

1.1 Historical review on soliton solutions in spatially exten-

ded systems

The fascination with solitons dates back to the early 19th century when

John Scott Russell's serendipitous observation of a solitary water wave in a

canal stirred scienti�c curiosity. While executing experiments to determine

the most e�cient design for canal boats, he discovered a phenomenon that

he described as the wave of translation, see Figure 1.1.1. His observation,

published in the report [Rus45], has since been quoted excessively and hence

shall not be missed here:

I was observing the motion of a boat which was rapidly drawn

along a narrow channel by a pair of horses, when the boat suddenly

stopped � not so the mass of water in the channel which it had put

in motion; it accumulated round the prow of the vessel in a state

of violent agitation, then suddenly leaving it behind, rolled forward

with great velocity, assuming the form of a large solitary elevation,

a rounded, smooth and well-de�ned heap of water, which continued

its course along the channel apparently without change of form or

diminution of speed. I followed it on horseback, and overtook it

still rolling on at a rate of some eight or nine miles an hour,

preserving its original �gure some thirty feet long and a foot to a

foot and a half in height. Its height gradually diminished, and after

a chase of one or two miles I lost it in the windings of the channel.

Such, in the month of August 1834, was my �rst chance interview

with that singular and beautiful phenomenon which I have called

the Wave of Translation.

These localized waves or wave packets essentially preserve their shape and loc-

alization even after collisions with other solitons. This observation seemed to

disagree at that time with the contemporary theory on water waves as it contra-

dicts the superposition principle of waves describing the concept of interference:

when two waves propagating in space meet, the amplitude of the resulting wave

is equal to the sum of the amplitudes of each wave. Theoretical investigations

were then continued by Joseph Boussinesq [Bou71] and Lord Rayleigh [Ray76],

2



1.1. Historical review on soliton solutions in spatially extended systems

Figure 1.1.1: Drawings of a solitary wave from Russel's publication in [Rus45].

and �nally by Korteweg and de Vries in 1895 leading to the eponymous math-

ematical model describing waves on shallow water surfaces, [KDV95]. The

system is a prototypical model for an integrable PDE possessing in�nitely many

conserved quantities despite the nonlinearity. Especially, it provides for explicit

soliton solutions. However, solitons are not only linked to �uid dynamics but in

fact, can be associated with the wider �eld of conservative spatially extended

systems and found, thereby, an important �eld of application in optical �bres,

[KA03]. Being a key phenomenon in these systems, they arise due to a delicate

balance between dispersive and nonlinear e�ects of the medium. A principal

example of their appearance is the nonlinear Schrödinger equation, [KA03],

which is a classical �eld equation that can be used to describe the propagation

of light in nonlinear optical �bres.

However, solitons should not only be linked exclusively to conservative sys-

tems, since localized solutions with similar properties can also be observed in

nonlinear spatially extended systems that are dissipative, [AA08]. In order to

avoid ambiguity, they are referred to as autosolitons, spots, pulses, oscillons

or dissipative solitons, expanding upon the notion of solitons in conservative

systems. Coexisting with a stable stationary homogeneous state, they devi-

ate from it only in a localized region and form stable solutions. Unlike their

conservative counterparts, the occurrence of these dissipative solitons does not

only depend on the balance of nonlinearity and dispersion. Additionally, their

3



1. Preamble

emergence is due to underlying mechanisms of self-organization, relying on a

balance between energy gain and loss. Their remarkable ability to retain their

shape and localization, even after collisions, has positioned them at the fore-

front of innovations, particularly in optical or optoelectronic systems, where

they play a crucial part for data transmission using optical pulses, see for ex-

ample [AA08; KA03; PBA10]. On that account, they can be found as travelling

pulse solutions in systems modelled by reaction-di�usion systems, as much as

systems of Ginzburg-Landau or Swift-Hohenberg type. But they manifest not

only in optically active materials. Also dissipative models of optically pass-

ive materials, like the nonlinear Schrödinger equation with an external driving

force or Lugiato-Lefever equation, exhibit solitons. Moreover, diverse other sys-

tems such as models describing neural signal propagation and other chemical

reactions or biological processes can feature solutions that can be character-

ized as dissipative solitons. For example in neuronal systems modelling action

potentials, they play a crucial role for a reliant communication between neur-

ons. As action potentials are sharp changes in the electrical �eld in the cell

membrane, which travel then in virtually constant shape from the cell along

axons to synaptic connections with other cells, they also qualify for soliton-type

solutions in the corresponding models.

1.2 Temporal dissipative solitons in time-delayed systems

Recent experimental and theoretical �ndings indicate that dissipative soli-

tons can even manifest in systems incorporating a time delay, devoid of explicit

spatial variables. In this context, the delay time signi�cantly exceeds the in-

ternal time scales of the system and the localization occurs then in time. These

localized states in time-delayed systems are referred to as temporal dissipative

solitons (TDSs). An intuitive example is presented by a ring laser, see [VT05],

where the delay corresponds physically to the ring cavity. A time-delayed feed-

back results from a signal that gets reinjected into the laser after performing

a round-trip through the cavity. The pulse is then localized within the delay

line and the temporal localization pattern repeats itself with a period slightly

4



1.2. Temporal dissipative solitons in time-delayed systems

exceeding the delay time. The TDSs are hence periodic solutions which spend

most of the time near a stable background equilibrium, except for a short

time interval, in which the pulse is developed. This intriguing phenomenon

has found diverse applications, with a pronounced presence in a wide range of

�elds, especially within the realm of optoelectronic systems. For instance, one

�nds them in models of passively mode-locked semiconductor lasers with sat-

urable absorber, like the above-mentioned ring laser, whose mode-locked pulse

solutions are a particular case for TDSs, [MJBG14; SJG18; VT05]. Beyond

this intriguing area of application, they can also be found as cavity solitons in

vertical-cavity surface-emitting lasers with delays, [GJTB15; Gus+15; RKB20;

SPVJG19; TKB17; TPKBB21]. Other examples include bistable systems with

feedback [MGB14; SM18] or neuronal models [RAFBJ16].

It is also possible to �nd several pulses within a delay line. These types

of localized solutions are known as pulse packages or bound states and soliton

molecules like in spatially extended systems. The interaction dynamics of the

individually addressable pulses were analysed in [MJG20; NRVW06; Vla22].

Other speci�c instabilites have been examined as well, see [HGJ21; Sch+19].

However, a profound, yet comprehensive mathematical theory for TDSs includ-

ing their bifurcations and instabilities, is still lacking.

An important role in the creation of TDSs play excitable systems subjec-

ted to a time-delayed feedback. As a prototypical example of the rising of

TDSs due to mechanisms related to excitability, the phase oscillator and the

FitzHugh-Nagumo system under time-delayed feedback have been examined in

[YRSW19]. For su�ciently large time-delayed feedback, the excitation pulse

can be replicated after a time that is marginally larger than the delay time.

This gives rise to the appearance of periodic patterns displaying localized struc-

tures. The interaction dynamics of TDSs in the excitable phase oscillator under

time-delayed feedback have been analysed in [MJG20].

Temporal dissipative solitons have an innate relation to spatially localized

states. This has been studied by introducing a spatio-temporal representation,

see [GP96; YG17]. Whereas in spatially extended systems, the pulse is localized

in space, in this representation it is localized within the delay line. This analogy

could also be extended to systems with two time-delayed feedback loops, for

5



1. Preamble

the case of two delays that are signi�cantly di�erent, see [YG14; YG15].

For time-delayed systems, the limit of large delay acts like a singular per-

turbation on the system. In this way, it gives rise to dynamics on multiple time

scales, [AJMRJ95; Fen79; Kue+15]. This has been scrutinized for the analysis

of the eigenvalue spectrum of equilibria [LWY11], of the Floquet spectrum of

rapidly oscillating solutions [SWLY13], but also of chaotic dynamics in nonlin-

ear networks with time-delayed couplings [Hei+11]. Beyond that, the limit of

large delays could also prove to be an e�ective approach for the classi�cation

and computation of the Floquet spectrum of TDSs. In [YRSW19], a theory

was developed, classifying the spectrum of a TDS into a pseudo-continuous part

which is determined by the background equilibrium of the soliton and a point

spectrum, that can be deduced by the pro�le of the soliton. Lastly, the authors

derive a desingularized equation incorporating an advanced argument, the so

called pro�le equation, in which the TDSs can be found as homoclinics sug-

gesting the description of their bifurcations and instabilities in the context of

homoclinic bifurcation theory. This proposition motivated the work presented

in this thesis.

In our research, we show how we can employ classical homoclinic bifurcation

theory as an e�ective tool to gain insights into the bifurcation behaviour of

temporal dissipative solitons. To illustrate our �ndings, we provide concrete

examples involving the Morris-Lecar model under time-delayed feedback and a

delay-algebraic model of the Kerr-Gires-Tournois interferometers. Our studies

are supported by a numerical analysis using the continuation package DDE-

BIFTOOL [ELR02; SELSR16].

1.3 Outline of the thesis

We will give now an outline of the thesis.

Chapter 2 and 3 are review chapters, clarifying notations and important

background theory to the topic of temporal dissipative solitons and homoclinic

bifurcation theory.

6



1.3. Outline of the thesis

In Chapter 2, we commence with a phenomenological introduction to tem-

poral dissipative solitons and undertake a review of the existing theory con-

cerning these solutions within time-delayed systems. In particular, we derive

an equation with an advanced argument, termed the pro�le equation, wherein

solitons manifest as homoclinic solutions.

In Chapter 3, we provide an overview on homoclinic bifurcation theory

within �nite-dimensional vector �elds. In particular, we investigate generi-

city conditions intrinsic to homoclinics, whose violations induce bifurcations

of these structures. We demonstrate how under parameter variations periodic

solutions can bifurcate from homoclinic solutions and conclude by discussing

some homoclinic bifurcations that �nd application in the main part of the

thesis.

Chapters 4 to 8 form the core of this thesis and contain the results of

our research on bifurcations of temporal dissipative solitons in the context of

homoclinic bifurcation theory. In Chapter 4, we present our theoretical results

and continue then with a demonstration of our research from the application

of our theory.

In Chapter 4, we present a mathematical framework for temporal dissip-

ative solitons, allowing us to prove their relation to homoclinic solutions in

the pro�le equation. We derive an equation similar to the pro�le equation, in

which also alternating pulse solutions can be treated as homoclinic solutions.

We analyse the Floquet spectrum in this system and show how it moreover ac-

comodates the period-doubling bifurcation. Finally, we demonstrate that also

square waves can be studied as connecting orbits in the newly derived system.

InChapter 5, we introduce the Morris-Lecar model used for the subsequent

analyses of TDSs and their bifurcations in Chapter 6 and Chapter 7.

In Chapter 6, we explore temporal dissipative solitons in the time-delayed

Morris-Lecar model. As a prototypical example underscoring that excitability

is an important factor for the emergence of solitons, we display how the addition

of a time-delayed feedback induces the generation of solitons. We demonstrate

that the underlying mechanisms of excitability in this system lead to a destabil-

ization of equidistant multi-pulse solutions, giving rise to stable pulse packages

and show how this is linked to a homoclinic orbit �ip bifurcation. Beyond that,

7



1. Preamble

we discuss the role of a heteroclinic bifurcation, called Bykov T-point, for the

delocalization of the solitons.

In Chapter 7, we study the period-doubling of solitons in the context

of homoclinic bifurcation theory. By making use of our previously developed

framework, we are able to relate this bifurcation to the unfolding of a degenerate

homoclinic together with a symmetry breaking.

In Chapter 8, we apply our theory to square waves, by making use of

an equation, in which these solutions can be identi�ed with connecting orbits.

In a delay-algebraic system modelling Kerr-Gires-Tournois interferometers, we

present how the formation of complex coexisting square-wave patterns that are

organized in a structure of snaking branches can be explained using homoclinic

bifurcation theory, relating this snaking scenario to a Bykov T-point.

In Chapter 9, we give a summary of the presented results from our study

on the bifurcations of temporal dissipative solitons with the help of homoclinic

bifurcation theory. We �nish with an outlook and conclusive remarks.

Additionally, in Appendix A, we give an overview of the determining

systems used for the numerical computations of the various homoclinic bifurc-

ations used in the preceding chapters. We review the boundary value problem

for the numerical computation of homoclinics and develop an extension for

certain complex cases. Finally, we present a condition in order to compute a

homoclinic orbit �ip bifurcation.

8



CHAPTER 2

Temporal dissipative solitons

In this chapter, we provide a phenomenological introduction to temporal dis-

sipative solitons and conduct a review of the current theoretical landscape sur-

rounding these solutions within time-delayed systems. The relation between

time-delayed and spatially extended systems is reviewed using a pseudo-spatial

representation. We discuss how the large delay limit acts as a singular perturb-

ation on the system. A key focus involves deriving an equation with an ad-

vanced argument, referred to as the pro�le equation, in which solitons emerge as

homoclinic solutions. We present a review of the Floquet spectrum of temporal

dissipative solitons, showing its subdivision into a pseudo-continuous spectrum

and an interface spectrum. The chapter concludes with a reappearance rule

involving the Floquet spectrum, showing a characteristic property for periodic

solutions in DDE systems with respect to certain critical Floquet multipliers.

To illustrate the ideas reviewed in this chapter, the phase oscillator and the

FitzHugh-Nagumo system under the in�uence of a time-delayed feedback are

investigated.

9



2. Temporal dissipative solitons

2.1 Fundamental notions

Consider a Delay Di�erential Equation (DDE)

ẋ(t) = f(x(t), x(t− τ)), x(t) ∈ Rn, (2.1.1)

where f ∈ C1 (Rn × Rn,Rn) is nonlinear, and the delay τ is assumed to be large.

The phase space of these types of dynamical systems is an in�nite-dimensional

Banach space. A point in the phase space is a function xt(θ),−τ ≤ θ ≤ 0

with xt(θ) := x(t+ θ). Hence, in order to solve (2.1.1) for t ≥ σ, one needs to

provide an initial value in the sense of a function xσ de�ned on a history interval

[σ − τ, σ]. Accordingly, the phase space is given by C0([−τ, 0],Rn). Theory

on delay di�erential equations can be, for example, reviewed in [DVGLW95;

HL93].

The theory discussed in this chapter is based on the paper by Yanchuk et

al. [YRSW19] unless otherwise indicated. The results presented in that paper

form the foundation and starting point of our research.

Suppose the system (2.1.1) possesses an equilibrium x0, that is stable for

large delays τ . An equilibrium x0 is said to be stable, if all roots λ of the cor-

responding characteristic equation have negative real parts. The characteristic

equation is obtained by linearizing (2.1.1) at x0 and is then given by

det(λI−A0 −B0e
−λτ ) = 0, (2.1.2)

where A0 := ∂1f(x0, x0) and B0 := ∂2f(x0, x0). Furthermore, we denote the

identity matrix in Rn×n with I. Additionally, note that in DDE systems, linear

stability implies asymptotic exponential stability [HL93]. For a detailed ana-

lysis of the eigenvalue spectrum of equilibria in DDEs, see [LWY11]. Moreover,

in [YWPT22] it was demonstrated, that stability of an equilibrium of (2.1.1)

for large delays τ implies stability for all delays τ ≥ 0.

De�nition 1. An equilibrium of the system (2.1.1) is said to be absolutely

stable, if it is stable for all delays τ ≥ 0.

We commence now by introducing certain properties concerning temporal

dissipative solitons providing us with a phenomenological de�nition.

10



2.1. Fundamental notions

Based on the observations in [YRSW19], we say a periodic solution of the

DDE system (2.1.1) for large delay τ is a temporal dissipative soliton (TDS),

if it satis�es the following characteristics. A TDS is a solution that spends

most of the time near an absolutely stable equilibrium x0. The delay value τ

is considered to be much larger than the other time scales of the system and

a temporal localization arises, when the TDS leaves abruptly the vicinity of

x0 such that a pulse is developed. We call x0 the background of the soliton.

Moreover, if the system provides for a TDS, it appears as a family of periodic

solutions of (2.1.1) for all large enough delays τ . Moreover, a particular char-

acteristic pertaining to TDSs can be observed when introducting an additional

parameter. Denoting the corresponding period of a TDS at delay τ with T (τ),

one can de�ne the response time as

δ(τ) := T (τ)− τ. (2.1.3)

TDSs are solutions having a period, that is slightly larger than the delay, which

makes δ a positive and �nite value. This expresses the natural time lag related

to a causality principle in time-delayed systems, see [YG17], and intuitively

corresponds to the time that the system needs to create another pulse. Espe-

cially, for τ −→ ∞, for their corresponding periods, it is T (τ) −→ ∞, but the

response time δ(τ) of the TDSs stays bounded and has a limit, that we denote

with δ∞.

Note, that the soliton only approaches the stable background equilibrium

in the sense of the �nite dimensional space of the system variables. However,

in the in�nite-dimensional phase space, the trajectory never comes close to the

background, as there is always a pulse contained in the history interval.

Analogously to [YRSW19], we consider the following two excitable systems

as prototypical examples for the generation of TDSs under time-delayed feed-

back. The �rst example is given by the time-delayed phase oscillator

ϕ̇(t) = d− sinϕ(t) + κ sin(ϕ(t− τ)− ϕ(t)), (2.1.4)

which can be seen as a reduced model for a general injected Ginzburg-Landau

equation with time-delayed feedback [GJTB15]. Without feedback, it serves as

11



2. Temporal dissipative solitons

Figure 2.1: Examples of TDSs: (a1), (a2) in the phase oscillator (2.1.4);

(b1), (b2) FitzHugh-Nagumo system (2.1.5a)�(2.1.5b) under time-delayed feed-

back. (a1), (a2) pro�les of the TDSs: ϕ, resp. V (blue), w (light blue), stable

background (black dotted); (a2), (b2) spatio-temporal representation of the

TDSs. Parameters: (a1), (a2) d = 0.9, κ = 1, τ = 30; (b1), (b2) a = 0.7,

b = 0.8, ϵ = 0.08, κ = 0.1, τ = 100.

a prototypical example for the saddle-node bifurcation on an invariant circle

(SNIC). The second example is the FitzHugh-Nagumo neuron which is a sim-

pli�ed neuronal system modelling spike generation, [Izh07]. We add a time-

delayed feedback such that the system is given by

V̇ (t) = V (t)− (V 3(t)/3)− w(t) + κV (t− τ), (2.1.5a)

ẇ(t) = ϵ(V (t) + a− bw(t)). (2.1.5b)

If the parameters of the two systems are chosen in their respective excitable re-

gimes, both systems can generate TDSs. Figure 2.1 displays the pro�les (blue)

of the TDS in the time-delayed phase oscillator (Panel (a1)) and FitzHugh-

12



2.2. Pseudo-spatial representation

Nagumo (Panel (b1)) with large delay. Note, that the phase oscillator is de�ned

on the unit sphere leading to the sharp transition in the middle of the pulse due

to the 2π-modulation. One can see that both TDSs spend most of the time near

their corresponding background equilibrium (dashed black lines), denoted with

ϕ0 and (V0, w0), for respectively the phase oscillator and FitzHugh-Nagumo

system, which are given by the stable equilibrium in each system. They can

be computed by setting ϕ̇(t) = 0 in the case of the phase oscillator, or by

computing the intersection of V̇ (t) = 0 and ẇ(t) = 0 in the FitzHugh-Nagumo

system.

2.2 Pseudo-spatial representation

TDSs display a heuristic equivalence to spatially localized states in PDEs,

see [GP96; YG17]. This can be seen by introducing new coordinates: the

pseudo-spatial variable representing the delay-line along the horizontal axis

t mod T and the pseudo-temporal variable along the vertical axis de�ned as

the number of round-trips n = ⌊t/T ⌋. This gives us a spatio-temporal rep-

resentation of the time trace. In these new coordinates, the TDSs appear as

standing waves in a spatially extended system, given by the parameter trans-

formation t = σ + nT , σ ∈ [0, T ]. In Figure 2.1, Panels (a2) and (b2), we

plot the time series obtained by a numerical integration represented in a nor-

malized spatio-temporal representation for respectively the time-delayed phase

oscillator (2.1.4), and FitzHugh-Nagumo system (2.1.5a)�(2.1.5b).

However, this transformation has the disadvantage that it depends on the

period of the solution and thus a solution parameter. Instead, one can use a

similar one with t = σ+nτ , σ ∈ [0, τ ], and n = ⌊t/τ⌋. In these coordinates, the

solution displays a drift. The pulse recurs in every consecutive time interval

shifted by a constant δ. This reveals the time lag in a system with time-delay

related to the causality principle, see [YG17], manifesting in a positive response

time of the system given by δ (2.1.3).

13



2. Temporal dissipative solitons

2.3 Large delay limit

Since solitons are a phenomenon for all large delays, we are especially inter-

ested in analyzing the limit τ −→ ∞, which is a singular limit and hence acts

like a singular perturbation in the in�nite delay limit. Indeed, rescaling time

in Eq. (2.1.1) by t′ = t/τ leads to

1

τ

dx(t′)

dt′
= f (x(t′), x(t′ − 1)) .

Setting ϵ = 1/τ and applying formally the limit τ −→ ∞ corresponds then to

ϵ −→ 0, revealing the singular nature of the equation. One obtains then

0 = f(x(t′), x(t′ − 1)) =: f(xk+1, xk). (2.3.1)

This equation gives a discrete map for times k ∈ Z, where the state xk+1 is

determined by an implicit function of xk. This map is called the singular map

of Eq. (2.1.1).

Note, that the �xed points of the singular map (2.3.1) correspond to equi-

libria of the DDE (2.1.1). In particular, following [YWPT22], a stable �xed

point x0 of the singular map (2.3.1) is also an absolutely stable equilibrium of

the DDE (2.1.1) and can serve as a background for TDSs. In contrast to that,

nonconstant solutions of the DDE system (2.1.1) for τ −→ ∞ are very di�erent

from solutions of the singular map (2.3.1).

The presence of a large delay gives rise to dynamics on multiple time scales,

see [AJMRJ95; Fen79; Kue+15] for ordinary di�erential equations. Theory for

the analytical tools in case of DDE systems are provided in [BLZ98; DVGLW95;

HMO06].

In the next section, we will introduce an equation, which replaces the sin-

gular limit with a �nite one, that enables us to study the soliton solutions for

τ −→ ∞ as homoclinic solutions.

14



2.4. Reappearance rule and pro�le equation

2.4 Reappearance rule and pro�le equation

We now make use of the reappearance rule, introduced in [YP09], pertain-

ing to periodic solutions of delay equations. Any T -periodic solution x∗(t) of

equation (2.1.1) at delay time τ is also a solution of (2.1.1) replacing τ by

τm := τ +mT, for all m ∈ Z. (2.4.1)

I.e. periodic solutions reappear when adding integer multiples of the period to

the delay. Indeed, inserting x∗(t) into (2.1.1) and taking into account that a

T -periodic solution x∗(t) satis�es x∗(t+ T ) = x∗(t), we obtain

ẋ∗(t) =f(x∗(t), x∗(t− τ)) = f(x∗(t), x∗(t− τ −mT ))

=f(x∗(t), x∗(t− τm)), (2.4.2)

for all m ∈ Z.
Recall the parameter δ(τ) := T (τ)− τ (2.1.3) referring to the response time

of the system linked to solitons. Together with the reappearance rule (2.4.1) for

m = −1, we can see now from Equation (2.4.2) that the pro�les of the soliton

solutions can be found as a family of periodic solutions of the DDE (2.1.1) with

τ replaced by τ−1 = −δ:

ẋ(t) = f (x(t), x(t+ δ)) . (2.4.3)

This equation is referred to as pro�le equation (PE). In contrast to the large

delay DDE (2.1.1), the pro�le equation (2.4.3) is a di�erential equation with

an advanced argument. Note that any advanced system can be turned into

a regular DDE system under the time reversal t 7−→ −t. Opposing to DDE

systems, initial value problems can only be solved backwards in time in systems

with an advanced argument.

We have seen in the preceding section, that the large delay limit is a singular

limit. Moreover, recall that solitons are a family of periodic solutions, such that

for τ −→ ∞, for their corresponding period it is T (τ) −→ ∞. However, for

solitons the limit of the response times (2.1.3) remains �nite, and for τ −→ ∞
it is δ(τ) = T (τ) − τ −→ δ∞, by the initial assumptions made for TDSs

in Section 2.1. Due to the reappearance rule, the family of soliton solutions
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2. Temporal dissipative solitons

Figure 2.2: Branches of periodic solutions related to TDSs: (a1), (a2) in the

phase oscillator (2.1.4); (b1), (b2) in the FitzHugh-Nagumo system (2.1.5a)�

(2.1.5b). Branches of periodic solutions (green): (a2), (b2) in the large delay

DDE (2.1.1); (a1), (b1) in the pro�le equation (2.4.3). In the large delay DDE,

the branches approach a line T (τ) = τ + δ∞ (dashed-dotted) for τ −→ ∞.

Secondary branches with multiple pulses per delay interval are displayed in

grey. In the pro�le equation, the branches approach a vertical line (dotted) for

δ −→ δ∞. Parameters as in Fig. 2.1.

reappears in the pro�le equation to a family of periodic solutions with periods

T −→ ∞, for δ −→ δ∞ remaining �nite. This way, we can replace the singular

limit τ −→ ∞ in the large delay DDE with the �nite limit δ −→ δ∞ in the

pro�le equation.

Figure 2.2 illustrates the relation between the branches of periodic solutions

displaying TDSs (green) the large delay DDE (Panels (a2), (b2)) and the cor-

responding branches under the reappearance rule (2.4.1) in the pro�le equation

(Panels (a1), (b1)). Panels (a1), (a2) correspond to the phase oscillator (2.1.4)

and Panels (b1), (b2) to the FitzHugh-Nagumo system (2.1.5a)�(2.1.5b). In

the large delay DDE of each system, the branches lie asymptotically to a line

T (τ) = τ + δ∞ (dashed-dotted) for τ, T −→ ∞. To avoid ambiguity, note that

in either system, the values of the corresponding limiting response times δ∞

are di�erent. The branches featuring soliton solutions reappear to branches in

the pro�le equation, where the periods T −→ ∞ for δ −→ δ∞ (dotted). Panels

16



2.4. Reappearance rule and pro�le equation

(a2), (b2) show also the secondary branches (grey) obtained by the reappear-

ance rule for m ≥ 1. The solitons on these branches display m+ 1 equidistant

pulses per delay interval.

By applying the reappearance rule, the pro�les of the periodic solutions are

preserved. Yet, the stability of the solutions can change under the reappearance

rule. This can already be observed when comparing the stability of equilibria

in the DDE with their stability in the pro�le equation and leads to an essen-

tial consequence for the family of soliton solutions. Consider the background

equilibrium x0, which is assumed to be stable for all positive delays τ ≥ 0. For

details on the eigenvalue spectrum of equilibria in DDEs, see [LWY11]. For

τ −→ 0 most of the eigenvalues disappear to −∞ and a �nite number of ei-

genvalues, equal to the dimension of the state space, remain and have negative

real parts. The real parts of the stable eigenvalues at τ = 0 remain negative,

also for small negative delays τ < 0. Since for τ < 0 the DDE has turned

into an equation with an advanced argument, there are now in�nitely many

unstable eigenvalues, i.e. eigenvalues with positive real parts, appearing from

+∞ for small τ < 0, turning x0 into an equilibrium of saddle-type for small

negative delays. That implies that a stable background equilibrium x0 turns

naturally into an equilibrium of saddle-type in the pro�le equation (2.4.3) for

small δ > 0.

Figure 2.3 illustrates the eigenvalue spectrum for the soliton's background

in the phase oscillator (2.1.4) (Panels (a1), (a2)) and in the FitzHugh-Nagumo

system (2.1.5a)�(2.1.5b) (Panels (b1), (b2)). Panels (a2), (b2) show the ei-

genvalue spectrum of the respective stable background equilibria in the DDE

(2.1.1) for delays τ ≥ 0. Note that for τ −→ ∞ the eigenvalues λ accumulate

along the imaginary axis Re(λ) = 0. This can also be seen in the inlets of

the panels, showing the spectrum of the backgrounds for a selected large delay.

On the other hand for τ −→ 0, they vanish to −∞. In the case of the phase

oscillator only one and in the FitzHugh-Nagumo system a complex conjugate

pair (see zoom in subpanel) of eigenvalues remain and have negative real parts

at τ = 0. Panels (a1), (b1) show the spectrum in the corresponding pro�le

equation (2.4.3) of the respective system. Conversely to the DDE, in�nitely

many eigenvalues with positive real parts appear for δ −→ 0 and accumulate
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2. Temporal dissipative solitons

Figure 2.3: Eigenvalue spectrum of the background equilibrium: (a1), (a2) in

the phase oscillator; (b1), (b2) in the FitzHugh-Nagumo system. Numerically

computed eigenvalues (red): (a1), (b1) in the pro�le equation (2.4.3) for varying

δ. Subpanels: spectrum at δ = δ∞. (a2), (b2) in the large delay DDE (2.1.1)

for varying τ . Subpanels: spectrum at τ = 100. Parameters: For the phase

oscillator δ∞ ≈ 0.8443; FitzHugh-Nagumo δ∞ ≈ 4.8758. Other parameters as

in Fig. 2.1.

along the imaginary axis for δ −→ ∞. Note, that those eigenvalues show pos-

itive real parts also for large δ. On the other hand, the stable eigenvalues from

τ = δ = 0 continue to have negative real parts and we can even observe that

they remain negative for all δ > 0. The subpanels show the spectrum of the
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2.5. Floquet spectrum of TDS: PCS and interface spectrum

backgrounds at the respective values of the limiting response times δ∞.

We have seen, that in the pro�le equation, the solitons appear as a family

of T -periodic solutions with T −→ ∞, for δ −→ δ∞ remaining �nite. Also,

recall that the background x0 is stable and turns into an equilibrium of saddle-

type in the pro�le equation (2.4.3). Then in the pro�le equation, the family

of periodic solutions approach a homoclinic solution xh(t) at δ = δ∞, i.e. a

solution satisfying

lim
t−→±∞

xh(t) = x0, (2.4.4)

where x0 is an equilibrium of saddle-type. Thus, with the pro�le equation,

we have now derived an equation that allows us to examine solitons and their

bifurcations in the context of homoclinic bifurcation theory.

2.5 Floquet spectrum of TDS: pseudo-continuous spec-

trum and interface spectrum

In [YRSW19], a theory has been presented for the classi�cation of the Flo-

quet spectrum of TDSs using the large delay limit. In this section, we will

present a short review of its derivation.

Suppose x∗(t) is a T -periodic TDS solution of a DDE system (2.1.1). In

general, the spectrum of a periodic solution is given by solutions to the Floquet

problem: For a T -periodic solution x∗(t) of (2.1.1) at a �xed value of τ , the

Floquet problem is given by

v̇(t) = A(t)v(t) +B(t)v(t− τ), (2.5.1)

v(t+ T ) = µv(t), (2.5.2)

where A(t) = ∂1f (x∗(t), x∗(t− τ)) and B(t) = ∂2f (x∗(t), x∗(t− τ)) are T -

periodic matrices. Solutions v∗(t) satisfying (2.5.1)�(2.5.2) are called Floquet

eigenfunctions to the Floquet multiplier µ∗ of the solution x∗(t) of (2.1.1). The

solutions (µ∗, v∗) to (2.5.1)�(2.5.2) are in general complex with µ∗ ∈ C and
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2. Temporal dissipative solitons

v∗(t) ∈ Cn. While the multipliers are unique, the eigenfunctions are unique

up to a complex scalar multiple. This has to be taken into account when

investigating the spectrum numerically. Periodic solutions have generically one

trivial multiplier given by µ = 1, delivered by the mode ẋ∗(t). The solution

is said to be stable, if all multipliers lie inside the complex unit circle |µ| < 1,

except the trivial one.

In order to obtain an equation devoid of the large delay, we make use of the

de�nition of the response time δ = T − τ (2.1.3). Together with the Floquet

condition (2.5.2), it is then

v(t− τ) = µ−1v(t− τ + T ) = µ−1v(t+ δ). (2.5.3)

Hence, with (2.5.3) the Floquet problem (2.5.1)�(2.5.2) turns into

v̇(t) = A(t)v(t) + µ−1B(t)v(t+ δ), (2.5.4)

v(t+ T ) = µv(t). (2.5.5)

Using that a TDS spends most of the time near its corresponding background

x0, the time interval of localization can be shifted, such that x∗(t) ≈ x0 for all

t0 < |t| < T/2. The lower bound t0 ∈ [0, T/2] has to be chosen su�ciently large

and note that, the larger the value is chosen, the better the approximation.

Then also A(t) ≈ A0 := ∂1f(x0, x0) and B(t) ≈ B0 := ∂2f(x0, x0) for all

t0 < |t| < T/2. The asymptotics of v(t) can hence be described by the system

v̇(t) = A0v(t) + µ−1B0v(t+ δ).

Applying now the limit δ −→ δ∞, yields

v̇(t) = A0v(t) + µ−1B0v(t+ δ∞)

and the corresponding characteristic equation of the linearization is given by

χ(µ, ρ) := det(ρI−A0 − µ−1eρδ∞B0). (2.5.6)

Then, the pseudo-continuous spectrum (PCS) is de�ned as

χ(µ, iω) := det(iωI−A0 − µ−1eiωδ∞B0) = 0. (2.5.7)
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2.5. Floquet spectrum of TDS: PCS and interface spectrum

Hence, it is determined by those multipliers µ for which the characteristic

equation has roots with vanishing real parts. In the absense of singularities,

this de�nes a curve µ(ω) in C and we can see that the pseudo-continuous

spectrum is entirely determined by the background. If the system (2.1.1) is

one-dimensional, i.e. x(t) ∈ R, this curve can be brought into the explicit form

µ(ω) = eiωδ∞B0/(iω −A0).

In higher dimensions, the curve is a complex polynomial of degree rank B0 in

µ−1. The multiplier µ accumulate along the curve for τ −→ ∞. Assume the

multiplier µ(ω∗) is contained in the PCS, i.e. the characteristic equation (2.5.6)

has a purely imaginary root ρ = iω∗. Then the eigenfunction y(t) corresponding

to µ(ω∗) is not localized, as it is a multiple of eiω∗tv∗, where v∗ denotes the

corresponding eigenvector of the matrix iω∗I − A0 − µ−1eiω∗δ∞B0 given in

(2.5.6).

The interface spectrum is composed of those multipliers whose correspond-

ing eigenfunctions are localized at the interface of the soliton and decay to 0

outside of that region, i.e. when the soliton is near the background. It consists

of a �nite number of multipliers that do not have purely imaginary roots ρ = iω

and can be obtained by deriving a function similar to the Evans function for

localized states in spatially extended systems, see [AA08; San02]. For a full

derivation, see supplementary material of [YRSW19]. Consider the case where

the characteristic equation (2.5.6) has no purely imaginary roots iω. Since it

was derived from (2.5.4), an equation with an advanced argument, it can have

at most a �nite number Ns of stable eigenvalues. We are looking for those

multipliers whose corresponding eigenfunctions decay outside of their region of

localization. To this end, the authors derive an Ns × Ns-matrix E(µ) whose

entries consist of projections of the Ns propagated stable eigenfunctions on

each one of the Ns stable eigenvectors in the phase space. Then the multipliers

µ belonging to the interface spectrum are given by the roots of detE(µ) = 0.

All entries are independent of the large delay τ and period T .

In Figure 2.4 we show the Floquet spectrum and eigenfunctions of a stable

TDS in the phase oscillator (2.1.4) (Panels (a1), (a2)) and the FitzHugh-

Nagumo system (2.1.5a)�(2.1.5b) (Panels (b1), (b2)). Panels (a1) and (b1)

show the Floquet spectrum in the respective system. The numerically com-
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2. Temporal dissipative solitons

Figure 2.4: Floquet spectrum and eigenfunctions of a stable TDS: (a1), (a2) in

the phase oscillator; (b1), (b2) in the FitzHugh-Nagumo system. (a1), (b1) Nu-

merically computed Floquet spectrum (red asterisks and black crosses) and the

limiting curve given by the PCS (blue). The multipliers approaching the PCS

are indicated by the red crosses, the interface spectrum by the black crosses.

The unit circle in C is displayed in grey. (a2), (b2) selected eigenfunctions cor-

responding to multipliers from the PCS (red) and interface spectrum (black).

Parameters: (a1), (a2) τ = 60; (b1), (b2) τ = 200 and as in Fig. 2.1.

puted multipliers are given by the red asterisks and black crosses. The multi-

pliers indicated by the black crosses correspond to the multipliers from the in-

terface spectrum. As the multiplier µ = 1 gives trivially a localized eigenmode,

it is always part of the interface spectrum. For τ −→ ∞ we �nd an increas-

ing number of multipliers (red asterisks) approaching the pseudo-continuous

spectrum (blue). Recall, that the stable backgrounds are denoted with ϕ0 and

(V0, w0) in the respective systems. The pseudo-continuous spectrum can be

computed explicitly from (2.5.7) and is then given by

µ(ω) = κeiωδ∞/(iω + cos(ϕ0) + κ)
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in the case of the phase oscillator (2.1.4), and by

µ(ω) = κeiωδ∞(iω + ϵb)/(ϵ+ (iω + ϵb)(iω + V 2
0 − 1))

for the FitzHugh-Nagumo system (2.1.5a)�(2.1.5b). Note, that all multipli-

ers except the trivial one lie inside the unit circle in C (grey), implying that

the TDSs are stable. Panels (a2) and (b2) show exemplary eigenfunctions

corresponding to a multiplier from the pseudo-continous spectrum (red) and

interface spectrum (black). One can see that an eigenfunction corresponding

to a multiplier from the interface spectrum is localized, while an eigenfunction

corresponding to a multiplier from the pseudo-continuous spectrum is not.

2.6 Reappearance of resonant Floquet multipliers

A direct consequence of applying the reappearance rule (2.4.1) on the Flo-

quet problem (2.5.1)�(2.5.2) leads to a reappearance rule of certain Floquet

multipliers together with the periodic solution, cf. Lemma 1 in [GR23].

Suppose x∗(t) is a T -periodic solution of the DDE system (2.1.1) at �xed

delay τ . Suppose further that x∗(t) possesses a critical Floquet multiplier µ,

such that

µl = 1 for some l ∈ N, and µj ̸= 1 for all j = 1, . . . , l − 1. (2.6.1)

Such a mulitplier is called resonant. Then, x∗(t) is a T -periodic solution of the

DDE system (2.1.1) with the resonant Floquet multiplier µ for all

τml = τ +mlT, for all m ∈ Z. (2.6.2)

Indeed, recalling the Floquet condition v(t + T ) = µv(t) (2.5.2) in the vari-

ational equation (2.5.1) of (2.1.1) at x∗(t) yields

v̇(t) = A(t)v(t) +B(t)v(t− τ) = A(t)v(t) + µ B(t)v(t− τ − T )

= A(t)v(t) + µm B(t)v(t− τ −mT ) = A(t)v(t) + µmlB(t)v(t− τ −mlT ).
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Note, that for the calculation, we also exploited the T -periodicity of the matrices

A(t) = ∂1f (x∗(t), x∗(t− τ)) and B(t) = ∂2f (x∗(t), x∗(t− τ)).

Trivially, for l = 1 one obtains the general reappearance rule (2.4.1), for

the multiplier µ = 1 with the corresponding Floquet mode ẋ∗(t). In general,

a resonant multiplier µ corresponds for l = 2 to a period-doubling bifurcation,

and for l > 2, the critical multiplier µ corresponds to a resonant Neimark-

Sacker bifurcation. Suppose x∗(t) is a soliton solution for a �xed large delay τ

and recall that solitons lie on a branch T (τ) = τ + δ(τ) with δ(τ) −→ δ∞. The

entire branch reappears to Tm(τ) := τ + δ(τ) +mT (τ) for all m ∈ Z. Hence, if
x∗(t) has a resonant mulitplier µ with l > 1, the soliton solution together with

the critical mutliplier µ then reappears on every l-th reappearing branch.

We have now reviewed the current theory on temporal dissipative solitons

in DDE systems. In particular, we have introduced the pro�le equation, an

equation with an advanced argument, in which the solitons appear as periodic

solutions approaching a homoclinic solution. Our goal is to analyse the bifurc-

ations and instabilities of TDSs by studying the corresponding homoclinics and

accompanying family of large-period periodic solutions in the pro�le equation.

To this end, we will give an overview of homoclinic bifurcation theory in the

next chapter.
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CHAPTER 3

Homoclinic bifurcation theory

This chapter reviews important concepts of the theory on homoclinic solutions

and their bifurcations within �nite-dimensional vector �elds. In particular,

conditions for the genericity of these types of solutions are discussed. To ex-

tend our understanding of homoclinic bifurcations into higher dimensions, we

introduce the centre manifold reduction technique, which serves to e�ectively

reduce dimensionality. Emphasizing the practical implications of our theoret-

ical discussions, we show how the unfolding of a homoclinic solution always

comes along with the formation of periodic solutions. We conclude by explor-

ing certain bifurcations induced by the unfolding of degenerate con�gurations

of homoclinics that play a signi�cant role in the main part of the thesis.

3.1 Homoclinic and heteroclinic solutions

This chapter is a summary of the theory on homoclinic and heteroclinic

bifurcations in ordinary di�erential equations based on the review by [HS10].

Consider an autonomous ordinary di�erential equation (ODE)

ẋ(t) = f(x(t), η), (3.1.1)

where f is a nonlinear function depending on the state variable x(t) ∈ Rn and

parameters η ∈ Rp. For the various results presented in this chapter, di�erent
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3. Homoclinic bifurcation theory

Figure 3.1: Sketches of connecting orbits: (a) homoclinic orbit, (b) heteroclinic

orbit, (c) heteroclinic cycle.

orders of di�erentiability on the vector �eld are required and can be gathered

from the corresponding literature, see references in [HS10]. For simplicity,

assume f to be smooth enough in order to satisfy the conditions for every

assumption presented here, i.e. f ∈ Ck(Rn × Rp,Rn), for k ∈ N su�ciently

large.

De�nition 2. A solution h(t) of (3.1.1) at η = η∗ is called heteroclinic if it

satis�es

lim
t→−∞

h(t) = x0 and lim
t→∞

h(t) = x1,

where x0 and x1 are two distinct equilibria of (3.1.1).

A solution h(t) of (3.1.1) at η = η∗ is called homoclinic if it satis�es

lim
t→±∞

h(t) = x0.

A heteroclinic cycle of (3.1.1) at η = η∗ consists of several heteroclinic

solutions hj(t), j = 1, . . . , l, such that

lim
t→∞

hj(t) = x(j+1) mod l = lim
t→−∞

h(j+1) mod l(t), j = 1, . . . , l,

where xj, j = 1, . . . , l, are pairwise distinct equilibria of (3.1.1).

Heteroclinic and homoclinic orbits are also often referred to as connecting

orbits. Figure 3.1 displays a schematic representation of the di�erent types

of connecting orbits presented above in De�nition 2. Panel (a) displays a

trajectory connecting an equilibrium to itself, corresponding to a homoclinic
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3.1. Homoclinic and heteroclinic solutions

Figure 3.2: Sketches of travelling wave solutions moving with constant speed c:

(a) pulse, (b) front, (c) back, (d) periodic pattern.

orbit. Panel (b) gives a sketch of a heteroclinic orbit, where the trajectory

connects to two distinct equilibria. In Panel (c), there is a heteroclinic cycle

consisting of two heteroclinic connections.

Examples of the appearance of homoclinic or heteroclinic solutions can

be found in various nonlinear dynamical systems. A particular instance are

travelling-wave solutions of partial di�erential equations (PDEs) with unboun-

ded domains that have an intrinsic relation to homoclinic solutions. Consider

the following reaction-di�usion system given by

∂tu(t, x) = D∂xxu(t, x) + F (u(t, x)), u(t, x) ∈ R. (3.1.2)

The real variables t and x represent, respectively, the time and space of the

system. Furthermore, let F ∈ C1(R,R) and D be a real parameter. A solution

of (3.1.2) of the form u(t, x) = u∗(x−ct) is called a travelling wave and describes
a solution with a �xed pro�le u∗ that moves in forward time with a speed c ∈ R
to the left for c < 0 or to the right for c > 0. Applying the travelling wave

ansatz u(t, x) = u∗(x− ct), with ξ := x− ct to (3.1.2), we obtain

d

dξ

(
U

V

)
=

(
V

−D−1(cV + F (U))

)
, (3.1.3)

an ODE for the new coordinates (U, V ) := (u∗, ∂ξu∗). Solutions of this re-

duced system (3.1.3) give travelling waves to the original PDE (3.1.2). What

is more, homoclinics of this ODE give rise to travelling pulse solutions in the

PDE (3.1.2). These correspond to travelling waves that are localized in space.

Subsequently, heteroclinics give rise to fronts and backs, which are travelling

waves that become constant for x −→ ±∞. Note, that these travelling pulses

correspond to dissipative solitons emerging in nonlinear dissipative systems,
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3. Homoclinic bifurcation theory

like the reaction-di�usion system discussed here. Figure 3.2 gives an overview

of the above-mentioned travelling wave solutions in the PDE.

3.2 Homoclinics to hyperbolic equilibria: stable and un-

stable manifolds

Suppose h(t) is a homoclinic solution of (3.1.1) given by

ẋ(t) = f(x(t), η),

at parameters η = η∗. Denote with x0 the corresponding equilibrium to which

the homoclinic converges for t −→ ±∞. We will restrict ourselves to equilibria

satisfying the following assumption.

Hypothesis 1 (Hyperbolicity of equilibrium). The equilibrium x0 of (3.1.1)

is hyperbolic at η = η∗, i.e. the linearization of the vector �eld (3.1.1) at x0,

which is given by the matrix
∂f

∂x
(x0; η∗) has no eigenvalues with vanishing real

part. Suppose further, that there is at least one eigenvalue which has a real part

of the opposite sign than the other eigenvalues, i.e., x0 is a saddle equilibrium.

The hyperbolicity assumption here excludes bifurcations induced by the

equilibrium. Theory on homoclinics to nonhyperbolic saddles, i.e. the case

where the linearization of (3.1.1) at x0 has eigenvalues on the imaginary axis,

can be reviewed in Section 2.2. of [HS10]. In the following, we will suppose that

x0 satis�es Hypothesis 1. The stable and unstable manifolds of x0 at η = η∗

are given by

W s(x0; η∗) = {x(t0) : x(t) satis�es (3.1.1) and x(t) −→ x0 as t −→ ∞} ,

W u(x0; η∗) = {x(t0) : x(t) satis�es (3.1.1) and x(t) −→ x0 as t −→ −∞} .

Both sets are immersed manifolds of class Ck, which are invariant under the

�ow. They converge towards the equilibrium x0 in their respective time limits
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3.2. Stable and unstable manifolds

and the rate of convergence is exponential in t, [GH83; TV10]. The homoclinic

solution must lie in the intersection of the stable and unstable manifold. Indeed,

if there is a time t at which h(t) ∈W s(x0; η∗)∩W u(x0; η∗), then this is satis�ed

for all t ∈ R, because of the invariance of the �ow in a dynamical system. Hence

the entire orbit must lie in the intersection of the stable and unstable manifold

of x0.

Consider now the corresponding tangent spaces. The variational equation

of (3.1.1) at h(t) is given by

v̇(t) =
∂f

∂x
(h(t); η∗)v(t), (3.2.1)

At each point along h(t) one can de�ne the tangent space to the stable and

unstable manifold of x0. They are given, respectively, by

Th(t)W
s(x0; η∗) = {v(t) : v(·) satis�es (3.2.1) and v(s) −→ 0 as s −→ ∞} ,

Th(t)W
u(x0; η∗) = {v(t) : v(·) satis�es (3.2.1) and v(s) −→ 0 as s −→ −∞} .

Since ḣ(t) lies in Th(t)W
s(x0; η∗) as well as Th(t)W

u(x0; η∗), the intersection

is at least one dimensional. Assume that it is exactly one dimensional and hence

spanned only by ḣ(t).

The adjoint system of the variational equation (3.2.1) is given by

ẇ(t) = −∂f
∂x

(h(t); η∗)
trw(t), (3.2.2)

where M tr denotes the transpose of the matrix M . Let ⟨· , ·⟩ be the euclidean
scalar product in Rn. We denote with V ⊥ the space of vectors that are per-

pendicular to V with respect to ⟨· , ·⟩. The adjoint linearized eigenspaces of x0

are then given by

Th(t)W
s(x0; η∗)

⊥ = {w(t) : w(·) satis�es (3.2.2) and w(s) −→ 0 as s −→ ∞} ,

Th(t)W
u(x0; η∗)

⊥ = {w(t) : w(·) satis�es (3.2.2) and w(s) −→ 0 as s −→ −∞} .

Solutions v(t) of (3.2.1) and w(t) of (3.2.2) satisfy

d

dt
⟨w(t), v(t)⟩ = 0.
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3. Homoclinic bifurcation theory

Consider now the spaces

Th(t)W
s(x0; η∗) ∩ Th(t)W

u(x0; η∗)

= { v(t) : v(·) satis�es (3.2.1) and v(s) −→ 0 as |s| −→ ∞ } ,

[Th(t)W
s(x0; η∗) + Th(t)W

u(x0; η∗)]
⊥

= { w(t) : w(·) satis�es (3.2.2) and w(s) −→ 0 as |s| −→ ∞ } ,

where we denote with A+B the direct sum of two vector spaces A and B. Since

we assumed Th(t)W
s(x0; η∗)∩Th(t)W u(x0; η∗) to be a one dimensional subspace

spanned by ḣ(t), also [Th(t)W
s(x0; η∗) + Th(t)W

u(x0; η∗)]
⊥ is one-dimensional.

We denote with ψ(t) the element spanning [Th(t)W
s(x0; η∗)+Th(t)W

u(x0; η∗)]
⊥.

The two vectors ḣ(t) and ψ(t) lie orthogonally with respect to ⟨· , ·⟩.

3.3 Nondegeneracy condition for the homoclinic solution

An important factor guaranteeing the persistence of a homoclinic orbit un-

der varying parameters is a transversality condition on the stable and unstable

manifold. In order to ensure a generic unfolding of the homoclinic, we will

use the so called Melnikov integral. This tool was developed for the detection

of chaos in non-autonomous dynamical systems, see for example [GH83] for a

mechanical system under periodic perturbations, and can reveal the existence

of homoclinic tangles in the Poincaré-map.

Consider a homoclinic solution h(t) of (3.1.1) to the equilibrium x0 at

η = η∗. In this section, we set η∗ = 0 for simplicity. The equilibrium is

assumed to be of saddle-type, i.e. it satis�es Hypothesis 1. Remember that

h(t) ∈ W s(x0; 0) ∩ W u(x0; 0). Varying the parameter, the homoclinic pos-

sibly dissolves. The unstable and stable manifold split and no longer intersect.

Consider now the following Lemma.

Lemma 1 (see [HS10] Lemma 2.1 and Proof). Assume the equilibrium x0 satis-

�es Hypothesis 1 and Th(t)W
s(x0; 0)∩Th(t)W u(x0; 0) = Rḣ(t). Then for each η

close to 0, there are orbits hs(·; η) ∈W s(x0(η); η) and h
u(·; η) ∈W u(x0(η); η),
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3.3. Nondegeneracy condition for the homoclinic solution

Figure 3.3: A homoclinic structure h(t) at η = 0 (Panel (a)) dissolves for η ̸= 0

(Panel (b)). The distance between the stable and unstable manifold is then

given by d.

that are unique and hs(0; 0) = hu(0; 0) = h(0), such that

hu(0; η)− hs(0; η) ∈ Rψ(0) for all η.

The functions hs(·; η) and hu(·; η), considered with values in C0(R+,Rn) and

C0(R−,Rn), respectively, are smooth in η.

One can now de�ne the distance d between the stable and unstable manifold

as

d(η) := ⟨ψ(0), hu(0; η)− hs(0; η)⟩.

Since for homoclinic solutions, the unstable and stable manifold coincide, it is

d(η) = 0 at η = 0, see Figure 3.3. Applying Taylor at η = 0 gives

d(η) = d(0) + d′(0)η +O(|η|2).

It can be shown that

d′(0) =

∫
R
⟨ψ(t), ∂

∂η
f(h(t); 0)⟩ dt,

see [Mel63; Wig03]. This integral is called the Melnikov integral M.

Since d(0) = 0, it is d(η) = Mη + O(|η|2) and one can now make the as-

sumption that the homoclinic orbit will not persist under parameter variations

if M ≠ 0. Hence, we can make the following nondegeneracy condition for

homoclinics:
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3. Homoclinic bifurcation theory

Hypothesis 2 (Nondegeneracy of homoclinics, see [HS10] Hypothesis 2.2).

A nondegeneracy condition for the homoclinic solution h(t) in (3.1.1) to the

saddle equilibrium x0 at parameter η = (η1, . . . , ηp) = η∗ is given by:

1. (transverse intersection) The stable and unstable manifold of x0 intersect

transversely:

Th(t)W
s(x0; η∗) ∩ Th(t)W u(x0; η∗) = Rḣ(0).

2. (generic unfolding) The stable and unstable manifold of x0 unfold gener-

ically with respect to the parameter ηj, for j ∈ {1, . . . , p}:

Mj =

∫
R
⟨ψ(t), ∂

∂ηj

∣∣∣∣
η=η∗

f(h(t); η)⟩ dt ̸= 0.

3.4 Nondegeneracy conditions for the saddle equilibrium

For certain tools needed to examine homoclinics and their bifurcation scen-

arios discussed later, it becomes evident that conditions on the spectrum of

the saddle equilibrium x0 are crucial, as it is responsible for the asymptotic

behaviour of the homoclinic. The dynamics at the tails of the homoclinic are

governed by the linearization around its corresponding equilibrium given by

v̇(t) =
∂

∂x
f(x0, η∗)v(t), (3.4.1)

and thereby depend on the spectrum of the equilibrium.

Suppose the equilibrium x0 is of saddle-type (Hypothesis 1). Then there is

an l ∈ {1, . . . n}, such that the n eigenvalues of the matrix ∂
∂xf(x0, η∗) denoted

with λj , j = 1, . . . , n, repeated with multiplicity, can be arranged by increasing

real part:

Re(λ1) ≤ Re(λ2) ≤ · · · ≤ Re(λl) < 0 < Re(λl+1) ≤ · · · ≤ Re(λn).

The eigenvalues closest to the imaginary axis are called the leading stable

and leading unstable eigenvalues, denoted with λls and λlu, respectively. The

32



3.4. Nondegeneracy conditions for the saddle equilibrium

eigenvalues λj , j = 1, . . . , n, satisfying Re(λj) = Re(λl) are the leading stable

eigenvalues and those satisfying Re(λj) = Re(λl+1) are the leading unstable

eigenvalues. Generically, they dominate the dynamics at the tails, as they give

the slowest exponential decay rates. Thereby, the asymptotics at the tail for

t −→ −∞ are order O(Re(eλ
lut)), and of order O(Re(eλ

lst)) for t −→ ∞.

We consider the following generic con�gurations of saddle-type equilibria.

Hypothesis 3 (saddle-type con�gurations, see [HS10] Hypothesis 2.3). Gen-

eric con�gurations of the equilibrium are given by:

1. (tame saddle) The unique leading unstable eigenvalue λlu is real and

simple and the leading stable eigenvalue satisfy |Re(λls)| > λlu.

2. (simple saddle) The leading stable and unstable eigenvalues are unique,

real and simple.

3. (saddle focus) The leading unstable eigenvalue is unique, real and simple.

There are precisely two leading stable eigenvalues λls and λls, and these

are simple with nonvanishing real parts.

4. (double focus) The leading stable and unstable eigenvalues are unique (up

to complex conjugation) and simple.

Note that for case (1.), the leading stable eigenvalue λls of the saddle does

not have to be unique or simple. Consider the case where the leading stable

eigenvalue is unique, real, and simple, and there are precisely two leading un-

stable eigenvalues, λlu and λlu, which are complex conjugate with nonvanishing

real parts and are likewise simple. This con�guration quali�es as a saddle focus

in the time-reversed version of system (3.1.1).

The saddle value σ is given by

σ := Re(λls) + Re(λlu). (3.4.2)

If σ > 0, we call the saddle x0 wild. If σ < 0, we call the saddle tame.

The spectrum of an equilibrium can be further subdivided, if there are

spectral gaps given in the following way: If there is a λss ∈ R, and a natural

number ns < l such that

Re(λ1) ≤ · · · ≤ Re(λns
) < λss < Re(λls) < 0,
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3. Homoclinic bifurcation theory

then λss is called strong stable eigenvalue. Analogously, if there is a λuu ∈ R,
and a natural number nu > l + 1 such that

0 < Re(λlu) < λuu ≤ Re(λnu
) ≤ · · · ≤ Re(λn),

then λuu is called strong unstable eigenvalue.

In the following chapters, we will discuss the possible in�uences of the strong

spectrum and the size of the spectral gaps on the dynamics of the homoclinic.

3.5 Inclination and orbit �ip con�gurations

In the previous section, we discussed that the asymptotic behaviour of the

homoclinic is determined by the spectrum of the corresponding saddle equi-

librium x0 and presented conditions on the saddle equilibrium. We will now

continue with our discussion on the asymptotic behaviour of the homoclinic in

more detail.

In the generic con�gurations, the homoclinic approaches its saddle along

the leading eigendirections and the decay rate of the left and right tails are

respectively of order O(Re(eλ
lut)) and O(Re(eλ

lst)). De�ne W ls,u(x0; η∗) as

the set whose tangent space at x0 is given by the leading stable eigendirections

plus the generalized unstable eigenspace of ∂
∂xf(x0; η∗). Let W lu,s(x0; η∗) be

analogously the set whose tangent space consists of the leading unstable eigen-

directions plus the generalized stable eigenspace. These are invariant manifolds,

whose di�erentiability depends on spectral gap conditions, provided by invari-

ant manifold theory [TV10]. In general, they can only be assumed to be con-

tinuously di�erentiable. Note, that although their tangent space at x0 is unique,

the manifolds themselves are not uniquely de�ned. Generically, the manifolds

W ls,u(x0; η∗) and W
s(x0; η∗) and, analogously, the manifolds W s,lu(x0; η∗) and

W u(x0; η∗) intersect transversally. This is visualized in Figure 3.4, where a

generic homoclinic h(t) (blue) in three dimensions is displayed with a corres-

ponding equilibrium x0 having respectively one real leading unstable, leading

stable (single arrows) and strong stable eigendirection (double arrow). The
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3.5. Inclination and orbit �ip con�gurations

Figure 3.4: Exemplary generic homoclinic orbit h(t) in R3 (blue) to a corres-

ponding saddle equilibrium x0 with a real leading stable and unstable eigendir-

ection (single arrows), and a real strong stable eigendirection (double arrow).

The homoclinic approaches x0 along the leading stable eigendirection and the

manifolds W ls,u(x0; η∗) (grey) and W
s(x0; η∗) (red) intersect transversally.

homoclinic approaches its saddle along the leading eigendirections. Moreover,

the manifolds W ls,u(x0; η∗) (grey) and W
s(x0; η∗) (red) intersect transversally.

Nevertheless, these conditions may be violated. In the following, we discuss

the case when the strong spectrum rules over the asymptotics.

Orbit �ip. Assume that there is a strong stable and unstable eigenvalue,

denoted with λss and λuu. De�ne the strong stable manifold W ss(x0; η∗) as the

set of all solutions x(t) of the ODE (3.1.1) satisfying ||x(t) − x0|| ∈ O(eλ
sst).

We then say that the stable manifold of the homoclinic lies in an orbit �ip

con�guration, if h(t) ∈ W ss(x0; η∗). That is, the homoclinic approaches the

equilibrium x0 for t −→ ∞ along the strong stable manifold W ss(x0; η∗). This

scenario is displayed in Figure 3.5 for a homoclinic h(t) in three dimensions,

with a corresponding saddle equilibrium x0, having again, respectively, one real

unstable, leading stable and strong stable eigendirection. Note that for a gen-

eric orbit �ip con�guration, the manifolds W ss,u(x0; η∗) (grey) and W
s(x0; η∗)
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3. Homoclinic bifurcation theory

Figure 3.5: Homoclinic orbit h(t) (blue) in R3 with stable manifold in orbit

�ip con�guration. The corresponding saddle equilibrium x0 has a real leading

stable and unstable eigendirection (single arrows), and a real strong stable

eigendirection (double arrow). The homoclinic approaches x0 along the strong

stable eigendirection and the manifolds W ss,u(x0; η∗) (grey) and W s(x0; η∗)

(red) intersect transversally.

(red) intersect transversally. The manifold W ss,u(x0; η∗) is de�ned analog-

ously as the manifold, whose tangent space at x0 is given by the strong stable

eigendirections plus the generalized unstable eigenspace of ∂
∂xf(x0; η∗). Ana-

logously, the strong unstable manifold W uu(x0; η∗) can be de�ned as the set

of all solutions x(t) of (3.1.1) satisfying ||x(t) − x0|| ∈ O(eλ
uut). We then say

that the unstable manifold of the homoclinic lies in an orbit �ip con�guration

if h(t) ∈W uu(x0; η∗).

Suppose for simplicity that x0 is a simple saddle, i.e. the leading stable and

unstable eigenvalue are unique, real and simple (Hypothesis 3 (2.)). Recalling

Lemma 1, there are solutions hs(t; η) and hu(t; η) lying in the stable, and

respectively unstable manifold W s(x0(η); η) and W u(x0(η); η). We can now
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3.5. Inclination and orbit �ip con�gurations

de�ne the following vectors

νs(η) := lim
t→∞

e−λls(η)t (hs(t; η)− x0(η)) ,

νu(η) := lim
t→−∞

e−λlu(η)t (hu(t; η)− x0(η)) ,

where we indicate with x0(η), λ
ls(η) and λlu(η) the possible parameter depend-

encies of the equilibrium and the leading eigenvalues. Note, that in the more

general case where the eigenvalues are not real, the limits can be computed in

complex coordinates. It can be veri�ed that the limits exist and are of order Ck

in η. The vectors νs(η) and νu(η) are multiples of the eigenvectors of the linear-

ization ∂
∂xf(x0(η); η) corresponding to the leading eigenvalues λ

ls(η) and λlu(η),

respectively. Especially, it is νs = 0 if and only if the homoclinic approaches

the equilibrium x0 for t −→ ∞ along the strong stable manifold W ss(x0; η∗).

Analogously it is νu = 0, if and only if the homoclinic approaches the equilib-

rium x0 for t −→ −∞ along the strong unstable manifoldW uu(x0; η∗). Beyond

that, there is a constant ϵ > 0, such that

hs(t; η) = x0(η) + eλ
ls(η)tνs(η) +O(e(Reλls(η)−ϵ)t), t −→ ∞,

and analogously for hu(t; η), [HS10]. Thereby, if νs(η∗) or ν
u(η∗) vanish, the

leading stable or unstable eigendirection do not appear in the asymptotic decay

rates of the homoclinic.

But not only the generic asymptotics of the homoclinic solution along the

leading eigendirections might not be realized. Another nongeneric con�guration

can appear involving features of the stable and unstable eigenvectors of the

saddle equilibrium when they are transported along the homoclinic orbit.

Inclination �ip. Generically, the manifolds W ls,u(x0; η∗) and W
s(x0; η∗)

intersect transversally along the homoclinic orbit. However, it can happen,

that the intersection is not transversal. Then the stable manifold is in an

inclination �ip con�guration. This is sketched in Figure 3.6 for a homoclinic

in R3 that has a corresponding saddle with three real eigenvalues, with one

being positive. Analogously, the unstable manifold is in an inclination �ip, if

the manifoldsW s,lu(x0; η∗) andW
u(x0; η∗) do not intersect transversally along

the homoclinic orbit.
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3. Homoclinic bifurcation theory

Figure 3.6: Homoclinic orbit h(t) (blue) in R3 with stable manifold in inclin-

ation �ip con�guration. The corresponding saddle equilibrium x0 has a real

leading stable and unstable eigendirection (single arrows), and a real strong

stable eigendirection (double arrow). The homoclinic approaches x0 along

the leading stable eigendirection and the manifolds W ls,u(x0; η∗) (grey) and

W s(x0; η∗) (red) do not intersect transversally.

We would like to formalize these statements, in a similar manner as for

the orbit �ip case. Denote with vls and vlu the leading stable and unstable

eigenvectors corresponding to the leading eigenvalues λls and λlu of the matrix
∂
∂xf(x0; η∗). Consider the solutions of (3.2.1) lying in Th(t)W

s(x0; η∗). For

t −→ −∞, they converge generically to the sum of the tangent space of the

strong stable manifold Tx0
W ss(x0; η∗) and the eigendirection de�ned by the

leading unstable eigenvector vlu. Conversely, the stable manifold is in an in-

clination �ip con�guration, then the tangent space Th(t)W
s(x0; η∗) along the

homoclinic for t −→ −∞ converges to the sum of the tangent space of the

leading stable manifold at Tx0
W ls(x0; η∗) and the eigendirection de�ned by the

leading unstable eigendirection vlu.
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3.5. Inclination and orbit �ip con�gurations

This works similarly for the unstable manifold. The solutions of (3.2.1) lying

in Th(t)W
u(x0; η∗) converge generically for t −→ ∞ to the sum of the tangent

space of the strong unstable manifold Tx0W
uu(x0; η∗) and the eigendirection

de�ned by the leading stable eigenvector vls. Then, the unstable manifold is

in an inclination �ip con�guration, if the tangent space Th(t)W
u(x0; η∗) along

the homoclinic for t −→ ∞ converges to the sum of the tangent space of the

leading unstable manifold at Tx0
W lu(x0; η∗) and the eigendirection given by

the leading stable eigendirection vls.

Recall from Section 3.2 the solution ψ(t) of (3.2.2) spanning the space

[Th(t)W
s(x0; η∗) + Th(t)W

u(x0; η∗)]
⊥. Similarly to Lemma 1 presented in Sec-

tion 3.3, we give the following lemma.

Lemma 2 (see [HS10] Lemma 2.3). Assume that Hypotheses 1 and 2. (1.) are

met. For j = s,u there are unique solutions ψj(·; η) of

ẇ(t) = −∂xf(hj(t; η); η)trw(t), j = s,u,

with ||ψj(0;ψ)|| = 1 and ψj(t; η) ⊥ Thj(t;η)W
j(x0(η); η), so that

ψu(0; η)− ψs(0; η) ∈ Rḣ(0).

The functions ψs(·; η) and ψu(·; η), considered with values in C0(R+,Rn) and

C0(R−,Rn), respectively, are smooth in η.

De�ne then the vectors

νs∗(η) := lim
t−→−∞

eλ
ls(η)tψs(t; η), and νu∗ (η) := lim

t−→∞
eλ

lu(η)tψu(t; η).

It can again be shown that these limits exist and are of class Ck in η. The vectors

νs∗(η∗) and ν
u
∗ (η∗) are multiples of the leading stable and unstable eigendirec-

tions of the adjoint linearization ∂xf(x0; η∗)
tr of (3.1.1) at x0. In particular,

the stable manifold does not lie in an inclination �ip con�guration if and only

if νs∗(η∗) ̸= 0. Analogously, the unstable manifold does not lie in an inclination

�ip con�guration if and only if νu∗ (η∗) ̸= 0.

We can now state the following Hypothesis excluding orbit and inclination

�ip con�gurations.
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3. Homoclinic bifurcation theory

Hypothesis 4 (Inclination and orbit properties, see [HS10] Hypothesis 2.4).

The following conditions exclude inclination �ip and orbit �ip con�gurations:

1. The stable manifold along the homoclinic orbit is not in an inclination

�ip con�guration, i.e. νs∗ ̸= 0.

2. The unstable manifold along the homoclinic orbit is not in an inclination

�ip con�guration, i.e. νu∗ ̸= 0.

3. The homoclinic orbit is not in an orbit �ip con�guration within the stable

manifold, i.e. νs ̸= 0.

4. The homoclinic orbit is not in an orbit �ip con�guration within the un-

stable manifold, i.e. νu ̸= 0.

Assuming the leading eigenvalues are real and simple (Hypothesis 3 (2.)

(simple saddle)), we can de�ne the orientation index with

O(η) := sign{⟨νs∗(η), νs(η)⟩⟨νu∗ (η), νu(η)⟩}. (3.5.1)

A homoclinic orbit at η = η∗ is orientable if O(η∗) = 1 and non-orientable,

when O(η∗) = −1. Especially, if Hypothesis 4 is satis�ed, it is O(η∗) = ±1. If

at a parameter η = η∗ it is O(η∗) = 0, the homoclinic is either in an inclination

or orbit �ip con�guration and Hypothesis 4 fails. This suggests that, in the

three-dimensional case given in Figures 3.4�3.6, the unfolding of an orbit or

inclination �ip leads to a change in the orientation of the two-dimensional

manifold W ls,u(x0; η).

3.6 Homoclinic centre manifolds

Since the analysis of homoclinics in higher dimensions can be tedious, it

makes sense to analyse a reduced system, containing the homoclinic orbit and

all recurring dynamics. To this end, suppose again that h(t) is a homoclinic

orbit of (3.1.1) at η = η∗ that limits to the saddle equilibrium x0.
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3.6. Homoclinic centre manifolds

Hypothesis 5 (Linear normal hyperbolicity, see [HS10] Hypothesis 3.1). The

spectrum of the saddle x0 and the corresponding eigenspaces can be decomposed

in the following way:

spec{ ∂
∂x
f(x0, η∗))} = σu ∩ σc ∩ σs,

with max(Re(σs)) < min(Re(σc)) and max(Re(σc)) < min(Re(σu)).

The eigenspaces corresponding to the subsets of the spectrum are denoted with

Es
x0
, Ec

x0
and Eu

x0
, respectively, and their direct sum is Es

x0
+Ec

x0
+Eu

x0
= Rn.

Additionally, the subspaces Es(t), Ec(t) and Eu(t) are continuous in t ∈ R and

their direct sum Es(t) + Ec(t) + Eu(t) = Rn for all t ∈ R. It is Ej(t) −→ Ej
x0

for |t| −→ ∞, such that the �ow Φ(t, r) of

v̇(t) =
∂

∂x
f(h(t); η∗)v(t)

maps Ej(r) into Ej(t) for all t, r ∈ R and each j = s, c,u. Furthermore, the

derivative ḣ(t) lies in Ec(t).

Under these conditions, the homoclinic possesses a centre manifold. Its

di�erentiability is in�uenced by the size of the spectral gaps between the leading

eigenvalues and the strong spectrum. This has been demonstrated in [Hom96;

San00; San93].

Theorem 1 (Homoclinic centre manifold, see [HS10] Theorem 3.3). Suppose

Hypothesis 5 is satis�ed. For any K ∈ N and α ∈ (0, 1), such that

K + α < min{minRe(σc)

maxRe(σs)
,
minRe(σu)

maxRe(σc)
},

there are a constant ϵ > 0 and a locally invariant, normally hyperbolic homo-

clinic centre manifold W c
hom(η) associated with h(t) and de�ned for |η−η∗| < ϵ,

with the following properties: W c
hom(η) is of class CK,α jointly in (x, η) and has

dimension equal to dimEc
x0
.

The notation CK,α denotes the Höder space, containing all K-times con-

tinuously di�erentiable functions, whose K-th partial derivatives are Hölder

continuous with exponent α. Hypothesis 5 providing for normal hyperbolicity
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3. Homoclinic bifurcation theory

Figure 3.7: Exemplary two-dimensional centre manifold (blue) of a generic

homoclinic solution (blue) to a saddle with real eigenvalues in R3 with one

being positive: the centre manifold is either di�eomorphic to (a) an annulus or

(b) a Möbius strip; the respective orientation index is O = 1 or O = −1.

of the centre manifold is necessary in order to yield robustness under per-

turbations in η. Moreover, the centre manifold is locally invariant under the

�ow. Not only the homoclinic is contained in the centre manifold, but also all

recurring solutions, that is, all solutions that are close to it for all times.

The space Ec(t) is the tangent bundle of the centre manifold along the

homoclinic at η = η∗ and it is uniquely de�ned. Indeed, consider W s,lu(x0; η∗),

the manifold whose tangent bundle is given by the stable and leading unstable

eigendirection andW ls,u(x0; η∗) the manifold, whose tangent bundle is given by

the leading stable and unstable eigendirection of the equilibrium. Then Ec(t)

is the intersection of the tangent spaces of both manifolds. Note, that if the

centre manifold exists, it is not necessarily uniquely de�ned. Moreover, the

centre manifold is tangent to Ec(t) and since Ec(t) −→ Ec
x0

for |t| −→ ∞, the

centre manifold at η = η∗ is tangent to Ec
x0

at x0, consisting of the leading

stable and leading unstable eigendirection of x0.

Suppose a homoclinic satis�es the nondegeneracy condition given in Hypo-

thesis 2 (1.) and is neither in an orbit or inclination �ip con�guration (Hypo-

thesis 4). Suppose that the corresponding equilibrium is of simple saddle-type

(Hypothesis 3 (2.)), i.e. its linearization has two real leading eigenvalues. Then
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3.6. Homoclinic centre manifolds

Ec(t) satis�es Hypothesis 5, since it is a continuous vector bundle limiting to

the eigenspace of ∂xf(h(t); η∗) corresponding to the leading eigenvalues. There-

fore, a two-dimensional centre manifold exists. The centre manifold is either

di�eomorphic to an annulus or a Möbius strip, depending on the orientation

index O (3.5.1). A sketch of a two-dimensional centre manifold for the two pos-

sible orientations is depicted in Figure 3.7. In both situations of this example,

note that at x0, the centre manifold is tangent to the unstable eigendirection

and the leading stable eigendirection of x0.

The existence of a centre manifold can already reveal key information about

the dynamics. For example, this can uncover the possible existence of so called

N -homoclinics or N -periodic solutions. We understand by that solutions that

pass N -times around the primary homoclinic or periodic solution. Analogously

to the period-doubling bifurcation, the bifurcation of a 2-homoclinic is called

homoclinic doubling and can be responsible for the existence of chaotic dynam-

ics, see [GH83]. We associate with chaos the presence of shift dynamics in the

Poincaré map. Especially, chaotic dynamics imply the existence of N -periodic

solutions for each N in a tubular neighbourhood of the homoclinic.

An application for a two-dimensional centre manifold can be found in the

so called resonant homoclinic orbit, examined in detail in [CDF90]. This treats

the case of a homoclinic solution limiting to a simple saddle with vanishing

saddle value σ and the unfolding of this con�guration. Under the before-made

non-degeneracy assumptions and disallowing orbit or inclination �ip scenarios,

the homoclinic possesses a two-dimensional centre manifold. Its existence im-

mediately excludes the occurrence of N -homoclinics and N -periodic solutions

with N > 1 in the orientable case and N > 2 in the non-orientable one. There-

fore, looking at the dimension or topology of the centre manifold can help to

exclude, a priori, certain solutions.

On the other side, in orientation-changing bifurcations, like the orbit �ip or

inclination �ip bifurcations, the two-dimensional centre manifold itself bifurc-

ates and switches between an annulus and a Möbius strip. This demands for a

three-dimensional centre manifold in which the �ip can be executed. This can

induce the generation of N -homoclinics and shift dynamics. The unfolding of

an orbit �ip will be presented in Section 3.8.
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3. Homoclinic bifurcation theory

Figure 3.8: Birth of a periodic orbit in a homoclinic bifurcation. The sketch

displays a saddle equilibrium x0 with a one-dimensional unstable eigendirection

and a two-dimensional stable manifold (red). (a) The unstable manifold splits

above the stable manifold for η > 0 and the system possesses a stable peri-

odic solution (blue). (b) The manifolds intersect and thus create a homoclinic

connection (blue) for η = 0. (c) The unstable manifold splits below the stable

manifold for η < 0. The homoclinic dissolves and there is also no periodic

solution.

3.7 Bifurcation of periodic orbits from a homoclinic

Generic homoclinics appear in codimension-one bifurcations in which peri-

odic solutions disappear by colliding with an equilibrium x0 of saddle-type.

The birth of periodic solutions from a homoclinic solution in a planar equa-

tion was studied in [ALGM73]. In particular, this topic has been scrutinized

by Shilnikov for vector �elds in Rn, [Shi63; Shi68; SSTC01]. In this section,

we discuss the birth of a periodic solution from a homoclinic connecting to an

equilibrium x0 under the various possible saddle-type con�gurations. In par-

ticular, we discuss the proof for the case, where the equilibrium x0 is a tame

saddle (Hypothesis 3 (1.)).

Figure 3.8 gives an idea of the bifurcation. Panel (a) displays a three-

dimensional vector �eld with a periodic solution for a parameter η > 0. For

η −→ 0, the periodic solution approaches the saddle equilibrium x0 and thereby

the corresponding period goes to in�nity. At η = 0, see Panel (b), it collides

with the saddle equilibrium x0. The stable (red) and unstable manifold inter-

sect and thereby create a homoclinic solution h(t). For η < 0, see Panel (c),
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3.7. Bifurcation of periodic orbits from a homoclinic

the stable and unstable manifold split up again, leading to the break-up of the

homoclinic structure and there are no periodic orbits in a small neighbourhood

of the homoclinic loop. We want to give a summary of the proof based on

[SSTC01] using so called Shilnikov variables in order to present a standard

technique for the analysis of homoclinics. Another popular Ansatz is Lin's

method [Lin90] based on a Lyapunov-Schmidt reduction.

Suppose the equation (3.1.1)

ẋ(t) = f(x(t), η),

with f ∈ C1, x(t) ∈ Rn and η ∈ R, possesses a homoclinic solution h(t) at

parameter η = 0. The homoclinic approaches the equilibrium x0 for t −→ ±∞.

Without loss of generality, the equilibrium x0 is at the origin for all η. We

suppose that Hypotheses 1 and 3 (1.) are satis�ed; so x0 is of saddle-type and

the leading unstable eigenvalue λlu is unique, real and simple and the saddle

value σ := Re(λls)+λlu (3.4.2) is negative, where λls denotes the leading stable

eigenvalue. Additionally, we assume that it has exactly one eigenvalue to the

right of the imaginary axis, which is λlu. Moreover, we assume Hypothesis 2

is satis�ed, i.e. the homoclinic unfolds generically with respect to the para-

meter η. The stable and unstable manifold W s(x0; η) and W
u(x0; η) split for

parameter values η ̸= 0 and only intersect at η = 0. Without loss of generality,

assume that the unstable manifold splits inward, i.e. aboveW s(x0; η) for η > 0

and outward, i.e. below W s(x0; η) for η < 0 (c.f. Figure 3.8).

The dynamics in a su�ciently small neighbourhood around the saddle x0

can be described by

u̇(t) = a(η)u+ r(u,w, η),

ẇ(t) = λ(η)y + s(u,w, η),

where u(t) = (u1, . . . , un−1)(t) ∈ Rn−1, w(t) ∈ R. This is due to the Hartman-

Grobman Theorem, see for example[SSTC98]. The functions r and s vanish

at the origin, together with their �rst derivative with respect to (u,w). Hence

the unstable manifold lies tangentially to the w-axis and the stable manifold

to the u-coordinates at the origin 0. The eigenvalues of the matrix a(η) ∈
R(n−1)×(n−1) coincide with the stable eigenvalues of the linearization of x0 at
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3. Homoclinic bifurcation theory

Figure 3.9: Schematic representation of the proof for the situation with η < 0:

the unstable manifold W u(x0; η) of x0 splits inward and the intersection with

the cross-section Sin (yellow) inMin(η) lies above the stable manifoldW s(x0; η)

(red).

η = 0 and are all assumed to have negative real parts. Similarly λ(η) is real,

positive and equal to λlu at η = 0.

Pick two points Min and Mout on the homoclinic in a neighbourhood of

x0, such that Min lies on W s(x0; 0) and Mout on W
u(x0; 0). We construct two

cross-sections, Sin and Sout, transverse to the homoclinic through, respectively,

Min and Mout. They can be chosen in a manner, such that u̇(t) ̸= 0 and also

u̇1(t) ̸= 0. The cross-section through Min is then given by a planar area at

u1 = constant. On the other hand, the cross-section through Mout is chosen

such that w = constant. This provides coordinates (w0, u0) = (w, u2, . . . , un−1)

on Sin and u1 = (u1, . . . , un−1) on Sout. De�ne now the local map from Sin

to Sout as Ploc and the global map Pglo from Sout to Sin. The composition

P := Pglo ◦ Ploc maps Sin onto itself. The trajectory starting from (w0, u0)

intersects Sout in u1. The negative saddle value implies that the linearized

�ow near the saddle contracts two-dimensional areas and the local map Ploc
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3.7. Bifurcation of periodic orbits from a homoclinic

is a contraction, see Lemma 13.2. in [SSTC01]. Furthermore, we gather from

Section 6.2 in [SSTC98], that∥∥∥∥ ∂

∂(w0, u0)
Ploc(w

0, u0)

∥∥∥∥ ≤ Ce(σ+ϵ)τ ,

for a �ight time τ between corresponding points on the cross-sections, which can

be considered to become larger the closer the corresponding trajectory comes

to x0. Moreover, the value ϵ is positive, small and depends on the distance

of the cross-sections to the origin. Since the saddle quantity σ is smaller than

zero, the map Ploc is strongly contracting. The map Pglo is a di�eomorphism

from a small neighbourhood Min into a small neighbourhood of Mout and has

hence a bounded derivative. Thus, P = Pglo ◦Ploc, which is the Poincaré map,

is strongly contracting as well.

The intersection of the stable manifold with the cross-section Sin subdivides

Sin into an upper part S+
in and lower part S−

in. Trajectories beginning at S−
in

leave the neighbourhood of the homoclinic close to the origin and never intersect

with Sout. Note, that the �ight time τ is in�nite for points on the boundary

Sbnd =W s(x0; 0)∩Sin. Still, due to continuity, an image on Sin can be de�ned.

Choose a point M ∈ S+
in. Its image under Ploc lies in Sout per de�niton. As M

approaches the boundary Sbnd = W s(x0; 0) ∩ Sin, its image Ploc(M) tends to

Mout. By continuity, we can hence de�ne

P (Sbnd) =Min = Pglo(Mout).

These points can be also de�ned for varying parameters and thereby, this also

holds for small η ̸= 0. Note that the coordinates are chosen such that the

saddle and the sections Sin, Sout are independent of small parameter variations.

In contrast to that, the stable and unstable manifold are not and hence the

subsections Sbnd vary with η. However, this doesn't change the result. Due to

our assumption of the splitting of the homoclinic for parameters η ̸= 0, it is

then

Min(η) ∈


S+
in(η) if η > 0,

Sbnd(η) if η = 0,

S−
in(η) if η < 0.
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3. Homoclinic bifurcation theory

Figure 3.9 gives an overview of the situation for η > 0. The system possesses

periodic solutions if and only if the map P has �xed points. We want to show

that if Min(η) ∈ S+
in, then P has a �xed point. To this end, we consider the

following Lemma. The proof can be reviewed in [SSTC01].

Lemma 3 (see [SSTC01] Lemma 13.4). Let V be a closed convex set in Rn−1

and U be a closed subset of V . Let P be a contracting map P : U → V . Assume

also that the boundary ∂U of U in V is mapped by T into a single point M+.

Then, if Min ∈ U , the map has a unique �xed point M∗ in U , which is the limit

of the iterations of Min by P . All trajectories which do not enter V \ U tend

to the �xed point in U . On the contrary, if Min ∈ V \U , then there is no �xed

point in U; moreover any orbit leaves U after a �nite number of iterations of

the map.

Taking now V = Sin, U = S+
in with ∂U = Sbnd and V \U = S−

in immediately

gives us the desired result.

Remark 1. In the case of x0 being a wild saddle focus (Hypothesis 3 (3.)),

i.e. x0 is of saddle focus type with saddle value σ (3.4.2) being positive, the

map P is no longer a contraction. In particular, it contains in�nitely many

horseshoes. This leads to the coexistence of in�nitely many periodic solutions

with the homoclinic. This is also discussed in detail in [SSTC01].

We give now the results for the di�erent possible saddle con�gurations.

The proofs can be found in the corresponding literature, see [HS10; SSTC01]

and references therein. Note, that for the respective proofs, di�erent kinds of

di�erentiability of the vector �elds are required. The cases of a tame saddle and

double focus require f ∈ C1, whereas the proof for a wild saddle equilibrium

demands for f ∈ C2.

Theorem 2 (Homoclinic bifurcation with tame saddle, see [HS10] Theorem 5.1).

Suppose the system (3.1.1) has a homoclinic solution h(t) to x0 at η = η∗. As-

sume the non-degeneracy condition Hypothesis 2 for h(t) is met.

Suppose that the equilibrium x0 is a tame saddle (Hypothesis 3 (1.)): The

unique leading unstable eigenvalue λlu is real and simple and the saddle value σ

(3.4.2) is negative, i.e. σ = Re(λls) + λlu < 0.
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3.7. Bifurcation of periodic orbits from a homoclinic

Figure 3.10: Periodic solutions with periods T bifurcating from a homoclinic

solution at η = 0 in the case of (a) a tame saddle or (b) wild saddle focus or

double focus.

Then a unique periodic solution x∗(t; η) bifurcates from the homoclinic orbit;

this periodic solution is hyperbolic and it bifurcates either for η > 0 or for

η < 0, and x∗(t, η) converges to h(t) as η −→ 0 for each �xed t. Furthermore,

dimW s(x∗; η) = dimW s(x0; η) + 1.

In particular, if dimW u(x0; η) = 1, this immediately implies the creation

of a stable periodic solution for η < 0. Furthermore, for η −→ 0 the period

of x∗(t; η) goes to in�nity. The periodic solution vanishes then at η = 0 by

creating a homoclinic solution. Hence, we can think of a homoclinic solution

as a periodic solution with an in�nite period. Beyond that, the condition

|Re(λls)| > λlu implies that the periodic solution approaches the homoclinic

solution for η −→ 0 from one side. This is sketched in Figure 3.10, Panel (a).

In particular, the negative saddle quantity implies that the dynamics near the

saddle are area contracting, which in the end, delivers us the single periodic

solution. Recall, that by reversing the time, one can also apply the theorem

on equilibria with two complex conjugate leading unstable and one real leading

stable eigenvalue, if it also has a positive saddle value. Consequently, the

statement on the dimension of the stable manifold of the periodic solution is

then made for the dimension of the unstable manifold. Especially, this implies

the emergence of a family of periodic solutions from a homoclinic to a saddle of

simple saddle-type (Hypothesis 3 (2.)), where both leading stable and unstable

eigenvalues are real.
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3. Homoclinic bifurcation theory

In the next theorem, we discuss the case of the saddle focus with a positive

saddle value and a double focus equilibrium. In this case, the real leading eigen-

value dominates the complex conjugate leading eigenvalues. This leads to the

occurrence of in�nitely many periodic orbits of saddle-type arbitrarily close to

the homoclinic, [Shi65]. This is visualized in Panel (b) of Figure 3.10. In par-

ticular, these periodic orbits are organized into in�nitely many hyperbolic sus-

pended horseshoes which accumulate onto the homoclinic, [Shi70]. Moreover,

the unfolding of the homoclinic with positive saddle value leads to the existence

of N -homoclinics, [Gas83; Gas84]. Hence, the case of a wild saddle focus or

double focus leads to the presence of chaos.

Theorem 3 (Homoclinic bifurcation with wild saddle or double focus, see

[HS10] Theorem 5.4). Suppose the system (3.1.1) has a homoclinic solution

h(t) to x0 at η = η∗. Assume the non-degeneracy condition Hypothesis 2 for

h(t) is met. Further assume that the homoclinic is neither in an inclination

�ip nor orbit �ip con�guration (Hypothesis 4).

Suppose that the equilibrium x0 satis�es one of the following conditions:

1. (wild saddle) (Hypothesis 3 (3.)): The leading unstable eigenvalue is

unique, real and simple. There are precisely two leading stable eigen-

values λls and λls, and these are complex and simple. Additionally, the

saddle value (3.4.2) is positive, i.e. σ = Re(λls) + λlu > 0.

2. (double focus) (Hypothesis 3 (4.)): The leading stable and unstable ei-

genvalues are unique (up to complex conjugation) and simple.

Then, in an arbitrarily small neighbourhood of the homoclinic, there exist in�n-

itely many saddle periodic orbits. At η = 0, there are in�nitely many suspended

Smale horseshoes in each neighbourhood of the homoclinic solution. Further-

more, for each natural N > 0, N -homoclinic orbits exist for in�nitely many

parameter values which accumulate onto η = 0 from one side, say for η > 0.
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3.8 Homoclinic orbit �ip

In Section 3.5, we discussed the so called orbit �ip con�guration. We have

seen that in an orbit �ip, the homoclinic orbit approaches the equilibrium along

the strong stable or strong unstable eigendirection. In the following section,

we examine the codimension-two bifurcation induced by the unfolding of a

homoclinic in an orbit �ip con�guration. A detailed analysis of the results can

be found in [San93].

In an orbit �ip bifurcation, the orientation of the two-dimensional centre

manifold changes its orientation, calling for a three-dimensional centre manifold

in which the actual �ip takes place. Recollecting Figure 3.7, it switches from

orientable to non-orientable by passing through the orbit �ip con�guration.

Another orientation-changing bifurcation is induced by the inclination �ip. The

orbit �ip and inclination �ip share the same bifurcation diagrams, although

their prerequisites are di�erent.

Again, suppose that the system (3.1.1) has a homoclinic solution to a saddle

equilibrium x0 at η = η∗. Since the unfolding of a generic homoclinic is of

codimension-one, for the unfolding of the orbit �ip a second parameter is ne-

cessary. That is, we need to consider here η = (η1, η2) ∈ R2. We suppose that

Hypothesis 3 (2.) is satis�ed, such that the leading eigenvalues of the matrix
∂
∂xf(x0, η∗) are real and simple. Recall the de�nitons of the vectors νs, νu, νs∗
and νu∗ from Section 3.5 indicating the possible �ip con�gurations of the homo-

clinic. We will examine an orbit-�ip con�guration within the stable manifold

W s(x0; η).

Hypothesis 6 (Non-degenerate Orbit-Flip, see [HS10] Hypothesis 5.10). The

stable manifold is in an orbit �ip con�guration, i.e. νs(η∗) = 0, while νu, νs∗,

νu∗ ̸= 0 at η = η∗. Additionally, it is ∂η2ν
s(η∗) ̸= 0.

Recall the strong stable eigenvalue λss denoting the largest real part of the

stable eigenvalues that lie strictly to the left of the leading stable eigenvalue

λls. Then we de�ne the values

α := −λ
ss

λlu
, and β := − λls

λlu
.
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3. Homoclinic bifurcation theory

Per de�nition, it is α > β > 0. The value β is also known as saddle quantity and

is equally used in the analysis of homoclinics instead of the saddle value σ (3.4.2).

The unfolding can be categorized into three di�erent cases:

Type A : β > 1,

Type B : β < 1 and α > 1,

Type C : α < 1.

If the eigenvalues are of Type C, we need the following additional genericity

assumption.

Hypothesis 7 (Nondegeneracy Condition for Type C, see [HS10] Hypothesis 5.11).

The strong stable eigenvalue λss giving the largest real part of the stable eigenval-

ues of ∂
∂xf(x0, η∗), is also a unique, simple and real eigenvalue of ∂

∂xf(x0, η∗),

and the homoclinic orbit h(t) satis�es limt−→∞ e−λssth(t) ̸= 0.

For orbit �ips of Type A the dynamics are simple: There is a curve of

homoclinics in the parameter plane (η1, η2) ∈ R2. When moving across the

curve, a single periodic orbit is created, cf. Theorem 2 of Section 3.7. In

contrast to that, the dynamics in the case of Type B or C orbit �ips are more

complex.

Theorem 4 (Orbit �ip Type B, see [HS10] Theorem 5.18). Assume that the

nondegeneracy condition Hypothesis 2, is satis�ed. Suppose further that x0 is

a simple saddle (Hypothesis 3 (2.)). Let the stable manifold be in an orbit �ip

con�guration, such that Hypothesis 6 is satis�ed.

If the orbit-�ip is of Type B, then the bifurcation diagram is as shown in

Figure 3.11 with one-sided curves of saddle-node and period-doubling bifurca-

tions of periodic orbits and a one-sided curve of 2-homoclinic orbits that emerge

from the orbit-�ip point at η = η∗ on the branch of primary homoclinic orbits.

Theorem 5 (Orbit �ip Type C, see [HS10] Theorem 5.19). Assume that the

nondegeneracy condition Hypothesis 2, is satis�ed. Suppose further that x0 is

a simple saddle (Hypothesis 3 (2.)). Let the stable manifold be in an orbit �ip

con�guration, such that Hypothesis 6 is satis�ed.

52



3.8. Homoclinic orbit �ip

Figure 3.11: Unfolding of orbit �ip bifurcation of Type B and C in the para-

meter plane η ∈ R2. Curve of 1-homoclinics (blue) together with stability re-

gion of periodic solutions (blue). At the �ip point at η = η∗, further bifurcation

curves of codimension-one emerge, leading to stable 2-periodic solutions (green

area) and 2-homoclinics (Type B) and N -periodic solutions and N -homoclinics

with N > 1 (Type C).

If the orbit �ip is of Type C and Hypothesis 7 is met, then the bifurcation

diagram is given by one of the two cases shown in Figure 3.11 with one-sided

curves of saddle-node and period-doubling bifurcations of periodic orbits. The

two cases di�er by a global condition on the stable and unstable manifolds.

In particular, in�nitely many one-sided curves of N -homoclinic orbits emerge

for each N ≥ 2 from the orbit �ip point at η = η∗ on the branch of primary

homoclinic orbits.

In particular, in an open neighbourhood in parameter space of the unfolding
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3. Homoclinic bifurcation theory

of Type C orbit �ips, one can also �nd shift dynamics.

3.9 Degenerate homoclinc orbits

We will now discuss a bifurcation induced by a violation of the nondegen-

eracy condition in Hypothesis 2. The bifurcation is induced, if the intersection

of the tangent spaces of the stable and unstable manifolds W s(x0; η∗) and

W u(x0; η∗) along the homoclinic orbit h(t) is a manifold of dimension more

than one. Suppose that the intersection of Th(0)W
s(x0; η∗)∩Th(0)W s(x0; η∗) is

two-dimensional. This leads to a bifurcation of codimension-three, studied by

[Van92].

To this end, we consider the system (3.1.1) with x(t) ∈ Rn, where n ≥ 4 and

η ∈ R3. Suppose it possesses a homoclinic solution h(t) to a saddle equilibrium

x0 at η = η∗.

Hypothesis 8 (Degenerate homoclinic orbit, see [HS10] Hypothesis 5.13). As-

sume that the intersection Th(0)W
s(x0; η∗)∩Th(0)W s(x0; η∗) is two-dimensional

and that the stable and unstable manifolds W s(x0; η∗) and W
u(x0; η∗) of x0 for

ẋ = f(x, η) intersect transversally along h × {η∗} in the product Rn × R3 of

state and parameter space.

This results in the following theorem.

Theorem 6 (see [HS10] Theorem 5.23). Suppose that h(t) is a homoclinic

solution to the hyperbolic equilibrium x0 and assume that Hypothesis 8 is met,

then the set of parameter values for which a single-round homoclinic orbit exists

forms a Whitney umbrella in parameter space.

Consider a degenerate homoclinic orbit h(t) in R4 to saddle equilibrium that

has a stable and unstable manifold of both dimension two. Choose a point h(t)

at t = 0 and take a cross-section S. The stable and unstable manifold intersect

the cross-section then along curves denoted with W s
S(x0; η) and W

u
S (x0; η). If

Hypothesis 8 is met, these curves then intersect at η = η∗ in a point. In par-

ticular, the curves intersect with a quadratic tangency, that is the intersection
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3.10. Bykov T-points

Figure 3.12: Schematic representation of a heteroclinic cycle corresponding to

a Bykov T-point in R3.

is not transversal. Then, the set of parameters in R3 for which W s
S(x0; η) and

W u
S (x0; η) intersect forms a Whitney umbrella.

3.10 Bykov T-points

In this section, we discuss the unfolding of a Bykov T-point. This is a

bifurcation of codimension-two in which a heteroclinic cycle is generated, when

a homoclinic connecting to a saddle equilibrium collides with an additional

saddle. It was coined by Bykov [Byk93] and has further been studied in [GS84;

GS86; KLW14]. A detailed discussion of heteroclinic cycles and their genericity

conditions can be found in Section 2.3. of [HS10].

We consider system (3.1.1) with x(t) ∈ R3 and η ∈ R2 and let xj , j = 1, 2,

be two hyperbolic equilibria of this system for all η. We discuss the unfolding

of a heteroclinic cycle consisting of two heteroclinic orbits h1 and h2 connecting
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3. Homoclinic bifurcation theory

equilibria x1 and x2, such that

lim
t−→−∞

hj(t) = xj and lim
t−→∞

hj(t) = x(j+1) mod 2,

for j = 1, 2. We assume that x1 and x2 are of saddle-type (Hypothesis 1). Then

similarly to homoclinic orbits, the heteroclinic orbits h1 and h2 satisfy hj(t) ∈
W u(xj ; η∗) ∩W s(x(j+1) mod 2; η∗) for j = 1, 2. Although they can generically

appear as robust codimension-zero objects, in order to create a heteroclinic

solution one usually needs to adjust a su�cient number of parameters. To this

end, consider the Morse index of an equilibrium xj , which is de�ned as

ind (xj) := dimW u(xj ; η).

In general, the equilibria do not share the same Morse index. Suppose that

ind (xj) > ind (x(j+1) mod 2) for j = 1 or 2, then the intersections of the

manifolds W u(xj ; η) and W
s(x(j+1) mod 2; η), which are assumed to be trans-

versal, form a manifold of dimension ind (xj) − ind (x(j+1) mod 2). If instead

ind (xj)− 1 ≤ ind (x(j+1) mod 2), then the codimension of the heteroclinic hj is

equal to ind (x(j+1) mod 2)− ind (xj) + 1.

T-points are heteroclinic cycles that generically involve saddles of di�erent

Morse indices. They are generated in homoclinic bifurcations of codimension-

two. We will make the following assumption on the spectrum of the equilibria.

Hypothesis 9 (Saddle condition for T-points, see [HS10] Hypothesis 5.20).

The linearization ∂
∂xf(x1, η∗) has simple eigenvalues λs1, λ

u
1 , λ̃

u
1 with λs1 < 0 <

Re(λu1) ≤ Re(λ̃u1), while the linearization ∂
∂xf(x2, η∗) has simple eigenvalues

λ̃s2, λ
s
2, λ

u
2 with Re(λ̃s2) ≤ Re(λs2) < 0 < λu2 . We assume that the saddle quant-

ities

σ1 := −Re(λu1)

λs1
and σ2 := − λu2

Re(λs2)

satisfy σj ̸= 1, for j = 1, 2.

The manifolds W s(x1; η) and W u(x2; η) are then one-dimensional, while

W u(x1; η) andW
s(x2; η) are two-dimensional. Suppose that the system (3.1.1)

possesses a heteroclinic cycle at η = η∗ that consists of a heteroclinic orbit

56



3.10. Bykov T-points

h1(t) ∈W u(x1; η∗)∩W s(x2; η∗) of codimension-zero and a heteroclinic h2(t) ∈
W u(x2; η∗)∩W s(x1; η∗) of codimension-two, see Figure 3.12. In order to provide

for a generic unfolding of the heteroclinic cycle, there are several assumptions

necessary, which are similar to the nondegeneracy assumptions of homoclinics.

They cover a generic unfolding of the stable and unstable manifolds and exclude

inclination and orbit �ip con�gurations. For this reason, we will not discuss

them here, but they can be gathered from [HS10], Section 2.3.

Hypothesis 10 (Genericity conditions for T-points, see [HS10] Hypothesis

5.21). We assume the following:

1. The heteroclinic orbit h1(t)∩W u(x1; η∗)∩W s(x2; η∗) is of codimension-

zero, while the orbit h2(t) ∈ W u(x2; η∗) ∩W s(x1; η∗) is of codimension-

two. Furthermore, the manifolds unfold generically with respect to the

parameter η = (η1, η2) ∈ R2.

2. Neither h1 nor h2 are in an orbit-�ip con�guration.

3. If the eigenvalues of x1 and x2 are all real, we assume, in addition, that

the heteroclinic cycle is not in an inclination-�ip con�guration: more

precisely, we assume that the closure of W s(x2; η∗) is homeomorphic to

a cylinder (O := 1) or to a Möbius strip (O := −1); in this case, the

closure of W u(x1; η∗) is also homeomorphic to a cylinder if O = 1, and

to a Möbius strip if O = −1.

If all eigenvalues of the equilibria x1 and x2 are real, we obtain the following

scenario, examined by Bykov in [Byk93], giving the eponymous bifurcation:

Theorem 7 (Bykov T-point with simple saddles, see [HS10] Theorem 5.31).

Assume that Hypotheses 9 and 10 are met. If the eigenvalues of both equilibria

x1 and x2 are all real, then the bifurcation diagrams near η = η∗ are as shown

in Figure 3.13.

In particular, two curves of 1-homoclinic orbits connecting to, respectively,

x1 and x2 emerge from the T-point at η = η∗. On the other hand, if one of the

equilibria is a saddle focus, cf. [Byk93; GS84; GS86], the situation is leading

to complex dynamics:
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3. Homoclinic bifurcation theory

Figure 3.13: Unfolding of a Bykov T-point (red) at η = η∗ in the parameter

plane, that consists of a heteroclinic cycle connecting to two simple saddle

equilibria x1 and x2. From the T-point further codimension-one bifurcation

curves emerge, depending on the saddle quantities de�ned in Hyp. 9 of the

respective saddle equilibria and the orientations O given in Hyp. 10.

Theorem 8 (Bykov T-point with one saddle focus, see [HS10] Theorem 5.32).

Assume that Hypotheses 9 and 10 (1.)�(2.) are met. Assume furthermore that

the eigenvalues of x2 are real, while x1 is a saddle focus so that Im(λu1) =

−Im(λ̃u1) > 0. The bifurcation diagram of heteroclinic orbits and 1-homoclinic

orbits is shown in Figure 3.14 (Panel (a)). In addition, for each η close to

zero, there are in�nitely many hyperbolic periodic orbits near the heteroclinic

cycle and the dynamics contain a shift of two symbols.
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3.10. Bykov T-points

Figure 3.14: Some bifurcation curves in the parameter plane η ∈ R2 arising in

the unfolding of a Bykov T-point (red) at η = η∗. Panel (a) shows the case

when one equilibrium x1 is of saddle focus type while the second, x2, is a simple

saddle. Panel (b) shows the case when both equilibria are either a saddle focus

or double focus. Together with the curves of 1-homoclinics to x1 and x2, there

are further T-points and inclination �ips accumulating to η = η∗.

Also in this case, two curves of 1-homoclinic orbits connecting to, respect-

ively, x1 and x2 emerge from the T-point at η = η∗. However, the curve of

1-homoclinics to x2 forms a spiral.

Finally, we consider the situation where both x1 and x2 are foci, see also

[Byk00; Byk99]. In the case of two saddle foci, the two curves of 1-homoclinic

orbits, connecting respectively to x1 and x2, emerging from the T-point at

η = η∗, spiral into the centre η = η∗ and we have the following:

Theorem 9 (Bykov T-point with two saddle or double foci, full theorem see

[HS10] Theorem 5.33). Assume that Hypotheses 9 and 10 (1.-2.) are met.

Assume that the unstable eigenvalues of x1 and the stable eigenvalues of x2

have non-vanishing imaginary parts. Under further assumptions, the following

is true:

First, the manifolds W u(x1; η∗) and W s(x2; η∗) intersect transversely at

in�nitely many di�erent heteroclinic orbits. Second, the bifurcation diagram of

1-homoclinic orbits is as shown in Figure 3.14 (Panel (b)): in particular, there

exists an in�nite sequence of parameter values that accumulate at η = η∗, so

that (3.1.1) has a pair of coexisting homoclinic orbits to x1 and x2.
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3. Homoclinic bifurcation theory

Recall, that homoclinics to saddle-focus or double-focus type equilibria,

can induce extremely complicated structures. In their neighbourhood in phase

space and for nearby parameter values, they can give rise to chaotic motion,

including N -periodic orbits and N -homoclinic orbits, see [GS84; SSTC01] or

Sections 3.7. Accordingly, also the unfolding of Bykov T-points involving equi-

libria of saddle-focus or double-focus type can induce in�nitely many secondary

T-points involving in�nitely many N -homoclinics for all N ∈ N.

We have now reviewed certain genericity conditions of homoclinics in �nite-

dimensional vector �elds and bifurcations induced by their violations. In partic-

ular, we have convinced ourselves that homoclinic solutions are always accom-

panied by a family of periodic solutions with large periods in a parameter neigh-

bourhood of the homoclinic. Note, that these solutions are the ones that are

the objects of interest for our further analysis of temporal dissipative solitons

in DDE systems. In the following chapters, we will present the results of our

research. Especially, we will show, how we can e�ectively analyse temporal

dissipative solitons in the context of homoclinic bifurcation theory and gain

substantial information on their dynamics and bifurcations.
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CHAPTER 4

Theoretical analysis of temporal dissipative solitons as

homoclinic solutions

In this chapter, we suggest a mathematical description of temporal dissipative

solitons, aiming to verify analytically the relation to homoclinic solutions in the

pro�le equation. In order to extend the existing theory to speci�c other local-

ized solutions, like alternating pulse solutions, we then derive a novel equation

with an innate symmetry, in which also these solutions can be identi�ed with

homoclinic orbits. Additionally, we analyse the Floquet problem for a critical

multiplier corresponding to the period-doubling bifurcation and analyse its re-

appearance in the newly derived system. Furthermore, we develop a method to

facilitate the numerical continuation of the period-doubling phenomenon. Bey-

ond that, we present a system generalizing the newly introduced framework

and providing a reappearance of general resonant Floquet multipliers. Lastly,

we show how in the newly derived system for alternating pulse solutions, also

square wave solutions can be identi�ed with connecting orbits, thereby allowing

an investigation of these localized states using homoclinic bifurcation theory.
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4. Theoretical analysis of temporal dissipative solitons as homoclinic solutions

4.1 Analytical de�niton of temporal dissipative solitons

In this section, we suggest an analytical de�nition supplementary to the

phenomenological introduction of temporal dissipative solitons in Chapter 2,

in order to create a mathematical foundation for the existing theory.

To this end, we consider the general delay di�erential equation

ẋ(t) = f (x(t), x(t− τ), η) , x(t) ∈ Rn, (4.1.1)

where f ∈ C1(Rn×Rn×R,Rn) and the delay τ is assumed to be large. For now,

we assume the parameter η ∈ R to be �xed. Recall, that TDSs are a family

of periodic solutions of (4.1.1) for all large enough delays τ , that spend most

of the time near a stable background equilibrium x0, thus exhibiting temporal

localization. We will now formalize the basic characteristics of TDSs for our

further analysis in the following way.

De�nition 3 (Temporal dissipative solitons (TDS)). Suppose the system (4.1.1)

possesses an equilibrium x0 that is stable for all nonnegative delays and a 1-

parameter family of periodic solutions x∗(t; τ) for all τ > τ0 > 0. Let T (τ)

denote the minimal period of x∗(t; τ) and T (τ) > τ . Let the periodic solutions

x∗(t; τ) be de�ned and uniformly bounded on [−T (τ)/2, T (τ)/2]. De�ne the

response time as

δ(τ) := T (τ)− τ. (4.1.2)

Suppose δ is �nite, positive and for τ, T −→ ∞ it has a limit denoted with δ∞.

Then the family of periodic solutions x∗(t; τ) are TDSs, if for all ϵ > 0,

there is a minimal delay τmin(ϵ) > τ0, an interval I(ϵ) := [t1(ϵ), t2(ϵ)] ⊆
[−T (τmin)/2, T (τmin)/2] with t1(ϵ), t2(ϵ) ∈ O(log(ϵ)) and appropriate phase

shifts 0 < s(τ) < T (τ), such that all periodic solutions x∗(t; τ) with τ > τmin

satisfy

||x∗(t+ s(τ); τ)− x0|| < ϵ for all t ̸∈ I(ϵ). (4.1.3)

Additionally, it exists a ζ > 0 and t̂ ∈ I(ϵ) such that all periodic solutions

x∗(t; τ) with τ > τmin satisfy

||x∗(t̂+ s(τ); τ)− x0|| > ζ. (4.1.4)
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4.1. Analytical de�niton of temporal dissipative solitons

Figure 4.1: Sketch of De�nition 3 of TDSs for an ϵ > 0. The time interval I(ϵ)

is displayed in red. Panel (a): domain of the family of TDSs for all τ > τmin.

Panels (b) and (c): pro�les of a soliton for two selected delay values τ1 (dark

blue), τ2 (light blue) with respective periods T (τ1), T (τ2).

Note, that with ||·|| we measure the euclidean distance of the soliton x∗(t, τ)

to the background equilibrium x0 at time t in the system variables. In the

in�nite-dimensional phase space of the DDE system consisting of functions in

C0([−τ, 0],Rn), the soliton never comes close to the background, as there is

always a pulse contained in the history interval. Furthermore, recall, that an

equilibrium that is stable for all τ ≥ 0 is referred to as absolutely stable, see

De�nition 1.

Figure 4.1 gives a motivation for De�niton 3 of TDSs. Let x∗(t; τ) be a

family of solitons with corresponding periods T (τ). In Panel (a), we see the

domain [−T (τ)/2, T (τ)/2] ⊂ R of the solitons in a diagram displaying the

time t plotted versus the delay τ . For an ϵ > 0, it indicates the minimal delay

τmin and the time interval I(ϵ) (red), such that for all τ > τmin the family of

TDSs x∗(t; τ) satis�es the inequality (4.1.3) for all t ̸∈ I(ϵ). In Panels (b) and

(c), there are the pro�les of periodic solutions belonging to the family of TDS,

respectively, for delays τ1 and τ2 with τ1 > τ2 > τmin. The periodic solutions

are all supposed to be shifted using their corresponding phase shifts s(τ) such

that the localization occurs during the same time interval I(ϵ). In Panel (a),

the domains that belong to the solutions in Panels (b) and (c) are indicated

with dotted lines of the corresponding colours. The set I(ϵ) gives the time

interval where the soliton lies outside the ϵ-neighbourhood of the background

x0 and only takes up a small fraction of the whole domain for large delays in
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4. Theoretical analysis of temporal dissipative solitons as homoclinic solutions

which the pulse occurs. The length of the pulse remains constant maintaining

its shape and only the time spent near the background increases. Indeed, since

for 0 < ϵ̃ < ϵ, it is I(ϵ) ⊂ I(ϵ̃), the condition t1, t2 ∈ O(log(ϵ)) for t1, t2, such

that I(ϵ) := [t1(ϵ), t2(ϵ)], ensures the following: For decreasing ϵ, leading to

an increase in the minimal delay τmin, the interval I(ϵ) increases much slower

than T (τmin). It enables a temporal localization, such that outside of I(ϵ) the

solitons decay exponentially to x0. In fact, for small ϵ, we can think of t1 as

negative and t2 as positive. There is then a c1 > 0, such that t1 = c1 log(ϵ) and

hence ϵ = exp(t1/c1) and similarly, there is a c2 < 0, such that t2 = c2 log(ϵ)

and hence ϵ = exp(t2/c2). On the other hand, for large ϵ, it is then t2 < t1,

such that I(ϵ) = ∅.
Finally, the nontriviality condition (4.1.4) excludes pulse families, whose

pulses gradually vanish for τ −→ ∞. Conversely, a family of periodic pulse

solutions with unlimited growth of the pulses for τ −→ ∞ is prohibited by

assuming the uniform boundedness of the solutions.

4.2 Theoretical analysis of temporal dissipative solitons as

homoclinic solutions

We are now able to prove the correspondance of temporal dissipative solitons

to homoclinic solutions.

Recall from Chapter 2, that the pro�le of a soliton solution can be found

not only as a periodic solution of the DDE (4.1.1) with large delay τ , but also

for τ replaced by −δ, as solutions of the pro�le equation

ẋ(t) = f (x(t), x(t+ δ), η) , (4.2.1)

cf. (2.4.3). This is due to the reappearance rule ([YP09]), see Section 2.4,

stating that any T -periodic solution of a DDE with delay τ reappears as a

solution for all τm := τ +mT , for all m ∈ Z, (2.4.1) and by making use of the

de�nition of the response time δ (4.1.2).
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We will now prove, that in the pro�le equation (4.2.1), the stable back-

ground equilibrium of the DDE (4.1.1) turns into an equilibrium of saddle-type

for all δ > 0. In [YWPT22], the authors showed that stability of an equilib-

rium for large delays implies stability for all nonnegative delays, i.e. absolute

stability of the equilibrium (De�nition 1). This can be extended, such that we

can show that the equilibrium is hyperbolic for all real delay values, i.e. all

roots of the characteristic equation (2.1.2) have nonvanishing real part.

Theorem 10. Suppose x0 is an equilibrium of (4.1.1), that is stable for all

τ ≥ 0. Then it is hyperbolic for all τ ∈ R.

Proof. Whereas the background equilibrium of a soliton of the DDE (4.1.1) is

trivially reappearing under varying delays, its stability alters in the following

way. Consider an equilibrium x0, which is stable for all positive delays τ ≥ 0.

For τ −→ 0most of the eigenvalues disappear to−∞ and n eigenvalues, equal to

the dimension of the state space, remain and have negative real parts. The real

parts of the stable eigenvalues at τ = 0 remain negative, also for small negative

delays τ < 0. Additionally, for small negative delays, there are in�nitely many

eigenvalues of the pseudo-continuous spectrum appearing with positive real

part from +∞ and accumulate on the imaginary axis for τ −→ −∞. Suppose

a pair of complex conjugated eigenvalues is crossing the imaginary axis for a

negative delay τc < 0. Then the characteristic equation

det(iωI−A−Beiωτ ) = 0, (4.2.2)

where A = ∂1f(x0, x0), B = ∂2f(x0, x0), and I being the identity matrix in

Rn×n, has an imaginary root iω for τ = τc. The characteristic equation is then

also zero for in�nitely many delays τ = τc + 2πk/ω where k ∈ Z. Especially,

the characteristic equation (4.2.2) is zero for k such that τ = τc + 2πk/ω is

positive. This contradicts the stability of x0 for positive delays.

Based on the terminology in [YWPT22], we give the following de�nition:

De�nition 4. An equilibrium of the system (4.1.1) is said to be absolutely

hyperbolic, if it is hyperbolic for all delays τ ≥ 0.
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4. Theoretical analysis of temporal dissipative solitons as homoclinic solutions

Hence, we can say that the absolutely stable background equilibrium x0

of (4.1.1), is absolutely hyperbolic in the pro�le equation (4.2.1). Thereby, it

turns into an equilibrium of saddle-type in the pro�le equation, as displayed in

Figure 2.3 in Section 2.4.

Recall from Section 2.4, that in the pro�le equation the solitons appear as

a family of T -periodic solutions with T −→ ∞ for a �nite δ −→ δ∞. Thereby,

this allows, that they approach a homoclinic solution (2.4.4) at δ = δ∞. The

homoclinic approaches the background equilibrium x0, which is an equilibrium

of saddle-type in the pro�le equation, that remains hyperbolic for all values of δ.

We will now prove this relationship analytically with our previously suggested

de�nition of TDSs.

Theorem 11. Suppose there is a family of TDSs x∗(t; τ) as established in

De�nition 3, in the large delay DDE (4.1.1) for all delays τ > τ0 with an

absolutely stable background x0. Let T (τ) denote the respective periods and

response times δ(τ) := T (τ)− τ , with δ(τ) −→ δ∞ as τ, T (τ) −→ ∞.

Then, in the pro�le equation (4.2.1), the TDSs turn into a family of peri-

odic solutions approaching a homoclinic solution (2.4.4) for δ −→ δ∞. The

homoclinic limits to the background equilibrium x0 for t −→ ±∞, which, in the

pro�le equation, is absolutely hyperbolic.

Proof. From Theorem 10 it follows immediately, that the background x0 is a

saddle-type equilibrium in the pro�le equation (4.2.1) for all δ > 0. We need

to show that there is a solution xh(t) in the pro�le equation at δ = δ∞, and

that solution is, indeed, a homoclinic solution.

In the �rst step, we create a solution at δ = δ∞ in the pro�le equa-

tion (4.2.1). To this end, we will �rst need to acquire an initial value to create

the desired solution at δ = δ∞. Recalling that the pro�le equation (4.2.1)

is an advanced delay system, note that the phase space consists of functions

in C0([0, δ∞],Rn).

Let x∗(t; τ) be the family of TDSs of (4.1.1). As discussed above, they cor-

respond to a family of periodic solutions x∗(t; τ) in the pro�le equation (4.2.1)

under the reappearance rule (2.4.1). Their corresponding periods T (τ) increase

as δ −→ δ∞. Let ϵ > 0, then by De�nition 3, there is a τmin > 0, an interval
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I(ϵ) ⊆ [−T (τmin)/2, T (τmin)/2] and phase shifts s(τ) > 0 and such that for all

x∗(t; τ) with τ > τmin, it is ||x∗(t+ s(τ); τ)− x0|| < ϵ for all t ̸∈ I(ϵ).

In order to suppress the phase shift, we apply a Poincaré section in the phase

space, i.e. the space of all history functions C0([0, δ∞],Rn), through x∗(t0; τ),

for a �xed t0 ∈ I(ϵ) and τ > τmin, such that it intersects with all the orbits of

x∗( · ; τ) for all τ > τmin. Then it is possible to reparametrize all x∗(t; τ) such

that the time of the intersection with the plane is set to t = t0 of all x∗(t; τ)

with τ > τmin.

Considering this family of periodic solutions x∗(t; τ) in the pro�le equation,

we can reversely express τ as a solution parameter, obtained by

τ(δ) := T (δ)− δ. (4.2.3)

Since the solutions are per de�nition uniformly bounded, the family of periodic

solutions has a pointwise limit

lim
δ−→δ∞

x∗(t0; τ(δ)) =: xh(t0),

in the Poincaré section, which itself lies the phase space given by C0([0, δ∞],Rn).

The limit xh(t0) is then a point in the phase space and thereby, the point xh(t0)

is actually a function xh(t0) := xh(t0 + θ) with θ ∈ [0, δ∞] that is continuous.

This su�ces for an initial value in the pro�le equation (4.2.1).

We now create a solution through the initial value at δ = δ∞. Whereas back-

ward integration is always feasible for equations with an advanced argument,

forward integration is only possible under certain conditions, see e.g. [HL93]

for an extensive functional analytical study. Recall that the soliton solutions

are continuously di�erentiable periodic solutions and hence belong to a class

of solutions that are backward as well as forward integrable for all t ∈ R. This
also transmits to the history function xh(t0) obtained as the pointwise limit,

which can, in consequence, be piecewise extended to a solution on R. On that

account, there is a trajectory through xh(t0) at δ = δ∞ denoted with xh(t) and

the family of periodic solutions converges pointwise to xh(t) for all t ∈ R:

lim
δ−→δ∞

x∗(t; τ(δ)) = xh(t). (4.2.4)
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In the last step, we verify that the solution xh(t) at δ = δ∞ in the pro�le

equation is a homoclinic solution to x0, i.e. the trajectory through xh(t0)

converges to x0 for t −→ ±∞. Indeed, from (4.2.4) we gather, that for

all ϵ > 0, there is a ∆(ϵ) > 0 and a minimal period Tmin(ϵ) > 0 with

t ∈ [−Tmin/2, Tmin/2], such that for all periodic solutions x∗(t; τ(δ)) with peri-

ods T = T (δ) > Tmin for δ > 0 with ||δ − δ∞|| < ∆, it is

||x∗(t; τ(δ))− xh(t)|| < ϵ, (4.2.5)

where τ(δ) = T (δ)− δ (4.2.3). For this formulation, we took into account, that

for a δ close to δ∞, there can be more than one periodic solution, so T (δ) does

not have to be unique and the periodic solutions with a smaller period do not

necessarily satisfy the preceding inequality. The coexistence of in�nitely many

periodic solutions together with a homoclinic depends on the eigenvalues of the

equilibrium x0 in the pro�le equation, see Section 3.7.

Let us now rewrite De�nition 3 for the reappeared soliton solutions in the

pro�le equation, such that the delay is an additional parameter depending

implicitly on δ, that is: For all ϵ > 0, there is a ∆̃(ϵ) > 0 and a minimal period

T̃min(ϵ) > 0 and an interval I(ϵ) := [t1(ϵ), t2(ϵ)] ⊆ [−T̃min/2, T̃min/2] with

t1, t2 ∈ O(log(ϵ)), such that for all periodic solutions x∗(t; τ(δ)) with periods

T = T (δ) > T̃min for δ > 0 with ||δ − δ∞|| < ∆̃, it is

||x∗(t; τ(δ))− xh(t)|| < ϵ, for all t ̸∈ I(ϵ), (4.2.6)

where τ(δ) = T (δ)− δ (4.2.3).

Equation (4.2.5) together with Equation (4.2.6) yields then the desired

result: For all ϵ > 0, there is a ∆M(ϵ/2) := min{∆(ϵ/2), ∆̃(ϵ/2)}, a min-

imal period TM(ϵ/2) := max{Tmin(ϵ/2), T̃min(ϵ/2)} and an interval I(ϵ/2) :=

[t1(ϵ/2), t2(ϵ/2)] ⊆ [−TM/2, TM/2], such that for all periodic solutions x∗(t; τ(δ))
with periods T (δ) > TM for δ > 0 with ||δ − δ∞|| < ∆M, it is

||xh(t)− x0|| ≤ ||xh(t)− x∗(t; τ(δ))||+ ||x∗(t; τ(δ))− x0||

< ϵ/2 + ϵ/2 = ϵ for all t ̸∈ I(ϵ/2),

where τ(δ) = T (δ) − δ. In particular, per de�nition, the size of I(ϵ/2) grows

logarithmically with ϵ, such that for ϵ −→ 0, I(ϵ/2) grows much slower than

the interval [−T (τmin)/2, T (τmin)/2] and, hence, remains nonempty.
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With this, we showed that a family of TDSs can be mapped to periodic

solutions approaching a homoclinic orbit in the pro�le equation.

In the next part of this section, we want to show that, provided there is

an absolutely stable equilibrium x0 in the DDE, that is accordingly absolutely

hyperbolic in the pro�le equation, then we also have the following: If there is

a homoclinic to the saddle equilibrium x0 in the pro�le equation, then there is

a family of TDSs in the original large delay DDE system having x0 as a stable

background. To this end, the conditions on the homoclinic and its correspond-

ing saddle have to be more speci�c.

In Section 3.7, we discussed, that under certain genericity conditions a fam-

ily of periodic orbits bifurcates from a homoclinic solution for a varying para-

meter. To this end, we also need to consider the eigenvalues of the linearization

of (4.1.1) at the saddle equilibrium limiting to the homoclinic. Recall from Sec-

tion 3.4, that the leading eigenvalues generically dominating the asymptotics at

the tails of the homoclinic, are given by the eigenvalues closest to the imaginary

axis as they give the slowest exponential decay rates. Suppose there are real val-

ues that separate the leading eigenvalues from the remaining spectrum, which

is referred to as the strong spectrum. The conditions for a homoclinic to be

generic cover the following statements, thoroughly discussed e.g. in [SSTC01],

or [HS10], see also Hypotheses 1�4 in the review on homoclinic bifurcation

theory in Chapter 3:

Hypothesis 11 (Nondegeneracy conditions for homoclinic solutions). A homo-

clinic solution of (4.1.1) to a hyperbolic equilibrium x0 is generic, if it satis�es

the following conditions:

1. (saddle equilibrium) The equilibrium x0 is hyperbolic and there are exactly

one unstable and one stable leading eigenvalue up to complex conjugation.

They are unique and simple and spectral gaps are separating the leading

eigenvalues from the strong spectrum.

2. (transversal intersection) The stable and unstable manifold of the saddle

equilibrium are assumed to intersect transversely.

3. (generic unfolding) The stable and unstable manifold of the saddle equi-

librium unfold generically with respect to the parameter η.
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4. (no inclination �ip) The stable (unstable) manifold intersects transversally

with the manifold generated by the unstable (stable) together with the

leading stable (leading unstable) manifold along the homoclinic.

5. (no orbit �ip) The homoclinic does not lie in the strong stable (strong

unstable) manifold of the saddle.

The existence of periodic solutions was then proven in the case of �nite-

dimensional vector �elds in [SSTC01], see also [HS10] and references therein.

Note that not only Hypothesis 11 has to be satis�ed, certain proofs require

a C2- vector �eld. Suppose the unfolding parameter is η and the homoclinic

exists at η = η∞. The branch of periodic solutions can either bifurcate for

η > η∗ or η < η∗ for real leading eigenvalues of the saddle. In the case

of complex conjugate leading eigenvalues, the coexistence of in�nitely many

periodic solutions with the homoclinic at η = η∗ is also possible, depending on

the ratio of the real parts of the leading eigenvalues (cf. Section 3.7).

In order to relate the existence of periodic solutions near a homoclinic orbit

in a DDE system to results in �nite dimensions, it is essential to reduce the

dimensionality. A key tool for studying the dynamics of homoclinic solutions in

higher dimensions is the centre manifold reduction. Through this method, one

can construct a locally invariant, lower-dimensional manifold that contains the

homoclinic solution and all nearby recurrent solutions. The construction of the

centre manifold in �nite dimensions is feasible under certain conditions related

to the asymptotic behavior of the homoclinic orbit (see [HS10; San00] or the

review in Section 3.6). The di�erentiability of the centre manifold is in�uenced

by the size of the spectral gaps between the leading eigenvalues and the strong

spectrum. For details on the construction and technical prerequisites of centre

manifold reductions in delay equations, refer to [DG91; DVGLW95; VV87].

However, they only cover the centre manifold reduction for equilibria. A de-

tailed analysis of the existence and smoothness conditions for centre manifolds

in the context of homoclinic solutions in DDE systems remains lacking. This

analysis is beyond the scope of this thesis. Instead, we assume the existence of

a C2-smooth centre manifold for the homoclinic solution in order to match the

necessary conditions for the following Theorem.
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Theorem 12. Suppose the DDE system (4.1.1) has an equilibrium x0 that is

absolutely stable in the DDE and absolutely hyperbolic in the pro�le equation

(4.2.1). Suppose further that there is a generic homoclinic solution to x0 in the

pro�le equation (4.2.1) at δ = δ∞. Assume that Hypothesis 11 is satis�ed and

that the homoclinic is provided with a C2-centre manifold.

Then there is a family of T -periodic solutions bifurcating from the homo-

clinic for δ ̸= δ∞ with T −→ ∞ for δ −→ δ∞. They correspond to a family of

TDSs in the large delay DDE (4.1.1) at delays τ := T − δ > τ0 and have x0 as

stable background equilibrium. Moreover, for τ, T −→ ∞ it is δ −→ δ∞.

Proof. At �rst, we verify that there are periodic solutions bifurcating from the

homoclinic in the pro�le equation: Let xh(t) be a homoclinic solution existing

at a value δ = δ∞ to the saddle equilibrium x0 in the pro�le equation (4.2.1).

It is presumed, that there is a C2-centre manifold, reducing the dynamics near

the homoclinic to �nite dimensions. Homoclinic bifurcation theory ([HS10;

SSTC01], or see Theorem 2 and 3 in Section 3.7) now implies the existence

of periodic orbits nearby. Note, that depending on the saddle-type and its

corresponding saddle value, at δ = δ∞ there can be in�nitely many coexisting

periodic solutions together with the homoclinic.

Let x∗(t; δ(T )) be the corresponding family of T -periodic solutions of (4.2.1)

with T > T0 > 0. We apply a Poincaré section transversal to a point xh(t0)

for a t0 ∈ R, in order to neglect a phase shift in the pro�les. Reparametrize all

x∗(t; δ(T )) such that the time of the intersection with the plane is set to t = t0

and that x∗(t; δ(T )) is de�ned on [−T/2, T/2]. Then for every t ∈ R and for all

ϵ > 0, there is a ∆(ϵ) > 0 and Tmin(ϵ) > T0 with t ∈ [−Tmin/2, Tmin/2], such

that for all x∗(t; δ(T )) with periods T > Tmin at a corresponding δ(T ) > 0 with

||δ − δ∞|| < ∆, it is

||xh(t)− x∗(t; δ(T ))|| < ϵ. (4.2.7)

Since they bifurcate from the homoclinic, it is T −→ ∞ for δ −→ δ∞.

In the next step, we show that the family of periodic solutions bifurcat-

ing from the homoclinic corresponds to a family of solitons in the DDE: The

homoclinic xh(t) satis�es (2.4.4), i.e. for all ϵ > 0 there is a t0(ϵ) > 0 such that

||xh(t)− x0|| < ϵ, for all |t| > t0. (4.2.8)
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Similarly, for larger periods the bifurcating periodic solutions approach

the homoclinic and hence spend most of the time close to the saddle equilib-

rium x0. Indeed, with (4.2.7) and (4.2.8), for all ϵ > 0, there exists a τmin(ϵ) :=

Tmin(ϵ/2) − δ(Tmin) > T0 − δ(T0) and an interval I(ϵ) := [t1(ϵ), t2(ϵ)] where

t1 := min{−t0(ϵ/2),−Tmin(ϵ/2)/2} and t2 := max{t0(ϵ/2), Tmin(ϵ/2)/2}, such
that for all periodic solutions x∗(t; δ(t)) with τ := T − δ(T ) > τmin, where

T > Tmin with |δ(T )− δ∞| < ∆(ϵ/2), it is

||x∗(t; δ(T ))− x0|| ≤ ||x∗(t; δ(T ))− xh(t)||+ ||xh(t)− x0|| < ϵ/2 + ϵ/2 = ϵ,

for all t ̸∈ I(ϵ).

It remains to verify, that t1(ϵ), t2(ϵ) ∈ O(log(ϵ)). At the tails, the dynamics

of a homoclinic can be approximated by the linearization of (4.2.1) at the saddle

equilibrium x0. Especially, for a homoclinic solution xh(t), it is ||xh(t)−x0|| ∈
O(Re(eλ

ls,lut)), where λls, λlu ∈ C denote respectively the leading stable and

unstable eigenvalues of the corresponding saddle x0, cf. Section 3.4. This is

equivalent to t0(ϵ) being of order O(log(ϵ)). This also transmits to the periodic

solutions x∗(t; δ(T )) close to the homoclinic, hence also Tmin(ϵ) is of order

O(log(ϵ)).

Setting τ := T −δ(T ) and applying the reappearance rule (2.4.1) gives then

the desired result. Beyond that, since the periodic solutions reappear from large

period periodic solutions that limit a homoclinic, the uniform boundedness, as

well as the nontriviallity condition (4.1.4), is naturally satis�ed.

Hence, we proved that solitons can be associated with homoclinic solutions

in the pro�le equation. Generically, homoclinic solutions are created in a bi-

furcation by varying one parameter and are thus of codimension-one. Solving

the pro�le equation for a homoclinic solution, one needs to solve for the pro�le

together with the parameter δ as the control parameter, tuning the parameter

δ to δ∞. In contrast to that, solitons are generic solutions of (4.1.1) for all

large enough delays, persisting small parameter changes. The response time δ

is an additional parameter that is already determined by the soliton. In order

to study bifurcations of solitons induced by homoclinic bifurcations in the pro-

�le equation, one always has to adjust the parameter δ∞, too, thus increasing

the codimension of the bifurcation by one. Hence, homoclinic bifurcations of
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codimension-two in the pro�le equation correspond to bifurcations of solitons

of codimension-one in the DDE.

4.3 An alternated pro�le equation for alternating pulses

The framework presented for TDSs can be extended to other localized solu-

tions by deriving a similar framework as the pro�le equation for these types

of solutions. To this end, consider a family of periodic solutions of (4.1.1) for

all large delays τ , consisting of alternating pulses, that have a period which is

slightly larger than twice the delay τ . These are periodic solutions accomodat-

ing two pulses, which have a distance of approximately τ , that possibly di�er

in size and shape. For these kinds of solutions, we will suggest a de�nition,

similar to De�nition 3 for TDSs.

De�nition 5 (Alternating pulse solutions). Suppose the system (4.1.1) pos-

sesses an equilibrium x0 that is stable for all nonnegative delays and a 1-

parameter family of periodic solutions x∗(t; τ) for all τ > τ0 > 0. Let 2T (τ)

denote the period of x∗(t; τ) and T (τ) > τ . Let the periodic solutions x∗(t; τ)

be de�ned and uniformly bounded on [−T (τ), T (τ)]. De�ne the response time

as

δ(τ) := T (τ)− τ. (4.3.1)

Suppose δ is �nite, positive and for τ, T −→ ∞ it has a limit denoted with δ∞.

Then the family of periodic solutions x∗(t; τ) are alternating pulse solutions,

if for all ϵ > 0, there is a τmin(ϵ) > τ0, a subset I(ϵ) ⊆ [−T (τmin), T (τmin)]

consisting of two disjoint subintervals I1(ϵ) and I2(ϵ) and appropriate phase

shifts 0 < s(τ) < 2T (τ), 0 < s̃(τ) < 2T (τ) such that all periodic solutions

x∗(t; τ) with τ > τmin satisfy

||x∗(t+ s(τ); τ)− x0|| < ϵ for all t ̸∈ I1 ∪ {I2 + s̃(τ)}.

Additionally, it exists a ζ > 0 and t̂ ∈ I(ϵ) such that all periodic solutions

x∗(t; τ) with τ > τmin satisfy

||x∗(t̂+ s(τ); τ)− x0|| > ζ.
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Here I + s denotes the following: Let I := [t1, t2] ⊂ R and s ∈ R, then
I + s := [t1 + s, t2 + s]. Also in the context of alternating pulse solutions, we

will call the equilibrium x0 background. Note, that we de�ned the response time

by the same formula as in (4.3.1), although T gives here only half the period.

Our goal is to �nd an equation similar to the pro�le equation for solitons, that

treats these types of pulse solutions as homoclinic solutions.

Based on earlier work by Mallet-Paret and Nussbaum on square wave solu-

tions in DDEs in 1986 [MPN86], consider the following system of delay di�er-

ential equations, based on the original large delay system (4.1.1), for σ ∈ R:

ẋ(t) = f(x(t), y(t− σ), η), (4.3.2)

ẏ(t) = f(y(t), x(t− σ), η). (4.3.3)

The system (4.3.2)�(4.3.3) is equivariant with respect to the mirror symmetry

γ : (x, y) 7−→ (y, x). (4.3.4)

The corresponding subspace of �xed points of the symmetry γ is given by

Fix(γ) := {(x, y) | γ(x, y) = (x, y)} = {(x, y) |x = y}. (4.3.5)

The solutions in the symmetry subspace x = y correspond to solutions of the

original large delay system (4.1.1) for τ = σ. An equilibrium x0 of (4.1.1)

reappears as the equilibrium (x0, x0) of (4.3.2)�(4.3.3) lying in Fix(γ). Espe-

cially, a T -periodic TDS solution x∗(t) in (4.1.1) for a delay τ , corresponds to

the T -periodic TDS solution (x∗(t), x∗(t)) ∈ Fix(γ) of (4.3.2)�(4.3.3) at σ = τ .

But the system can also possess other solutions that do not lie in Fix(γ).

Suppose that x∗(t) is a periodic solution of the large delay DDE (4.1.1) with

minimal period 2T . This solution reappears in system (4.3.2)�(4.3.3) and does

not lie in Fix(γ):

Let x∗(t) be a 2T -periodic solution of (4.1.1) for a delay τ . This yields with

(x(t), y(t)) := (x∗(t), x∗(t− T )), (4.3.6)

a 2T -periodic solution of system (4.3.2)�(4.3.3), whenever

σ = σm := τ + (2m− 1)T, m ∈ Z. (4.3.7)
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Indeed, extracting τ from (4.3.7) and inserting it in (4.1.1) leads to

ẋ∗(t) = f(x∗(t), x∗(t− σ − T ), η),

by taking in count the 2T -periodicity of x∗(t). With (4.3.6), x∗(t) solves (4.3.2).

Analogously, (4.3.3) is satis�ed using y(t) = x(t−T ). Thereby, equation (4.3.7)

gives us an alternated reappearance rule for the newly introduced system.

Correspondingly to the derivation of the pro�le equation (4.2.1) in Sec-

tion 2.4, we make use of the de�nition of the response time δ (4.3.1). Here we

choose σ = σ0, which is equal to −δ and we call (4.3.2)�(4.3.3) for σ = −δ the
alternated pro�le equation (APE).

The APE system (4.3.2)�(4.3.3) is an equation with an advanced argument,

with similar features as the pro�le equation. Firstly, the stable background

equilibrium x0 reappears to (x0, x0) and is naturally hyperbolic in the APE

system for all δ > 0.

Corollary 1. Suppose the DDE system (4.1.1) possesses an equilibrium x0

that is stable for all delays τ ≥ 0. Then, the corresponding equilibrium (x0, x0)

in the system (4.3.2)�(4.3.3) is hyperbolic for all σ ∈ R.

Proof. Recall, that absolute stability of x0 of (4.1.1) implies hyperbolicity for

all delays τ ∈ R, see Theorem 10. Hence there is no τc ∈ R, such that the

characteristic equation given by

det
(
iωI−A−Beiωτc

)
= 0, (4.3.8)

where A = ∂1f(x0, x0, η) and B = ∂2f(x0, x0, η), has an imaginary root iω.

The corresponding characteristic equation of system (4.3.2)�(4.3.3) is given by

det

(
iω

(
I O
O I

)
−

(
A O
O A

)
−

(
O B

B O

)
eiωτc

)
= 0. (4.3.9)

Using that

det

(
M1 M2

M2 M1

)
= det(M1 +M2) det(M1 −M2),
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for two matrices M1,M2 ∈ Rn×n, equation (4.3.9) is equivalent to

det
(
iωI−A−Beiωτc

)
det
(
iωI−A+Beiωτc

)
= 0.

Then with eiωτc = −eiω(τc−π/ω), one can see, that if there is no τc ∈ R, such
that (4.3.8) has an imaginary root iω, then the same is true for the characteristic

equation of system (4.3.9). The equilibrium (x0, x0) is consequently hyperbolic

in system (4.3.2)�(4.3.3) for all σ ∈ R.

Recalling the innate stability properties of time-delayed systems, cf. Sec-

tion 2.4, the equilibrium (x0, x0) is consequently of saddle-type in system

(4.3.2)�(4.3.3) for all σ ∈ R. Additionally, in the APE system, the altern-

ating pulse solutions approach a homoclinic solution in the following familiar

way. Suppose there is a family of alternating pulse solutions x∗(t; τ) in the

large delay DDE with corresponding periods 2T (τ) and background x0. The

response time δ (4.3.1) again satis�es δ(τ) := T (τ) − τ −→ δ∞ for τ −→ ∞.

Applying the reappearance rule for alternating pulse solutions (4.3.7), they

turn into a family of periodic solutions in the APE system (4.3.2)�(4.3.3) at

σ = −δ. For δ −→ δ∞, it is then T −→ ∞. Hence, the family of alternating

pulses approach a homoclinic at δ = δ∞. Furthermore, the homoclinic ap-

proaches the equilibrium (x0, x0) for t −→ ±∞, which is a saddle equilibrium

in the APE.

Corollary 2. Suppose there is a family of alternating pulse solutions x∗(t; τ)

in the large delay DDE (4.1.1) for all delays τ > τ0 with an absolutely stable

background x0. Let 2T (τ) denote their respective periods. The corresponding

response times δ(τ) := T (τ)− τ are �nite and have a limit for τ, T (τ) −→ ∞,

denoted with δ∞.

Then, in the alternated pro�le equation (4.3.2)�(4.3.3), the alternating pulses

x∗(t; τ) turn into a family of periodic solutions (x∗(t; τ), x∗(t − T (τ); τ)) that

approach a homoclinic solution for δ −→ δ∞. The homoclinic approaches the

equilibrium (x0, x0) for t −→ ±∞, which is an equilibrium of saddle-type in

the alternated pro�le equation.

Especially, if the periodic solutions x∗(t; τ) have minimal period T (τ), then

the periodic solutions (x∗(t; τ), x∗(t−T (τ); τ)) in the alternated pro�le equation

approach a homoclinic orbit to (x0, x0) and the homoclinic lies in Fix(γ).
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Proof. From Corollary 1 it follows, that the equilibrium (x0, x0) is of saddle-

type in the APE system (4.3.2)�(4.3.3) for all δ > 0.

The remaining part of the proof works analogously as for Theorem 11,

using De�nition 5 for alternating pulses instead of De�nition 3 for TDSs.

Thereby, with (4.3.6) and with the reappearance rule for alternating pulse

solutions (4.3.7), the alternating pulse solutions x∗(t) reappear to a family of

periodic solutions (x∗(t; τ), x∗(t− T (τ); τ)) in the APE system (4.3.2)�(4.3.3)

that approach a homoclinic solution to (x0, x0).

If the periodic solutions x∗(t; τ) have a period T (τ), which is also the min-

imal period, this immediately implies that x∗(t; τ) = x∗(t − T (τ); τ). By

De�nition 5, the periodic solutions reappear to a family of periodic solutions

(x∗(t; τ), x∗(t; τ)) in the APE system (4.3.2)�(4.3.3) lying in Fix(γ). Con-

sequently, they approach a homoclinic solution (xh(t), xh(t)) that lies in Fix(γ),

as well.

Consequently, the alternating pulse solutions can be identi�ed with homo-

clinic solutions in the APE system that do not lie in the symmetry subspace

Fix(γ). In contrast to that, temporal dissipative solitons correspond to homo-

clinic solutions in the APE system that lie in Fix(γ).

4.4 The Floquet problem and the reappearance of the period-

doubling in the APE

In order to study bifurcations of TDSs, it is useful to analyse the spectrum

of the solution. In general, the spectrum of a periodic solution is given by

solutions to the Floquet problem, cf. Chapter 2.5.

For a T -periodic solution x∗(t) of (4.1.1) at a �xed value of τ and η, the

Floquet problem (2.5.1)�(2.5.2) is given by

v̇(t) = A(t)v(t) +B(t)v(t− τ), (4.4.1)

v(t+ T ) = µv(t), (4.4.2)
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where A(t) = ∂1f (x∗(t), x∗(t− τ), η) and B(t) = ∂2f (x∗(t), x∗(t− τ), η). Let

v∗(t) be the Floquet eigenfunctions to the Floquet multiplier µ of the solution

x∗(t) of (4.1.1), i.e. v∗(t) and µ satisfy (4.4.1)�(4.4.2). The Floquet mode

ṽ(t) can be expressed through v∗(t) = exp (λt)ṽ(t), where µ = exp (λT ) for an

exponent λ ∈ C and a T -periodic function ṽ(t).

In this section, we focus on the case

µ = −1, (4.4.3)

corresponding to a period-doubling bifurcation. Note, that the emergence of

alternating pulse solutions discussed in the previous section can be associated

with this bifurcation. In order for the Floquet problem (4.4.1)�(4.4.2) together

with condition (4.4.3) to be a well-posed problem, a parameter has to be treated

as an unknown. Indeed, if the system (4.1.1), together with (4.4.1)�(4.4.3) are

solvable for a �xed delay τ , one obtains a T -periodic solution x∗(t) with Floquet

pair (−1, v∗) at η = η∗. This renders the period-doubling into a bifurcation of

codimension-one.

Applying the reappearance rule (2.4.1) on periodic solutions, their stabil-

ity might change. In particular, the period-doubling bifurcation of a TDS in

the large delay DDE (4.1.1) does not reappear in the pro�le equation (4.2.1).

This can already be deduced from the computations for the derivation of the

pseudo-continuous and interface spectrum provided in [YRSW19], cf. review

in Section 2.5.

Remark 2 (No reappearance of the period-doubling in the pro�le equation).

Suppose a T -periodic solution x∗(t) of the DDE (4.1.1) at delay τ undergoes

a period-doubling bifurcation. Although the pro�le of the periodic solution re-

appears in the pro�le equation (4.2.1) at δ = T − τ (4.1.2), it does not undergo

a period-doubling bifurcation anymore. Let (µ, v∗) be the corresponding Floquet

pair solving (4.4.1)�(4.4.2). The solution x∗(t) reappears in the pro�le equation

(4.2.1); the corresponding Floquet problem in the pro�le equation is then

v̇(t) = A(t)v(t) +B(t)v(t+ δ), (4.4.4)

v(t+ T ) = µv(t). (4.4.5)

Note, that we used here the T -periodicity of the matrices A(t) and B(t).
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On the other hand, using the Floquet condition (4.4.2), it is

v(t− τ) = µ−1v(t− τ + T ) = µ−1v(t+ δ).

Then the Floquet problem (4.4.1)�(4.4.2) of the original large delay DDE (4.1.1)

is equivalent to

v̇(t) = A(t)v(t) + µ−1B(t)v(t+ δ), (4.4.6)

v(t+ T ) = µv(t). (4.4.7)

By comparing (4.4.4) with (4.4.6), one can see that they are equivalent if and

only if µ = 1, which is just an immediate consequence of the reappearance rule

(2.4.1) for T -periodic solutions. Hence only the Floquet pair (1, ẋ∗) solves both

the Floquet problem (4.4.1)�(4.4.2) of the DDE system and the Floquet problem

(4.4.4)�(4.4.5) of the pro�le equation. Especially, the Floquet pair corresponding

to a period-doubling (−1, v∗) does not solve (4.4.4)�(4.4.5).

This also leads to Lemma 1 in [GR23], cf. Section 2.6.

Another viewpoint to this result lies in the following: Using the Floquet

condition (4.4.2), then for a Floquet pair (−1, v∗) it is v∗(t + T ) = −v∗(t).
One can see that v∗(t) is a 2T -periodic solution of (4.4.1) and can hence not

be mapped to the pro�le equation (4.2.1) by the reappearance rule (4.5.3) for

T -periodic solutions. Recalling Chapter 4.3, we note that the APE system

(4.3.2)�(4.3.3) accomodates these 2T -periodic solutions. The Floquet problem

to a periodic solution (x∗(t), x∗(t)) ∈ Fix(γ) in the APE system with minimal

period T , is given by

(
v̇1(t)

v̇2(t)

)
=

(
A(t) O
O A(t)

)(
v1(t)

v2(t)

)
+

(
O B(t)

B(t) O

)(
v1(t+ δ)

v2(t+ δ)

)
,

(4.4.8)(
v1(t+ T )

v2(t+ T )

)
= µ

(
v1(t)

v2(t)

)
. (4.4.9)

The 2T -periodic solution v∗(t) of (4.4.1) also solves system (4.4.8) with

(v1(t), v2(t)) := (v∗(t), v∗(t− T )).
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Especially, in contrast to (x∗(t), x∗(t)), it does not lie in Fix(γ). The period-

doubling bifurcation in the APE hence appears together with a symmetry-

breaking. We will demonstrate in the following, that the period-doubling bi-

furcation occurring in the large delay DDE does, indeed, reappear in the APE:

Theorem 13 (Reappearance of the period-doubling in the APE). Let x∗(t) be

a T -periodic solution of the DDE system (4.1.1) and the corresponding solution

reappearing in the APE system (4.3.2)�(4.3.3) is given by (x∗(t), x∗(t)).

Then x∗(t) undergoes a period-doubling bifurcation in the DDE system at

parameter η = η∗ if and only if (x∗(t), x∗(t)) undergoes a period-doubling bi-

furcation in the APE system at η = η∗:

The pair (−1, v∗) solves the Floquet problem (4.4.1)�(4.4.2) corresponding

to x∗(t) in the DDE if and only if (−1, (v∗,−v∗)) solves the Floquet problem

(4.4.8)�(4.4.9) to the solution (x∗(t), x∗(t)) in the APE system.

Proof. ” =⇒ ”: De�ne v1(t) := v∗(t) and v2(t) := v∗(t−T ). Hence, they satisfy
trivially (4.4.9) for µ = −1. Since v∗(t) solves (4.4.1), it can be rewritten for

v1, v2. Using δ = T − τ (4.1.2), it is then

v̇1(t) = A(t)v1(t) +B(t)v1(t− τ) = A(t)v1(t) +B(t)v2(t+ δ), (4.4.10)

v̇2(t) = A(t)v2(t) +B(t)v2(t− τ) = A(t)v1(t) +B(t)v1(t+ δ), (4.4.11)

which is (4.4.8).

” ⇐= ”: Suppose the multiplier µ = −1, together with (v1(t), v2(t)) =

(v∗(t),−v∗(t)) solves the Floquet problem (4.4.8)�(4.4.9) of the T -periodic solu-

tion (x∗(t), x∗(t)) in the APE system. Setting v∗(t) = v1(t) = −v2(t), it is then
v∗(t+ T ) = µv∗(t) with µ = −1 (4.4.9). Recalling δ = T − τ (4.1.2), equation

(4.4.8) is then equivalent to

v̇∗(t) = A(t)v∗(t)−B(t)v∗(t+ δ) = A(t)v∗(t) +B(t)v∗(t− τ).

Hence v∗(t) with µ = −1 solves (4.4.1)�(4.4.2).

An immediate consequence of Remark 2 based on [YRSW19] is the following

Theorem, that serves as an alternative to Theorem 13.

80
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Theorem 14 (An adapted variational equation for the period-doubling). A T -

periodic solution x∗(t), together with an eigenmode v∗(t) and exponent λ∗ ∈ C,
at a parameter value η∗, solves the system

ẋ(t) = f(x(t), x(t− τ), η), (4.4.12)

˙̃v(t) = (A(t)− λ Id)ṽ(t) + exp (−λτ)B(t)ṽ(t− τ), (4.4.13)

x(t+ T ) = x(t), (4.4.14)

ṽ(t+ T ) = ṽ(t), (4.4.15)

exp (λT ) = −1, (4.4.16)

if and only if, with δ := T − τ , it solves

ẋ(t) = f(x(t), x(t+ δ), η), (4.4.17)

˙̃v(t) = (A(t)− λ Id)ṽ(t)− exp (λδ)B(t)ṽ(t+ δ), (4.4.18)

x(t+ T ) = x(t), (4.4.19)

ṽ(t+ T ) = ṽ(t), (4.4.20)

exp (λT ) = −1, (4.4.21)

where A(t) := ∂1f (x(t), x(t− τ), η), and B(t) := ∂2f (x(t), x(t− τ), η).

Proof. Equations (4.4.12)�(4.4.15) are the Floquet problem (4.4.1)�(4.4.2) of

(4.1.1) for Floquet mode ṽ(t) given by v(t) = exp (λt)ṽ(t), where µ = exp (λT ).

Using δ = T − τ , it is

exp (−λτ) = exp (λ(−T + δ)). (4.4.22)

Together with the general reappearance rule (2.4.1) for periodic solutions, equa-

tions (4.4.12)�(4.4.15) are equivalent to

ẋ(t) = f(x(t), x(t+ δ), η),

˙̃v(t) = (A(t)− λ Id)ṽ(t) + µ−1 exp (λδ)B(t)ṽ(t+ δ),

x(t+ T ) = x(t),

ṽ(t+ T ) = ṽ(t).

This is (4.4.17)�(4.4.20) if and only if µ = exp (λT ) = −1 .
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4. Theoretical analysis of temporal dissipative solitons as homoclinic solutions

We summarize now the results from Theorem 13 and 14 in the following

corollary:

Corollary 3. The following are equivalent:

1. (PD in DDE) a T -periodic solution x∗(t) of the large delay DDE (4.1.1)

with Floquet pair (−1, v∗) solving the Floquet problem (4.4.1)�(4.4.2).

2. (PD in APE) a T -periodic solution (x∗(t), x∗(t)) of the alternated pro-

�le equation (4.3.2)�(4.3.3) with Floquet pair (−1, (v∗,−v∗)) solving the

corresponding Floquet problem (4.4.8)�(4.4.9).

3. (PD in alternated variational equation) a T -periodic solution x∗(t) of the

pro�le equation (4.2.1) and ṽ∗(t) := exp (−λt)v∗(t) with λ ∈ C such that

exp (λT ) = −1 solves the adapted variational equation (4.4.18),(4.4.20).

Whereas in the large-delay DDE system of case (1.), one has to deal with

the singular limit τ −→ ∞ for solitons, in the other two cases (2.) and (3.),

this is replaced by the �nite limit δ −→ δ∞. Additionally, the alternated vari-

ational equation of case (3.) provides for a robust numerical path-continuation

of the period-doubling point, in those cases where case (2.) poses numerical

di�culties.

4.5 An alternated pro�le equation for resonant Floquet mul-

tipliers

The alternated pro�le equation can also be generalized for other critical

multipliers. Suppose x∗(t) is a T -periodic solution of (4.1.1), having a resonant

Floquet multiplier µ, cf. (2.6.1), such that

µl = 1 for some l ∈ N, and µj ̸= 1 for all j < l.

Instabilities induced by resonant Floquet multipliers lead to resonant Neimark-

Sacker bifurcations.
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Theorem 15 (Subharmonic reappearance rule). Consider the following state-

ments:

1. The T -periodic solution x∗(t) ∈ Rn of

ẋ(t) = f (x(t), x(t− τ)) (4.5.1)

possesses a resonant Floquet multiplier µ s.t. there is an l ∈ N, l ≥ 2 with

µl = 1 and µj ̸= 1 for j = 1, . . . , l − 1.

2. The T -periodic solution (x∗(t), . . . , x∗(t)) ∈ Rln of system

ẋk(t) = f
(
xk(t), x(k+1) mod l (t− σ)

)
, k = 1, . . . , l, (4.5.2)

possesses a resonant Floquet multiplier µ with l ∈ N, l ≥ 2 satisfying

µl = 1 and µj ̸= 1 for j = 1, . . . , l − 1.

The statements (1.) and (2.) are equivalent if and only if

σ = σm = τ + (ml − 1)T, m ∈ Z. (4.5.3)

We call (4.5.2) the generalized alternated profile equation.

Proof. Recall the Floquet problem (4.4.1)�(4.4.2). Let v∗(t) be the Floquet

mode corresponding to the resonant Floquet multiplier µ of the periodic solu-

tion x∗(t) of (4.5.1). The Floquet mode v∗(t) is then lT -periodic, since (4.4.2)

implies v∗(t+ lT ) = µlv∗(t) and µ
l = 1. Set v1(t) := v∗(t) and de�ne iteratively

v(k+1) mod l(t) := vk(t− T ). (4.5.4)

Then the Floquet pair (µ, v∗) of solution x∗(t) of system (4.5.1) is equi-

valent to the Floquet pair (µ, (v1, . . . , vl)) of solution (x∗(t), . . . , x∗(t)) of sys-

tem (4.5.2):

The components of the Floquet problem of (x∗(t), . . . , x∗(t)) of (4.5.2) for

the Floquet mode (v1(t), . . . , vl(t)) are given by

v̇k(t) = A(t)vk(t) +B(t)vk+1 mod l(t− σ), for k = 1, . . . , l, (4.5.5)

where A(t) = ∂1f (x∗(t), x∗(t− σ)) and B(t) = ∂2f (x∗(t), x∗(t− σ)).
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4. Theoretical analysis of temporal dissipative solitons as homoclinic solutions

Every vk(t) is itself a Floquet mode of xk(t) = x∗(t) in (4.5.1) satisfying

the Floquet problem (4.4.1) per de�niton (4.5.4):

v̇k(t) = ∂1f (x∗(t), x∗(t− τ)) vk(t) + ∂2f (x∗(t), x∗(t− τ)) vk(t− τ) (4.5.6)

Hence vk(t) satis�es (4.5.5) and (4.5.6) if and only if (4.5.3) and (4.5.4) are

satis�ed.

The case l = 1 is the general reappearance rule under which only the trivial

Floquet multiplier µ = 1 reappears. This case is trivially covered by the The-

orem when neglecting the restriction l ≥ 2.

The system (4.5.2) supports the study of TDSs undergoing resonant Neimark-

Sacker bifurcations. Beyond that, the system is provided with a Zl-symmetry.

4.6 Square waves in the alternated pro�le equation

Finally, we want to extend the strategy developed for alternating pulse

solutions in Section 4.3 to square waves (SWs). Similarly to solitons, these

types of solutions are localized states which are characterized by sharp trans-

itions between alternating plateaus. However, they have a period of approxim-

ately twice the delay. The approach is essentially analogous to the derivation

in Chapter 4.3 for alternating pulse solutions and based on our publication

[SKJGW23a].

Let us �rst consider the singular map of the system, cf. equation (2.3.1),

0 = f(xk+1, xk), k ∈ Z.

In Section 2.3, this map was derived by rescaling the time in the DDE (4.1.1)

by t′ = t/τ and then applying formally the limit τ −→ ∞. Recall, that a stable

equilibrium x0 of the singular map (2.3.1) is also a stable equilibrium of the

DDE system (4.1.1) ([YWPT22]) and can serve as a background for solitons.

Suppose the equilibrium x0 undergoes a �ip bifurcation and a stable period-two

solution (x1, x2) is created, i.e. a solution of (2.3.1) satisfying

0 = f(x1, x2) = f(x2, x1).
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Then these two values x1,2 can serve as plateaus of a square waves in the large

delay DDE (4.1.1). A square wave then corresponds to a periodic solution x∗(t)

with a period 2T slightly larger than 2τ having two plateaus x1,2 of length

approximately τ each.

Consider now the alternated pro�le equation from Section (4.3), given by

ẋ(t) = f(x(t), y(t− σ)), (4.6.1)

ẏ(t) = f(y(t), x(t− σ)). (4.6.2)

cf. (4.3.2)�(4.3.3). In this system, the period-two solution (x1, x2) of the

singular map (2.3.1) induces two di�erent equilibria (x, y) = (x1, x2) and

(x, y) = (x2, x1). In particular, the 2T -periodic square wave solution x∗(t)

of the DDE system (4.1.1) provides by (4.3.6), i.e.

(x(t), y(t)) := (x∗(t), x∗(t− T ))

a solution of the system (4.6.1)�(4.6.2), whenever the alternated reappearance

rule (4.3.7)

σ = σm := τ + (2m− 1)T, for all m ∈ Z.

is satis�ed.

Also for the case of a 2T -periodic square wave of (4.1.1) at delay τ , we will

again de�ne the response time as

δ(τ) := T (τ)− τ. (4.6.3)

Thus, the pro�le of a square wave x∗(t) of the DDE system can also be found as

a periodic solution of (4.6.1)�(4.6.2) with σ = σ0 := −δ. Also the response time

δ (4.6.3) for square waves is positive and is assumed to have a �nite limit δ∞ for

a family of square waves of (4.1.1) where both τ and T are tending to in�nity.

Accordingly, the system (4.6.1)�(4.6.2) at σ = −δ serves as alternated pro�le

equation for square waves.

Recall now the mirror symmetry γ (4.3.4) given by

γ : (x, y) 7−→ (y, x),
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intrinsic to the system (4.6.1)�(4.6.2). The corresponding subspace of �xed

points (4.3.5) under the symmetry γ is given by

Fix(γ) := {(x, y) | γ(x, y) = (x, y)} = {(x, y) | x = y}.

The equilibria (x1, x2) and (x2, x1) given by the period-two orbit of the sin-

gular map are hence identical with respect to γ. In particular, they are stable

equilibria in the system (4.6.1)�(4.6.2) for all σ > 0, since the corresponding

period-two orbit in the singular map is stable, see [YWPT22]. Consequently,

they are both of saddle-type in the APE system (4.6.1)�(4.6.2) for σ = −δ
(Corollary 1 in Section 4.3). For δ −→ δ∞ the period of the square wave

increases and, in this case, the corresponding family of periodic solutions ap-

proaches a heteroclinic cycle, connecting to the symmetrical equilibria (x1, x2)

and (x2, x1). Both heteroclinics in this cycle are related by γ, as well. Thus,

for our computation of the square waves as connecting orbits, it su�ces to

compute just one of them. Hence, the square wave can be described by a single

heteroclinic orbit (xh(t), yh(t)), t ∈ R, with

lim
t→±∞

(xh(t), yh(t)) = (x1,2, x2,1), (4.6.4)

i.e. the orbit is connecting (x1, x2) with its symmetry twin (x2, x1). Accord-

ingly, we call it a relative homoclinic with respect to γ. Consequently, we can

treat square waves similarly to TDSs and analyse their dynamics by means of

homoclinic bifurcation theory. The relative homoclinic together with its cor-

responding saddle does not lie in the symmetry subspace of γ. Note, that this

is diverging from the alternating pulse solutions discussed in Section 4.3, where

the homoclinics in the APE do not lie in the symmetry subspace, while their

corresponding saddles lie in it.

Recall, that homoclinic solutions are generically objects of codimension-

one. For a relative homoclinic (4.6.4), the codimension depends on the number

of stable and unstable eigendirections of the corresponding saddles. Together

with the symmetry relation here, the codimension is equal to one, as well.

Also in the alternated pro�le equation (4.6.1)�(4.6.2), the response time δ acts

as a system parameter and the relative homoclinic can only be found after

adjusting one parameter. That is, to solve the alternated pro�le equation for
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a relative homoclinic solution representing a square wave, one needs to solve

for the connecting orbit (4.6.4) together with its response time δ∞. Note that

in contrast to solitons, for square waves in the large delay DDE (4.1.1) the

response time δ (4.6.3) is given as the di�erence of half the period and the

delay. Accordingly, also when studying the bifurcations of square waves induced

by homoclinic bifurcations in the corresponding pro�le equation, one always

has to adjust the parameter δ∞, increasing the codimension of the associated

bifurcation by one.

We have now proposed a mathematical description of temporal dissipative

solitons, which allows us to analytically identify the TDSs in the large delay

DDE to homoclinic solutions in the pro�le equation. Furthermore, we have

expanded this theory to encompass alternating pulse solutions by deriving the

alternated pro�le equation, which shares similar characteristics with the pro�le

equation while also possessing an intrinsic symmetry. Within this equation,

alternating pulse solutions can be analyzed as homoclinics that do not reside

in the symmetry subspace, whereas TDSs manifest as homoclinics within the

symmetry subspace. Moreover, we discussed the Floquet problem for a crit-

ical multiplier corresponding to the period-doubling bifurcation and showed its

reappearance in the alternated pro�le equation. Especially, this framework of

the alternated pro�le equation allows us, thereby, to study temporal dissipative

solitons undergoing a period-doubling bifurcation with homoclinic bifurcation

theory. Beyond that, we showed how we can also use the alternated pro�le

equation to analyse square wave solutions as a relative homoclinic solution

with respect to the mirror symmetry.
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CHAPTER 5

The Morris-Lecar model

In this chapter, we introduce the Morris-Lecar model as a representative system

showcasing diverse facets of neuronal behaviour due to di�erent excitability

types, and discuss the fundamental mechanism underpinning these behaviours,

which is a codimension-two bifurcation known as the saddle-node separatrix

loop bifurcation.

5.1 The model equations

A crucial role for the emergence of TDSs in time-delayed systems plays

excitability. The Morris-Lecar (ML) system, a classical model for neuronal

dynamics, o�ers a nuanced study ground and logical extension to the simpler

excitable systems investigated in [YRSW19], cf. Chapter 2, due to its capacity

to exhibit di�erent excitability types reproducing di�erent aspects of neuronal

behaviour in great detail. The discussion of the Morris-Lecar model in this

Chapter is based on our publication in [SW23].

The Morris-Lecar model, introduced in [ML81], is a biophysical model de-

scribing the dynamics of an action potential in a neuron. It is a conductance-

based model that includes the in�uence of ionic currents on the voltage in the

89



5. The Morris-Lecar model

cell. The model is given by the following set of ordinary di�erential equations

V̇ (t) = − gl(V (t)− El)− gKw(t) (V (t)− EK) (5.1.1a)

− gCam∞(V (t)) (V (t)− ECa),

ẇ(t) = λ(V (t)) (w∞(V (t))− w(t)), (5.1.1b)

where V describes the membrane potential and w the recovery. Responsible

for a depolarizing current, in this model, are Ca++-ions. The recovery variable

describes the fraction of open K+-channels, as these ions are accountable for

the production of the hyperpolarizing current. A leakage current involved in

maintaining the resting potential is also included. The parameters gCa, gK

and gl describe the instantaneous conductance values for the corresponding

pathways, ECa, EK and El the equilibrium potentials of the corresponding

indicated ions. The voltage-dependent sigmoidal activation functions m∞(V ),

w∞(V ) and the time scale λ(V ) are given as

m∞(V ) =
1

2

(
1 + tanh

(
V−V1

V2

))
,

w∞(V ) =
1

2

(
1 + tanh

(
V−V3

V4

))
,

λ(V ) =
1

3
cosh

(
V−V3

2V4

)
.

The functions m∞(V ) and w∞(V ) describe the probability of open Ca++ and

K+- channels at equilibrium, respectively, and λ(V ) is the rate constant for the

opening of K+-channels. They involve further parameters V1, V2, V3 and V4,

scaling and shifting the hyperbolic functions to suitable values of the model.

The model was derived in 1981 by C. Morris and H. Lecar [ML81] in their ex-

perimental study of the barnacle muscle �bre. The eponymous model emerged

as a reduced system in order to facilitate the study of neuronal dynamics. In

comparison to e.g. the Hodgkin-Huxley model [HH52], it has a two-dimensional

phase space which simpli�es the analysis and makes it more graphic. Due to

its simplicity whilst retaining most of its dynamical features, this system serves

as a computational framework for studying the dynamics of action potentials

within neurons. It has been scrutinized, both from the mathematical [BR05;

DZL11; ET10; Izh00; Izh07; RE98] and the neuroscienti�c [LLL13; ML81;

TKYAK06] point of view. Notably, depending on the speci�c values of its
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5.2. The saddle-node separatrix loop bifurcation

parameters, the Morris-Lecar model can exhibit di�erent forms of excitabil-

ity, like the Class I and Class II excitability as discussed in a neuroscienti�c

context. They are responsible for the nonlinear response of the system to dif-

ferent kinds of input signals. For a review of the e�ects of noise in excitable

systems, see [LGNS04]. These rich dynamics induced by the di�erent types of

excitability make it also interesting for our studies as it can serve as a showcase

example for more complicated pulse dynamics compared to the simple excitable

phase oscillator system studied in [YRSW19] and [MJG20]. The fundamental

mechanism underpinning these behaviours is a bifurcation of codimension-two

known as the saddle-node separatrix loop bifurcation (SNSL) [CL90; Den90;

Sch87]. Below, we will give a detailed overview of this bifurcation.

5.2 The saddle-node separatrix loop bifurcation

The unfolding of the saddle-node separatrix loop bifurcation in the Morris-

Lecar model (5.1.1a)�(5.1.1b) will be executed in the parameters V4 and El, and

all other parameters will be �xed to the values given in Table 5.1, following

Izhikevich [Izh00]. The parameter El governs the unfolding of the saddle-

node bifurcation of equilibria, i.e. it regulates the distance between the two

equilibria. To understand the role of the parameter V4, consider the nullclines,

nullV (V ) = (−gl(V − El)− gCam∞(V )(V − ECa)) /(gK(V − EK)), (5.2.1)

nullw(V ) = w∞(V ), (5.2.2)

which can be computed by setting respectively V̇ = 0 and ẇ = 0. The curves

are sigmoidal and can intersect in a variety of ways. Their intersections give

the equilibria of the system. Here, V4 only appears in w∞(V ). Thus, we see

that the parameter V4 is responsible for the slope of the nullcline nullw(V ).

Figure 5.1 displays schematically the unfolding of a saddle-node separatrix

loop bifurcation. The unfolding consists of three codimension-one bifurcation

curves meeting in one point, the codimension-two SNSL-point. These curves

separate the parameter space into four regions, represented in the sketch by
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5. The Morris-Lecar model

Figure 5.1: Sketch of the general unfolding of a saddle-node separatrix loop

bifurcation. Coloured parameter regions correspond to di�erent dynamical

regimes. Sketched phase portraits in the insets indicate qualitative dynamics

in the regions and at the bifurcations. In the case of the Morris-Lecar model,

such an unfolding can be found in the parameters El and V4, see also Fig. 6.5.

Figure and Caption taken from [SW23].

di�erent colours, such that each colour displays a di�erent dynamical regime.

The vertical bifurcation curve represents a saddle-node bifurcation of equilibria.

In the grey region to its right, there is only an unstable equilibrium of saddle

focus type and a stable periodic orbit present. To its left, a stable equilibrium

V1 V2 V3 EK ECa gl gK gCa

0 0.15 0.1 −0.7 1 0.5 2 1.2

Table 5.1: Parameters for the Morris-Lecar model (5.1.1a)�(5.1.1b) (cf. Iz-

ikevich [Izh00]).
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5.2. The saddle-node separatrix loop bifurcation

and an unstable equilibrium of simple saddle-type appear. Especially, on the

upper part of the saddle-node curve above the SNSL point, there is a saddle-

node on invariant circle (SNIC) bifurcation. The periodic orbit disappears while

a saddle-node appears on it forming a non-generic homoclinic solution. In the

blue region, the saddle-node is split into the stable and saddle equilibrium and

two heteroclinic orbits are created connecting the saddle equilibrium with the

stable one, forming an invariant circle. On the lower half of the saddle-node

curve, the saddle-node appears outside the periodic solution (fold o� limit

cycle). In the red region, there is then a stable periodic solution together

with a stable and saddle equilibrium. The parameter space underlying the red

coloured area is thusly a regime with bistability.

In the purple region, one �nds a regime that displays the same solution types

as the blue region, but the course of the heteroclinic orbit with the longer tra-

jectory in phase space has changed. Speci�ally, one �nds a so called heteroclinic

orbit �ip, located on the codimension-one curve separating the blue from the

purple region. This bifurcation has been discussed in detail for homoclinic or-

bits in Section 3.5 and 3.8 in the introductory part on homoclinic bifurcation

theory Chapter 3. Recall from Section 3.4, that the leading eigendirections are

given by those eigenvalues closest to the imaginary axis. Generically, a connect-

ing orbit approaches its corresponding equilibria along the leading eigendirec-

tions, since they belong to the eigenmodes with the slowest exponential decay

rates. In an orbit �ip, this condition is violated, and the trajectory approaches

its equilibrium along the strong eigendirection. Numerically computed phase

portraits of the heteroclinic orbit in the Morris-Lecar model (5.1.1a)�(5.1.1b)

undergoing the �ip bifurcation are provided in Figure 5.2. Panels (a)�(c) show

the heteroclinic orbits before, directly at, and after the �ip bifurcation. One

can see how the trajectory passes through the leading stable eigendirections

(single arrows) of the stable equilibrium in the generic cases in (a) and (c),

but “ �ips” between both con�gurations by passing through the strong stable

eigendirection (double arrows) at the bifurcation (b).

The bifurcation curve separating the purple and red region is a homoclinic

bifurcation in the plane. This bifurcation has been discussed in detail for �nite

dimensions in Section 3.7. The corresponding phase portraits of the homoclinic
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5. The Morris-Lecar model

Figure 5.2: Phase portraits of heteroclinic orbits (blue) involved in the hetero-

clinic orbit �ip for the Morris-Lecar model (5.1.1a)�(5.1.1b) without feedback.

The di�erent choices of parameter V4 in panels (a)�(c) represent the situation

before, directly at, and after the orbit �ip, respectivley. Grey lines: nullclines

(5.2.1)�(5.2.2). Stable, saddle and unstable equilibrium are indicated by black

dot, cross, and circle, respectively. Leading stable eigendirection of stable equi-

librium indicated with one arrow, strong stable eigendirection with two arrows.

Other parameters as in Fig. 6.1. Figure and Caption taken from [SW23].
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5.2. The saddle-node separatrix loop bifurcation

Figure 5.3: Phase portraits of the solutions (blue) involved in the homoclinic

bifurcation in the Morris-Lecar model (5.1.1a)�(5.1.1b) without feedback. The

di�erent choices of parameter V4 in panels (a)�(c) represent the situation before,

directly at, and after the creation of the homoclinic orbit, respectivley. Grey

lines: nullclines (5.2.1)�(5.2.2). Stable, saddle and unstable equilibrium are

indicated by black dot, cross, and circle, respectively. Other parameters as in

Fig. 6.1.
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bifurcation in the Morris-Lecar model are given in Figure 5.3. The stable peri-

odic solution existing in the red region approaches the saddle equilibrium when

moving closer to the bifurcation curve (Panel (c)). At the bifurcation curve

presented in Panel (b), it intersects with the stable and unstable manifold of

the saddle equilibrium and creates a homoclinic orbit. The homoclinic dissolves

in the purple region and forms a heteroclinic connection linking the saddle with

the stable equilibrium (Panel (a)).

In the next chapter, we will see how the introduction of time-delayed feed-

back creates di�erent types of solitons in the excitable regime to the left of the

saddle-node bifurcation. Their dynamics are strongly in�uenced by the di�er-

ent parameter regimes and lead to di�erent types of solitons as much as their

disappearance.

We have now introduced the Morris-Lecar model and explored the underly-

ing SNSL-bifurcation, which governs the excitability properties in the system.

In the following chapter, we intend to study the emergence of TDSs due to the

excitability in the Morris-Lecar model when adding a time-delayed feedback.

Moving forward, our focus will shift to examining the bifurcations of TDSs in

the Morris-Lecar model under time-delayed feedback and establish connections

between the dynamics of the solitons and the codimension-one bifurcations

stemming from the SNSL-point.
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CHAPTER 6

Temporal dissipative solitons in the Morris�Lecar model

with time-delayed feedback

In this chapter, we explore the dynamics and bifurcations of temporal dissipat-

ive solitons (TDSs) within an excitable system subjected to time-delayed feed-

back. Utilizing the Morris-Lecar model as a representative system showcasing

diverse pulse solutions due to di�erent excitability types, we leverage the large

delay limit to treat soliton-like solutions as homoclinic solutions of an equa-

tion with an advanced argument. Employing classical homoclinic bifurcation

theory, we investigate various pulse solutions and elucidate their dependence

on system parameters. Notably, we reveal how a homoclinic orbit �ip of a

single-pulse soliton triggers the destabilization of equidistant multi-pulse solu-

tions, giving rise to stable pulse packages. Mirroring the excitability properties

inherent in the Morris-Lecar model, this transition is intricately linked to a

heteroclinic orbit �ip in the feedback-absent system. Furthermore, we observe

a delocalization of solitons, induced by a heteroclinic bifurcation called Bykov

T-point.
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6.1 Introduction

This chapter delves into the dynamics of TDSs within the Morris-Lecar

model, examining their emergence as a consequence of the interplay between

excitability and time-delayed feedback. We utilize the Morris-Lecar model,

introduced in Chapter 5, as a prototypical model that demonstrates various

types of excitability, making it a promising candidate for the emergence of

TDSs that display rich dynamics related to the SNSL-bifurcation. The results

presented in this chapter are based on our publication [SW23].

Before exploring the model's rich properties and the employed time-delayed

feedback, a brief overview on the di�erent coexisting pulse patterns in Figure 6.1

highlights the main dynamical phenomena appearing in the Morris-Lecar model

under time-delayed feedback for di�erent parameter values. There are para-

meter regions where stable solutions with one or several equidistant pulses per

delay interval coexist (blue pro�les in Panels (a), (c), and (d)). Stable pulse

packages (bursts) appear (purple pro�les in Panels (c) and (d)) in a di�erent

parameter regime, where those equidistant pulses with more than one pulse per

delay interval are unstable. Lastly, there is also a parameter regime, in which

all localized solutions are unstable and a rapidly oscillating solution is the only

attractor (red trajectory in Panel (b)).

The dynamical behaviour in the di�erent regimes from equidistant pulses

to stable pulse packages and, ultimately, to oscillatory solutions are demon-

strated in Figure 6.2. It illustrates the slow temporal evolution of the pro�les

from round-trip to round-trip in a so called space-time representation intro-

duced by [GP96], see also Section 2.2. It gives a coordinate change in which

the horizontal axis represents the time within one round-trip, while the ver-

tical axis corresponds to the number of round-trips as discrete time steps. In

the parameter region corresponding to stable equidistant pulses in Figure 6.1,

we display a single-pulse soliton in Panel (a). In the same regime, an initial

condition with two non-equidistant pulses transitions to the stable equidistant

con�guration, shown in Panel (c). For the parameter regime of stable pulse

packages an initial condition similar to an equidistant two-pulse solution ap-

proaches a stable two-pulse package solution, see Panel (d). An initial condition

with a single pulse in the parameter regime of stable oscillations, see Panel (b),
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6.1. Introduction

Figure 6.1: Di�erent types of stable periodic solutions of the Morris-Lecar

model with time-delayed feedback (6.2.1) for di�erent choices of the para-

meter V4. At V4 = 0.13 the single-pulse soliton coexists with equidistant multi-

pulse solutions (blue trajectories in panels (a),(c), and (d)). At V4 = 0.06 the

single pulse soliton coexists with pulse packages (purple trajectories in panels

(a),(c), and (d)). At V4 = 0.048 (b) there is only a stable rapid oscillation.

Other parameters: τ = 100, El = −0.37, κV = 0.2 and as given in Tab. 5.1.

Figure and Caption taken from [SW23].

develops a trailing-edge instability. Additional pulses appear over time until

the whole delay interval is �lled with oscillations.

The primary objective of this chapter is to comprehend these diverse feedback-

induced pulse dynamics within the excitable regime. The chapter is structured

to �rst explore the introduction of a time-delayed feedback, elucidating how

it engenders TDSs. Before analyzing in detail the di�erent bifurcation scen-

arios, we give an overview of the stability region and its boundaries in the
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Figure 6.2: Space-time representation of solutions in the Morris-Lecar model

with time-delayed feedback (6.2.1): (a) stable soliton at V4 = 0.13, (c) at

V4 = 0.13 a two-pulse solution approaches a stable equidistant con�guration,

(d) at V4 = 0.06 a two-pulse solution approaches a stable pulse package, (b) at

V4 = 0.048 the single pulse has a trailing edge instability. Parameters: τ = 50,

other parameters as in Fig. 6.1. Figure and Caption taken from [SW23].

Morris-Lecar model under time-delayed feedback in Section 6.3. The ensu-

ing section 6.4 unravels how a heteroclinic orbit �ip in the system without

time-delayed feedback induces a homoclinic orbit �ip in the pro�le equation.

Exploring classical homoclinic bifurcation theory, we deduce the emergence

of multi-pulse homoclinics from the bifurcation point, leading to the various

pulse dynamics displayed in Figures 6.1 and 6.2. Furthermore, we present in

Section 6.5 the delocalization of the solitons caused by a heteroclinic bifurcation

called Bykov T-point, leading to a loss of stability of the solitons. This gives

rise to the stable rapidly oscillating solutions in Figures 6.1 and 6.2. The cor-

responding stability boundary induced by the Bykov T-point is then discussed

in Section 6.6.
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The study applies numerical methods, employing the DDE-BIFTOOL soft-

ware [ELR02; SELSR16] for path continuation and stability calculations.

6.2 Emergence of solitons in Morris�Lecar model with time-

delayed feedback

We want to study the dynamics in the Morris-Lecar model under time-

delayed feedback. To this end, set x := (V,w) and let f̃(x) represent the right-

hand side of system (5.1.1a)�(5.1.1b). Then we add a feedback of Pyragas-type,

such that the time-delayed Morris-Lecar model is given by

ẋ(t) = f̃(x(t)) + κ(x(t− τ)− x(t)), (6.2.1)

where the coupling κ is given by a matrix κ ∈ Rn×n with nonnegative entries.

Feedback terms like this were introduced in [Pyr92] by K. Pyragas in the

context of the control of chaos as a method to stabilize an unstable periodic

solution. It is a continuous controlling signal that is injected into the system,

described by a time-delayed feedback term, where the delay τ is chosen to

be equal to the period of the addressed periodic solution. The feedback does

not act invasively on the system as it vanishes on this periodic solution, but

also equilibria. On that account, the equilibria, and also their saddle-node

bifurcations, are preserved for all feedback parameters κ and τ . However, the

stability of the solutions in the system might have changed under this type of

feedback.

In contrast to that, we intend to use it here to create soliton solutions, where

the delay does not exactly coincide with the period of the resulting periodic

solution. First, we choose parameters such that the system is excitable, i.e. to

the left of the SNIC-bifurcation curve in Figure 5.1. Then we introduce the

time-delayed feedback of Pyragas-type in the Morris-Lecar system (5.1.1a)�

(5.1.1b) such that the resulting system is of the form (6.2.1) with a delay τ > 0

that is substantially larger than the duration of a pulse. Moreover, we choose
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Figure 6.3: (a) Phase portrait of a soliton solution at κV = 0.2 (blue) and of

the heteroclinic orbits without feedback at κV = 0 (purple) in the Morris-Lecar

model. (b) Enlargement of framed region in (a) close to the background equi-

librium. (c) Time traces of the soliton and of the feedback-term. Parameters:

V4 = 0.13, other parameters as in Fig. 6.1. Figure and Caption taken from

[SW23].

a coupling strength κ, such that the stability of the equilibria persists. To this

end, we choose

κ =

(
κV 0

0 0

)
, (6.2.2)

and set κV = 0.2, keeping it �xed for our entire bifurcation analysis in Chapter 6.

Introducing a time-delayed feedback generates an in�nite dimensional phase

space. On the spectral level, this induces the appearance of in�nitely many

additional stable eigenvalues from −∞ for small τ > 0, which accumulate at

the imaginary axis for τ −→ ∞. For our choice of coupling strength κ, the

stable equilibrium from the ODE remains stable also for arbitrarily large delay,

i.e. it is absolutely stable, see [YWPT22] and De�nition 1 in Section 2.4. This

equilibrium will serve us as background for the solitons.

The threshold of excitation of this system is given by the stable manifold
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of the saddle equilibrium appearing through the fold. Note, that the stable

manifold is in�nite-dimensional in the system with time-delayed feedback. A

small perturbation away from the stable equilibrium can lead the trajectory

across the threshold and result in the generation of a spike before returning to

the stable equilibrium. The time-delayed feedback now can induce an excitation

pulse, that instead of decaying to the stable equilibrium, triggers a subsequent

pulse. This leads to periodic solutions, where each of the subsequent pulses is

triggered by the previous one entering the feedback loop. Figure 6.3 (a) displays

the trajectories of the ODE consisting of the two heteroclinic orbits (purple

trajectories) and a soliton of the DDE (blue). The trajectories lie close in the

phase plane, but the zoom in Panel (b) reveals that close to the equilibria, the

trajectories point in opposing directions. This is exactly the moment, when

the feedback term κ(x(t − τ) − x(t)) is nonzero (cf. Panel (c)), leading the

trajectory across the excitation threshold. Thereby, in the present case, the

Pyragas control is an invasive feedback term, as it does not entirely vanish

on the corresponding targeted TDS. For a su�ciently large delay, the above-

described mechanism leads to the generation of TDSs and, especially, it then

works for all large enough delays. The appropriate choice of κ to obtain stable

TDSs is related to the distance of the two equilibria created in the saddle-node

bifurcation. If the equilibria are closer together, i.e. closer to the saddle-node

bifurcation, also smaller values of the feedback can trigger an excitation pulse

inducing TDSs. Beyond that, the in�uence of di�erent dynamics induced by

the excitability remains strong for our choice of a small coupling strength κV .

Our intention now is to use the large delay limit as an approximation for

the case of large but �nite values of the delay. Recall the following details

on TDSs from the introductory part in Chapter 2. Solitons in time-delayed

systems appear as families of periodic solutions parametrized by the delay τ

with corresponding periods T (τ). The response time, cf. Equation (2.1.3) in

Section 2.1, is given by δ(τ) := T (τ) − τ , which is always positive and has a

�nite limit δ∞ for τ −→ ∞. It was demonstrated in Section 2.4, that the pro�le

of a soliton can be calculated not only as a periodic solution of the DDE with

large delay τ , but also for τ replaced by −δ, giving us the pro�le equation, cf.

equation (2.4.3). Thereby, the family of solitons turns into a family of periodic
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Figure 6.4: Branches of periodic solutions in the pro�le equation (a) and in

the large delay DDE (b) for two di�erent choices of V4. In the DDE (b), the

branches approach the lines T (τ) = τ + δ∞ (dashed), while both T and τ

become in�nite. In the pro�le equation (a), each branch approaches a vertical

line at δ = δ∞ with T −→ ∞ in a homoclinc bifurcation. Other parameters as

in Fig. 6.1. Figure and Caption taken from [SW23].

solutions, which in the limit, approach a homoclinic orbit. The homoclinic

approaches the background equilibrium for t −→ ±∞ which is of saddle-type

in the pro�le equation.

Figure 6.4 exhibits the connection between the original DDE with large

delay and the pro�le equation. Panel (b) shows typical branches of solitons:

a branch of periodic solutions that exists for all large τ , while its period T (τ)

approaches the line T (τ) = τ + δ∞ (dotted lines). Note that the �gure shows

two branches of solitons for two di�erent V4 values, displayed in magenta and

green and their limiting response times δ∞ are slightly distinct. Panel (a) shows

the situation in the pro�le equation. Each branch of solitons reappears to a
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branch of periodic solutions, whose periods increase when δ approaches their

corresponding critical δ∞. The large-period periodic solutions belong to a gen-

eric homoclinic bifurcation. The homoclinic orbits limiting to the branches of

periodic solutions for di�erent V4-values both approach the background equi-

librium, which turns naturally into a saddle in the pro�le equation.

The soliton solutions on the branches for the two di�erent V4-parameters

in Figure 6.4 represent the two di�erent regimes of the Morris-Lecar model

without feedback, shown in Figure 5.1, respectively in purple and blue. The

pro�les di�er by the undershoot in V (hyperpolarization), which is not present

in the purple region. This di�erent shape of the trajectory comes together with

a qualitative di�erence in the response time δ(τ). Whereas in the blue region,

the response time δ(τ) for �nite τ is bigger than its asymptotic value δ∞, in

the purple region it is smaller. In Section 6.4, it will be revealed, how this

di�erence is connected to the heteroclinic orbit �ip in the ODE and how it

leads to the appearance of di�erent multi-pulse solutions.

6.3 SNSL-bifurcation under time-delayed feedback

We will study now the existence and bifurcations of TDSs using the pro�le

equation of the Morris-Lecar model (5.1.1a)�(5.1.1b). To this end, one can

apply standard methods of numerical path-continuation, see also [GR23]. We

will study the resulting system using the continuation package DDE-BIFTOOL

([ELR02; SELSR16]). This toolkit allows the numerical computation of peri-

odic solutions treated as boundary value problems with periodic boundary con-

ditions. Periodic solutions can be continued by varying a parameter and ad-

justing the period accordingly. To continue a periodic solution with a �xed

period, an additional parameter must be varied as well. The package allows

additionally for the computation of connecting orbits, which are implemen-

ted as boundary value problems within a �nite time domain. These boundary

conditions use projections into the spectral eigenspaces of the corresponding

saddle equilibria, as described in more detail in references [Bey90; SER02].

Recall, that generic homoclinics are objects of codimension-one, meaning that
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Figure 6.5: Stability region (blue) and bifurcation curves (coloured) of the

single-pulse soliton in the DDE system κV = 0.2 and bifurcations of the ODE

system κV = 0 (black) with SNSL point in the (El, V4)-parameter plane, cf.

schematic picture in Fig. 5.1. Other parameters as in Fig. 6.1. Figure and

Caption taken from [SW23].

for their computation solving for one parameter su�ces. For a continuation of

generic homoclinics one needs to free yet another parameter. Furthermore, it

is important to note that when dealing with systems featuring an advanced ar-

gument, a time reversal is necessary for an implementation in DDE-BIFTOOL.

In Figure 6.5, we show the bifurcation diagram of the solitons in the neigh-

bourhood of the SNSL point in the (El, V4)-parameter plane. The existence

region of the stable solitons is given in blue and lies in the excitable regime
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of the system without time-delayed feedback. It depends on the choice of

coupling strength κV and the distance to the saddle-node bifurcation. Mov-

ing away from the saddle-node, the distance between the stable and saddle

equilibrium grows until the given feedback strength is no longer su�cient to

overcome the excitation threshold and sustain the generation of subsequent

pulses. Then again, for decreasing values of κV , the distance of the stability

boundary from the saddle-node becomes smaller. The left stability boundary is

given by a subcritical period-doubling (green curve in Figure 6.5). Remarkably,

the period-doubling bifurcation cannot be found in the pro�le equation, see Re-

mark 2 in Section 4.4. We will discuss this bifurcation further in Chapter 7,

employing the alternated pro�le equation, developed in Section 4.3, that covers

period-doublings of solitons in the framework of homoclinic bifurcations. For

the computation of this stability boundary here, we use an alternative to the

pro�le equation given by the alternated variational equation (AVE) (4.4.17)�

(4.4.21) in Section 4.4. This tool gives qualitatively the same result as the

path-continuation of solitons in the original large delay DDE, which was used

at this point in the publication [SW23].

Notably, the other bifurcations are induced by the bifurcations from the

Morris-Lecar model without feedback, described in Section 5. They are given

by the black lines in Figure 6.5 and correspond to the codimension-one bifurc-

ations emanating from the SNSL-point, cf. Figure 5.1. Close to the homoclinic

bifurcation of the Morris-Lecar model without feedback (black dashed line)

there is another stability boundary of the solitons. It originates from bifurca-

tion curves connected to the unfolding of a Bykov T-point (red) in the pro�le

equation. This is a particular homoclinic bifurcation of codimension-two, in-

volving a structurally unstable heteroclinic cycle between two hyperbolic equi-

libria, studied in [Byk93; GS86; KLW14], see also [HS10] or Section 3.10 of the

review part on homoclinic bifurcation theory in Chapter 3. This bifurcation

will be further discussed in Section 6.5 and the resulting stability boundary for

TDSs in Section 6.6. The boundary value problem for the numerical compu-

tation of the heteroclinic cycle created in the Bykov T-point is developed in

[Bey90; SER02] and we provide some details to it in the Appendix A.1.

In the interior of the stability region, there is the heteroclinic orbit �ip
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6. TDSs in the Morris�Lecar model with time-delayed feedback

(black dotted line) of the system without feedback. It is accompanied by a

homoclinic orbit �ip of the system with feedback (blue curve). The homoclinic

orbit �ip is a bifurcation of codimension-two, cf. [San93] or Section 3.8. It can

be computed by a continuation of a connecting orbit with the corresponding

asymptotic behaviour in the pro�le equation. The corresponding boundary

value problem, that we implemented for the numerical continuation of the orbit

�ip is presented in the Appendix A.3. The unfolding of the homoclinic orbit

�ip induces intriguing dynamics involving solutions consisting of multi-pulses

and will be discussed in detail in the following section.

6.4 Homoclinic orbit �ip in the pro�le equation induces

pulse packages in the original DDE

Figure 6.6 depicts the phase portraits of the trajectories in the pro�le equa-

tion. Similarly to the ODE case, cf. Figure 5.2, it shows connecting orbits

undergoing a �ip bifurcation. Recall, that in the pro�le equation, the back-

ground equilibrium x0 is of saddle-type. The eigendirections of the saddle

equilibrium are given by the eigenfunctions of the linear delay operator. The

projection of the stable eigendirections to the (V,w)-phase plane is shown by

the black arrows, where the single arrows indicate the leading eigendirection

and the double arrow the strong stable eigendirection. For t −→ −∞ the

homoclinic approaches the equilibrium along the leading unstable eigendirec-

tion. Recall, that in the eigenvalue spectrum of the linearized pro�le equation,

in�nitely many unstable eigenvalues appear from +∞ for small δ > 0. Their

projection is not included in the �gures for reasons of visibility. Panel (a) shows

a homoclinic before the �ip when the trajectory approaches the saddle along

the leading stable eigendirection from the left. At the orbit �ip in Panel (b),

the homoclinic passes through the strong stable eigendirection. Then, the tra-

jectory passes to the other side and the homoclinic orbit approaches its saddle

again along the corresponding leading stable eigendirection from the right in

Panel (c).
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Figure 6.6: Homoclinic orbit �ip in the pro�le equation. The di�erent choices

of parameter V4 in panels (a)�(c) represent the situation before, directly at,

and after the orbit �ip, respectivley. The corresponding saddle equilibrium

of the homoclinics is given by the black dot. Projection of leading stable

eigendirection of stable equilibrium indicated with single arrow, of strong stable

eigendirection indicated with double arrow. Nullclines are given by the grey

curves. Black cross and circle refer to the saddle and unstable equilibrium of

the ODE. Parameters: κV = 0.2, T = 100, other parameters as in Fig. 6.1.

Figure and Caption taken from [SW23].
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6. TDSs in the Morris�Lecar model with time-delayed feedback

In the two-dimensional ODE case without feedback the heteroclinic orbit

�ip is of codimension-one. Its unfolding does not generate more structures

than the ones given in Figure 5.2. Yet in general, the homoclinic orbit �ip

is a codimension-two phenomenon occuring in an at least three-dimensional

phase space, see [San93] or the review in Section 3.5. The time-delayed feed-

back induces in�nitely many further dimensions to the phase space and makes

the generation of more complex structures possible. For the analysis of high

dimensional structures, one usually applies then a centre manifold reduction.

This tool to reduce the dimensions has already been discussed for the �nite

dimensional case in Section 3.6. For the construction of a centre manifold of

an equilibrium in DDE systems, see [DG91; DVGLW95; VV87]; however, the-

ory for the construction of a centre manifold around a homoclinic solution in

DDE systems is still missing. Nonetheless, the principal dynamics appear to

be three-dimensional and, therefore, we will assume that, in this case, a su�-

ciently smooth centre manifold of the homoclinic solution can also be obtained,

allowing us to apply the results of the �nite-dimensional case of orbit �ips to

the present case. The continuation of the connecting orbit together with an

orbit �ip condition (blue curve in Figure 6.5) in the pro�le equation is applied

including the parameters V4, El, and δ. The corresponding boundary value

problem is presented in the Appendix A.3.

The branches of periodic solutions corresponding to the homoclinics dis-

played in Panels (a) and (c) of Figure 6.6 were shown in Panel (a) of Figure 6.4.

In contrast to the branch at V4 = 0.13 (green), the branch corresponding to

V4 = 0.06 (magenta) displays a fold of limit cycles. Approaching the homo-

clinic orbit �ip, the fold of limit cycles on the corresponding branch of periodic

solutions occurs for increasing periods until it collides with the homoclinic bi-

furcation and disappears. Indeed, according to general homoclinic bifurcation

theory, see e.g. [HS10] and references therein or the review in Section 3.5,

a homoclinic orbit �ip can be accompanied by further codimension-one bi-

furcations emanating from the bifurcation point. The unfolding of the orbit

�ip in the present case induces in�nitely many branches of N -homoclinics.

Moreover, similarly to the fold bifurcation, there are period-doublings and res-

onant Neimark-Sacker bifurcations of the accompanying periodic orbits with
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large periods that collide with the homoclinic bifurcation at the critical para-

meter of the �ip bifurcation. These bifurcations are related to the creation

of the multi-pulse solutions, presented in Figure 6.1 in the following way: As

discussed in Section 6.2, periodic solutions of a delay equation are also solu-

tions at other delay values, which are given by the reappearance rule (2.4.1).

This induces multi-pulse solutions in a natural way. Indeed, applying the re-

appearance rule (2.4.1) with m ≥ 1 to a soliton solution with a single pulse

at delay τ (m = 0), we obtain multi-pulse solutions with several pulses within

one delay interval of length τm = τ +mT , that are equidistant. The distance

between neighbouring pulses is T , corresponding to the minimal period of the

multi-pulse solution as well as the primary soliton. For a soliton with a single

pulse per delay interval, each pulse is triggered by its preceding pulse. In con-

trast to that, in these multi-pulse solutions, a pulse is triggered by the m-th

preceding pulse. This is corresponding to the pulse in the delay interval which

has a distance of exactly mT to the current pulse. Regardless of the stability

of the primary soliton, the multi-pulse solutions can be stable or unstable. In

particular, the stability of the multi-pulse solutions depends on the stability

with respect to their relative distance, causing pulses to be either attracting or

repelling. The N -homoclinics in the pro�le equation, however, correspond to

soliton solutions with a localized pulse package consisting of N pulses. Form-

ally, they can be treated analogously to single-pulse solitons in the sense of

De�nition 3 from Chapter 4.1. On the other hand, for the equidistant N -pulses

one can adapt De�nition 5 of Chapter 4.3 to these kinds of solutions. Therefore,

one mainly has to replace the delay τ with τ + (N − 1)T and the subset I(ϵ),

giving the time intervals in which the pulse occurs, consists of N subintervals.

Since the equidistant N -pulse solutions are related by the reappearance rule

for all N ∈ Z, these solutions then correspond to a 1-homoclinic in the pro�le

equation.

Figure 6.7 displays branches of multi-pulse solutions obtained from numer-

ical continuations with varying parameter V4, in a parameter neighbourhood

of the orbit �ip bifurcation. Whereas the orbit �ip is not a�ecting the soliton

solution, it has drastic consequences on the stability of the multi-pulse solu-

tions. The equidistant multi-pulse solutions turn out to be stable to the right
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6. TDSs in the Morris�Lecar model with time-delayed feedback

of the orbit �ip. This corresponds to the parameter regime associated with

the blue region in Figure 5.1. At the orbit �ip point, the equidistant multi-

pulse solutions become unstable and the pulses start to attract each other.

Accordingly, branches of stable non-equidistant multi-pulse solutions emerge.

This loss of stability is connected to the other codimension-one bifurcations.

The equidistant 2-pulse solutions lose their stability through a period-doubling

bifurcation; resonant Neimark-Sacker bifurcations destabilize the equidistant

pulse solutions accommodating larger numbers of pulses. This can be explained

by the reappearance of critical Floquet multipliers in Lemma 1 of [GR23], see

also Section 2.6.

The pulse packages emerging from the orbit �ip are packed tighter the

more one moves away from the orbit �ip, see insets in Figure 6.7. In Pan-

els (a) and (b), two di�erent distance measures are used to display the branches.

The value

Nx0
= ||h− x0||2L2 (6.4.1)

measures the L2-distance of a solution pro�le h to the background equilibrium

x0. In this measure, the branches of N -pulse solutions are distinguishable. Sim-

ilarly, the branches of unstable equidistant pulses (dashed) and corresponding

stable pulse packages become visible. With

Nh = ||h− hVflip
||L2 , (6.4.2)

a di�erent measure is used in Panel (b). It computes the distance of a solution

pro�le h to the corresponding pro�le with N equidistant pulses from the orbit

�ip. Panel (b) reveals that the pulse packages become equidistant at the orbit

�ip and the shapes of the pulses coincide with the single pulse solution. For

large delay, the N -pulse packages emerge from the pro�le corresponding to the

degenerate homoclinic at the critical value at V4 = Vflip. This implies the

coexistence of stable equidistant N -solitons for V4 > Vflip and stable N -pulse

packages for V4 < Vflip in the large delay DDE.

Recall that homoclinic bifurcation theory predicts the emergence of an in�n-

ite number of N -homoclinics from the orbit �ip point, for all natural numbers

N ∈ N. These homoclinics come together with a family of large period periodic
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6.4. Homoclinic orbit �ip in the PE induces pulse packages in the DDE

Figure 6.7: Homoclinic orbit �ip along the branch of single pulse solitons

(green curves) induces bifurcations along the branches of multi-pulse solu-

tions (curves of other colours). For V4 > Vflip the equidistant multi-pulse

solutions are stable. For V4 < Vflip the equidistant multi-pulse solutions are

unstable (dashed curves) and stable non-equidistant multi-pulse solutions bi-

furcate (solid curves). Along the branch they turn into pulse packages with

decreasing spacing of the pulses (see insets). The quantities Nx0 and Nh, used

in panels (a) and (b) are given in (6.4.1) and (6.4.2), respectively. Parameters:

κV = 0.2, T = 100, other parameters as in Fig. 6.1. Figure and Caption taken

from [SW23].
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6. TDSs in the Morris�Lecar model with time-delayed feedback

solutions, consisting in this case of multi-pulse solutions. For approximations

of the homoclinics by large-period periodic solutions, however, the number N

of existing multi-pulse solutions is then �nite and equal to the number of the

possible pulses that �t within an interval of the length of a period. After apply-

ing the reappearance rule in the reversed direction, we obtain then multi-pulse

solutions in the large delay DDE. When we increase now the delay, the num-

ber of possible pulses gradually increases. This reminds of a similar scenario of

multi-pulse solutions discussed in a detailed bifurcation analysis of the Yamada

model with delayed feedback [TKB17; TPKBB21]. Treating the delay as the

main bifurcation parameter and using classical numerical bifurcation analysis,

their approach is restricted to moderate values of τ and gives a detailed picture

of the e�ects caused by the �nite delay and the changing number of admissible

pulses for varying delay.

6.5 Bykov T-point in the pro�le equation induces delocal-

ization of TDSs in the large delay DDE

When passing from the purple parameter regime to the red separated by

the homoclinic bifurcation in the ODE system, cf. Figure 5.1, also the dynam-

ics of TDSs in the Morris-Lecar model under time-delayed feedback change.

Then, the TDSs, including the pulse packages that appeared through the orbit

�ip discussed in the previous section, experience a delocalization that leads

to a destabilization of the solutions. This is due to a so called Bykov T-

point in the pro�le equation. For details to this bifurcation see [Byk93; GS86;

KLW14], or the review in Section 3.10. It refers to a homoclinic bifurcation

of codimension-two, in which a homoclinic orbit to a hyperbolic equilibrium

collides with a secondary hyperbolic equilibrium and creates a structurally un-

stable heteroclinic cycle connecting to both equilibria. In its unfolding, there

are two curves of homoclinics to either one of the two equilibria that meet at

the T-point corresponding to the heteroclinic cycle. This bifurcation is only

possible in dimensions three or higher. Similarly to the orbit �ip case, we need
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6.5. Bykov T-point in the PE causes delocalization of TDSs in the DDE

Figure 6.8: Panel (a) Branch of periodic solutions (green) accompanying homo-

clinic solutions passing through a Bykov T-point (red), (b) plotted versus Nx0

given in (6.4.1). Pro�les of selected solutions along the branch are given in

Panel (c), their corresponding phase portrait in Panel (d). Colours indicate

the position along the branch in (b). The Floquet spectrum of selected peri-

odic solutions (a)�(f) in the large delay DDE is given in Fig. 6.9. Parameters:

El = −0.4, κV = 2, T = 100, and as in Fig. 6.1.

to reduce the dimensionality of the system in order to apply the results from

the �nite-dimensional case, presented in Section 3.10. In the case presented

here, the principal dynamics appear to be also three-dimensional, and there-

fore, we assume, that there is a su�ciently smooth, three-dimensional centre

manifold, containing the corresponding connecting orbits and all recurring dy-

namics nearby.
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6. TDSs in the Morris�Lecar model with time-delayed feedback

Recall, that the stable background equilibrium x0 in the Morris-Lecar sys-

tem is created in a saddle-node bifurcation, cf. solid black line in Figure 6.5.

Let us refer to the saddle equilibrium emerging from this bifurcation with x1.

Note that in the pro�le equation, these two equilibria are of saddle-type, yet

only the background equilibrium x0 is stable in the original DDE system. Fig-

ure 6.8 presents an overview of the unfolding of the Bykov T-point. Using

large-period periodic solutions as an approximation of the homoclinic in the

pro�le equation, the branch of periodic solutions (green) undergoes a number

of folds, see Panel (a) or Panel (b) for an unwrapped version of the spiral in a

snaking scenario. To this end, we use Nx0 (6.4.1) to measure the L2-distance

of a solution pro�le h to the background equilibrium x0. Panel (c) displays the

pro�les of selected solutions along the branch indicated by the squares �lled

with the same colour in Panel (b). They correspond to a periodic solution from

the bottom of the branch (blue), at the T-point (red), and top of the branch

(light blue). In Panel (d), we show the solutions in the phase portrait. Whereas

the solutions from the bottom of the branch spend most of the time near the

equilibrium x0, the periodic solutions along the branch spend an increasing

amount of time near the equilibrium x1. That is, the corresponding homoclinic

orbits in the pro�le equation along the branch exchange their respective saddle

equilibria. Using the reappearance rule (2.4.1), the periodic solutions from the

bottom of the branch in the pro�le equation are mapped to solitons in the large

delay DDE having x0 as background, that is a stable equilibrium in the DDE.

In contrast to that, the solutions from the top reappear to solitons with the

saddle equilibrium x1 as background, which is unstable in the DDE. Moreover,

the periodic solutions approaching the heteroclinic cycle (red) corresponds to

a solution that has plateaus near both equilibria. Hence, the solitons gradu-

ally exchange their background from a stable to a saddle equilibrium along the

branch. The switch of background through the Bykov T-point induces a loss

of stability of the soliton in the present case.

In Section 2.5, it was presented that the Floquet spectrum of a soliton

can be subdivided into the interface spectrum and the pseudo-continuous spec-

trum. Whereas the interface spectrum consists of a �nite number of multipliers

and is governed by the pro�le of the soliton, the pseudo-continuous spectrum,
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given by (2.5.7), is entirely determined by the corresponding background. For

τ −→ ∞ an increasing number of multipliers accumulate at the limiting curve.

Instabilites and bifurcations of solitons can be induced by a critical point spec-

trum and homoclinic bifurcations. A critical pseudo-continuous spectrum is

related to the instabilities of the background and a possible delocalization of

the soliton. Accordingly, one can also observe the switch of the background in

the spectrum of the large delay DDE.

Figure 6.9 (a)�(f) shows the Floquet spectrum computed in the large delay

DDE of selected pro�les along the branch in Figure 6.8 (b) indicated by the

same labels. Panel (a) depicts the spectrum of a stable soliton corresponding

to a periodic solution from the bottom of the branch. All Floquet multipliers

lie inside the unit circle (grey), besides the trivial multiplier at 1, and accumu-

late at the pseudo-continuous spectrum (blue) with respect to the background

equilibrium, which is here the stable equilibrium x0. Computing the pseudo-

continuous spectrum, given by (2.5.7), with respect to the saddle equilibrium

x1 yields a curve (purple), that leaves the unit circle. Recall, that in Figure 6.8

the branch undergoes a cascade of folds in the unfolding of the Bykov T-point.

After every fold, a simple real eigenvalue crosses the unit circle until the T-

point is reached, see Panels (b)�(c). Afterwards, they rearrange, and two-by-

two, form complex conjugate pairs. These move towards the pseudo-continuous

spectrum determined by the saddle equilibrium x1, see Panels (d)�(e). In Panel

(f), we see then the spectrum of a periodic solution that has fully transitioned

to a soliton which has the saddle equilibrium x1 as background. Finally, in

the present case, where one equilibrium is of saddle focus type, the branch ob-

tained for period T −→ ∞ corresponding to homoclinics to the simple saddle

equilibrium, undergoes in�nitely many folds.

In Figure 6.10, we show the eigenfunctions (red) of a multiplier from the

Floquet spectrum presented in Figure 6.9. To this end, we selected a multiplier

from the pseudo-continuous spectrum in Panel (a), indicated by the black aster-

isk, and tracked its change of position in Panels (b)�(f), as it moves outside the

unit circle and settles at the pseudo-continuous spectrum associated with the

saddle equilibrium x1. In Panels (a)�(f), we present then a selected eigenfunc-

tion of the corresponding multiplier from the panels in Figure 6.9, identi�ed by
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Figure 6.9: The Floquet spectrum in the large delay DDE of selected pro�les

from Panel (b) of Fig. 6.8 indicated correspondingly with (a)�(f). Numerical

computed multipliers (red), PCS to stable background x0 (blue), PCS to saddle

equilibrium x1 (purple), unit circle (grey). Floquet eigenfunction of selected

multipliers (black asterisks) given in Fig. 6.10. Parameters: El = −0.4, κV = 2,

T = 100, and as in Fig. 6.1.
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Figure 6.10: Pro�les of Floquet eigenfunctions (red) in the large delay DDE

of a selected multiplier (black asterisks) in spectrum presented in Fig. 6.9,

together with the pro�le of the corresponding TDS (blue) along the branch

in Fig. 6.8, assigned correspondingly with (a)�(f). Parameters: El = −0.4,

κV = 2, T = 100, and as in Fig. 6.1.
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the same label. Whereas the pro�le of the eigenfunction in Panel (a) shows the

fast oscillations, typical of a multiplier from the pseudo-continuous spectrum,

the oscillations vanish, when the mutliplier becomes real and passes through

1. At this stage, the eigenfunction develops a pulse around the shoulder of the

pro�le of the corresponding TDS (blue). Finally, the eigenfunction shows rapid

oscillations again as the multiplier becomes complex once more and realigns at

the pseudo-continuous spectrum of x1.

Note, that for the results in Figures 6.8 and 6.9, we used a larger coup-

ling strength than for the other Figures. In the original parameter regime,

the saddle equilibrium is strongly unstable but weakly stable, following the

terminology of [LWY11]. That is, the eigenvalue spectrum of the saddle equi-

librium x1 has a pseudo-continuous spectrum, that is lying entirely to the left

of the imaginary axis. For the solitons, this leads to a corresponding pseudo-

continuous spectrum, that lies entirely inside the unit circle. For the larger

coupling strength presented in the Figures, the saddle equilibrium is weakly

unstable. Hence, the pseudo-continuous spectrum in the eigenvalue spectrum

of the saddle also crosses the imaginary axis. Now the pseudo-continuous spec-

trum of the corresponding soliton does not lie entirely inside the unit circle. In

this case, the transition of the background of the soliton can be more coherently

observed in the spectrum, justifying our parameter choice.

6.6 Stability boundary of TDSs in the DDE given by Bykov

T-point in pro�le equation

At the T-point, a heteroclinic cycle connecting to two saddle equilibria is

created. In its unfolding, two curves of homoclinics to either one of the two

equilibria meet at the T-point, cf. Section 3.10. Their particular structure

depends on the leading eigenvalues of the two equilibria being real or complex

conjugate pairs. The curve of Bykov T-points can be computed in the pro�le

equation by a path continuation of the codimension-two heteroclinic, connect-

ing the saddle equilibrium x1 and the original background equilibrium x0 of
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Figure 6.11: Branches of large-period periodic solutions in the pro�le equation

for varying parameter V4. (a) For El = −0.4, unfolding of Bykov T -point (red

dot) with the saddle equilibrium of saddle focus type and fold point (magenta).

(b) For El = −0.36 unfolding of Bykov T-point (red dot) with simple saddle.

Parameters: κV = 0.2, T = 100, other parameters as in Fig. 6.1. Figure and

Caption taken from [SW23].

the soliton. Details of the numerics are provided in [Bey90; SER02], see also

Appendix A.1. Recall the special role of the response time δ (2.1.3) discussed

in Chapter 4. Then by including the asymptotic response time δ∞ as a free

parameter in the continuation, we obtain a codimension-one curve in the ori-

ginal system parameters of the large delay DDE. This way, we obtain the red

curve of Bykov T-points in Figure 6.5. The background equilibrium x0 does

not change its saddle con�guration in the pro�le equation. However, at the

red point located on the branch of Bykov T-points in Figure 6.5, the saddle

equilibrium x1 has a double eigenvalue in the linearized pro�le equation and

changes from a simple saddle (two real leading eigenvalues) to a saddle focus

(one complex conjugate pair and one real leading eigenvalue). This changes

the structure of the unfolding of the Bykov T-point as displayed in Figure 6.11:

In the case of real leading eigenvalues, the branches of homoclinics display a

kink at the Bykov T-point, see Panel (b). When the saddle equilibrium is of

saddle-focus type, the branch has a spiralling shape and undergoes a sequence
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of folds (see Panel (a)) before hitting the T-point in the centre of the spiral.

Hence, to the left of this degenerate Bykov T-point, the stability boundary of

the TDSs with the stable background x0 is given by a fold of solitons (magenta

curve in Figure 6.5). Along this fold curve, the manifold of homoclinic solutions

in the pro�le equation is folded with respect to the parameter δ∞.

In this chapter, we examined various pulse solutions and elucidated their

emergence and dynamics, focusing on the underlying mechanisms related to a

saddle-node separatrix loop bifurcation occurring in the system without feed-

back. By employing the pro�le equation, we demonstrated the e�ective applic-

ation of homoclinic bifurcation theory to gain a better understanding of the

dynamics of TDSs. Speci�cally, we unveiled how a homoclinic orbit �ip of a

single-pulse soliton leads to the destabilization of equidistant multi-pulse solu-

tions, resulting in the formation of stable pulse packages. Finally, we observed

that these stable pulse packages undergo a delocalization at a Bykov T-point.
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CHAPTER 7

Period-doubling of temporal dissipative solitons in the

Morris-Lecar model with time-delayed feedback

In this chapter, our primary focus is on investigating temporal dissipative

solitons undergoing a period-doubling bifurcation. To achieve this, we util-

ize the alternated pro�le equation, derived in Chapter 4, which accommodates

the periodic solutions associated with a period-doubling bifurcation and enables

us to identify them as homoclinic solutions. This new approach inherently in-

corporates a symmetry relation, linking the period-doubling bifurcation to the

unfolding of a degenerate homoclinic together with a symmetry-breaking in the

alternated pro�le equation. We illustrate our results by using the Morris-Lecar

model under time-delayed feedback.

7.1 Introduction

In the previous chapters, we elaborated that a particular characteristic of

solitons is that they can be identi�ed with homoclinic solutions in the pro�le

equation. However, there are limitations to this method concerning the period-

doubling bifurcation or, more general, resonant Neimark-Sacker bifurcations.

As displayed in Remark 2 in Section 4.4, these bifurcations do not reappear

in the pro�le equation. This chapter is devoted to the analysis of temporal
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dissipative solitons undergoing a period-doubling bifurcation. Therefore, we

will use the alternated pro�le equation, introduced in Chapter 4 in which not

only the solitons appear as homoclinics, but also the alternating pulse solutions

emerging in this bifurcation. Moreover, in this system, also the period-doubling

reappears together with the pro�le of the corresponding solitons.

To this end, we study the dynamics in the Morris-Lecar model under time-

delayed feedback given by

ẋ(t) = f̃(x(t)) + κ(x(t− τ)− x(t)), (7.1.1)

where x := (V,w) and f̃(x) represent the right-hand side of system (5.1.1a)�

(5.1.1b) and the coupling

κ =

(
κV 0

κw 0

)
, (7.1.2)

where κV and κw are nonnegative real numbers. In Chapter 6, cf. [SW23], we

supplied the time-delayed model (7.1.1) with a coupling (7.1.2), where κw = 0,

leading to a feedback only in the V variable. It was shown that this induces the

emergence of TDSs in the regime of excitability for large enough κV and τ . In

Section 6.2, it was established that the solitons in this system lose their stability

in a subcritical period-doubling. This bifurcation is induced when the feedback

term is not large enough to trigger any subsequent pulse. In this chapter,

we choose a coupling (7.1.2), such that there is a feedback term in both vari-

ables. Furthermore, we �x the parameters to the regime of excitability, given

in Table 5.1. This leads to the emergence of stable TDSs for κw = 0, which

also remain stable for some κw ≥ 0. For a critical coupling κw > 0, they lose

their stability in a supercritical period-doubling. This facilitates the analysis

and demonstration of the results on the period-doubling bifurcation of TDSs

using the Morris-Lecar model, since the emerging period-doubled solutions are

stable.

For this new choice of coupling strength, we give now an overview of TDS

solutions in the DDE and the corresponding periodic solutions in the pro�le

equation of the Morris-Lecar model under time-delayed feedback (7.1.1) in Fig-

ure 7.1. Recall that both systems are related by the reappearance rule (2.4.1).
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7.1. Introduction

Figure 7.1: Branches of periodic solutions: (a) in the pro�le equation (4.2.1)

and (b) in the DDE (4.1.1) of the Morris-Lecar system under time-delayed

feedback (7.1.1). Pro�le of a soliton with period T = 100 displayed in (c),

corresponding phase portrait of the soliton in (d). Parameters: V4 = 0.13,

El = −0.4, κV = 0.32, κw = 0.115 and as in Table 5.1.

Together with the de�nition of the response time δ (2.1.3), we see also in this

regime, that the branches show the characteristic asymptotic behaviour of the

branches with soliton periodic solutions. In Panel (a), there is a branch of

periodic solutions (green) in the pro�le equation with periods T −→ ∞ for

δ −→ δ∞. In (b) there is a branch of periodic solutions (green) approaching

a line T (τ) = τ + δ∞ (dashed-dotted) for τ −→ ∞. The pro�le of a soliton

for a selected period is given in Panel (c) and its corresponding orbit in the

phase portrait in Panel (d). The background of the soliton lies approximately

at (V,w) ≈ (−0.39, 0) indicated by the black dot. The other equilibria corres-

pond to a saddle equilibrium (cross) and a saddle focus (circle) in the DDE.

All equilibria lie on the intersections of the nullclines (grey) (5.2.1)�(5.2.2) of
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7. Period-doubling of TDSs in the ML model with time-delayed feedback

Figure 7.2: (a) Sketch of a supercritical period-doubling bifurcation: (blue)

branch of periodic solutions undergoing a period-doubling at η = η∗, (purple,

grey) branches of stable periodic solutions with twice the period bifurcat-

ing from it in parameter η plotted versus Nx∗ (7.2.1). Solid lines represent

stable solutions, dashed unstable. (b) Pro�les of solutions involved in a period-

doubling at a value η > η∗.

the system. Note, that the parameter regime and coupling strengths are chosen

such that the solitons are stable, and the stable background is absolutely stable

(De�nition 1).

This chapter is structured as follows. In order to examine the period-

doubling bifurcations of TDSs, we �rstly give a short recap on the period-

doubling bifurcation in Section 7.2. and present then in Section 7.3 the al-

ternating pulses emerging in the alternated pro�le equation. In Section 7.4,

we analyze the underlying homoclinic bifurcation in this novel system and re-

veal the relation to the unfolding of a degenerate homoclinic with a symmetry

breaking. As in the previous Chapter, we apply a numerical analysis by using

DDE-BIFTOOL.

7.2 Period-doubling bifurcations in the context of TDSs

A period-doubling bifurcation in a continuous dynamical system describes

the codimension-one phenomenon, where a periodic orbit with twice the period
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of the original orbit is either created or destroyed.

A sketch of the unfolding of a period-doubling is given in Figure 7.2 (a).

Suppose, that there is a branch of periodic solutions (blue) of (4.1.1) that is

stable for η < η∗. Assume for consistency that period T ≈ τ large. At η = η∗

the periodic solution becomes unstable by generating a periodic solution with

twice the period: Suppose, that at the critical value, the periodic solution x∗(t)

on the primary branch has period T , then the periodic solution bifurcating from

it at η = η∗ has period 2T . With

Nx∗ =

∫ T

0

||x̃(t)− x∗(t)||2dt (7.2.1)

we display the distance of a 2T -periodic solution x̃(t) to the primary T -periodic

solution x∗(t) for varying η. At η = η∗, two branches of periodic solutions

(purple and grey) emerge. There are two di�erent scenarios possible, that

are referred to as supercritical and subcritical. In the �rst case, the branches

bifurcating from the primary branch for η > η∗ are stable. In the latter case, the

branches bifurcate for η < η∗ and are unstable. For simplicity, we will focus on

the supercritical case throughout the paper. The pro�les of the stable periodic

solutions of approximately twice the period are given in Panel (b) in purple

and grey and consist of alternating pulses. The unstable primary solution is

displayed in blue. Approaching η∗ with η > η∗, the alternating pulse solutions

approach the regular solution and coincide at the period-doubling point. Thus,

a solution on the purple branch shares the same pro�le shifted by T as one

from the grey branch at the same parameter value.

Since solitons are a phenomenon for all large delays, the following applies.

If a soliton at a delay value τ = τ∗ undergoes a period-doubling at η = η∗, then

also solitons at larger delays τ > τ∗ undergo a period-doubling bifurcation at a

parameter η = η∗(τ) close to η∗. We can think of a period-doubling of solitons

in the following way: A family of TDSs x∗(t; τ) undergoes a period-doubling

bifurcation at η = η∞, if for all ϵ > 0, there is a minimal delay τmin > 0

such that for all τ > τmin there is a TDS x∗(t; τ) undergoing a period-doubling

bifurcation at η = η∗(τ) where ||η∗(τ)− η∞|| < ϵ.

Figure 7.3 supports this description. It shows a branch of period-doublings

in the Morris-Lecar model (7.1.1) for varying delay τ and κw. For increasing
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7. Period-doubling of TDSs in the ML model with time-delayed feedback

Figure 7.3: Branch of period-doubling points in the Morris-Lecar model under

time-delayed feedback (7.1.1). Parameters as in Fig. 7.1.

delay, the parameter value of the period-doubling in κw stays bounded and

has a limit at approximately κw ≈ 0.1198 for τ −→ ∞. Moreover, we can see

from this, that the TDSs displayed in Figure 7.1 are all stable. However, for

slightly larger κw, these solitons turn unstable in a period-doubling bifurcation

and thereby creating stable alternating pulse solutions.

7.3 Alternating pulse solutions in the APE

As mentioned in Section 7.1, for larger values of κw the TDSs lose their

stability in a period-doubling bifurcation, which is supercritical for our choice of

parameters. Moving on, we will analyse the period-doubling and the emerging

alternating pulse solutions using the alternated pro�le equation, introduced in

Section 4.3.

Figure 7.4 displays a family of alternating pulse solutions in the Morris-

Lecar model under time-delayed feedback (7.1.1). Panel (a) displays a branch of

alternating pulses (green) in the alternated pro�le equation (4.3.2)�(4.3.3) with

varying parameter δ and resulting period 2T . The branch limits a homoclinic

orbit for δ −→ δ∞ (dashed-dotted). In the large delay DDE system (7.1.1)
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7.3. Alternating pulse solutions in the APE

Figure 7.4: Branches of alternating pulse solutions: (a) in the alternated pro�le

equation (4.3.2)�(4.3.3) and (b) in the DDE (4.1.1) of the Morris-Lecar system

under time-delayed feedback (7.1.1). Pro�le of an alternating pulse with period

2T = 100 displayed in (c). Pro�les of the limiting homoclinic solutions in (d)

and (e), the corresponding phase portrait of the respective homoclinics in (f)

and (g). Parameters: κw = 0.124 and as in Fig. 7.1.
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displayed in Panel (b), the solutions reappear to a branch of alternating pulses

that approaches the line 2T (τ) = 2τ +2δ∞ (dashed-dotted) for τ −→ ∞. For a

�xed value of the period, Panel (c) displays the pro�le of an alternating pulse

solution. Note that the variables Ṽ and w̃ (grey) are copies of V and w (purple

and light purple), respectively, shifted by half the period, where the tuple (Ṽ , w̃)

gives the newly introduced variable y in the alternated pro�le equation (4.3.2)�

(4.3.3). Accordingly, the pro�le of the alternating pulse solution shows the

relation (4.3.6). The corresponding pro�les of the limiting homoclinic solutions

are displayed in (d) and (e) in a numerical representation (see Apendix A.1),

and their phase portraits in (f) and (g).

Recall, that the APE system (4.3.2)�(4.3.3) is equivariant with respect to

the mirror symmetry γ (4.3.4). The stable background equilibrium x0 reappears

to (x0, x0) in the symmetry subspace Fix(γ) and is naturally of saddle-type in

the APE system (Corollary 1 in Section 4.3). Beyond that, the alternating pulse

solutions, as displayed in Figure 7.4, are identical up to symmetry γ (4.3.4) and

do not lie in Fix(γ). Also the limiting homoclinic solutions do not lie in Fix(γ),

but the homoclinics themselves approach an equilibrium (x0, x0) lying in the

symmetry subspace. In contrast to that, the soliton solutions in Figure 7.1

lie entirely in Fix(γ), as well as their limiting homoclinics with corresponding

saddle (x0, x0).

7.4 Degenerate homoclinic orbit with a symmetry breaking

Consider a soliton x∗(t; τ) in (4.1.1) for a �xed, large value of the delay τ

and with corresponding period T (τ). Suppose it undergoes a period-doubling

bifurcation. That is, it loses its stability and a solution with period 2T (τ)

emerges consisting of alternating pulses. Thereby, soliton solutions and altern-

ating pulse solutions are related by a period-doubling. Both reappear in the

APE system (4.3.2)�(4.3.3), together with the period-doubling bifurcation. In

particular, the soliton solutions lie in the symmetry subspace Fix(γ), while

the alternating pulse solutions do not. Consequently, in the APE system, the

period-doubling is additionally related to a symmetry-breaking bifurcation.
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7.4. Degenerate homoclinic orbit with a symmetry breaking

Figure 7.5: Sketch of the two di�erent kinds of homoclinic solutions in the

APE system (4.3.2)�(4.3.3): (blue) homoclinic h lying in Fix(γ), (red, grey)

homoclinics h1, h2 outside of Fix(γ), related by the symmetry γ (4.3.4). All

homoclinics connect to the saddle equilibrium (x0, x0). The symmetry subspace

Fix(γ) is given by the blue plane.

A sketch of the homoclinics, treated in Corollary 2 of Section 4.3, is given

in Figure 7.5. The homoclinic h (blue) to the saddle equilibrium (x0, x0) is

contained in the symmetry subspace Fix(γ), indicated by the blue plane. The

two homoclinics h1 (red) and its symmetry twin h2 (grey) do not lie in Fix(γ).

The homoclinics h1 and h2 connect to (x0, x0), as well, and form so called

homoclinic bellows ([HS10]). In order for a homoclinic h and its accompanying

periodic solutions lying in Fix(γ) to leave the subspace, the homoclinic h and

periodic solutions must pass through a symmetry-breaking bifurcation. Note,

that bellows can only exist in dimensions four or higher. Figure 7.6 shows

analogously the homoclinic solutions in the Morris-Lecar model under time-

delayed feedback in a representation, where the creation of the homoclinic

bellows through the symmetry-breaking bifurcation becomes visible.

In general, homoclinic bifurcations can be induced by either qualitative

changes in the spectrum of the equilibrium, or by the violation of a genericity

condition involving the stable or unstable manifold along the homoclinic. The

symmetry-breaking bifurcation here comes together with the unfolding of a

degenerate homoclinic orbit, see [Van92] or [HS10], cf. Section 3.9. Consider

the stable and unstable manifold of the saddle equilibrium, whose intersec-
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Figure 7.6: Homoclinic solitions in the APE system (4.3.2)�(4.3.3) of the

Morris-Lecar model under time-delayed feedback (7.1.1). The symmetrical

homoclinic h lying in Fix(γ) is given in blue. The two homoclinics h1 and h2

(red and grey) lying outside of Fix(γ) are related by γ (4.3.4). All homoclinics

connect to the saddle equilibrium (x0, x0). The symmetry subspace Fix(γ) is

given by the blue plane. Parameters: κw = 0.124 and as in Fig. 7.1.

tion creates the homoclinic structure joining the saddle to itself. The generic

con�guration of the homoclinic requires the transverse intersection of the cor-

responding tangent spaces along the homoclinic (Hypothesis 2 (1.) in Section

3.3). In the present case, this condition is not satis�ed. The tangent spaces of

the stable and unstable manifold intersecting along the homoclinic orbit have a

quadratic tangency. This can only be obtained in dimensions four or higher and

requires at least two-dimensional stable and unstable manifolds. In order to

obtain this con�guration, three parameters have to be adjusted and the para-
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7.4. Degenerate homoclinic orbit with a symmetry breaking

Figure 7.7: Sketch of the two di�erent kinds of periodic solutions (dark red)

bifurcating from the degenerate homoclinic bifurcation in the APE system

(4.3.2)�(4.3.3): (a) periodic solution with alternating pulses, (b) periodic solu-

tion twin with components that are not related by a time-shift and its sym-

metry. Other curves: (blue) homoclinic h lying in Fix(γ), (red, grey) homoclin-

ics h1, h2 outside of Fix(γ), related by the symmetry γ (4.3.4). The symmetry

subspace Fix(γ) is given by the blue plane.

meter set where a homoclinic exists forms a Whitney umbrella, [Van92]. Since

in our case, the system incorporates a symmetry, the codimension is reduced to

two. To our knowledge, this homoclinic bifurcation with Z2-equivariance has

not yet been studied in the rich literature on homoclinic bifurcations. Below

we report some numerical observations, which could be the starting point for

an extensive rigorous investigation of this interesting bifurcation scenario.

From the bifurcation point of the degenerate homoclinic with symmetry

breaking, various codimension-one bifurcations of periodic solutions emerge.

One of them is the period-doubling, discussed above. There is also a pitchfork

bifurcation curve of periodic orbits appearing, which involves very special kinds

of solutions. Recall, that the 2T -periodic alternating pulses in the APE system

satisfy

(x, y) = (x∗(t), y∗(t)) with y∗(t) = x∗(t− T ). (7.4.1)

Considering, that the underlying state space has to be at least four-dimensional,

the two components can be connected without crossing the plane Fix(γ) which

has half the dimension. They approach two homoclinics, that are related by γ.

In the unfolding of the pitchfork bifurcation, emerging from the degenerate
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Figure 7.8: Branches of periodic solutions in the APE system of the time-

delayed Morris-Lecar model (7.1.1) emerging from the degenerate homoclinic

bifurcation: (blue) branch of periodic solutions corresponding to TDSs in the

DDE, (magenta) branch of periodic solutions emerging from the pitchfork,

(purple) branch of periodic solutions corresponding to alternating pulses in

the DDE, branches containing the symmetry twins (grey). Panel (b): branches

plotted versus Ñ (7.4.2). Parameters: (blue and magenta) T = 20, (purple)

T = 40. Other parameters as in Fig. 7.1.

homoclinic bifurcation with a symmetry breaking, periodic solutions (7.4.1) of

a minimal period T are created from the primary T -periodic soliton solution,

but the x and y component are not related by any time shift. The trajectory

of the periodic solution and the trajectory of the symmetry twin lie in two

disjoint subspaces separated by the hyperplane Fix(γ) and are not connected.

Note that these solutions do not reappear in the large delay DDE and only

exist in the APE system. These two di�erent kinds of periodic solutions (dark

red) are visualized in Figure 7.7. In Panel (a), one sees the periodic solution

corresponding to an alternating pulse in the large delay DDE. Panel (b) dis-

plays a periodic solution that has components which are not related by a time

shift (dark red) together with its symmetry twin (grey). Both solutions lie in

separate subspaces.

Figure 7.8 (a) shows a branch of T -periodic solutions (blue) with a �xed
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period T in the APE system of the time-delayed Morris-Lecar model (7.1.1) cor-

responding to TDSs in the large delay DDE. The branch undergoes a pitchfork

(magenta) and a period-doubling (purple) bifurcation. The branch bifurcat-

ing from the pitchfork (magenta) consists of T -periodic solutions with non-

connected components (cf. Panel (b) of Figure 7.7). The branch bifurcating

from the period-doubling (purple) consists of 2T -periodic solutions with con-

nected components (cf. Panel (a) of Figure 7.7), corresponding to alternating

pulses in the large delay DDE. In Panel (b) and Inlet (c), we use

Ñ =

∫ T

0

||x̃(t)||2dt, (7.4.2)

where x̃(t) denotes a 2T -periodic solution, for a visualization of the branches

emerging from the pitchfork and period-doubling bifurcation containing the

symmetry twins (grey) given by (4.3.4). For T −→ ∞ the pitchfork and period-

doubling meet in the degenerate homoclinic point.

We have undertaken an examination of the period-doubling bifurcation of

solitons within the framework of homoclinic bifurcation theory, utilizing the

alternated pro�le equation. Although the pro�le equation does not encompass

this speci�c bifurcation type, this newly introduced system enables us to invest-

igate TDSs as homoclinic solutions, along with the resultant alternating pulse

solutions. Furthermore, considering the inherent symmetry of the system, we

have illustrated that the underlying dynamics are linked to the creation of a

degenerate homoclinic orbit with a symmetry breaking.
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CHAPTER 8

Square waves and Bykov T-points in a delay algebraic

model for the Kerr�Gires�Tournois interferometer

In this chapter, we investigate the mechanisms governing the formation of

square waves in a delay-algebraic model of the Kerr-Gires-Tournois interfer-

ometers. By utilizing the alternated pro�le equation, introduced in Chapter 4

for the analysis of periodic solutions in DDEs having periods of approximately

twice the delay, the square waves can be treated as connecting orbits. Thereby,

we can examine the dynamics of square wave solutions and their bifurcations

leveraging classical homoclinic bifurcation theory. Speci�cally, we elucidate the

mechanism underlying the collapsed snaking scenario of square waves leading

to the emergence of complex-shaped multistable square wave solutions in the

Kerr-Gires-Tournois interferometers through a Bykov T-point.

8.1 Introduction

Besides temporal dissipative solitons, studied in the previous chap- ters,

yet another typical phenomenon induced by large delay is the formation of

square wave (SW) oscillations. From a mathematical perspective square waves

have been studied extensively, see e.g. [HH94; HH96; MPN86; Niz03]. Typic-

ally, square waves emerge in the regime of large delay via a supercritical Hopf
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8. Square waves and Bykov T-points in the KGTI-model

bifurcation with a period of approximately twice the delay.

Finding applications in signal processing, communication systems [KAM10;

SWX13], and optical sensing [USNA11], they have been observed experiment-

ally and analyzed theoretically in various optical and optoelectronic systems,

like in vertical-cavity surface-emitting lasers [MGJB07; MJBGB13], edge-emit-

ting diode lasers [FVDE14; Gav+06], semiconductor ring lasers [Li+16; Mas12],

and quantum dot lasers [Dil+19]. In certain systems, e.g. in a broadband

bandpass optoelectronic oscillator [Wei+12], asymmetrical SWs and SWs with

periods close to once the delay have also been observed.

Recently, a novel mechanism for the formation of square waves has been

detected in nonlinear vertical external-cavity Gires-Tournois interferometers

[GT64], enclosed within a long external feedback cavity and subjected to anti-

resonant injection. Utilizing either Kerr [KSGJ22] or semiconductor quantum

well [KSJG23] nonlinearities, it was demonstrated that SWs can emerge via

a collapsed snaking scenario [BK07; KW05] in the normal dispersion regime.

Thereby, complex-shaped multistable square wave solutions are created. Not-

ably, the dispersive microcavity [Sch+19] induces oscillatory tails. In this way,

moving fronts between di�erent plateau solutions can become locked at various

positions near a point, where the two fronts have the same speed and their dy-

namics are bound. This point is also referred to as Maxwell point. In a similar

optical setup with resonant optical feedback, so called dark and bright temporal

dissipative solitons emerge through the locking of domain walls between bistable

continuous wave background states [SGJ22; SJG22; SPVJG19]. These TDSs

possess a period slightly larger than the delay, that is given by one round-trip

in the external cavity. Similarly to square waves, they can lock at di�erent po-

sitions, resulting in a collapsed snaking bifurcation scenario. This phenomenon

has been observed in various physical systems, spanning from thin liquid �lms

and �ame propagation to vegetation patterns and optical pulses [GK21; LBK17;

PRAL21; PRFO20; TGT14; YBK06].

In this chapter, we present our results published in [SKJGW23a]. We will

apply the alternated pro�le equation, developed in Section 4.3 and 4.6, to the

square waves emerging in a time-delayed model of the Kerr-Gires-Tournois

(KGTI) interferometer, allowing us to treat SWs as relative homoclinic orbits
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with respect to a mirror symmetry. Additionally, we show that the snaking

scenario and the corresponding Maxwell point can be analyzed as a Bykov T-

point [Byk93; GS86; KLW14]. This bifurcation of homoclinic orbits can also

be tracked in parameter space using numerical path-continuation techniques,

as conducted before in Chapters 6 and 7.

This chapter is structured as follows. At �rst, we will introduce the delay-

algebraic equations modelling vertical external-cavity Kerr-Gires-Tournois in-

terferometers. We recall the mechanisms of the emergence of square waves in

this system and the phenomenon of collapsed snaking. In Section 8.3, we ap-

ply the alternated pro�le equation developed in Section 4.6 to the solutions in

this system related to the collapsed snaking. In Section 8.4, we analyze the

dynamics of the solutions involved in the collapsed snaking and connect it to a

Bykov T-point. The intricate dynamics induced by secondary Bykov T-points

in a di�erent parameter regime are then further discussed in Section 8.5.

8.2 The DAE-equations modelling the Kerr-Gires-Tournois

interferometers

The setup of a Kerr-Gires-Tournois interferometer is schematically displayed

in Figure 8.1 (a), see also [KSGJ22; SJG22; SPVJG19] for more details. It

constitutes of a single-mode micro-cavity of a few micrometres in length and

radius up to 100 µm; its round-trip time is given by τc. The micro-cavity

includes a thin layer of the Kerr material such as silicon nitride acting as a

nonlinear medium that is situated at the anti-node of the �eld. It is enclosed

by two distributed Bragg mirrors with re�ectivities r1,2. The micro-cavity is

coupled to a long external cavity of a few centimetres. Its round-trip time is

given by τ ≫ τc and it is closed by a mirror with re�ectivity η and the feedback

phase ϕ.

The system is subjected to a continuous wave (CW) injection with amp-

litude Y0 and frequency ω0. The total external cavity phase φ = ϕ + ω0τ is

the sum of the propagation phase in the external cavity and of the phase shift
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Figure 8.1: (a) Schematic of a micro-cavity containing a Kerr medium coupled

to a long external cavity which is closed by a mirror with re�ectivity η and

phase ϕ, and driven by a CW beam with amplitude Y0. (b) An exemplary

SW solution obtained from a direct numerical time integration of the KGTI

system (8.2.1)�(8.2.2). The black dotted lines correspond to the period-two

orbit of the singular map (2.3.1). The inset shows the dynamics over several

round-trips. Parameters are (τ, d, h, η, φ) = (300, 0.2, 2, 0.9, π). Figure and

Caption taken from [SKJGW23a].

induced by the feedback mirror. It describes the detuning with respect to the

nearest external cavity mode. Let ωc denote the micro-cavity resonance, then

the detuning is given by d = ωc−ω0. The case where the injection frequency is

set exactly in between two external cavity modes corresponds to setting φ = π.

In that situation trains of SWs with a periodicity slightly larger than 2τ , as

displayed in the inset of Figure 8.1 (b), can be generated for a range of Y0 and

of the detuning d.

By using methods developed in [MB05; SJG22; SPVJG19], in this setup

the evolution of the slowly varying �eld envelopes in the micro-cavity E and

the external cavity Y is modelled by the set of delay algebraic equations (DAE):
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Ė(t) =
[
i
(
|E(t)|2 − d

)
− 1
]
E(t) + hY (t), (8.2.1)

Y (t) = ηeiφ (E (t− τ)− Y (t− τ)) +
√
1− η2 Y0, (8.2.2)

see also [KSGJ22]. The factor h = h(r1, r2) = (1 + |r2|)(1− |r1|)/(1− |r1||r2|)
is the light coupling e�ciency. For h(r1, 1) = 2, we obtain a perfectly re�ective

bottom mirror which is also called the Gires-Tournois interferometer regime

[GT64]. This system covers second and third-order dispersion e�ects. Fig-

ure 8.1 (b), shows a time trace of a square wave obtained from time integration

of the KGTI system (8.2.1)�(8.2.2). It displays strong oscillatory tails resulting

from third-order dispersion terms becoming the leading part around resonance.

In order to conduct a bifurcation analysis of delay-algebraic systems and

delay equations of neutral type, we make use of a recently developed exten-

sion of DDE-BIFTOOL [ELR02; SELSR16]. A resulting bifurcation diagram

of the KGTI system (8.2.1)�(8.2.2) for varying Y0 and other parameters as in

Figure 8.1 (b), cf. also [KSGJ22] is presented in Figure 8.2 (a). Exemplary pro-

�les of the di�erent solutions along the branch are displayed in Panels (b)�(d),

respectively. Note that the solution in Panel (b) is the same as in Figure 8.1 (b).

Figure 8.2 shows a branch of equilibria (black) consisting of CW states, that

are unstable (dashed-dotted) between two Hopf bifurcations H1,2. For higher

injection values, a branch of periodic solutions (green) emerges from the CW

state in a supercritical Hopf-bifurcation at H2. It consists of stable SWs on

the upper branch part, see Figure 8.2 (b). The branch enters into a region

of collapsed snaking around a vertical line Y0 = Y0,MP , the so called Maxwell

point, located in the regime of bistability between the SWs and the stable

CW state. Therein the branch experiences a sequence of fold bifurcations,

before vanishing in a subcritical Hopf-bifurcation point H1, see the inset in

Figure 8.2 (a). In the snaking regime, the branch consists of multiple coexisting

solutions having fronts not only between the plateaus of the SW state but

also connecting the CW state with one of the other plateaus, corresponding to

stable mixed-type solutions as shown in Figure 8.2 (c). On the lower part of the

branch, we �nd unstable alternating pulse solutions consisting of two localized

pulses with the CW state as background equilibrium, cf. Figure 8.2 (d).
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8. Square waves and Bykov T-points in the KGTI-model

Figure 8.2: (a) Branch of periodic solutions (green) and CW states (black)

for varying Y0 obtained by path-continuation of Eqs. (8.2.1)�(8.2.2). Stable

(unstable) solutions are depicted in solid (dashed-dotted), respectively. H1,2

are a subcritical and a supercritical Hopf-bifurcation of the CW state. The

branch consists of SW solutions (b) in the upper part, mixed-type solutions

(c) around the Maxwell point Y0,MP ≈ 0.54625 (dotted grey), and unstable

alternating pulse solutions (d) close to the subcritical Hopf-bifurcation point

H1. Exemplary pro�les (b)�(d) are marked in (a). Parameters as in Fig. 8.1.

Figure and Caption taken from [SKJGW23a].

8.3 Finding square waves in the KGTI as connecting orbits

Applying the approach discussed in Section 4.6 to the square waves of the

Kerr-Gires-Tournois interferometer (8.2.1)�(8.2.2), we obtain the following al-

ternated pro�le equation (APE) of the system:

Ė(t) =
[
i
(
|E(t)|2 − d

)
− 1
]
E(t) + hY (t), (8.3.1)

Y (t) = ηeiφ (F (t+ δ)− Z (t+ δ)) +
√
1− η2 Y0, (8.3.2)

Ḟ (t) =
[
i
(
|F (t)|2 − d

)
− 1
]
F (t) + hZ(t), (8.3.3)

Z(t) = ηeiφ (E (t+ δ)− Y (t+ δ)) +
√

1− η2 Y0. (8.3.4)
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Note, that the KGTI system is a delay-algebraic model. However, the the-

ory developed in Chapter 4.6 for simple delay di�erential equations with a

single delay can still be applied to the more general setting of delay-algebraic

equations, considering that they can, in general, be expressed by (4.1.1) by

multiplying the left-hand side with a singular mass matrix M .

As in previous analyses, we will investigate the resulting system using the

DDE-BIFTOOL path-continuation package, allowing for a numerical computa-

tion of periodic solutions and connecting orbits treated as boundary value prob-

lems with periodic boundary conditions. Although it is often feasible to approx-

imate homoclinic orbits using nearby periodic solutions with �xed large periods,

spectral projection boundary conditions are generally considered more robust

and e�cient. Recall, that generic homoclinics are objects of codimension-one,

meaning that for their computation, solving for one parameter su�ces. For a

continuation of generic homoclinics one needs to free yet another parameter, for

which the response time comes into play. For the computation of all connecting

orbits in this chapter, we use our extension implemented in the software, see

Appendix A.2 for the corresponding boundary value problem of the compu-

tation of connecting orbits to double foci. An example of the continuation of

connecting orbits and Bykov T-points discussed in this paper can be found in

[SKJGW23b].

We want to analyze the di�erent kinds of solutions and their relations ap-

pearing in the DAE system (8.2.1)�(8.2.2) and its equivalent in the APE sys-

tem (8.3.1)�(8.3.4), see Figure 8.3. Starting with the stationary solutions of

the DAE system, there is a branch of CW states xcw = (Ecw, Ycw), which are

equilibria in the DAE system, but also �xed points of the singular map (black

line) (2.3.1). The CW states are unstable in the interval between the two �ip

bifurcations H1,2 of the singular map. From these points emerges a branch of

period-two orbits (x1, x2) = ((E1, Y1), (E2, Y2)) of the singular map (grey line

in Figure 8.3). While the �ip bifurcation at the point H2 is supercritical, in the

parameter regime presented in Figure 8.3, the other at H1 is subcritical. This

thereby leads to a fold (red point) on the branch of period-two orbits in the

DAE system.

In the APE system (8.3.1)�(8.3.4) the CW state corresponds to an equi-
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8. Square waves and Bykov T-points in the KGTI-model

Figure 8.3: Black curve: branch of �xed points of the singular map (2.3.1) of the

DAE system (8.2.1)�(8.2.2) with �ip bifurcations at H1,2. Grey curve: Branch

of period-two orbits of the singular map bifurcating in the �ip bifurcations and

changing its stability in a fold point (red). Solid and dash-dotted parts of black

and grey curves indicate stable and unstable solutions, respectively. Light and

dark green curve: branches of periodic solutions of the APE system (8.3.1)�

(8.3.4) with �xed periods 2T = (603.76, 123.87) and varying δ. Dotted grey

line Y0,MP indicates the position of the Maxwell point. Other parameters as in

Fig. 8.2. Figure and Caption taken from [SKJGW23a].

librium lying in the subspace of �xed points Fix(γ) (4.3.5) under the sym-

metry γ (4.3.4) and is given by

(xcw, xcw) = (E, Y, F, Z) = (Ecw, Ycw, Ecw, Ycw),

whereas the period-two orbit of the singular map gives rise to two equilibria

(x1, x2) = (E, Y, F, Z) = (E1, Y1, E2, Y2),

(x2, x1) = (E, Y, F, Z) = (E2, Y2, E1, Y1),

which are related by γ. The stability properties of the solutions in the APE

system di�er from the DAE system. Especially, all these equilibria of the

APE system are saddle equilibria of double focus type, i.e. with two complex

144



8.3. Finding square waves in the KGTI as connecting orbits

Figure 8.4: Branches of SWs in the (a) APE system (8.3.1)�(8.3.4), and

(b) DAE system (8.2.1)�(8.2.2). In (b) the branch approaches the line

2T (τ) = 2τ + 2δ∞ (dashed), for τ, T −→ ∞. In (a) the branch approaches

a vertical line (dashed) at δ = δ∞ with T −→ ∞ in a homoclinic bifurcation.

Panels (c)�(e) show pro�les for the periods 2T ≈ 60, 120, 600, respectively. For

δ −→ δ∞ in the APE system, the SWs approximate the relative homoclinic

given in (f). Parameters as in Fig. 8.1 and Y0 = 0.7. Figure and Caption taken

from [SKJGW23a].

conjugate pairs of leading eigenvalues. Near the �ip bifurcations in the singular

map, there are Hopf-bifurcations located at H1,2 in the APE system. We obtain

the emanating branches (cf. green curves in Figure 8.3) containing the di�erent

kinds of periodic solutions by �xing the period 2T and solving simultaneously

for the corresponding value of δ.

Near the Hopf-point H2, the periodic solutions have the shape of square

waves. Just as the stable period-two solutions of the singular map, the cor-

responding square waves in the DAE system (8.2.1)�(8.2.2) are stable as well.

The formation of square waves near a supercritical �ip bifurcation of the singu-

lar map has been studied in detail from a mathematical perspective in [HH94;

HH96; MPN86].

Figure 8.4 gives an overview of the square wave solutions, in both the APE
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8. Square waves and Bykov T-points in the KGTI-model

system (8.3.1)�(8.3.4) and the DAE system (8.2.1)�(8.2.2) obtained for �xed

Y0 close to H2. Panel (a) shows a branch of square waves in the APE system

with varying parameter δ and resulting period 2T . One can see that T −→ ∞
as δ −→ δ∞, accordingly the square wave periodic solutions in the APE ap-

proach a connecting orbit (4.6.4) at δ = δ∞. Recall from Section 4.6 that this

is a relative homoclinic with respect to the mirror symmetry γ (4.3.4) which

approaches the saddle equilibria (x1,2, x2,1) for t −→ ±∞. In the DAE sys-

tem, see Panel (b), the branch reappears to a branch of stable square wave

solutions with τ, T −→ ∞ and they approach a line 2T (τ) = 2τ + 2δ∞. The

intensity pro�les of selected square wave solutions of the APE system along

this branch with increasing periods are given in Panels (c)�(e). Note that the

newly introduced variable F is equal to the �eld E shifted by half the period.

In Panel (f), there is the limiting connecting orbit of the branch of periodic

solutions in the APE system corresponding to the relative homoclinic (4.6.4)

in a numerical representation (see Appendix A). The corresponding boundary

value problem is based on spectral projections to the stable and unstable man-

ifold of the saddle equilibria (x1,2, x2,1) at the endpoints of a su�ciently long

computational interval. As a consequence of the complex conjugated leading

eigenvalues at the saddle equilibria (x1,2, x2,1), we can observe oscillatory tails

of the relative homoclinic. Accordingly, the frequency of these damped oscilla-

tions in the tails remains unchanged for the di�erent values of the period 2T

and the corresponding delay times τ and the plateaus of di�erent lengths of

the SW solutions in Panels (c)�(f) carry di�erent numbers of such oscillations.

Note, that the complex conjugated leading eigenvalues at the saddle equilibria

(x1,2, x2,1) also induce the snaking shape of the branch of periodic solutions in

Panel (a), as discussed in Section 3.7 or [SSTC01].

Close to the other Hopf-point H1, the period-two orbit of the singular map

is unstable. In contrast to the square wave solutions near H2, the branches of

periodic solutions do not lie close to the branch of period-two solutions of the

singular map, but follow the branch of stable CW states instead and approach

it for large periods. The corresponding periodic solutions consist of alternat-

ing pulses. These types of solutions in DDE systems have been discussed in

Section 4.3 and Chapter 7 in the context of period-doubling bifurcations. The
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Figure 8.5: Branches of alternating pulse solutions in the (a) APE system

(8.3.1)�(8.3.4), and (b) DAE system (8.2.1)�(8.2.2). In (b) the branch ap-

proaches the line 2T (τ) = 2τ + 2δ∞ (dashed), for τ, T −→ ∞. In (a) the

branch approaches a vertical line (dashed) at δ = δ∞ with T −→ ∞ in a homo-

clinic bifurcation. Panels (c)�(e) show pro�les for the periods 2T = 20, 100, 320.

For δ −→ δ∞ the periodic solutions approximate the homoclinic given in (f).

Parameters as in Fig. 8.1 and Y0 = 0.58. Figure and Caption taken from

[SKJGW23a].

pulses have an approximate distance of half the period and spend most of the

time near the stable CW state. In the DAE system (8.2.1)�(8.2.2) these altern-

ating pulse solutions are unstable. A mathematical analysis of the emergence of

alternating pulse solutions close to a subcritical �ip bifurcation in the singular

map can be found in [HH94; HH96]. Note, that we here have another example

of alternating pulse solutions in the APE system, although in contrast to the

case studied in Chapter 7, the alternating pulse solutions here are unstable.

Their emergence in the context of a period-doubling of TDSs is not induced by

a bifurcation of �xed points in the singular map.

Figure 8.5 gives similarly an overview of the alternating pulse solutions

for a �xed value of Y0 close to H1. Panel (a) shows a branch of alternating

pulse solutions in the APE system (8.3.1)�(8.3.4) with varying parameter δ and

147



8. Square waves and Bykov T-points in the KGTI-model

resulting period 2T . Also, these types of solutions display the property, that

for δ −→ δ∞ it is T −→ ∞ and consequently they approach a homoclinic. The

respective branch in the DAE system (8.2.1)�(8.2.2) is given in Panel (b) and it

lies asymptotically to the line 2T (τ) = 2τ + 2δ∞. The intensity pro�les of the

�elds E (blue) and F (grey) from the APE system of selected periodic solutions

are given in Panels (c)�(e). Panel (f) displays the limiting solution which is

a homoclinic solution to (xcw, xcw) in a numerical representation. The saddle

equilibrium limiting to the homoclinic orbit lies in the symmetry subspace

Fix(γ), in contrast to the homoclinic orbit itself. The pulse shapes in the

two components of the homoclinic in the APE are di�erent. Consequently,

this leads to a corresponding limiting family of periodic solutions consisting of

alternating pulses.

The branches of square waves emanating from H2 presented in Figure 8.3,

follow the branch of stable period-two solutions of the singular map only up

to a certain region of bistability with the CW state. In this regime of bista-

bility, the branches of square wave solutions detach from the branch of stable

period-two solutions of the singular map and induce a snaking of the branches

of periodic solutions. Also, the branches of alternating pulse solutions emanat-

ing from H1 detach from the branch of CW states in this regime and enter the

snaking structure from the other side. This leads to the creation of solutions

that are a mixed-type combination of square waves and alternating pulse solu-

tions. The number of folds along the branches increases for larger periods, or

correspondingly for larger delay and induces multiple stable mixed-type solu-

tions to coexist. This dynamical phenomenon will be discussed in detail with

homoclinic bifurcation theory in the following section.

Finally, note, that already the Hopf bifurcations H1,2 belong to a homoclinic

bifurcation in the APE system, that we will not discuss here further.

Remark 3. The Hopf points H1,2 arise through a Takens-Bogdanov bifurcation

with Z2-symmetry in the APE, see [AAIS94].
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8.4 Appearance of mixed-type solutions in a Bykov T-point

In order to obtain a qualitative understanding of the organization of the

di�erent kinds of solutions in the snaking structure, we will now study the

connecting orbits that limit the periodic solutions for increasing periods in the

APE. Figure 8.6 displays the two branches of solutions emanating from the

points H1,2, respectively, within the snaking region (Panel (a)), computed in

the APE system (8.3.1)�(8.3.4) as connecting orbits with varying parameters

Y0 and δ∞. Note that in comparison to Figure 8.3, instead of the intensity, we

display the delay parameter δ = δ∞ on the vertical axis, leading to the spiralling

shape. Furthermore, the parameter range of Y0 is restricted to the snaking

region in this plot. The square waves here are approximated by the relative

homoclinic orbits (4.6.4) (red) to the equilibria (x1,2, x2,1), corresponding to

the period-two orbit of the singular map. When entering the snaking region,

the branch undergoes in�nitely many folds. In the representation of the branch

in the (Y0, δ∞)-plane, the branch spirals into a centre (Y ⋆
0 , δ

⋆
∞) ≈ (0.546, 1.926)

(black dot). Panels (b)�(d) show the intensity pro�les of E (red) and F (grey)

of selected solutions along the red branch, (cf. corresponding points in shades of

red in Figure 8.6 (a)). Note that the numerically obtained pro�les span varying

time intervals. This stems from the calculation process being conducted solely

beyond a certain distance from the limiting equilibria. Consequently, di�erent

solutions require di�ering times to traverse this distance.

Before the �rst fold, the solutions on the red branch (cf. Panel (b)) corres-

pond to SW-type solutions that are stable in the DAE system (8.2.1)�(8.2.2).

They become unstable after the �rst fold, but after a second fold restabilize in

the DAE system. Thereby, solutions are created that perform a single oscilla-

tion around the CW state (xcw, xcw) when switching from (x1, x2) to (x2, x1)

(Panel (c)) in the APE system. These two types of solutions coexist as stable

solutions in the DAE system (8.2.1)�(8.2.2). Moving further along the branch

into the spiral, the time of the solutions spent near the CW state increases and

also the number of damped oscillations around the CW state, see Panel (d).

At the same time the length of the parameter interval of Y0, where these solu-

tions exist, decreases. These mixed-type solutions are connecting orbits from

(x1, x2) to (x2, x1) with plateaus of increasing length at the CW state.
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Figure 8.6: Branches of connecting orbits for the APE system (8.3.1)�(8.3.4)

with varying parameters Y0 and δ∞. Red curve in (a): relative homoclinic orbits

connecting the equilibria (x1,2, x2,1) corresponding to the period-two orbit of

the singular map. Panels (b)�(d) show selected pro�les (red points in (a)) from

this branch (red: |E(t)|2, grey: |F (t)|2). Blue curve in (a): homoclinic orbits

to the equilibrium (xcw, xcw) corresponding to the CW state. Panels (e)�(g)

show selected pro�les from this branch (blue points in (a)). Both branches are

spiralling into a Bykov T-point (black dot). Other parameters as in Fig. 8.1.

Figure and Caption taken from [SKJGW23a].
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Figure 8.7: Sketch of connecting orbits involved in the unfolding of a Bykov T-

point. A homoclinic switches its saddle by transitioning through a heteroclinic

cycle (orange). The homoclinic solutions involved in the unfolding are a relative

homoclinic to (x1,2, x2,1) (red) and to (xcw, xcw) (purple), representing the SW

solutions and alternating pulse solutions respectively. Figure and Caption taken

from [SKJGW23a].

The blue branch shown in Figure 8.6 (a) consists of homoclinic orbits to

the equilibrium (xcw, xcw) corresponding to the alternating pulse solutions. It

displays a similar behaviour and spirals into the centre (Y ⋆
0 , δ

⋆
∞) by passing

through in�nitely many folds. The pro�les of the alternating pulse solutions

along this branch behave complementary to the square wave solutions, see

Figure 8.6 (e)�(g). Before the �rst fold, they consist of regular alternating pulse

solutions (Panel (e)), that are unstable in the DAE system (8.2.1)�(8.2.2). They

turn stable after the �rst fold. The alternating pulses perform an oscillation

around the plateaus x1 and x2 of the square waves corresponding to the stable

period-two orbit of the singular map when connecting (xcw, xcw) with itself

(Panel (f)). Moving closer to the centre along the branch, we get further stable

solutions which show an increasing number of damped oscillations around the

plateaus of the square waves and the time spent near the plateaus increases

(Panel (g)). The obtained mixed-type solutions are homoclinics to (xcw, xcw),

that develop a plateau of increasing length at the equilibrium (x1, x2). Again,

with the increasing length of the plateaus, the parameter intervals of their

existence become smaller.

The two branches of connecting orbits terminate at a so called Bykov T-
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point [Byk93; GS86; KLW14], see also the review in Section 3.10, located at

the centre of the spiral (Y ⋆
0 , δ

⋆
∞). Such scenarios arise as homoclinic bifurca-

tions of codimension-two and describe the situation when a homoclinic orbit

collides with another saddle equilibrium. Thereby, a family of homoclinic orbits

switches its corresponding saddle by creating a heteroclinic cycle. Figure 8.7

presents a sketch of the setup given in a Bykov T-point. The bifurcation point

itself constitutes of a heteroclinic cycle connecting two di�erent saddle equi-

libria (orange arrows). There are two families of homoclinic orbits connecting

to each saddle in a parameter neighbourhood of the T-point (cf. red and blue

lines in Figure 8.7). Identifying the equilibrium (x1, x2) with its symmetry

twin (x2, x1), we can see that the scenario discussed here also matches with

this schematic representation. Depending on the leading eigenvalues of the

saddles being real or complex conjugate pairs, the unfolding of the Bykov T-

points can have di�erent shapes. Figure 8.7 gives a sketch of a Bykov T-point

where the saddles have only real leading eigenvalues. This situation can already

be realized for a planar ordinary di�erential equation. In general, the analysis

of a Bykov T-point requires a three dimensional centre manifold. Details about

the construction and technical prerequisites for centre manifold reductions for

equilibria in delay equations can be found in [DG91; DVGLW95; VV87]. For

the �nite-dimensional case, see [HS10; San00] or the Section 3.6 in the intro-

ductory part on homoclinic bifurcation theory. For the APE system of the

KGTI model discussed here, both saddle equilibria (xcw, xcw) and (x1, x2) are

of double focus type, i.e. the leading stable and unstable eigenvalues are both

unique up to complex conjugation. In this case, a four-dimensional centre man-

ifold is required and we will assume that it exists and is su�ciently smooth. In

either bifurcation scenario, there are two branches of homoclinic orbits eman-

ating from the T-point, each of them corresponding to a branch of homoclinics

to one of the two equilibria. In the present case of two double focus equilibria,

both branches form a spiral, cf. Figure 8.6 (a).

Examples of Bykov T-points appearing in the context of temporal dis-

sipative solitons in time-delayed systems have been discussed in [SW23], cf.

Chapter 6, but also in [GR23; RKB20]. In particular, we have seen in Sec-

tion 6.5, that a Bykov T-point is a possible way of the disappearance of solitons:
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Figure 8.8: Pro�les of the two heteroclinic solutions at the Bykov T-point: (a)

heteroclinic solution connecting (xcw, xcw) to (x1, x2); (b) heteroclinic solution

connecting (x1, x2) to (xcw, xcw); (c) pro�le of a periodic solution of mixed-

type with 2T ≈ 600, composed by the heteroclinc solutions and plateaus at the

equilibria. Intensity pro�les of the �elds E (orange) and F (grey) are shown.

Parameters as in Fig. 8.1. Figure and Caption taken from [SKJGW23a].

when the corresponding homoclinic orbit of the pro�le equation collides with

another equilibrium, a Bykov T-point is formed and the branch of stable TDSs

terminates. If the second equilibrium is unstable in the original DDE, the T-

point induces a delocalization and destabilization of the solution. In the case

discussed here, both equilibria involved in the T-point are stable objects in the

singular map. This leads to stable mixed-type solutions in the DAE system

originating from the collision of the square waves with the stable CW state.

Similarly, the alternating pulse solutions that form plateaus at the square waves

coming from the stable period-two orbit also create stable mixed-type solutions.

They correspond to the periodic orbits approaching the homoclinic orbits in

the APE system ending at the T-Point. Hence, the unfolding of the T-point

leads to various periodic orbits that can spend arbitrarily long times near each

saddle equilibrium.
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Figure 8.8 shows the relation of the pro�les of these periodic orbits corres-

ponding to the di�erent mixed-type solutions with the heteroclinic solutions

at the T-point. Panels (a) and (b) display the interface segments of the two

heteroclinic solutions connecting (xcw, xcw) and (x1, x2) and vice versa which

are symmetric under γ (4.3.4). For the same parameters, we give a periodic

solution with 2T ≈ 600 close to the heteroclinic cycle in Panel (c). We can

see, that such a square wave solution can be well-approximated by using the

segments of the heteroclinic solutions from the panels (a) and (b) at the in-

terface (red and yellow shaded regions, respectively), and inserting plateaus

at (xcw, xcw) and (x1,2, x2,1) in between transitions, which can be of arbitrary

length (white regions).

The numerical approach to the computation of the snaking branches in a

neighbourhood of the Bykov T-point is either achieved by path-continuation

of periodic solutions with a large but �xed period, which are close to the con-

necting orbits, as executed in Figure 8.3. Qualitatively equivalent results can

be achieved by the continuation of the connecting orbit itself as presented in

Figure 8.6. The continuation of the T-point itself is only possible as a connect-

ing orbit. Generically, a Bykov T-point is a bifurcation of codimension-two.

In the APE system (8.3.1)�(8.3.4) both saddle equilibria have the same saddle

index, i.e. the same number of unstable eigenvalues. Thereby, in this case,

each heteroclinic solution connecting to either equilibria is of codimension-one.

In order to �nd the codimension-two T-point, we compute both heteroclinic

connections that yield the heteroclinic cycle, simultaneously. For its continu-

ation a third parameter is necessary. To this end, we exploit the special role

of the parameter δ in the APE system (8.3.1)�(8.3.4), which is not a control

parameter in the DAE system (8.2.1)�(8.2.2). In this way, a continuation of

the Bykov T-point is possible.

Figure 8.9 shows a bifurcation diagram in the parameter plane (Y0, d), cf.

Figure 3 in [KSGJ22]. It depicts the Hopf bifurcations of the CW state (solid

and dotted black for supercritical and subcritical points, respectively), the

fold of the period-two orbit of the singular map (grey), and the two �rst fold

bifurcations along the branch of SWs (red) and alternating pulse solutions

(blue). It can now be extended by the branch of Bykov T-points (orange)
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Figure 8.9: Bifurcation diagram for KGTI system (8.2.1)�(8.2.2) in the (Y0, d)-

plane: continuation of the Bykov T-point (orange), branch of supercritical

(solid black) and subcritical (dotted black) Hopf points, �rst two folds along

the branch of SWs (red), �rst two folds along the branch of alternating pulse

solutions (blue). Fold of the equilibrium period-two orbit of the singular map

(grey). All lines terminate in the point P0 of the branch of Hopf points. Green

line corresponds to period-doubling bifurcation of SWs. Other parameters as

in Fig. 8.1. Figure and Caption taken from [SKJGW23a].

computed in the APE system (8.3.1)�(8.3.4), keeping in mind that at each

point on the curve, our calculations also compute a response time δ∞, that is

not represented in the plot here. The branch of T-points is located among the

branches of fold curves, at the centre of the snaking region, providing for a

calculation of the position of the Maxwell point. The existence regime of the

stable SW solutions, identi�ed in [KSGJ22], is given by the blue-shaded region.

It is bounded by the �rst fold of the square waves FSW
1 (red), the Hopf-curve

H (black), together with a period-doubling of the singular map PD (green),

which appears for larger values of Y0 and d.

Between fold curve FSW
1 , that is the limiting curve for stable square waves,

and the fold of the period-two orbit of the singular map Fm, there is a region

where stable period-two solutions of the singular map exist but no stable SW
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solutions. In this regime, the stable period-two orbit coexists with the stable

CW state. This forms an obstruction that hinders the trajectory from passing

immediately from one level of the period-two orbit to the other. The branch of

T-points has to lie in the regime of bistability between the CW state and period-

two solution in the singular map. This is localized between the fold-curve Fm

and the subcritical part of the Hopf-curve (black dotted). All bifurcation curves

emanate from the point P0 ≈ (0.500, 0.105). At this point in the singular map,

the �ip bifurcation switches between sub- and supercritical. In the APE system,

this creates some type of degenerate Bykov T-point. This is a homoclinic

bifurcation of codimension-three, which we are not going to study in more

detail in this work. For values of d below the point P0, the scenario for varying

Y0 is much simpler. The Hopf bifurcations are both supercritical and between

them a branch of stable SWs without any bistability and hence no T-point.

8.5 Multiple T-points

In the preceding paragraphs, we analyzed a single Bykov T-point involving

the stable period-two orbit of the singular map and the CW state. This is

accompanied by a branch of periodic solutions, which links the two Hopf-

bifurcations H1,2 as presented in Figure 8.2. Yet, homoclinics to saddle-focus or

double-focus type equilibria, i.e. with complex conjugate leading eigenvalues,

can induce extremely complicated structures. In their neighbourhood in phase

space and for nearby parameter values, they can give rise to chaotic motion,

including further periodic orbits and so-called N -homoclinic orbits, see [GS84;

SSTC01] or Sections 3.7 and 3.10 in the introduction to homoclinic bifurcation

theory. Analogously, the unfolding of Bykov T-points involving equilibria of

saddle-focus or double-focus type can lead to in�nitely many other T-points

involving in�nitely many N -homoclinics for all N ∈ N. These N -homoclinics

all lead to solutions that are unstable in the original system (8.2.1)�(8.2.2) and

did not need to be explored for the theory presented in the previous sections.

Yet, the dynamics of the given APE system (8.3.1)�(8.3.4) can also be in-

�uenced by an additional equilibrium. This equilibrium corresponds to the
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Figure 8.10: Branches of periodic solutions (coloured) and �xed points of the

singular map (grey, black), compare Fig. 8.3: (a) For d = 0.29 the branches of

periodic solutions have reconnected, creating a complex structure of multiple

T-points along a single branch (green). Panel (b) For the lower value d = 0.25

this structure is detached and fully unstable (red). It contains another unstable

SW regime which has the unstable period-two orbit of the singular map as its

background. Other parameters as in Fig. 8.1. Figure and Caption taken from

[SKJGW23a].

unstable period-two orbit emerging from the fold of period-two solutions of the

singular map (dashed-dotted grey branch in Figure 8.3). It leads to unstable

equilibria in the APE system and results in unstable square waves in the original

system consisting of plateaus corresponding to these solutions. This additional

equilibrium can also get entangled with the dynamics of the homoclinic orbits

and T-points in the regime of bistability of the other two equilibria. An ex-

ample of a T-point involving a saddle equilibrium corresponding to a stable

background, whereas the other saddle corresponds to an unstable background

was discussed in [SW23], cf. Sections 6.5�6.6. We will see that these additional

branches of homoclinics and T-points, involving also the unstable period-two

orbit, play a role here for larger values of the detuning parameter d.

Figure 8.10 (a) displays a branch of periodic solutions in the DAE sys-
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tem (8.2.1)�(8.2.2) for d = 0.29. In contrast to the scenarios studied in the

preceding sections, this branch shows an even more intricate structure. This

elicits from four T-points, one of which lies near the Hopf-bifurcation point

and is not visible in the �gure here. This branch of periodic solutions features

also unstable SWs to plateaus induced by the unstable period-two orbit of the

singular map (dash-dotted grey curve in Figure 8.10), see also [KSGJ22] for

an analytical derivation of the map. Two of the four T-points involve these

unstable equilibria corresponding to such unstable period-two orbits. The re-

maining two T-points entail only the two stable equilibria. However, there is

only one that displays also stable regions (middle curve of the three vertical

green snaking curves in Figure 8.10 (a)). The branches corresponding to the

other T-points consist of unstable solutions only, see the inset in Figure 8.10 (a).

If we decrease the detuning parameter d back to lower values, one can ob-

serve a recombination of the branches, see the inset of Figure 8.10 (b). As a

consequence, we can observe the formation of two separate branches in Fig-

ure 8.10 (b). One of them builds a closed loop that is not connected to H1,2. It

contains the T-points involving the unstable background and the entire branch

is unstable. In this parameter regime, it lies separate from the primary branch

(green). The primary branch connecting to H1,2 is in the familiar con�guration

as discussed before, carrying the stable square waves and stable mixed-type

solutions created in a single T-point.

However, the reconnection of the branches does not in�uence the scenario for

stable square wave solutions. The branch of stable square waves remains close

to the branch of stable period-two orbits of the singular map until it reaches the

vicinity of the Maxwell point indicated by the primary Bykov T-point. It also

does not interfere with the creation of stable mixed-type solutions. Near the

primary T-point, we �nd the nested intervals of stable mixed-type solutions.

The recombination of the branches also does not hinder the continuation of the

T-point and sticks to the primary T-point connected to the branches carrying

the stable mixed-type solutions also for higher values of d.
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In this chapter, we showed how the dynamics of square waves can be ana-

lysed similarly to TDSs in the context of homoclinic bifurcation theory by

making use of the tools created in the previous chapters for temporal dissip-

ative solitons and alternating pulse solutions. Thereby, we could ascribe the

underlying mechanisms responsible of the collapsed snaking phenomenon of

square waves in the KGTI-system to a Bykov T-point.

In particular, we �nd here an example covering both the supercritical and

subcritical �ip bifurcation in the singular map leading to the formation of stable

square waves and unstable alternating pulse solutions in the large delay DDE.

Their limiting homoclinics and corresponding saddles in the alternated pro�le

equation interact in the Bykov T-point.
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CHAPTER 9

Conclusion

This chapter gives an overview and discussion of the results presented in this

thesis on the bifurcations and instabilities of temporal dissipative solitons in

large delay DDE systems. It terminates by giving an outlook on possible ap-

plications of our study and further intriguing phenomena promising interesting

results on the dynamics of TDSs.

9.1 Overview and discussion

In this thesis, we have demonstrated how the intricate dynamics exhibited

by temporal dissipative solitons in systems with a large time delay can be

thoroughly analysed leveraging classical concepts from homoclinic bifurcation

theory within the framework of the pro�le equation. This methodology is re-

miniscent of the approach employed in the study of pulse and wave solutions

in spatially extended systems, see for example [Kir88]. Thereby, it o�ers a new

dimension to understanding the interplay between time-delayed and spatially

extended systems [GP96]. The advanced nature of the pro�le equation, mirror-

ing the causality principle in the original large delay DDE, removes the singular

nature inherent to the limit of large delay. It facilitates numerical treatment

and bifurcation analysis, which is especially valuable when the original sys-

tem with large delay poses numerical challenges. The homoclinics calculated
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through this approach not only approximate the soliton solutions but also faith-

fully reproduce the bifurcation structure. The large-period periodic solutions

accompanying the homoclinic solution in the pro�le equation correspond to the

soliton solutions for the large delay and share the same pro�le. Similarly to spa-

tial dynamical systems, the stability properties of solutions concerning the lin-

earized pro�le equation di�er from those of the soliton in the linearized original

large delay DDE. Establishing a straightforward relationship between speci�c

homoclinic bifurcations and the corresponding bifurcations and instabilities of

TDSs requires careful consideration, particularly of the response time δ as an

additional parameter in the pro�le equation.

The homoclinic orbit �ip scenario, studied in Chapter 6, leads to the coex-

istence of stable pulse packages akin to bound states in PDEs. A coexistence

of stable pulse packages can usually be associated with a homoclinic snaking

scenario observed in spatially extended systems, see [BK07]. Another example

for the coexistence of bound states can be found in the cubic-quintic complex

Ginzburg-Landau equation, see [Mal91]. In this context, the di�erent bound

state solutions are related to the oscillatory tails of the pulse. They are organ-

ized on separate branches possibly with di�erent coexistent spacing [SSM18]

and can lead to very complicated dynamics [TVZ12]. However, our presented

scenario deviates remarkably from the homoclinic snaking. It does not feature

an increasing number of pulses along one single branch, that are added to the

pro�le after consecutive folds in pulse-adding scenarios or through oscillatory

tails. Instead, the stable pulse packages emerge from the equidistant pulses,

that lose their stability in the homoclinic orbit �ip. The stable pulse pack-

ages then lose their stability in connection with a Bykov T-point, where the

pulse solutions collide with another unstable equilibrium. Beyond this stability

boundary, the pulse packages exhibit a trailing edge instability, resulting in the

generation of additional pulses until a rapidly pulsating solution is attained,

see Figure 6.2 (b).

Our calculations in Chapter 6 considered a relatively small feedback strength.

Interestingly, for this regime, or even smaller values of κ, the bifurcations trans-

itioning between the di�erent types of excitability in the Morris-Lecar model

are strongly connected with the dynamics of solitons and multi-pulse solutions.
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For larger feedback strength or feedback involving the activation variable w,

one can anticipate more complex and diverse dynamical scenarios.

While the method of analysing TDSs as homoclinic solutions in the pro�le

equation has proven e�ective, it encounters limitations in the case of TDSs

undergoing a period-doubling or resonant Neimark-Sacker bifurcation. With

the alternated pro�le equation, derived and analyzed in Chapter 4, we have

suggested an e�ective solution to the problem. This newly introduced frame-

work allows us to analyze also period-doubling bifurcations of TDSs and the

resulting alternating pulse solutions with homoclinic bifurcation theory. The

system is provided with an innate symmetry that comes naturally from the

pro�le of the periodic solutions with a period of approximately twice the delay,

cf. [MPN86]. In Chapter 7, we demonstrated that the underlying dynamics are

related to the unfolding of a degenerate homoclinic with a symmetry breaking.

Note, that the period-doubling has no analogue in spatially extended sys-

tems. The travelling wave solutions in the spatially extended systems are sta-

tionary solutions with respect to a comoving frame and hence cannot undergo

such a bifurcation. However a period-doubling in a reduced system of purely

spatial dynamics, can lead to alternating pulses in the original PDE. In con-

trast to that, in the case of DDEs, where there is no explicit spatial variable,

there can be period-doublings of pulse solutions. Although period-doublings

can only appear in systems having three dimensions or higher, this is already

possible for a one-dimensional space of system variables, because the delay term

induces an in�nite dimensional phase space.

For general TDSs, every pulse is triggered by the preceding one. This is

also the case for the alternating pulse solutions created in a period-doubling.

In the case of the orbit �ip scenario treated in Chapter 6, cf. [SW23] or [GR23],

also a period-doubling emerges. However, the period-doubling presented there

deals with equidistant pulses. In these scenarios, each pulse is triggered not by

the preceding pulse, but the pulse before the preceding one. This is related to

the reappearance of critical Floquet multipliers, cf. Lemma 1 in [GR23]. Note,

that whereas a one-pulse solution can be mapped to an equidistant two-pulse

by the reappearance rule, their respective period-doubled solutions cannot be

mapped to each other by the reappearance rule.
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Beyond that, we provided a desingularized alternative for the computation

of the period-doubling, which we could e�ectively apply for the continuation of

the subcritical period-doubling curve in [SW23], cf. green curve in Figure 6.5.

Finally, the extension of the pro�le equation to encompass alternating pulse

solutions or square waves presents opportunities for further exploration of com-

plex bifurcation scenarios. Thereby, we elucidated the underlying mechanisms

driving the collapsed snaking phenomenon of square waves in vertical external-

cavity Kerr-Gires-Tournois interferometers by a Bykov T-point in Chapter 8.

Beginning with a model based on delay-algebraic equations in the long delay

limit, we applied the alternated pro�le equation to square waves. Notably, this

equation eliminates the in�uence of large delay, allowing for the identi�cation of

square waves with periodic solutions of arbitrarily high periods near connecting

orbits at �nite parameter values. These connecting orbits can be interpreted

as relative homoclinic orbits with respect to a mirror symmetry, thereby fa-

cilitating a qualitative understanding of the various pro�le shapes and their

organization in parameter space emerging in the collapsed snaking scenario.

Speci�cally, we illustrate that the position of the limiting Bykov T-point, res-

ulting from homoclinic bifurcations of codimension-two when a homoclinic orbit

collides with another equilibrium, corresponds to the position of the Maxwell

point in the centre of the snaking region.

In Chapter 8, we encounter a scenario where both the supercritical and

subcritical �ip bifurcation of a �xed point in the singular map leading to the

formation of square waves and alternating pulse solutions in the large delay

DDE can be observed. The limiting homoclinics and corresponding saddles in

the alternated pro�le equation interact at the Bykov T-point. In contrast to

that, the alternating pulses arising from the period-doubling, as discussed in

Chapter 7, do not stem from a bifurcation of �xed points within the singular

map.

The study applied a numerical analysis, using DDE-BIFTOOL for path con-

tinuation and stability calculations. For certain bifurcations presented in this

thesis, we provided an implementation as extensions in the software package

and present the corresponding boundary value problems in Appendix A.
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9.2 Outlook

Studying TDSs as homoclinic solutions in the pro�le equation provides a

promising methodology for analyzing a variety of bifurcation scenarios of tem-

poral dissipative solitons. Additionally, we presented a similar framework such

that this theory can be applied to a wider class of periodic solutions in time-

delayed systems like periodic solutions consisting of alternating pulses or plat-

eaus. The alternated pro�le equation can be further expanded to encompass

Nτ periodic solutions with multiple alternating plateaus or pulses and may

provide clarity on the intricate bifurcation scenarios involved.

This theory �nds a wide range of applications in optical and optoelectronic

systems. A particular example form laser systems subject to strong time-

delayed feedback in long cavity regimes like the Kerr-Gires Tournois interfer-

ometers discussed in Chapter 8. The methodology presented in this thesis

supports the detection of the existence regions of stable TDSs, square waves

or other structures appearing in the system. For instance, it assists the iden-

ti�cation of those regions with collapsed snaking, which could lead to regions

characterized by the multistability of periodic solutions consisting of intric-

ate multiple localized structures which can be of signi�cance in experiments.

Moreover, it o�ers potential applications such as the generation of high-power

tunable optical frequency combs in systems subject to strong time-delayed feed-

back in long cavity regimes.

This methodology shows potential for the analysis of the dynamics in di-

verse scenarios. For example, it reveals that the mechanism lying behind the

coexistence regions of dark and bright temporal dissipative solitons observed in

the Kerr-Gires-Tournois interferometers involved in a collapsed snaking scen-

ario, as evidenced in prior research [SGJ22; SJG22; SPVJG19] can also be

linked to a Bykov T-point in the pro�le equation.

Having said that, homoclinic bifurcation theory also proposes other scen-

arios that could lead to intriguing dynamics for TDSs. Similarly to the homo-

clinic orbit �ip, an inclination �ip bifurcation in the pro�le equation is expected

to induce the coexistence of TDSs in large delay DDEs with stable pulse pack-

ages. Other homoclinic bifurcations promise the emergence of possibly stable

two-pulse packages. For example, the occurrence of a non-orientable resonant
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Figure 9.1: Pro�le of an alternating pulse solution in time-delayed Morris-Lecar

model (7.1.1) discussed in Chapter 7. Parameters: El = −0.37, κV = 0.35 and

κw = 0.1912. Other parameters as in Fig. 7.1.

homoclinic orbit seems likely to result in the formation of stable pulse packages.

In particular, exploring the consequences of a Belyakov transition could yield

interesting dynamics where two-pulse packages emerge.

Finally, time-delayed systems o�er a rich variety of dynamical phenomena.

A peculiar e�ect can be observed in the formation of a pro�le containing al-

ternating pulses as depicted in Figure 9.1, where only one pulse exhibits a

hyperpolarization. In this scenario, a pulse without overshoot triggers another

pulse with overshoot, while a pulse with overshoot triggers one without. It was

found in the time-delayed Morris-Lecar model discussed in Chapter 7, induced

by a feedback including also the activation variable w. Studying these kinds of

solutions using homoclinic bifurcation theory could lead to interesting results

on the complex dynamics of TDSs.
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APPENDIX A

Boundary value problems for the numerical computation of

connecting orbits in delay di�erential equations

In this chapter, we give an overview of the determining systems used for the

numerical computations of the various homoclinic bifurcations used in the pre-

ceding chapters. We present the boundary value problem used for the numerical

computation of connecting orbits in DDE-BIFTOOL. Furthermore, we suggest

an equivalent system providing for the numerical computation of heteroclinic

orbits connecting between certain saddle or double foci. Finally, we provide for

the boundary value problem, that we used for the computation and continu-

ation of the homoclinic orbit �ip.

A.1 General boundary value problem for the numerical

computation of connecting orbits

In Chapters 6 and 7, we analyzed temporal dissipative solitons in large

delay DDE systems as homoclinic solutions in an equation with an advanced

argument called the pro�le equation. We supported our results with a nu-

merical analysis using the path-continuation software DDE-BIFTOOL [ELR02;

SELSR16]. The computation of the connecting orbits is based on the boundary

value problem (BVP) from [SER02]. The authors provide a detailed derivation
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of the restraints and also the collocation method used for the computation of

the pro�le of the connecting orbit. The discretization of the boundary value

problem can then be computed numerically by using the Newton method. In

this section, we present the boundary conditions used for the numerical com-

putation of connecting orbits taken from [SER02].

We begin by setting up some notations used in the derivation. To this end,

consider the delay di�erential equation

ẋ(t) = f(x(t), x(t− τ), η), (A.1.1)

where f ∈ C1(Rn × Rn × Rp,Rn), with parameter η ∈ Rp and delay τ > 0.

Theory on these kinds of di�erential equations can be found in [DVGLW95;

HL93]. Delay di�erential equations require an in�nite-dimensional phase space

consisting of continuous functions on [−τ, 0] into Rn. These functions are char-

acterized in the following way: Let x∗(t) be a solution of (A.1.1) and de�ne

for any t ∈ R a segment xt(θ) of this solution with xt(θ) := x∗(t + θ), where

−τ ≤ θ ≤ 0. For any s ∈ R, the segment xs uniquely determines a solution

x∗(t) for all t ≥ s.

A heteroclinic solution is a solution h(t) of (A.1.1) at η = η∗ that satis�es

lim
t→−∞

h(t) = x−, and lim
t→∞

h(t) = x+,

where x− and x+ are two equilibria of (A.1.1). Note, that this includes homo-

clinic solutions as a special case, where x− = x+. Theory on these kinds of

solutions can be reviewed in Chapter 3 or [HS10; SSTC01].

The asymptotic decay rates of these kinds of solutions can be determined

by the stability around the corresponding saddle equilibria. To this end, we

need to consider the linearization of (A.1.1) around an equilibrium x0, given

by

v̇(t) = Av(t) +Bv(t− τ), (A.1.2)

with A = A(x0, η) = ∂1f(x0, x0, η) and B = B(x0, η) = ∂2f(x0, x0, η), and I
denotes the identity in Rn×n. De�ne the matrix

∆(x0, λ, η) := λI−A−Be−λτ ,
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and the characteristic equation is then given by

det(∆(x0, λ, η)) = 0.

Thereby, we can compute the eigenvalues λ of the linearization of x0, which are

given by the roots of the corresponding characteristic equation. The eigenvalues

together with the corresponding eigenvector v can be found as solutions of

∆(x0, λ, η)v = 0, (A.1.3)

||v|| = 1, (A.1.4)

where the last condition provides for a unique eigenvector such that v is nor-

malized. The adjoint variational equation to (A.1.2) is given by

ẇ(t) = −AHw(t)−BHw(t+ τ),

where MH denotes here the adjoint of matrix M . The eigenvalues together

with the unique adjoint eigenvectors can then be found by solving

∆H(x0, λ, η)w = 0, (A.1.5)

||w|| = 1. (A.1.6)

The corresponding eigenfunctions are given by

ϕ(θ) = veλθ, θ ∈ [−τ, 0],

where ϕ(θ) ∈ C([−τ, 0],Cn) and the adjoint eigenfunctions by

ψ(θ) = wHe−λθ, θ ∈ [0, τ ],

where ψ(θ) ∈ C([0, τ ],C1×n). The duality pairing is given by

⟨ψ|ϕ⟩ = ψ(0)ϕ(0) +

∫ 0

−τ

ψ(ξ + τ)B(x0, θ)ϕ(ξ)dθ. (A.1.7)

If ϕ and ψ belong to di�erent eigenvalues, then the duality pairing vanishes.

We will now present the conditions for the numerical computation of a

heteroclinic solution. A heteroclinic is a solution h(t) de�ned on the entire real

line t ∈ R. For a numerical computation of a connecting orbit of (A.1.1), it

169



A. BVPs for the numerical computation of connecting orbits

is necessary to truncate the pro�le of the solution to a �nite interval. To this

end, we rescale the time with t 7−→ t/T in system (A.1.1) and obtain

(I.) ẏ(t) = Tf(y(t), y(t− τ/T ), η), t ∈ [0, 1].

The equilibria x− and x+ are given by

(II.) f(x−, x−, η) = 0,

(III.) f(x+, x+, η) = 0.

We want to impose now boundary conditions for a heteroclinic solution

h(t) at t = 0 and t = 1. To this end, we use projections onto the spectral

eigenspaces of the corresponding equilibria. Assume, that both equilibria x−

and x+ are hyperbolic, that is all eigenvalues do not have a vanishing real

part and assume they have multiplicity one. Note that in DDE systems, in the

spectrum of an equilibrium one �nds in�nitely many eigenvalues lying to the left

of the imaginary axis, yet only a �nite number lying to the right. Suppose the

equilibrium x− has s− unstable eigenvalues λ−k with corresponding eigenvectors

v−k , for k = 1, . . . , s−. Using (A.1.3)�(A.1.4), they can be found as solutions of

(IV.) ∆(x−, λ−k , η)v
−
k = 0, k = 1, . . . , s−,

(V.) ||v−k || = 1, k = 1, . . . , s−.

The initial function segment at t = 0 can then be written as

y0(θ/T ) = x− + ϵ

s−∑
k=1

αkv
−
k e

λ−
k θ, θ ∈ [−τ, 0] (A.1.8)

with
∑s−

k=1 |αk|2 = 1, and a suitable ϵ > 0 (small, but �xed), cf. [DVGLW95;

SER02]. The constraint on the left boundary at t = 0 is then given by

(V I.) y(0) = x− + ϵ

s−∑
k=1

αkv
−
k ,

(V II.)

s−∑
k=1

|αk|2 = 1.

170



A.1. General BVP for the numerical computation of connecting orbits

A similar condition on the right boundary t = 1 cannot be imposed, since

it would require the computation of in�nitely many stable eigenvalues and cor-

responding vectors. Instead, we impose conditions on the projections into the

stable eigenspace with respect to the duality pairing (A.1.7). Suppose that x+

has s+ unstable eigenvalues, denoted with λ+k , and we denote the correspond-

ing adjoint eigenvectors with w+
k , and eigenfunctions ψk(θ), for k = 1, . . . , s+.

Using (A.1.5)�(A.1.6), they are found as solutions to

(V III.) ∆H(x+, λ+k , η)w
+
k = 0, k = 1, . . . , s+,

(IX.) ||w+
k || = 1, k = 1, . . . , s+.

We impose that the projections of the desired solution along the unstable ei-

gendirections at the right boundary vanish with respect to the duality pairing,

that is 〈
ψk|y(1)− x+

〉
= 0, k = 1, . . . , s+. (A.1.9)

Then we can write the projections (A.1.9) of the desired solution as

(X.) w+H
k (y(1)− x+)

+

∫ 0

−τ

w+H
k e−λ+

k (θ+τ)B(x+, η)(y(1 + θ/T )− x+)dθ = 0, k = 1, . . . , s+.

Finally, in order to remove the translational invariance of the heteroclinic

solution, we also include a condition, which minimizes the phase shift with

respect to some solution ỹ, such that

(XI.) p(y, η) =

∫ 1

0

y(t)ỹ′(t)dt = 0.

Usually one picks the solution, that has been computed in the previous step

inside the Newton solver.

Hence, the boundary value problem for the computation of a heteroclinic

solution is given by

(I.) ẏ(t) = Tf(y(t), y(t− τ/T ), η),
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(II.) 0 = f(x−, x−, η),

(III.) 0 = f(x+, x+, η),

(IV.) 0 = ∆(x−, λ−k , η)v
−
k , k = 1, . . . , s−,

(V.) 0 = ||v−k || − 1, k = 1, . . . , s−,

(V I.) 0 = y(0)− (x− + ϵ

s−∑
k=1

αkv
−
k ),

(V II.) 0 =

s−∑
k=1

|αk|2 − 1,

(V III.) 0 = ∆H(x+, λ+k , η)w
−
k , k = 1, . . . , s+,

(IX.) 0 = ||w+
k || − 1, k = 1, . . . , s+,

(X.) 0 = w+H
k (y(1)− x+)

+

∫ 0

−τ

w+H
k e−λ+

k (θ+τ) B(x+, η) (y(1 + θ/T )− x+)dθ,

k = 1, . . . , s+,

(XI.) 0 = p(y, η)−
∫ 1

0

y(t)ỹ′(t)dt.

Note that equation (I.) needs to be implemented using a collocation method,

provided in [SER02].

Connecting orbits can be found by solving equations (I.) − (XI.). The

system is well-posed with s+−s−+1 free parameters, where s+ and s− denote

the number of unstable eigenvalues of x+ and x− respectively. Especially, for

homoclinics, it is x+ = x− and hence, we need to adjust one parameter in order

to �nd the homoclinic.
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A.2 Boundary value problem for connecting orbits in case

of saddle or double foci

In general, numerical computations require systems of real equations. Since

the eigenvalue problem presented in the previous section can provide solutions

in C, the equations de�ning the boundary value problem for the computation

of a connecting orbit might be C-valued, as well. Unfortunately, the numerical

computation of the connecting orbit with this boundary value problem only

works when the provided eigenvalues and corresponding eigenvectors are real.

Note that this only concerns the unstable eigenvalues of the equilibria, since

the boundary conditions presented in the previous section do not require stable

eigenvalues.

In the case treated in Chapter 8, the eigenvalues of the linearization of

the system (8.3.1)�(8.3.4) at the equilibria all appear as complex conjugated

pairs. For the computation of the relative homoclinic solutions connecting

these equilibria of double focus type, we implemented a di�erent boundary

value problem. It can be found in [SKJGW23b], where we give an exemplary

continuation of the connecting orbits discussed in Chapter 8. In this section, we

present the adapted boundary value problem for this special case. Additionally,

since this system belongs to a DAE system, we will now generalize the case

treated in the previous section to these kinds of systems.

To this end, we consider here a system

Mẋ(t) = f(x(t), x(t− τ), η), (A.2.1)

where f ∈ C1(Rn ×Rn ×Rp,Rn), with parameter η ∈ Rp and delay τ > 0 and

especially M ∈ Rn×n is a, possibly singular, mass matrix. Also here, we want

to �nd a heteroclinic solution of (A.2.1) at η = η∗ satisfying

lim
t→−∞

h(t) = x− and lim
t→∞

h(t) = x+,

where x− and x+ are two equilibria of (A.2.1). The linearization of (A.2.1)

around an equilibrium x0 is given by

Mv̇(t) = Av(t) +Bv(t− τ), (A.2.2)
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with A = A(x0, η) = ∂1f(x0, x0, η) and B = B(x0, η) = ∂2f(x0, x0, η). Let

∆(x0, η, λ) = λM −A−Be−λτ .

We obtain the eigenvalues λ of the linearization at x0 and a unique correspond-

ing eigenvector v by solving

∆(λ, η)v = 0, (A.2.3)

||v|| = 1. (A.2.4)

Since these equations can have complex solutions, we need to replace them with

real conditions. Note that if λ and v is a solution, then so is λ and v. Setting

λ := γ + iω and v := r + iq. Using that C ∼= R2, then it can be shown by

v 7−→ (r, q), that (A.2.3) is equivalent to

−

(
γI −ωI
ωI γI

)(
M O
O M

)(
r

q

)
+

(
A O
O A

)(
r

q

)

+

(
B O
O B

)
e−γτ

(
cos(ωτ)I sin(ωτ)I
− sin(ωτ)I cos(ωτ)I

)(
r

q

)
= 0. (A.2.5)

As a normalization condition, we replace (A.2.4) by

∥(r, q)∥ = 1. (A.2.6)

However, the eigenvector v is unique up to multiplication with a complex num-

ber. To guarantee uniqueness, we then chose the vector with vanishing ima-

ginary part in the �rst entry,

q1 = 0, (A.2.7)

where q1 denotes the �rst entry of the vector q. This initial condition can

always be obtained by multipling the vector with a complex number rotating

the �rst coordinate to the real line.

Analogously, we obtain a unique adjoint eigenvector w by

∆H(λ, η)w = 0, (A.2.8)

||w|| − 1 = 0. (A.2.9)
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Setting w := R+ iQ, (A.2.8) is then equivalent to

−

(
γI ωI
−ωI γI

)(
M O
O M

)(
R

Q

)
+

(
AH O
O AH

)(
R

Q

)

+

(
BH O
O BH

)
e−γτ

(
cos(ωτ)I − sin(ωτ)I
sin(ωτ)I cos(ωτ)I

)(
R

Q

)
= 0, (A.2.10)

and we replace the normalization condition (A.2.9) with

∥(R,Q)∥ = 1, (A.2.11)

Q1 = 0. (A.2.12)

The corresponding eigenfunctions are given by

ϕ(θ) = veλθ, θ ∈ [−τ, 0],

where ϕ(θ) ∈ C([−τ, 0],Cn) and the adjoint eigenfunction by

ψ(θ) = wHe−λθ, θ ∈ [0, τ ],

where ψ(θ) ∈ C([0, τ ],C1×n). The duality pairing is given here by

⟨ψ|ϕ⟩ = ψ(0)Mϕ(0) +

∫ 0

−τ

ψ(θ + τ)MB(x0, η)ϕ(θ)dθ. (A.2.13)

This duality pairing now vanishes, if ϕ and ψ belong to di�erent eigenvalues.

We will now present the conditions for the numerical computation of a

heteroclinic solution connecting to equilibria of saddle foci or double foci type.

A heteroclinic is a solution h(t) de�ned on the entire real line t ∈ R. Firstly,

we need to truncate the pro�le of the solution to a �nite interval. To this end,

we rescale the time with t 7−→ t/T in system (A.2.1) and obtain

(i.) Mẏ(t) = Tf(y(t), y(t− τ/T ), η), t ∈ [0, 1].

The equilibria x− and x+ are given by

(ii.) f(x−, x−, η) = 0,

(iii.) f(x+, x+, η) = 0,
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and are both assumed to be hyperbolic.

We want to impose now boundary conditions for a heteroclinic solution h(t)

at t = 0 and t = 1. Suppose the linearization (A.2.2) at the equilibrium x−

has s− unstable eigenvalues λ−k := γ−k + iω−
k with corresponding eigenvectors

v−k := r−k + iq−k , and ω−
k ̸= 0, q−k ̸= 0 for k = 1, . . . , s−. Assume further

that the eigenvalues λ−k are all complex conjugate pairs such that λ2k−1 = λ2k,

for k = 1, . . . , s−. From (A.2.5)�(A.2.7), we obtain then the eigenvalues and

corresponding unique eigenvectors as solutions of

(iv.) −

(
γ−k I −ω−

k I
ω−
k I γ−k I

)(
M O
O M

)(
r−k
q−k

)
+

(
A O
O A

)(
r−k
q−k

)

+

(
B O
O B

)
e−γ−

k τ

(
cos(ω−

k τ)I sin(ω−
k τ)I

− sin(ω−
k τ)I cos(ω−

k τ)I

)(
r−k
q−k

)
= 0,

(v.)
∥∥(r−k , q−k )∥∥ = 1,

(vi.) q− 1
k = 0.

Recall from the previous section, that for a suitable ϵ > 0 the initial function

segment (A.1.8) is given by

y0(θ/T ) = x− + ϵ

s−∑
k=1

αkv
−
k e

λ−
k θ, θ ∈ [−τ, 0], (A.2.14)

s−∑
k=1

|αk|2 = 1. (A.2.15)

Recall, that for a vector with entries in C, it is v + v̄ ∈ R and v − v̄ ∈
iR. Note that we can replace the vector v−k , forming the basis of the stable

eigenspace with respect to the eigenvalue λ−k , by a new basis given by the linear

combinations 1
2 (v

−
2k−1 + v−2k) and

1
2i (v

−
2k−1 − v−2k) for k = 1, . . . , s−. What is

more, we can also replace the eigenfunctions ϕk(θ) = v−k e
λ−
k θ that appear

in this expression with 1
2 (ϕ2k−1(θ) + ϕ2k(θ)) and 1

2i (ϕ2k−1(θ) − ϕ2k(θ)), for

k = 1, . . . , s−. Note that v−2k−1 = v−2k and ϕ−2k−1 = ϕ−2k.

We can then replace the initial function segment A.2.14 with the following
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real expression,

y(θ/T ) = x− + ϵ

s−/2∑
k=1

1

2
α2k−1 (ϕ2k−1(θ) + ϕ2k(θ))

+
1

2i
α2k (ϕ2k−1(θ)− ϕ2k(θ))

= x− + ϵ

s−/2∑
k=1

α2k−1e
γ−
2kθ
(
cos(ω−

2kθ)r
−
2k − sin(ω−

2kθ)q
−
2k

)
+ α2ke

γ−
2kθ
(
sin(ω−

2kθ)r
−
2k + cos(ω−

2kθ)q
−
2k

)
.

The restraint on the left boundary at t = 0 is then given by

(vii.) y(0) = x− + ϵ

s−/2∑
k=1

α2k−1r
−
2k + α2kq

−
2k,

(viii.)

s−∑
k=1

|αk|2 = 1.

For the right boundary, we impose conditions on the projections with re-

spect to the duality pairing for DAEs (A.2.13).

Suppose that the linearization (A.2.2) at x+ has s+ unstable eigenvalues,

denoted with λ+k := γ+k + iω+
k , and ω+

k ̸= 0, Q+
k ̸= 0 for k = 1, . . . , s−. We

denote the corresponding adjoint eigenvectors with w+
k := R+

k + iQ+
k , and

eigenfunctions ψk(θ), for k = 1, . . . , s+. Assume further that the eigenvalues

λ+k are all complex conjugate pairs such that λ
+

2k−1 = λ+2k, for k = 1, . . . , s+.

They can be obtained by solving

(ix.) −

(
γ+2kI ω+

2kI
−ω+

2kI γ+2kI

)(
M O
O M

)(
R+

2k

Q+
2k

)
+

(
AH O
O AH

)(
R+

2k

Q+
2k

)

+

(
BH O
O BH

)
e−γ+

2kτ

(
cos(ω+

2kτ)I − sin(ω+
2kτ)I

sin(ω+
2kτ)I cos(ω+

2kτ)I

)(
R+

2k

Q+
2k

)
= 0,

(x.)
∥∥(R+

k , Q
+
k )
∥∥ = 1,

(xi.) Q+ 1
k = 0.

177



A. BVPs for the numerical computation of connecting orbits

We impose that the projections of the desired solution along the unstable

eigendirections at the right boundary vanish with respect to the duality pairing,〈
ψk|y(1)− x+

〉
= 0, k = 1, . . . , s+. (A.2.16)

Then we can write the projections (A.2.16) of the desired solution as

w+H
k M(y(1)− x+)

+

∫ 0

−τ

w+H
k e−λ+

k (θ+τ)MB(x+, η)(y(1 + θ/T )− x+)dθ = 0, k = 1, . . . , s+.

(A.2.17)

Similarly as before, we set λ+ := γ+k + iω+
k and w+

k := R+
k + iQ+

k and use that

v + v̄ ∈ R and v − v̄ ∈ iR. For k = 1, . . . , s+, it is then〈
1

2
(ψ2k−1 + ψ2k)|y(1)− x+

〉
=

1

2
(ψ2k−1(0) + ψ2k(0))

HM(y(1)− x+)

+

∫ 0

−τ

1

2
(ψ2k−1(θ) + ψ2k(θ))

HMB(x+, η)(y(1 + θ/T )− x+)dθ

= R+H
2k M(y(1)− x+)

+

∫ 0

−τ

(R+
2k cos(ω2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ

+

∫ 0

−τ

(Q+
2k sin(ω

+
2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ,

and〈
1

2i
(ψ2k−1 − ψ2k)|y(1)− x+

〉
=

1

2i
(ψ2k−1(0)− ψ2k(0))

HM(y(1)− x+)

+

∫ 0

−τ

1

2i
(ψ2k−1(θ)− ψ2k(θ))

HMB(x+, η)(y(1 + θ/T )− x+)
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=−Q+H
2k M(y(1)− x+)

+

∫ 0

−τ

(R+
2k sin(ω2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ

−
∫ 0

−τ

(Q+
2k cos(ω

+
2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ.

Then, the right boundary condition can be replaced by

(xii.) 0 =R+H
2k M(y(1)− x+)

+

∫ 0

−τ

(R+
2k cos(ω2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ

+

∫ 0

−τ

(Q+
2k sin(ω

+
2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ,

k = 1, . . . , s+,

(xiii.) 0 =−Q+H
2k M(y(1)− x+)

+

∫ 0

−τ

(R+
2k sin(ω2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ

−
∫ 0

−τ

(Q+
2k cos(ω

+
2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ,

k = 1, . . . , s+.

Finally, we use a phase condition, which minimizes the phase shift with

respect to some solution ỹ, such that

(xiv.) p(y, η) =

∫ 1

0

y(t)ỹ′(t)dt = 0.

in order to remove the translational invariance of the heteroclinic solution. As

before, one usually picks the solution, that has been computed in the previous

step inside the Newton solver.

Hence, the boundary value problem for the computation of a heteroclinic

solution is given by

(i.) Mẏ(t) = Tf(y(t), y(t− τ/T ), η), t ∈ [0, 1],
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(ii.) 0 = f(x−, x−, η),

(iii.) 0 = f(x+, x+, η),

(iv.) 0 = −

(
γ−k I −ω−

k I
ω−
k I γ−k I

)(
M O
O M

)(
r−k
q−k

)
+

(
A O
O A

)(
r−k
q−k

)

+

(
B O
O B

)
e−γ−

k τ

(
cos(ω−

k τ)I sin(ω−
k τ)I

− sin(ω−
k τ)I cos(ω−

k τ)I

)(
r−k
q−k

)
,

k = 1, . . . , s−,

(v.) 0 =
∥∥(r−k , q−k )∥∥− 1, k = 1, . . . , s−,

(vi.) 0 = q− 1
k , k = 1, . . . , s−,

(vii.) 0 = y(0)− (x− + ϵ

s−/2∑
k=1

α2k−1r
−
2k + α2kq

−
2k),

(viii.) 0 =

s−∑
k=1

|αk|2 − 1,

(ix.) 0 = −

(
γ+2kI ω+

2kI
−ω+

2kI γ+2kI

)(
M O
O M

)(
R+

2k

Q+
2k

)
+

(
AH O
O AH

)(
R+

2k

Q+
2k

)

+

(
BH O
O BH

)
e−γ+

2kτ

(
cos(ω+

2kτ)I − sin(ω+
2kτ)I

sin(ω+
2kτ)I cos(ω+

2kτ)I

)(
R+

2k

Q+
2k

)
,

k = 1, . . . , s+,

(x.) 0 =
∥∥(R+

k , Q
+
k )
∥∥− 1, k = 1, . . . , s+,

(xi.) 0 = Q+ 1
k , k = 1, . . . , s+,

(xii.) 0 = R+H
2k M(y(1)− x+)

+

∫ 0

−τ

(R+
2k cos(ω2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ

+

∫ 0

−τ

(Q+
2k sin(ω

+
2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ,

k = 1, . . . , s+,
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(xiii.) 0 = −Q+H
2k M(y(1)− x+)

+

∫ 0

−τ

(R+
2k sin(ω2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ

−
∫ 0

−τ

(Q+
2k cos(ω

+
2kθ))

He−γ+
2kθMB(x+, η)(y(1 + θ/T )− x+)dθ,

k = 1, . . . , s+,

(xiv.) 0 = p(y, η)−
∫ 1

0

y(t)ỹ′(t)dt.

A.3 Boundary value problem for the numerical computa-

tion of a homoclinic orbit �ip

In Chapter 6, we discussed the dynamics of TDSs induced by a homoclinic

orbit �ip in the pro�le equation. In this section, we will present now the bound-

ary value problem, that we implemented for its detection and continuation.

Recall that generically, the asymptotic decay rates of a homoclinic solution are

dominated by those eigenvalues nearest to the imaginary axis as they give the

slowest exponential decay rates. These eigenvalues are called the leading ei-

genvalues. A generic homoclinic solution approaches its equilibrium along the

leading eigendirections. In contrast to that, in an orbit �ip, the homoclinic

solution approaches its saddle along the strong stable eigendirection.

Recall now the boundary value problem (I.)�(XI.) for computation of gen-

eric heteroclinic solutions presented in Section A.1. In the case of a homoclinic

solution, the equilibria x− and x+ coincide and for its computation, one para-

meter has to be adjusted. Without loss of generality, suppose the linearization

(A.1.2) at the equilibrium x− has exactly two unstable eigenvalues λ−k with cor-

responding eigenvectors v−k , for k = 1, 2. Assume further that the eigenvalues

can be ordered, such that

λ1 > λ2.
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Then, the leading eigendirection is given by λ2 and the strong eigendirection

by λ1. In case the unstable manifold is in an orbit �ip con�guration, we can

compute and continue this bifurcation by adding the following constraint to

the boundary value problem presented in Section A.1, by setting

(XII.) α1 = 1.

In order for system (I.)�(XII.) to be a well-posed problem, for its computa-

tion we need to free an additional parameter. This way, the number of free

parameters is equal to two, re�ecting the codimension of the homoclinic orbit

�ip bifurcation.

Note, that the homoclinic orbit �ip discussed in Chapter 6 is with respect

to the stable manifold in the pro�le equation, i.e. a di�erential equation with

an advanced argument. We compute them by reversing the time and obtain

then a homoclinic orbit �ip in the unstable manifold in the time-reversed pro�le

equation.
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Index

C = C(I,Rn) space of continuous functions on I ⊂ R
Ck = Ck(I,Rn) space of k-times continuously di�erentiable functions

on I ⊂ R
CK,α Hölder space CK,α = CK , s.t. the K-th partial derivatives

are Hölder continuous with exponent α.

f ∈ O(g) (big O-notation) f grows at most as fast as g

f ∈ O(1) (big O-notation) f is bounded

Re(λ) real part of λ ∈ C
Im(λ) imaginary part of λ ∈ C
M tr transpose of matrix M

MH hermetian of matrix M

⟨·, ·⟩ euclidean scalar product

∥ · ∥ euclidean norm

A+B direct sum of A and B
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