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Akshat Dubey,1,2,3,* Zewen Yang,1 and Georges Hattab1,2
SUMMARY

The growing AI field faces trust, transparency, fairness, and discrimination challenges. Despite the need
for new regulations, there is a mismatch between regulatory science and AI, preventing a consistent
framework. A five-layer nested model for AI design and validation aims to address these issues and
streamline AI application design and validation, improving fairness, trust, and AI adoption. This model
aligns with regulations, addresses AI practitioners’ daily challenges, and offers prescriptive guidance
for determining appropriate evaluation approaches by identifying unique validity threats. We have three
recommendations motivated by this model: (1) Authors should distinguish between layers when claiming
contributions to clarify the specific areas in which the contribution is made and to avoid confusion; (2) au-
thors should explicitly state upstream assumptions to ensure that the context and limitations of their AI
system are clearly understood, (3) AI venues should promote thorough testing and validation of AI sys-
tems and their compliance with regulatory requirements.

INTRODUCTION

While artificial intelligence (AI) has grown tremendously in recent years, it has yet to reach its true potential in real-world use cases. This is due

in part to a lack of trust and transparency, as well as fairness and fear of discrimination.1 AI has unique strengths and weaknesses, so there will

always be a need to develop new regulations and change old ones. But with the benefits of AI come significant ethical and legal risks. As a

result, there is an urgent need to address not only the regulatory policies that will facilitate the implementation of AI in real-world use cases

but also how practitioners design and validate AI applications and workflows. Several regulatory bodies from different countries are stepping

in to establish a set of regulations for the implementation of AI in real-world applications. Researchers have shown an increased interest in

unifying regulatory science and AI.

Surveys on the subject of AI and human-computer interaction (HCI) have already been conducted. They draw attention to the drawbacks

and difficulties with interactive machine learning (ML) and transparency in AI.2–4 Many of them offer a set of conceptual and design guidelines

to help ensure that intelligent systems are understandable and that human users are held accountable. Using a framework, Mohseni et al.

published an intriguing work that surveys and identifies the state of research on the junction of explainable AI (XAI) and HCI.5 To bring

the iterative design and evaluation cycles in diverse XAI teams to a close, they created a framework with detailed design rules along with

assessment techniques.

AI systems are complex in nature and often involve multiple stakeholders. One of the key tools for managing complex systems is modu-

larity. By distinguishing between activities that require extensive analysis and those that do not, modularity seeks to minimize the number of

interdependencies that need to be examined. A specific type of modularity known as ‘‘layering’’ involves the arrangement of different system

components into parallel hierarchies. Most research on nested models is based on the layering approach.6

To address the complexity of AI systems, the authors break down governance issues into smaller, more manageable parts, encourage

shared accountability among stakeholders, and provide a framework for the creation of laws, policies, standards, and other guidelines

that can be used in concert to guide the responsible development and application of AI technologies.7 The model consists of three layers,

namely social and legal, ethical, and technical (including algorithms and data), which can be developed independently. They propose a

modular approach that divides AI governance into social, legal, ethical, and technical layers to minimize risks and maximize benefits, making

it more efficient and tractable. The social and legal layer regulates AI by establishing institutions and norms within a legal framework. The

ethical layer addresses ethical concerns for AI systems, ensuring fairness, accountability, and transparency. The technical layer, based on al-

gorithms and data, promotes fairness and safeguards against discrimination. These layers work together tomanage the societal impacts of AI

and ensure its trustworthiness, accountability, and auditability. However, we argue that the technical layer cannot be addressed without ad-

dressing regulatory requirements. For example, one of themost common requirements set by AI regulators is AI transparency.While address-

ing the three layers independently, the technical layermay ormay not address the challenge of transparency if the technical layer is addressed

first, leading to high uncertainty in development.
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Recent research from Wang et al. presents a user-centric XAI as a nested model. The study is limited to drug repurposing using graph

neural network (GNN).8 Although the authors address the domain context, which is very important for XAI, they do not address the regula-

tions, which is another important perspective.9

Several research efforts from the fields of HCI and XAI have highlighted current bottlenecks in involving humans in understanding,

decision-making, validation, etc. or having humans in the loop for AI applications and workflows. There is an influential work by Liao

et al., on the intersection of HCI and XAI in the form of XAI-Question Bank (XAI-QB). XAI-QB aims to solve the challenge of achieving

full explicability through algorithm-informed prototypical questions.10 XAI-QB was further advanced and was extended to include the

prototypical questions for the end-users which they may come across while interacting through an interface.11 While the need for guide-

lines and regulatory frameworks has been addressed by Lennerz et al., one of the problems is how AI is implemented and how results

are communicated, which further hinders AI adoption.12 The authors specifically mention that regulatory concepts are necessary for AI

researchers, as these concepts allow risk and safety concerns to be addressed and understood by the regulations proposed by the US

and Europe.

At the moment, however, the fields of regulatory science and AI are diverging, with no major overlap in sight. A growing trend has been

observed in discussions that express an urgent need for work at the intersection of regulatory science and AI.13–20 When it comes to regu-

lating AI, many regulatory bodies are stepping in and making it mandatory to comply with laws that require explanations or interpretations

to be given to users when confronted with algorithmic output.21 The intersection of AI and regulation requires massive work more than

ever due to the emergence of new AI laws.22–25 There is a growing trend of discussions that express an urgent need for the aforemen-

tioned intersection.26–28 In response to the growing need for updated regulations to address ethical and legal risks that face obstacles

due to a misalignment between regulatory science and AI, we have presented a structured, five-layer, nested model for the design

and validation of AI that serves as a systematic guide for the assessment and validation of AI applications and workflows. It facilitates

the identification of appropriate evaluation methodologies by identifying unique threats within each layer, thereby mitigating the inherent

tensions between technological innovation and regulatory imperatives. In addition, the proposed model addresses concerns about fair-

ness, trust, and the alignment of AI models with existing regulations. To address the challenge of bridging the gap between AI practi-

tioners and regulators, two preliminary case studies include researchers who aim to develop reliable, wise, and trustworthy human-

centered AI through ethical and theoretical guidelines with management strategies or software engineering practices. These include audit

trails to enable analysis of failures, software engineering workflows, verification and validation testing, bias testing to enhance fairness, and

even explainable user interfaces.29–31

The proposed model for AI design and validation is the first of its kind, inspired by XAI-QB, which we extend to include the prototypical

questions from a regulatory and domain perspective. In parallel with the regulations, it addresses the issues that AI practitioners face on a

daily basis. The nested model consists of five layers, namely the regulation, the domain, the data, the model, and the prediction. We have

expanded regulatory and domain questions from the XAI-QB. In addition, we have grouped the prototypical questions from the XAI-QB

based on the layer of the nested model of AI design and validation that they need to address. The five-layer nested model for AI design

and validation, including but not limited to its regulatory and domain-aware layers and questions, are our major contributions. The nested

model for AI provides much-needed overlap and grounding, facilitating the design and validation of AI applications and workflows, and

increasing fairness, trust, and AI adoption.
Regulation of AI

Calls for appropriate regulation of AI have grown as awareness of its risks has increased. This regulation aims to ensure that AI is legal,

ethical, and robust while minimizing potential harm and increasing legal certainty. Efforts are underway to establish global regulatory

standards for AI, potentially leading to harmonization. Collaboration between government, industry, and civil society is essential for

the responsible use of AI. Regulation is needed to protect consumers and society, provide a reliable framework for businesses,

and understand the ethical and societal implications of AI. The complexity and risks associated with AI underscore the urgency of es-

tablishing best practices and a comprehensive framework for AI regulation that takes into account ethical, legal, and societal

impacts.32,33

The EU has taken a leading role in developing AI regulations, with a diverse regulatory landscape and a focus on protecting fundamental

rights. The General Data Protection Regulation (GDPR) includes provisions that address the legitimacy of algorithmic decision-making,

emphasizing the right to human intervention and meaningful information for individuals. The European Commission’s Ethics Guidelines

for Trustworthy AI and the proposed AI Act aim to ensure the responsible and transparent use of AI, introducing principles such as human

agency, technical robustness, privacy, transparency, and accountability. These efforts aim to create a framework for trustworthy AI that ben-

efits society and the environment.34–37

In the United States, AI regulation has relied primarily on self-regulation by industry stakeholders, leading to criticism for a lack of rigorous

regulatory oversight. The Defense Advanced Research Projects Agency (DARPA) has initiated the first research program in XAI to address the

challenge of opaque yet effective AI systems, with the goal of developingML techniques for more explainable models. The National Institute

of Standards and Technology (NIST) has also emphasized the importance of explainability, proposing principles to ensure that AI systems

provide understandable explanations for their results. While the US regulatory landscape is focused on promoting innovation, the EU’s

emphasis on XAI and ongoing policy discussions in the US and the UK reflect a growing recognition of the importance of explainability in

AI systems.35,38–40
2 iScience 27, 110603, September 20, 2024



Figure 1. Five-layer nested model for AI design and validation
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NESTED MODEL FOR AI DESIGN AND VALIDATION

Motivation

The EU is developing AI regulations with key requirements that align with the principles of XAI, but addressing both ethical and technical

requirements may require a focus on XAI and HCI to ensure that AI upholds broader values such as accountability, human rights, and sustain-

able innovation. At the intersection of XAI and HCI, the XAI-QB serves as a valuable tool for understanding user requirements for XAI. It pro-

vides a set of algorithm-informed questions to achieve user-centered explainability in AI applications. To address the perspective of domain

and regulatory authorities, and inspired by both Munzner’s nested model for visualization and the XAI-QB, we propose a five-layer nested

model for the design and validation of AI applications and workflows.

Our work

Our work has taken full advantage of the state of the art and the effectiveness of the nested model. We extended the XAI-QB to include reg-

ulatory and domain-layer questions, aiming to help organizations address the needs of regulators when implementing AI. This user-centric

approach provides a hierarchical guide for stakeholders to elicit end-user and regulatory needs, while also highlighting technical barriers and

emphasizing the importance of a human-centered approach to regulation using XAI. The nestedmodel supports specifying requirements for

building AI applications and identifies opportunities for collaboration between the HCI and AI communities, industry practitioners, and ac-

ademics to advance the field of AI.

Our nestedmodel (Refer Figure 1) is divided into five distinct layers. Themodel can be accompanied by questions. These questions should

be answered at each layer. Although these questions can be modified or extended depending on the use case and user-specific require-

ments, they help to satisfy regulatory requirements.

The regulation layer is responsible for making the AI workflow compliant. At this layer, we categorize the rules into ethical and technical

regulations. Ethical rules should be specified and addressed at this layer. This layer prohibits access to subsequent layers if the ethical rules are

not addressed. Once the ethical rules have been addressed with the appropriate infrastructure and various methodologies, the user should

proceed to subsequent layers to address the technical rules.

(1) Which regulation should be specified for this AI workflow?

(2) Which country has specified this regulation?

(3) Can you list the key requirements set up by the regulation?

(4) Can you categorize the guidelines into ethical and technical ones?

(5) Who are the stakeholders involved in this AI workflow?

Thedomain layer ensures that any process taking place in the nestedmodel is within the scopeof that domain. This nestedmodel will allow

for explainability at the domain layer. Different domains, in different settings, may have different answers to the XAI questions. At this layer,

the domain expert is solely responsible for achieving certain goals related to the domain layer. Some of the goalsmay be to list the needs and

requirements. After that, the domain expert should decide on the appropriate model validation metrics.

(1) What are the specific requirements within the domain?

(2) Does the domain encompass high-stakes areas such as healthcare or finance?

(3) What are the potential risks associated with the domain?

(4) Are there any pre-existing assumptions that are necessary?

(5) Is feedback from domain experts a requirement for this process?

The data layer aims to explain the data by summarizing and analyzing the data and providing insights into the data. This layer helps the

user understand the data, the biases involved, how to mitigate the biases, the distribution, the limitations of the data, and what domain
iScience 27, 110603, September 20, 2024 3
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knowledge is contained in the data. This layer involves both the ML practitioner and the domain expert. The domain expert should list the

limitations of the data, and both theML practitioner and the domain expert should decide whether the data can be used for the specific appli-

cation, The domain expert should provide the prior domain knowledge in the form of knowledge graphs to theML practitioner, who will then

incorporate this domain knowledge during training of theMLmodel. The data should be represented visually in the simplest way possible by

the ML practitioner, so that the domain expert has a clear understanding of the data, which may help them to list the limitations or drawbacks

of the data or the bias in the data, the ML practitioner will then mitigate the bias. One of the easy ways to detect and mitigate the bias in the

data is to use the capabilities of IBM’s AI Fairness 360 (AIF360) library.41 This library can be used to remove the bias fromboth the data and the

model. The data layer has the associated XAI questions.

(1) What type of information is contained within the data?

(2) What inferences can be drawn from this data?

(3) Which aspects of the data are the most significant?

(4) How is the information distributed within the data?

(5) Is it feasible to enhance the model’s performance by reducing the number of dimensions?

(6) Could the use of data summarization techniques provide a more effective explanation?

The model layer aims to explain the inner workings of the model, the parameters involved and their meaning, the interpretability at the

model layer, and whichmodel maintains the balance between performance and interpretability. This layer involves anML practitioner. One of

the most common baselines to get started with model-layer explainability might be to answer whether the interpretable models can be used

instead of black-box models.42 If the interpretable model can be used, then the hyper-parameter analysis should be done thoroughly to get

the best result. There is often a trade-off between interpretability and performance. If performance is the most important goal at this layer,

then post hoc methods can be used to achieve interpretability; otherwise, the interpretable models should undergo hyper-parameter tuning

to get the best results without black box models.

(1) What attributes render a parameter, objective, or action important to the system?

(2) At what point did the system assess a parameter, objective, or action, and when was it disregarded by the model?

(3) What are the repercussions of altering a decision or modifying a parameter?

(4) How was a specific action executed by the system?

(5) How are these model parameters, objectives, or actions interconnected?

(6) What elements does the system consider (or exclude) when making a decision?

(7) What methods does the system employ or avoid to accomplish a goal or inference?

The prediction layer aims to explain the reason for a particular prediction, how certain inputs affect the prediction, whether the reason is

sufficient for the conclusion or decision, what variables are involved behind the prediction, and how the prediction changes under certain

considerations or criteria. At this layer, the domain expert relies on the ML practitioner for results and a deeper understanding of the predic-

tions. This layer would help answer the prediction-layer questions.

(1) What factors contribute to the importance of a parameter, objective, or action within the system?

(2) When was a parameter, objective, or action evaluated by the system, and when was it rejected by the model?

(3) What are the consequences of changing a decision or adjusting a parameter?

(4) How was a specific action carried out by the system?

(5) How are the parameters, objectives, or actions within the model interconnected?

(6) What elements does the system take into account (or disregard) when making a decision?

(7) What methods does the system utilize or avoid to achieve a specific goal or inference?
Addressing the question ‘‘how the nested model solves the problem?’’

(1) Once the regulations are followed or the key requirements have been introduced, only then can the next layer, i.e., the domain layer,

be entered.

(2) The nested model prohibits entering further sub-layers until the goal of the previous layers has been achieved. For example, after ac-

complishing the specific goal of the domain layer, which is to define applications and requirements, the user can proceed to the data

layer to accomplish certain goals within the scope of the data layer.

(3) The nested model is built on the foundation of the XAI-QB, which allows the user to answer specific questions that lead to a clear un-

derstanding of the rules, goals, needs, requirements, solutions, and conclusions.

(4) nested model conforms to regulatory guidelines. This leads to solving certain challenges that arise when using AI workflows. This en-

ables AI to be compliant, trustworthy, accountable, non-discriminatory, appropriate for human equality, robust and secure, and trans-

parent AI that operates under human agency and oversight.

(5) The needs of regulators are addressed in the formof prototypical questions. It uses the human-computer interaction approach to elim-

inate the threat posed by the lack of human agency and oversight.
4 iScience 27, 110603, September 20, 2024



Figure 2. Mapping of technical requirements to the layers of the nested model for AI design and validation
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(6) The nestedmodel can be used as a guidance tool to support the need for specificationwork to create AI applications thatmeet the key

requirements of regulatory authorities.

(7) The nested model addresses ‘‘transparency and explainability’’ from both the regulatory and AI perspectives.

(8) The nested model is a prescriptive guideline that bridges the gap between AI regulations and AI.

Outcomes of the nested model for AI

The outcomes of the nested model are as follows.

(1) It helps define a common baseline for the adoption of AI in real-life use cases.

(2) It acts as a common intersection between regulatory authorities (and their regulations), XAI, and AI practitioners by bringing these

divergent fields together.

(3) It reduces the chances of AI implosion by addressing the issues and potential threats with each layer. Mitigates the problems of non-

transparency, unfairness, and discrimination.

(4) It evaluates the AI workflow, not only through evaluation metrics but also through key requirements of the regulations.

Implementation

To implement the nestedmodel for the design and validation of AI workflows for AI governancewe need to define regulations into ethical and

technical. Modern regulations are a combination of both ethical and technical implementations. Ethical regulations and technical regulations

in the context of AI can be distinguished based on their focus and objectives. Ethical regulations are often concerned with guiding the moral

principles and values associated with AI development and deployment, while technical regulations focus on specific technical aspects and

requirements to ensure the responsible and safe use of AI systems.43

(1) Ethical Requirements: Focus: Ethical regulations are primarily concernedwith promoting values, principles, and norms associated with

responsible AI development and usage. This may include considerations of fairness, transparency, accountability, privacy, and the

broader societal impact of AI technologies. Objective: The primary goal is to ensure that AI systems align with ethical standards

and do not cause harm or violate fundamental human rights. Ethical guidelines provide a framework for developers and organizations

to makemorally sound decisions throughout the AI life cycle. The ethical key requirements could be solved with methodologies listed

by Al Alhamed et al.29

(2) Technical Requirements: Focus: Technical regulations, on the other hand, are more specific and detail-oriented. They focus on the

technical aspects of AI systems, such as algorithms, data quality, safety measures, and other technical requirements. Objective:

The objective of technical regulations is to set standards and requirements that AI developers must follow to ensure the robustness,

security, and reliability of AI systems. These regulations are often designed to prevent technical issues, biases, and potential risks asso-

ciated with AI deployment.

Using the above discussion as a reference, we define steps to implement the nestedmodel, referencing questions at each layer as needed.

Steps to follow.

(1) Define the regulations and key requirements at the layer of the regulation.

(2) Categorize the key requirements into ethical and technical requirements.

(3) At the layer of the regulation, address the ethical requirements first.

(4) After proceeding into the domain layer, the domain expert will list down the domain-specific requirements, whichwill act as a reference

for AI practitioners.

(5) Map all the technical key requirements from the regulations to the sub-layer, namely, data, domain, and prediction (Refer

Figure 2).

(6) Address the specified technical key requirements at each sub-layer using appropriate methodologies.
iScience 27, 110603, September 20, 2024 5



Figure 3. Potential threats at the regulation layer
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Use case: European Union Requirements for Trustworthy AI

Listing out the steps

(1) Define the regulations and key requirements at the layer of the regulation: Based on fundamental rights and ethical principles, the

Guidelines list seven key requirements that AI systems should meet to be trustworthy:
6 i
� Human agency and oversight

� Technical robustness and safetys
� Privacy and data governance
� Transparency
� Diversity, non-discrimination, and fairness

� Societal and environmental well-being
� Accountability
(2) Categorize the key requirements into ethical and technical requirements: After the ethical and technical requirements are satisfied,

they will result in accountability.

� Ethical requirements: Privacy and data governance, societal and environmental well-being, safety.

� Technical requirements: Human agency and oversight, technical robustness, transparency, diversity, non-discrimination, fairness
(3) Address the ethical requirements.

(4) Domain experts list the domain-specific requirements.

(5) Map the technical requirements with the sub-layers namely Data, Model, and Prediction (Refer Figure 2).

(6) Address the specific technical requirements at the specific sub-layer using appropriate methodologies. When all the key requirements

(ethical and technical) are achieved, it results in accountability.

Potential threats

Regulation layer

The regulation layer helps to ensure compliance with the AI workflow. Regulatory threats need to be carefully considered (Refer Figure 3). As

operational burdens and regulatory requirements increase, the AI infrastructure will need to also adapt; including datamanagement, privacy,

security, and transparency standards. To ensure compliance and foster an environment conducive to evaluating, validating and ultimately

adopting AI technologies, organizations must be prepared to address these issues collectively. The AI application must align with the expec-

tations of both the AI regulatory body and the domain regulatory body for which the AI is being developed.

Domain layer

The domain layer sets boundaries on processes that fall within the domain’s purview (Refer Figure 4).

Data layer

The data layer strives to explain the data by summarizing and analyzing the data and providing insights into the data (Refer Figure 5).

Model layer

The model layer seeks to explain the inner workings of the model, the parameters involved and their meaning, the interpretability of the

model, and whether the model maintains the balance between performance and interpretability (Refer Figure 6).

Prediction layer

The prediction layer aims to explain the reason for a particular prediction, how certain inputs affect the prediction, whether the reason is suf-

ficient for the conclusion or decision, what variables are involved behind the prediction, and how the prediction changes under certain con-

siderations or criteria (Refer Figure 7).
Science 27, 110603, September 20, 2024



Figure 4. Potential threats at the domain layer
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Examples

We now analyze several previous use cases in terms of our model, to provide a concrete example.
AI model by Google LLC to detect retinopathy

Diabetic retinopathy is a disease of the retina caused by diabetes that leads to vision impairment or loss. During the development of the work-

flow, the ethical and technical requirements were neither listed nor addressed. Google’s deep learning model for the detection of diabetic

retinopathy failed for several reasons. The model had been trained on high-quality, high-resolution eye scans, but in real-life clinics, the im-

ages captured by nurses differed in quality and lighting conditions, leading to a significant disparity between the training data and real-life

data. The model was approved by the Food and Drug Administration (FDA) of the United States (Refer Figure 8).

While the FDA is essential to the regulation of AI in healthcare, additional specialized oversight mechanisms are needed to address the

unique issues presented by AI technologies. This includes ensuring that AI applications are clear, safe, and efficient. Adaptive AI andML tech-

nologies do not lend themselves well to the FDA’s traditional regulatory framework, as they can change over time in response to new data.

This makes it difficult to ensure the effectiveness and safety of these dynamic systems. While there are still many unanswered questions, the

FDA is currently addressing the regulatory issues raised by AI in healthcare. However, more comprehensive and transparent regulatory pro-

cesses are required to handle the dynamic nature of AI as a technology44,45

Additionally, the model was not validated on real-life data, which could have been verified by domain experts. This discrepancy between

training data and real-life conditions, as well as the lack of validation of real-life data, contributed to the model’s failure to accurately detect

diabetic retinopathy in a clinical setting.46 The integration of user-centric XAI approaches and collaboration with domain experts can enhance

the evaluation of AI systems. These approaches prioritize understanding user needs, identifying explainability needs, fostering collaboration

between domain experts and AI researchers, capturing domain knowledge, identifyingmodel inaccuracies, addressing the explanations, ad-

dressing biases, developing adaptive explanations, and creating a comprehensive XAI evaluation framework.47 By involving domain experts

in the design process, researchers can create more effective and understandable explanations, improvemodel accuracy and robustness, and

address social biases in decision-making. XAI can also develop context-aware and adaptive explanations that match user mental models and

expertise levels, ensuring relevance and understanding across different user groups. By leveraging these approaches, researchers and prac-

titioners can create more transparent and trustworthy AI systems that better serve their intended users, eventually improving adoption in the

target knowledge domain.48
Zillow Group, Inc. house price forecasting model

Zillow suffered a significant loss of over $500million in its home-flippingbusiness due to the failure of its non-transparent proprietary forecasting

algorithm.49 The loss was due to the algorithm’s inability to accurately predict home prices, resulting in overpayment for homes and financial

volatility. This raised concerns about the reliability of AI models in critical business decisions, prompting a reevaluation of the use of AI in

high-stakes operations and highlighting the importance of considering potential limitations and risks. The failure underscores the need for reli-

able and transparent AI algorithms and emphasizes thorough evaluation and risk assessment when integrating AI into decision-making pro-

cesses. The event serves as a cautionary tale for organizations relying on AI for critical business strategies, highlighting the potential conse-

quences of inadequate algorithmperformanceand theneed tomaintain a critical perspectiveonAI’s capabilities and limitations (Refer Figure 9).
The Feature Cloud Platform for federated learning

This platform takes advantage of federated learning and is an impressive work by Holzinger et al.50 presents a comprehensive exploration of

the integration of domain knowledge graphs into deep learning for improved interpretability and explainability using GNNs. Federated

Learning (FL) protects privacy by transmitting only model updates, reducing the risk of data breaches. Its decentralized approach enhances

data security and compliance. FL promotes collaboration between devices, improving generalization with diverse datasets. In addition, it im-

proves the learning algorithm by incorporating explanations and conceptual knowledge for better interpretability.51 The authors focus on

using a protein-protein interaction (PPI) network to enrich deep neural networks for classification, enabling the detection of disease sub-net-

works using XAI. This work addresses the potential threats at each layer of the nestedmodel and validates them accordingly (Refer Figure 10).

(1) Regulations: GDPR and European Union Requirements for Trustworthy AI.

� Ethical requirements: Privacy and data governance, societal and environmental well-being, safety.
� Technical requirements: Human agency and oversight, technical robustness, transparency, diversity, non-discrimination, fairness.
iScience 27, 110603, September 20, 2024 7
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(2) Addressing ethical requirements: Privacy, data governance, and safety are addressed through a federated learning approach. This use

case accelerates biomedical research, which in turn benefits humanity and enables societal well-being. In addition, by decentralizing

the training process, federated learning has the potential to be more environmentally friendly, making it a promising approach for

reducing the carbon footprint of ML model training.52

(3) Addressing the technical requirements: The framework included an expert-in-the-loop approach to develop AI workflows under the

supervision of a domain expert, allowing for human agency and oversight. The domain expert evaluates data for biases related to non-

discrimination and diversity. Knowledge graphs are implemented to incorporate prior domain knowledge. The potential threat at the

data layer is validated. At the model layer, models are evaluated for fairness and technical robustness through continuous feedback

from the domain expert. Open-source models are preferred for training. Finally, the XAI is integrated to make the AI process trans-

parent and trustworthy.

In addition, this work also answers the extended XAI-QB in a summarized fashion. The questions answered are ‘‘What was not done and

why?’’, ‘‘What problems were solved?’’, ‘‘What was difficult?’’, ‘‘What did we learn?’’, and ‘‘What are the limitations and future results?’’.

After validating this work against our nested model, we concluded that this work presents an appropriate paper at the intersection of HCI

and AI that meets the key requirements set by the EU Trustworthy AI Guidelines and GDPR.

DISCUSSION

We have discussed the potential threats and their validation methodologies, but we assume that the potential threats are a non-exhaustive

list. There can be many potential threats and validation methodologies that may exist at the given layer, and these potential threats and vali-

dation methodologies should be mapped to one of the layers of the nested model for AI design and validation.

Considering the need for the domain expert as an expert-in-the-loop, it is also possible that a single domain expert may not be able to list

all the domain-specific requirements, model validation strategies, visualization techniques, etc., so we recommend multiple iterations of the

nested model for AI design and validation. In addition, the XAI-QB should be kept in mind and the specific sub-type of the topic can be

extended according to the requirements. For example, if a domain-specific data visualization is desired, then this question should be added

to the XAI-QB in the data subtopic and then the appropriate methods should be used at the data level to address this question. The advan-

tage of this framework is that it allows users to evaluate the AI workflow in human terms in collaboration with XAI-QB, which is an algorithmic

question bank.

In addition, there may be questions such as ‘‘Sometimes we don’t know the problem with the data until we start training’’. One answer is

that we are still at the data level because the issue with the data is still there in the training of the model. After the training of the model, it

reflects that there is a problem with the data, then technically you are using the ML model to analyze the data for more potential threats, this

will act as a methodology for the identification of unknown or more potential threats. Accordingly, a question should be added to the XAI-QB

under the data subtopic that asks, ‘‘How do you identify unknown potential threats with the data that are not identifiable by normal bias iden-

tification methods?’’ The possibility of unstated biases is an open question, and some may be implicit threats.

The process of navigating the nested model for AI enables validation. We name this process as ‘‘eliminating the potential threats of one

layer through the functionality of the next layer’’. Successfully navigating through each layer of the nested model layer for AI means that one

has successfully resolved the threats present at each layer.
Figure 6. Potential threats at the model layer
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Figure 7. Potential threats at the prediction layer
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Another important point is that the regulations don’t clearly differentiate between the terms used for ethical and technical key require-

ments. For example, technical robustness could mean both robustness in terms of infrastructure and robustness in terms of AI or deci-

sion-making. So, we assume that the requirements are specified fromboth technical and ethical perspectives. Our nestedmodel for AI design

and validation is the only way to design the AI workflow and meet the listed key requirements according to the regulations. Our model ad-

dresses the regulations through XAI-QB and HCI, allowing AI to be evaluated in human terms.

While we have not listed the full list of algorithms or methods to address every possible potential threat, we argue that the nested

model for AI is sufficient to warrant a rethink at each step of the conceptualization, design, and validation steps. The speed at which AI

regulations will impact infrastructure, and the need to quickly comply with regulatory requirements, justifies the regulatory layer as an

overarching gateway to validate AI systems and prepare them for the real world. The threats to validity may vary depending on the

choice of algorithms, and the potential threats may vary from use case to use case; our advice is to iterate the nested model for AI

as often as necessary.

The nestedmodel takes into account both theAI in production and theAI in development. AI regulations are designed to address both the

development and production or deployment phases of AI systems. They aim to create a framework that promotes innovationwhile safeguard-

ing against potential risks and ensuring ethical use of AI technology throughout its life cycle. One of the examples that aligns with this scenario

is the EU AI Act. It takes a comprehensive approach that covers the entire AI life cycle. The legislation establishes rules for AI developers,

deployers, and end-users. It also sets up governance structures at the national and international levels to oversee AI regulation. Furthermore,

it creates mechanisms for ongoing assessment and adaptation of regulations as AI technology evolves. For instance, for AI in development,
Figure 8. Potential threats: Google AI model to detect diabetic retinopathy
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Figure 9. Potential threats: Zillow Group, Inc. ML model failed to forecast house prices
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transparency is required in the AI model’s design and training process. Additionally, the results and decision-making processes must be

communicated effectively with the help of audience-centric XAI techniques.

There exist various regulations for the domains. One such example is pubmed regulations for the biomedical domain. Two seminal

works focus on guidelines and best practices for health informatics and software development in healthcare, with a particular emphasis

on AI applications.53,54 These articles highlight the importance of creating reproducible and reusable biomedical software, fostering tech-

nology transfer in health informatics, and leveraging AI’s potential in medical research and precision medicine. Furthermore, the articles

address the software life cycle in health informatics and the role of AI in supporting clinical decision-making, which can enhance patient

monitoring, diagnostics, and prognostics. They also discuss crucial aspects often considered in healthcare software regulations, such as

ensuring software reliability, maintaining data privacy and security, validating AI algorithms for clinical use, and implementing proper

documentation and version control. It is crucial to acknowledge that the specific regulations pertaining to health informatics and AI in

healthcare may vary by country and jurisdiction. Therefore, it is essential for developers and healthcare providers to consult with the rele-

vant regulatory bodies to ensure that they are aware of the most up-to-date and applicable regulations when implementing health infor-

matics solutions.

One could argue that questioning is not sufficient. However, formulating and asking the right questions brings up potential problems and

assumptions from regulation all the way to predictions of an AI system. If a certain question or questions cannot be answered truthfully, or

without reasonable doubt, the question(s) shall remain open to show transparency and potential pitfalls along every subsequent layer of

the nested model for AI design and validation. Naturally, certain questions require a hard limit, so do not proceed to subsequent layers.

This validation is meant to resolve any downstream problems when developing AI systems.

The future work would focus on developing an audience-centric XAI that takes into account the background of the end-users.

The development of audience-centric XAI necessitates a comprehensive approach that prioritizes user needs and contexts. Key requirements
Figure 10. Validation of the FeatureCloud platform through the nested model for AI design and validation
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include the implementation of user-centric design principles to tailor explanations for diverse user groups, the provision of real-time and

actionable insights, and the utilization of scenario-based methods to elicit specific user requirements. The integration of HCI principles is

of paramount importance for the creation of effective explanation interfaces. Furthermore, the assurance of compliance with legal and reg-

ulatory standards is of critical significance. By meeting these requirements, XAI systems can deliver customized, meaningful explanations that

enhance user understanding and trust across various contexts, while also fulfilling legal obligations. This approach aims to bridge the gap

between complex AI systems and end-users, making AI decisions more transparent and interpretable for different audiences.55 It is not un-

common for there to be debate surrounding the provision of overly detailed explanations, which could potentially be exploited or manipu-

lated by malicious actors. For instance, counterfactual explanations may be employed to identify adversarial samples with greater ease.

Despite this, XAI systems remain susceptible to the biases inherent in the data and algorithms utilized, given that humans set the parameters

for these systems.47 One potential solution is to involve multiple domain experts in lieu of a single expert.

Limitations of the study

The achievement of international harmonization in AI regulation represents a significant challenge, given the diverse regulatory approaches

that exist across countries and regions.Nevertheless, thereare indicationsofprogress, includingagrowingconsensusonhigh-risk applications

and various international initiatives working toward harmonization. The key challenges thatmust be addressed include the definition of AI, the

balancing of innovation with risk mitigation, and the navigation of international tensions. On a more positive note, there is an increasing po-

litical will for regulation, signs of trans-Atlantic convergence, and the potential influence of EU regulations globally. Potential solutions include

the establishment of global governance institutions, the adaptation of best practices from other high-tech sectors, and the development of

open-source AI software. While full harmonization remains a challenging objective, there is a growing consensus toward more coordinated

approaches toAI regulation through continueddialogue, cooperation, and flexible frameworks adaptable to this rapidly evolving technology.

Our nestedmodel is designed to facilitate international harmonization for AI regulations. The essential requirements identified by regulatory

bodies in different countries may vary, but the underlying fundamental principle to satisfy these requirements remains consistent.

Conclusion

In conclusion, our work is the first to bring together the disparate fields of AI and regulation. Our work establishes a common baseline for

designing and validating AI under the umbrella of regulation, taking into account the complexity of the domain and the need for domain

experts. Through this work, we are addressing discussions around the need to work at the intersection of AI and regulation to increase adop-

tion in high-stakes domains such as healthcare. Adopting the nested model for AI design and validation will help realize the full potential of

today’s state-of-the-art AI techniques in a complex, vast but interconnected, and globalized world.
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15. Erdélyi, O.J., and Goldsmith, J. (2018).
Regulating artificial intelligence: Proposal for
a global solution. In Proceedings of the 2018
AAAI/ACM Conference on AI, Ethics, and
Society, pp. 95–101.

16. Harvey, H.B., and Gowda, V. (2021).
Regulatory issues and challenges to artificial
intelligence adoption. Radiol. Clin. 59,
1075–1083.

17. Larson, D.B., Harvey, H., Rubin, D.L., Irani, N.,
Tse, J.R., and Langlotz, C.P. (2021).
Regulatory frameworks for development and
evaluation of artificial intelligence–based
diagnostic imaging algorithms: summary and
recommendations. J. Am. Coll. Radiol. 18,
413–424.

18. Misra, S.K., Das, S., Gupta, S., and Sharma,
S.K. (2020). Public policy and regulatory
12 iScience 27, 110603, September 20, 2024
challenges of artificial intelligence (ai). In Re-
imagining Diffusion and Adoption of
Information Technology and Systems: A
Continuing Conversation: IFIP WG 8.6
International Conference on Transfer and
Diffusion of IT, TDIT 2020, Tiruchirappalli,
India, December 18–19, 2020, Proceedings,
Part I (Springer), pp. 100–111.

19. Park, S.H. (2018). Regulatory approval versus
clinical validation of artificial intelligence
diagnostic tools. Radiology 288, 910–911.

20. Scherer, M.U. (2015). Regulating artificial
intelligence systems: Risks, challenges,
competencies, and strategies. Harv. JL &
Tech. 29, 353.

21. Broniatowski, D.A. (2021). Psychological
Foundations of Explainability and
Interpretability in Artificial Intelligence (NIST).

22. Black, J., and Murray, A.D. (2019). Regulating
ai and machine learning: setting the
regulatory agenda. European journal of law
and technology 10, 3.

23. Hoffmann-Riem, W. (2020). Artificial
intelligence as a challenge for law and
regulation. Regulating artificial
intelligence, 1–29.

24. Stuurman, K., and Lachaud, E. (2022).
Regulating ai. a label to complete the
proposed act on artificial intelligence.
Computer Law & Security Review 44, 105657.

25. Wong, A. (2021). Ethics and regulation of
artificial intelligence. In Artificial Intelligence
for Knowledge Management: 8th IFIP WG
12.6 International Workshop, AI4KM 2021,
Held at IJCAI 2020, Yokohama, Japan,
January 7–8, 2021, Revised Selected Papers 8
(Springer), pp. 1–18.

26. Lilkov, D. (2021). Regulating artificial
intelligence in the eu: A risky game. European
View 20, 166–174.

27. Salgado-Criado, J., and Fernández-Aller, C.
(2021). A wide human-rights approach to
artificial intelligence regulation in europe.
IEEE Technol. Soc. Mag. 40, 55–65.

28. White, J.M., and Lidskog, R. (2022). Ignorance
and the regulation of artificial intelligence.
J. Risk Res. 25, 488–500.

29. Alahmed, Y., Abadla, R., Ameen, N., and
Shteiwi, A. (2023). Bridging the gap between
ethical ai implementations. ijmst. 10, 3034–
3046. https://doi.org/10.15379/ijmst.
v10i3.2953.

30. Chakraborty, J., Majumder, S., and Menzies,
T. (2021). Bias in machine learning software:
Why? how? what to do? In Proceedings of the
29th ACM Joint Meeting on European
Software Engineering Conference and
Symposium on the Foundations of Software
Engineering, pp. 429–440.

31. Shneiderman, B. (2020). Bridging the gap
between ethics and practice: guidelines for
reliable, safe, and trustworthy human-
centered ai systems. ACM Trans. Interact.
Intell. Syst. 10, 1–31.

32. de Almeida, P.G.R., dos Santos, C.D., and
Farias, J.S. (2021). Artificial intelligence
regulation: a framework for governance.
Ethics Inf. Technol. 23, 505–525.

33. Smuha, N.A. (2019b). From a ’race to ai’ to a
’race to ai regulation’ - regulatory
competition for artificial intelligence. IO:
Regulation URL: https://api.semanticscholar.
org/CorpusID:213222579.

34. Act, A.I. (2021). Proposal for a Regulation of
the European Parliament and the Council
Laying Down Harmonised Rules on Artificial
Intelligence (Artificial Intelligence Act) and
Amending Certain Union Legislative Acts.
EUR-Lex-52021PC0206.

35. Nannini, L., Balayn, A., and Smith, A.L. (2023).
Explainability in ai policies: A critical review of
communications, reports, regulations, and
standards in the eu, us, and uk. In
Proceedings of the 2023 ACM Conference on
Fairness, Accountability, and Transparency,
pp. 1198–1212.

36. Regulation, P. (2016). Regulation (Eu) 2016/
679 of the European Parliament and of the
Council. Regulation (eu) 679, 2016.

37. Smuha, N.A. (2019a). The eu approach to
ethics guidelines for trustworthy artificial
intelligence. Computer Law Review
International 20, 97–106.

38. Gunning, D., and Aha, D.W. (2019). Darpa’s
explainable artificial intelligence (xai)
program. AI Mag. 40, 44–58.

39. Heer, J. (2018). The partnership on ai. AI
Matters 4, 25–26.

40. Phillips, P.J., Hahn, C.A., Fontana, P.C.,
Broniatowski, D.A., and Przybocki, M.A.
(2020). Four Principles of Explainable Artificial
Intelligence, 18 (Maryland).

41. Bellamy, R.K.E., Dey, K., Hind, M., Hoffman,
S.C., Houde, S., Kannan, K., Lohia, P.,
Martino, J., Mehta, S., Mojsilovic, A., et al.
(2018). AI Fairness 360: An extensible toolkit
for detecting. Understanding, and Mitigating
Unwanted Algorithmic Bias 2. https://arxiv.
org/abs/1810.01943.

42. Yang, Z., Dai, X., Dubey, A., Hirche, S., and
Hattab, G. (2024). Whom to trust? elective
learning for distributed gaussian process
regression. In Proceedings of the 23rd
International Conference on Autonomous
Agents and Multiagent Systems,
International Foundation for Autonomous
Agents and Multiagent Systems, pp. 2020–
2028. Richland, SC.

43. Müller, V.C. (2023). Ethics of Artificial
Intelligence and Robotics. In The Stanford
Encyclopedia of Philosophy, E.N. Zalta and U.
Nodelman, eds. (Metaphysics Research Lab,
Stanford University). Fall 2023.

44. FedSoc (2023). The problem with ai licensing
and an ‘‘fda for algorithms’’. https://fedsoc.
org/commentary/fedsoc-blog/the-problem-
with-ai-licensing-an-fda-for-algorithms.

45. Food, U., (FDA), D.A (2024). Artificial
intelligence and machine learning in software
as a medical device. https://www.fda.gov/
medical-devices/software-medical-device-
samd/artificial-intelligence-and-machine-
learning-software-medical-device.

46. Heaven,W.D. (2020). Google’s medical ai was
super accurate in a lab. real life was a different
story. MIT Technology Revie 4, 27.

47. Roselli, D., Matthews, J., and Talagala, N.
(2019). Managing bias in ai. In Companion
proceedings of the 2019 world wide web
conference, pp. 539–544.

48. Parikh, R.B., Teeple, S., and Navathe, A.S.
(2019). Addressing bias in artificial
intelligence in health care. JAMA 322,
2377–2378.

49. Troncoso, I., Fu, R., Malik, N., and Proserpio,
D. (2023). Algorithm Failures and Consumers’
Response: Evidence from Zillow. Available at
SSRN 4520172.

50. Holzinger, A., Saranti, A., Hauschild, A.C.,
Beinecke, J., Heider, D., Roettger, R., Mueller,
H., Baumbach, J., and Pfeifer, B. (2023).
Human-in-the-loop integration with domain-
knowledge graphs for explainable federated
deep learning. In International Cross-Domain

http://refhub.elsevier.com/S2589-0042(24)01828-5/sref1
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref1
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref1
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref1
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref1
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref2
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref2
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref2
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref2
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref3
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref3
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref3
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref3
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref4
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref4
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref4
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref4
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref5
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref5
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref5
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref5
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref5
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref6
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref6
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref6
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref7
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref7
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref7
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref8
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref8
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref8
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref9
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref9
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref9
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref9
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref9
https://doi.org/10.1145/3313831.3376590
https://doi.org/10.1145/3313831.3376590
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref11
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref11
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref11
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref11
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref11
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref12
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref12
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref12
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref12
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref13
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref13
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref13
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref14
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref14
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref14
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref15
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref15
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref15
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref15
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref15
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref16
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref16
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref16
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref16
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref17
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref18
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref19
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref19
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref19
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref20
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref20
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref20
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref20
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref21
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref21
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref21
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref22
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref22
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref22
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref22
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref23
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref23
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref23
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref23
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref24
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref24
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref24
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref24
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref25
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref26
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref26
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref26
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref27
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref27
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref27
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref27
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref28
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref28
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref28
https://doi.org/10.15379/ijmst.v10i3.2953
https://doi.org/10.15379/ijmst.v10i3.2953
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref30
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref31
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref31
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref31
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref31
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref31
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref32
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref32
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref32
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref32
https://api.semanticscholar.org/CorpusID:213222579
https://api.semanticscholar.org/CorpusID:213222579
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref34
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref34
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref34
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref34
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref34
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref34
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref35
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref36
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref36
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref36
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref37
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref37
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref37
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref37
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref38
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref38
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref38
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref39
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref39
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref40
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref40
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref40
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref40
https://arxiv.org/abs/1810.01943
https://arxiv.org/abs/1810.01943
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref42
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref43
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref43
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref43
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref43
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref43
https://fedsoc.org/commentary/fedsoc-blog/the-problem-with-ai-licensing-an-fda-for-algorithms
https://fedsoc.org/commentary/fedsoc-blog/the-problem-with-ai-licensing-an-fda-for-algorithms
https://fedsoc.org/commentary/fedsoc-blog/the-problem-with-ai-licensing-an-fda-for-algorithms
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-software-medical-device
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref46
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref46
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref46
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref47
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref47
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref47
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref47
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref48
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref48
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref48
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref48
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref49
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref49
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref49
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref49
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50


ll
OPEN ACCESS

iScience
Article
Conference for Machine Learning and
Knowledge Extraction (Springer), pp. 45–64.

51. Li, L., Fan, Y., Tse, M., and Lin, K.Y. (2020). A
review of applications in federated learning.
Comput. Ind. Eng. 149, 106854.

52. Qiu, X., Parcollet, T., Fernandez-Marques, J.,
Gusmao, P.P., Gao, Y., Beutel, D.J., Topal, T.,
Mathur, A., and Lane, N.D. (2023). A first look
into the carbon footprint of federated
learning. J. Mach. Learn. Res. 24, 1–23.

53. Hauschild, A.C., Eick, L., Wienbeck, J., and
Heider, D. (2021). Fostering reproducibility,
reusability, and technology transfer in health
informatics. iScience 24, 102803.

54. Hauschild, A.C., Martin, R., Holst, S.C.,
Wienbeck, J., and Heider, D. (2022).
Guideline for software life cycle in health
informatics. iScience 25, 105534.

55. Maxwell, W., and Dumas, B. (2023).
Meaningful Xai Based on User-Centric
Design Methodology: Combining Legal and
Human-Computer Interaction (Hci)
Approaches to Achieve Meaningful
Algorithmic Explainability. Available at SSRN
4520754.
iScience 27, 110603, September 20, 2024 13

http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref50
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref51
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref51
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref51
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref52
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref52
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref52
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref52
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref52
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref53
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref53
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref53
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref53
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref54
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref54
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref54
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref54
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55
http://refhub.elsevier.com/S2589-0042(24)01828-5/sref55


ll
OPEN ACCESS

iScience
Article
STAR+METHODS

KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Other

Explainable artificial intelligence

(XAI) question bank

Proceedings of the 2020 CHI conference on

human factors in computing systems (pp. 1–15).10
https://doi.org/10.1145/3313831.3376590

Extended XAI question bank Proceedings of Mensch und Computer

2023 (pp. 492–497).11
https://doi.org/10.1145/3603555.3608551
RESOURCE AVAILABILITY

Lead contact

Further information and requests should be directed to and will be fulfilled by the lead contact, Akshat Dubey (DubeyA@rki.de).
Materials availability

Given the nature of the research, no datasets or codes are used or produced.
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METHOD DETAILS

The research is focused on the evolving landscape of AI regulations. Although artificial intelligence (AI) has experienced significant growth in

recent years, it has yet to achieve its full potential in real-world applications. This research is divided into four sections. The initial section ex-

amines the advantages of AI and elucidates the reasons behind the relatively slow rate of adoption of AI in critical and high-stakes domains.

The advent of AI has brought with it a number of significant ethical and legal concerns. Consequently, there is a pressing need to address not

only the regulatory policies that will facilitate the implementation of AI in real-world use cases but also how practitioners design and validate

AI applications and workflows. The second part of the research is concerned with the potential of an audience-centric approach to AI, in

conjunction with explainable artificial intelligence, to address significant concerns with AI regulations and satisfy the guidelines set out by

regulatory authorities. The third section of the research presents the XAI-QB, which is a question bank comprising algorithm-informed ques-

tions. These questions serve to assess and validate the AI, thereby fostering trust, faithfulness, and transparency in AI through the application

of design principles. In the fourth part, we have developed a nested model for AI design and validation on top of XAI-QB. The nested model

contains five distinct layers: regulations, domain, data, model, and predictions. At each level, specific prototypical questions must be ad-

dressed, with due consideration given to the guidelines set forth by regulatory authorities. Additionally, illustrative examples have been

provided.
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