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A B S T R A C T

This thesis presents the advancement of electron paramagnetic res-
onance (EPR) spectroscopy for quantitative analysis of paramagnetic
species in harsh aqueous environments.

EPR is the method of choice for investigating and quantifying para-
magnetic species in many applications in materials science, biology,
and chemistry. Of particular interest is the in situ monitoring of para-
magnetic states in solution generated by chemical reactions. However,
their investigation is limited by the concept of commercial EPR spec-
trometers, being based on the use of microwave (MW) resonators. To
perform such in situ experiments, either the entire process must be
confined to the resonator, or the sample solution must flow through
the resonator by means of tubing, limiting the use of EPR to dedicated
laboratories. Consequently, a redesign of EPR spectrometers is required
for the more widespread use of this method.

The EPR-on-a-Chip (EPRoC) device circumvents these limitations
by integrating the entire spectrometer, except for the magnet, onto
a single microchip. Instead of an MW resonator, the planar coil of a
voltage-controlled oscillator (VCO) with a diameter of a few hundred
micrometers is used simultaneously as the MW source and detector.
Frequency-swept EPR spectra can thus be recorded owing to the use of
the VCO, which enables the use of permanent magnets. Covering the
EPRoC with a protective coating enables it to be submerged directly
in the sample solution, leading to a dipstick-type EPR spectrometer,
thereby expanding accessible environments.

To acquire quantitative information of the sample, the effect of the
inherently inhomogeneous MW magnetic field of the planar coil on
the recorded signal amplitude is investigated. It is shown that the
simulations are in good agreement with the experimental results.

The sensitivity of EPR, especially for samples with long relaxation
times, may be improved by means of rapid-scan EPR. This method is
implemented for EPRoC, improving the sensitivity per unit time by
almost two orders of magnitude compared to the standard continuous
wave operation.

An example of application for the EPRoC dipstick is the state of
charge monitoring of a vanadium redox flow battery. Quantitative
EPR measurements show that the EPRoC can be used as a monitoring
device. In addition, these experiments serve as proof of principle for a
quantitative EPRoC dipstick operating in a harsh environment.

In combination with a small permanent magnet, the EPRoC dipstick
may find its way beyond the laboratory as a quantification tool for
paramagnetic species in solution.
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Z U S A M M E N FA S S U N G

In dieser Arbeit wird der Einsatz der Elektronenspinresonanz-Spek-
troskopie (ESR, EPR) für die quantitative Analyse paramagnetischer
Spezies in chemisch aggressiven Lösungen beschrieben.

EPR eignet sich hervorragend zur Untersuchung und Quantifizie-
rung paramagnetischer Spezies in vielen Anwendungen der Materi-
alwissenschaften, Biologie und Chemie. Von besonderem Interesse
ist die in situ-Messung paramagnetischer Zustände in Lösungen, die
durch chemische Reaktionen erzeugt werden. Solche Untersuchun-
gen werden jedoch durch die Konstruktion üblicher EPR-Spektrometer
eingeschränkt, die auf Mikrowellen-Resonatoren (MW) basieren. Um
solche Experimente durchzuführen, muss entweder der gesamte Pro-
zess auf den Resonator beschränkt werden oder die Lösung muss
durch diesen durchgeleitet werden. Zur Vereinfachung dieser Experi-
mente ist folglich eine Neugestaltung der Spektrometer erforderlich.

EPR-on-a-Chip (EPRoC) umgeht diese Einschränkungen, indem das
gesamte Spektrometer, außer des Magneten, auf einen Mikrochip
integriert wird. Anstelle eines Resonators wird die planare Spule ei-
nes spannungsgesteuerten Oszillators mit einem Durchmesser von
einigen hundert Mikrometern verwendet, die gleichzeitig als Mikro-
wellenquelle und -detektor dient. Dies erlaubt, frequenzvariable Spek-
tren aufzuzeichnen, was wiederum den Einsatz von Permanentma-
gneten ermöglicht. Durch eine Schutzbeschichtung kann der EPRoC-
Dipstick direkt in die Probenlösung eingetaucht werden, wodurch die
zugänglichen Probenumgebungen erweitert werden.

Um quantitative Informationen über die Probe zu erhalten, wird der
Einfluss des inhärent inhomogenen MW-Feldes der planaren Spule auf
das Messsignal untersucht, was mit Simulationen gut übereinstimmt.

Die Rapid-Scan-Methode ist eine hervorragende Möglichkeit um
die Empfindlichkeit der EPR zu verbessern. Diese wird in den EPRoC

implementiert und getestet, wobei die Empfindlichkeit um fast zwei
Größenordnungen gegenüber dem Dauerstrichbetrieb verbessert wird.

Als Beispiel einer Anwendungsmöglichkeit wird der Ladezustand
eines Vanadium-Redox-Flussakkumulators untersucht. Quantitative
Messungen zeigen, dass EPRoC als Überwachungsmethode verwendet
werden kann. Darüber hinaus zeigen die in dieser Arbeit vorgestellten
Experimente, dass mit dem EPRoC-Dipstick quantitative Messungen in
chemisch aggressiven Lösungen durchgeführt werden können.

Der EPRoC-Dipstick verfügt als innovative Methode über die besten
Voraussetzungen, um in Zukunft über das Labor hinaus als Quantifi-
zierungswerkzeug für paramagnetische Spezies in Lösung eingesetzt
zu werden.
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1
I N T R O D U C T I O N

Electron paramagnetic resonance (EPR, ESR) spectroscopy is a widely
used, powerful and non-invasive spectroscopic technique sensitive
to and selective for paramagnetic species employed in a variety of
fields such as physics, chemistry, biology, materials science, life sci-
ence, and medicine. It is commonly applied for quality control and
chemical analyses, the identification and characterisation of radicals
[1, 2], paramagnetic defects [3–5] and spin dependent processes in
semiconductors and devices [6–8], transition metal ion states in bio-
logical samples [9], and for assignment of the electronic and atomic
structure of paramagnetic states during chemical reactions [10, 11].

Commercial EPR spectrometers are routinely used for sensor-like
applications by means of quantitative EPR, where the paramagnetic
centres in the specimen are quantified [12]. This property is used in
numerous applications such as radiation dosimetry [13–16], ESR dating
for archaeological objects [17–19], food control [20, 21], environmental
science [22–24] and materials science [3, 5, 25–30]. Of particular interest
is the in situ monitoring of paramagnetic species in solution generated
by chemical reactions. Examples of such applications are food analysis,
where the degradation of beer [31] and of edible oil [32] is monitored,
clinical EPR for the quantitation of reactive oxygen species with spin
traps [33, 34] or in situ monitoring of the radical concentration in
electrolytes of redox flow batteries (RFBs) [35–37].

However, the current design of commercial spectrometers is far
from optimal for such experiments. These devices usually employ
an microwave (MW) cavity resonator, with a large quality factor (Q)
to couple the magnetic part of the microwave, B1, to the sample. To
obtain the resonance condition, an electromagnet is used to sweep
the external magnetic field aligned perpendicular to the magnetic
field of the MW, while the MW frequency is kept constant. Due to the
low bandwidth of the cavity, MW frequency sweeps are not feasible
without distorting the EPR spectra. Typically, the sample resides in
capillary tubes with diameters of a few millimetres, which is inserted
in the centre of the cavity. Consequently, this strongly limits available
sample space and with that the applicability of the technique.

Therefore, complicated experimental configurations are required for
in situ investigations. Relatively simple experiments include flowing
the reactants inside tubings through the cavity for the investigation of
the electrolyte of redox flow batteries [37, 38] or homogeneous cata-
lytic gas-phase reactions [39]. More complicated experiments include
spectro-electrochemical EPR for catalysis research, in which an entire
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2 introduction

electrochemical cell or at least its working electrode is placed in the
sample tube [40, 41], the observation of film growth of hydrogenated
amorphous silicon inside the cavity [42–45], or the investigation of rad-
ical formation through heterogeneous reaction of ozone and polycyclic
aromatic compounds [46].

For more widespread use, certain application-specific EPR spectro-
meters have been developed, such as a miniaturised EPR “dipstick”
[47] for investigation of paramagnetic species in solution, the EPR

mobile-universal-surface-explorer (EPR-MOUSE) to examine surfaces of
e.g. ancient pottery/stoneware or paint pigments on canvas [48], a
near-field EPR spectrometric probe for biomedical studies [49], and
a hand-held EPR probe for transcutaneous oximetry [50]. Most of
these spectrometers are built such that the EPR probe is inserted in or
placed onto the sample. This paradigm shift allows the investigation
of samples that could not be investigated previously. However, most of
the aforementioned spectrometers still require external MW circuitry,
commonly referred to as MW bridge, for generation and detection of
the MW. This limits their application again to dedicated laboratories.

Consequently, a complete redesign of EPR spectrometers, including
the MW bridge, is necessary. Advancements in semiconductor fabric-
ation technology have driven the development of new types of EPR

spectrometers known as EPR-on-a-Chip (EPRoC) devices [51–54]. In
these devices, either a traditional MW bridge [53, 54] or variations
thereof are miniaturised into a single integrated circuit. The latter util-
ises either a fixed-frequency oscillator [51, 52] or a voltage-controlled
oscillator (VCO) [55] to detect the EPR signal. In the latter method,
a planar microcoil with a diameter of a few hundred micrometres,
which is part of the VCO circuit, functions as both an MW source
and EPR detector. The concept of employing a VCO instead of an MW

bridge to excite and detect nuclear magnetic resonance signals was
initially proposed in 1950 [56]. This approach is significant because
it overcomes the conventional trade-off between the resonator Q and
detection sensitivity, enabling frequency-swept EPR across wide MW

frequency ranges with nearly constant sensitivity [57]. Consequently,
it allows the use of permanent magnets, resulting in smaller, cost-
effective, battery-operated spectrometers, as recently demonstrated
[55, 58–60]. To arrive at a hand-held, battery-operated, frequency-
swept, and quantitative in situ EPRoC device with a small permanent
magnet utilisable for environmental or medial applications, a plethora
of requirements need to be met.

Based on the previous studies, the development of the EPRoC to-
wards a submersible dipstick-type spectrometer for harsh aqueous
environments capable of delivering quantitative in situ data will be
discussed in this thesis from a spectroscopist’s perspective. The EPRoC

dipstick will then be applied to a real-world problem, that is the state
of charge (SOC) monitoring for a vanadium redox flow battery (VRFB).
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While this thesis focusses on understanding of the EPRoC from the
application side, the development of further designs of the EPRoC,
suitable permanent magnets as well as additional required electronics
is discussed elsewhere. Each of the following paragraphs shortly in-
troduces one of the main chapters in this thesis describing one of the
requirements for developing a quantitative EPRoC spectrometer that
may be utilised in harsh aqueous environments.

First, the general properties of the spectra recorded with the EPRoC

as well as the influence of experimental parameters need to be under-
stood in detail. Possible means to investigate powder, thin film and
solution samples are presented.

Second, for quantitative EPR, ideally the exciting B1 should uni-
formly cover the entire sample; however, the B1 inhomogeneity of
planar microcoils especially perpendicular to the plane is generally
large. In addition, commonly, the sample can extend beyond the effect-
ive B1 or only occupy a small portion, which significantly complicates
quantitative analysis. To accurately quantify an extended sample, a
calibration sample with a known number of spins of exactly the
same geometry and properties is necessary to minimise the impact
of inhomogeneous B1. Alternatively, the spatial distribution of B1

must be experimentally determined to correct for varying signal amp-
litudes resulting from inhomogeneities in the B1 distribution across
the sample volume. The latter approach allows to calibrate the spec-
trometer such that only the sample geometry needs to be determined.
In resonator-based EPR, the spatial distribution is typically established
by comparing the EPR signal of a point sample relative to its position
within the cavity. Similar experiments are performed to map the mi-
crowave magnetic field for the EPRoC, which are complemented by
finite-element simulations of the B1 distribution.

Third, the sensitivity of any spectroscopy is one of its most important
characteristics. Generally, there are multiple routes to improve the
sensitivity of the EPRoC. For instance, by injection locking of multiple
VCOs to a so-called EPRoC array [61], spatial averaging may be achieved
improving the sensitivity with the square root of the number of VCOs.
The sensitivity may also be improved by utilising the rapid-scan EPR

(RS-EPR) technique introduced by the Eaton group [62]. It is particularly
useful for samples with long relaxation times. This technique offers
an advantage over continuous wave EPR (CW-EPR) because it permits
the application of much higher microwave excitation fields (B1) to
the sample before saturation effects become apparent. By spending
less time on resonance, the RS technique overcomes the MW saturation
limitations of the spin system and enhances the signal-to-noise ratio
(SNR) compared to traditional CW-EPR [62]. This is achieved by rapidly
scanning the magnetic field or MW frequency such that the resonance
is passed in a time shorter than the relaxation times. While usually
the magnetic field is rapidly scanned, the frequency sweep capability
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of the EPRoC offers a simple means to accomplish RS-EPRoC, without
the need for complicated instrumentation such as dedicated RS coils
and amplifiers. Within this thesis, the RS technique with successful
deconvolution is established.

Finally, the EPRoC dipstick is applied to a real-world application. Ex
situ quantitative EPRoC experiments of the positive electrolyte solution
of a VRFB battery for monitoring the state of charge serve as proof-of-
concept experiments for quantitative dipstick type EPRoC experiments
in a strongly acidic solution.

The thesis is structured as follows. Chapter 2 provides the basic
theoretical principles of EPR including the resonance phenomenon, the
spin Hamiltonian formalism, the famous Bloch equations and their
steady-state solution for CW-EPR. A short introduction to RS-EPR is
given. Chapter 3 lays the foundations for the EPRoC work discussed
in the remainder of the thesis. This includes a review of “micro”-
EPR (microresonator, oscillator), different detection schemes with the
EPRoC, the EPRoC array and the saturation behaviour. In Chapter 4,
the experimental configuration in the Berlin Joint EPR Laboratory at
Helmholtz-Zentrum Berlin for CW- and RS-EPRoC, preparation of the
standard samples and the resonator-based EPR experimental configura-
tions are discussed. In this chapter, the materials and methods relevant
for all main chapters may be found. Each of the main chapters de-
scribed below contains its own introduction as well as materials and
methods sections specific for the chapter, so that each main chapter
stands on its own. Chapter 5 is hands-on and focuses on understand-
ing of the EPRoC signals in detail. Several means to investigate samples
with different phases are described, including the introduction of the
EPRoC dipstick. Additionally, the influence of experimental and sample
parameters on the EPRoC signals is discussed. The MW magnetic field
distribution and its effect on the measured EPRoC signal is discussed
in Chapter 6. Furthermore, the injection-locked EPRoC array will be
explored. While chapters 5 and 6 were mainly concerned with a basic
understanding of CW-EPRoC, Chapter 7 deals with the application of
a recently developed measurement technique, RS-EPR, on the EPRoC.
Here, proof-of-principle RS-EPRoC experiments exhibit an improved
sensitivity compared to CW-EPRoC. In addition, a perspective for future
improvements is given. Chapter 8 shows a possible real-world applic-
ation of the EPRoC. This is the monitoring of the SOC of a VRFB with
a submersible quantitative EPRoC sensor. With regard to the EPRoC

technology, these experiments serve as proof-of-principle experiments
for further applications of the EPRoC in harsh solution environments.
The last chapter summarises the findings of this thesis and puts them
in a broader perspective for future applications.



2
B A S I C P R I N C I P L E S O F E L E C T R O N PA R A M A G N E T I C
R E S O N A N C E

The theoretical part is divided into two chapters. While this chapter
covers the basic principles to understand conventional electron para-
magnetic resonance (EPR) spectroscopy, the second theory chapter
deals with the EPR-on-a-Chip (EPRoC) technology. This chapter is struc-
tured as follows. The physical principles of EPR are explained based
on the spin Hamiltonian formalism and the vector picture including
Bloch’s equations. The latter are used to describe continuous wave
EPR (CW-EPR) spectra. Certain lineshape broadening mechanisms are
discussed. Resonator-based CW-EPR spectrometers are introduced in
a nutshell. Furthermore, quantitative EPR, saturation and one of the
most important parameters, the spin sensitivity, is introduced. At last,
the rapid-scan EPR (RS-EPR) technique is introduced with theoretical
considerations based on Bloch’s equations.

2.1 the resonance phenomenon

Electrons posses an intrinsic spin angular momentum associated with
the operator S inducing a magnetic moment µe. The classical analogon
for a free electron spin is a spinning charged sphere of which the
magnetic moment may be calculated by

µe = γS = −ge
e

2me
S = − geµB

h̄
S, (2.1)

where γ = −geµB/h̄ is the gyromagnetic ratio of the electron, ge ≈
2.0023 is the g-factor of the free electron, µB is the Bohr magneton,
e is the elementary charge, me is the mass of the electron, and h̄ is
the reduced Planck’s constant. In the classical picture, the g-factor is
required to account for the deviations of the behaviour of the electron
as a quantum object. The negative sign indicates that the magnetic
moment for an electron is anti-parallel to its spin. The Bohr magneton

µB =
eh̄

2me
(2.2)

introduced in Equation 2.1 is the magnetic moment for one unit of
quantum mechanical angular momentum. Classically, the energy, E of
a magnetic moment, µ in a magnetic field, B is described by

E = −µ · B. (2.3)

5



6 basic principles of electron paramagnetic resonance

For a quantum-mechanical system, the magnetic moment, µ, may be
replaced by the appropriate operator such that the corresponding
Hamilton operator is obtained as

H = geµBS · B. (2.4)

For a free electron exposed to a magnetic field in z-direction with
magnitude B0 this operator simplifies to

H = geµBSzB0. (2.5)

Sz is the only operator on the right-hand side of Equation 2.5, so the
eigenvalues of the Hamiltonian are multiples of the eigenvalues of
itself

E = msgeµB · B0, (2.6)

where ms = ±1/2 is the spin quantum number. Hence, there are
two states which are degenerate in zero magnetic field, B0. Upon
application of a magnetic field, their energy separation, ∆E increases
linearly with B0

∆E = geµBB0, (2.7)

which is referred to as Zeeman effect. The energy separation of two
levels can be matched to the energy of a quantum of radiation h f
which gives the resonance condition for a free electron

h f = geµBB0, (2.8)

which forms the basis of EPR spectroscopy.
The absorption of radiation depends on transition probabilities

between the two energy states, which in turn are a function of the pop-
ulation difference, ∆N. In thermal equilibrium, relative populations
may be described by Boltzmann statistics and is given by

N+/N− = e−∆E/kBT, (2.9)

where N+ and N− are the populations of the spin states, kB is the
Boltzmann constant, T is the temperature, and ∆E as defined above.
The population may be calculated from the relative populations and
is given by

∆N
Ns

=
N+ − N−
N+ + N−

=
1 − e−∆E/kBT

1 + e−∆E/kBT , (2.10)

where Ns is the total number of spins and ∆N = N+ − N− is the
population difference of the two spin states.
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2.2 spin hamiltonian

In the previous section, the Hamiltonian of an isolated free electron
was discussed. This gives rise to an EPR spectrum with single resonance
line fulfilling at the resonance condition of Equation 2.8. However,
such free electrons are rarely observed in real-world paramagnetic
species. Instead, they are influenced by magnetic interactions with
their local environment such as hyperfine interaction (HFI) with nearby
nuclear spins. These interactions may lead to many different energy
states between which allowed transitions exist, resulting in a plethora
of spectral lines. The energies of a spin system can be described by
the so-called spin Hamiltonian. All paramagnetic species presented in
this thesis can be described by a spin-1/2 system with HFI. Therefore,
their spin Hamiltonian is given by [63]

Ĥ = ĤEZ + ĤHF. (2.11)

The first term describes the electron Zeeman interaction, while the HFI is
described by the second. Other contributions such as nuclear quad-
rupole interaction or nuclear Zeeman interaction are neglected in
Equation 2.11. Zero-field splitting only occurs for spin systems with
a total spin > 1/2 [64]. As the spin Hamiltonian concept exists since
the dawn of EPR, it is described in many textbooks such as [65–69].

2.2.1 Electron Zeeman interaction

Equation 2.5 was derived assuming a free electron spin which was
quantised along the external field B. Usually, however, the electron
spin is not free but bound in a material environment so that the g-
factor deviates from the g-value of the free electron, ge. While for
organic radicals the deviation is usually smaller than 0.5 %, the g-
value for transition metal ions spans over a wide range of values [68].
The g-value can be used as a fingerprint of a material, similar to the
chemical shift in nuclear magnetic resonance (NMR). The electronic
Zeeman term of the spin Hamiltonian representing the interaction of
the electron spin S with the external magnetic field B is described by
[68]

ĤEZ = −Bµ̂ = µBB⊤gŜ, (2.12)

where µ̂ and Ŝ are the angular momentum and spin operator, and
g is the so-called g-tensor, formally a 3 × 3 matrix, containing all
spatial information from the environment. Generally, the g-tensor is
anisotropic and only for cubic or higher symmetry reduces to a scalar.



8 basic principles of electron paramagnetic resonance

Usually g is symmetric, so it can be diagonalised to its principal axes
system and Equation 2.12 becomes

ĤEZ = µB

(
Bx By Bz

)gx

gy

gz


Ŝx

Ŝy

Ŝz

 = µB ∑
i=x,y,z

BigiŜi,

(2.13)

where gx, gy and gz are the principal values of the g-tensor. As men-
tioned above, for gx = gy = gz, the tensor reduces to a scalar and is
referred to as cubic or isotropic. If two principal values are equal, the g-
tensor is referred to as axial. In absence of symmetry, i.e., gx ̸= gy ̸= gz,
the g-tensor is referred to as rhombic.

2.2.1.1 g-anisotropy

The extent of observed g-anisotropy depends on the state of the sample.
[68] For samples with randomly oriented spins in a solid, e.g., frozen
solutions or powder samples, all orientations of the paramagnetic
centre with respect to the external magnetic field are equally probable.
This leads to so-called powder spectra, where each orientation is
observed. Simulation of such powder spectra can be performed with
the function pepper of the EasySpin [70] software package.

For samples in solution, however, the molecules tumble so that they
lose their fixed orientation with respect to the external magnetic field.
This may lead to an averaging of the g-anisotropy depending on the
rate of reorientation of the molecule compared to the timescale of the
observation, i.e., the inverse of the microwave (MW) frequency. The
time of reorientation may be described by a rotational correlation time,
τc. If τc is much longer than the inverse MW frequency, the sample
seems frozen and exhibits a powder-like spectrum. In the opposite
case, i.e., τc ≪ 1/ fmw, the g-anisotropy will be completely averaged
out. In this case, the resonance will be observed at a magnetic field
corresponding to giso = 1

3 tr(g) leading to a so-called isotropic fast
motion spectrum. This can be simulated with the function garlic of
the EasySpin software package [70]. Between the two extreme cases,
a mixture of powder and fast-motion spectrum appears, which is
called slow-motion spectrum. The latter can be simulated using chili of
EasySpin [70]. In first order approximation, the rotational correlation
time can be calculated from the Stokes-Einstein equation as [68]

τc =
4πηR3

3kBT
,

where η is the viscosity of the solution, R is the hydrodynamic radius,
kB is the Boltzmann constant, and T the temperature of the sample.
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2.2.2 Hyperfine Interaction

The HFI arises from the magnetic interaction of the electron spin with
nuclear spins in its close surroundings. Alongside the g-value, it is
one of the most important sources of information in EPR spectroscopy
allowing to identify paramagnetic centres and giving insights into
the ligand sphere. As these interactions may result in complicated
spectra overlaid by other interactions, sophisticated pulse methods
such as electron-nuclear double resonance (ENDOR) [71], electron-
electron double resonance (ELDOR)-detected NMR [72], and electron
spin echo envelope modulation (ESEEM) [73] have been developed,
which allow disentangling HFIs in great detail.

A detailed derivation of the HFI Hamiltonian is performed in many
EPR textbooks including [65, 67], and only the most important results
are stated here. The derivation uses the fact that the magnetic inter-
action corresponds to the classical dipole-dipole interaction between
the magnetic moments of the electron and the nucleus placed at a
distance r with respect to each other.

Using this approach, the Hamiltonian of the HFI of an electron spin
S and a nuclear spin I is given by

ĤHF/h = Ŝ⊤AÎ =
(

Ŝx Ŝy Ŝz

)Axx Axy Axz

Ayx Ayy Ayz

Azx Azy Azz


 Îx

Îy

Îz

 , (2.14)

where A is the so-called hyperfine-coupling tensor in units of MHz,
Ŝ and Î are the spin operators for the electron and nuclear magnetic
moments, respectively. The hyperfine-coupling tensor can be split
apart into the isotropic Fermi contact interaction (r = 0) and the
electron-nuclear dipolar interaction (r > 0) as

A = aisoI3 + T (2.15)

where aiso is the isotropic hyperfine-coupling constant, I3 is the 3 × 3
identity matrix, and T is the anisotropic dipolar coupling tensor. The
isotropic hyperfine-coupling constant is given by [67]

aiso =
2
3

µ0geµBgNµN |Ψ0 (0)|2 , (2.16)

where µ0 is the magnetic constant, gN and µN denote the nuclear g
value and nuclear magneton, respectively, and |Ψ0 (0)|2 is the electron
spin density at the position of the nucleus at r = 0.

The elements of T of the electron-nuclear dipolar interaction take
the form

Tij =
µ0

4π
µ0geµBgNµN

〈
Ψ0

∣∣∣∣3rirj

r5 − δij

r3

∣∣∣∣Ψ0

〉
, (2.17)
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where Ψ0 is the ground-state wave function and δij is Dirac’s delta
function. Usually, T can be diagonalised by a rotational transformation
to its eigenframe as

Tdiag = R⊤ (α, β, γ) TR (α, β, γ)

=

Tx

Ty

Tz

 = T

−(1 − ρ)

−(1 + ρ)

2

 ,
(2.18)

where the diagonal elements have been replaced by an axial compon-
ent T = Tz/2 and a rhombic component ρ =

(
Tx − Ty

)
/2. In this case,

the HFI is characterised by the three parameters aiso, T, and ρ.
In this work, both hyperfine interactions with axial symmetry (A⊥ =

Ax = Ay = aiso − T; A∥ = Az = aiso + 2T) and rhombic symmetry
(Ax = aiso − T + ρ; Ay = aiso − T − ρ; Az = aiso + 2T) are considered
for vanadyl ions and 4-hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl
(tempol) in solution, respectively.

2.3 vector picture

Although the electron spin is a quantum mechanical quantity, the
description with a semi-classical model using Bloch’s equations can
explain many effects of a spin system in an external magnetic field
absorbing quanta of radiation. It is especially suited to obtain easily
manageable equations for the so-called saturation behaviour explained
later. Similarly to the theory of the spin Hamiltonian, the vector picture
is described in many textbooks including [65, 66, 69, 74, 75].

2.3.1 Motion of the magnetisation in a magnetic field

The magnetic moment µ of an electron spin in the presence of an
arbitrary and possibly time-dependent magnetic field B(t) experiences
a torque described by the equation of motion as

dµe

dt
= µe × (γB(t)) (2.19)

For an ensemble of NS unpaired electron spins, the macroscopically
measured quantity is the magnetisation M, which is the magnetic mo-
ment per unit volume V. Thus, the magnetic moment in Equation 2.19
may then be replaced by the sum of magnetic moments and for a static
magnetic field B0 along z reads

dM
dt

= M × (γB0) = |γ| B0 × M, (2.20)

with

M =
1
V

NS

∑
i

µe,i. (2.21)
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resulting in a precession about B0 with a frequency of

ω0 = |γ| B0 (2.22)

referred to as Larmor frequency.
The motion of the magnetisation in a static magnetic field, B0 =

(0, 0, B0)
⊤ and a time-varying magnetic field, B1(t), is described by

dM
dt

= |γ| (B0 + B1(t))× M = |γ| B0 × M + |γ| B1(t)× M. (2.23)

In the case of a circularly polarised magnetic field, B1, with a (MW)
frequency ω = 2π f described by

B1(t) = B1

cos ωt

sin ωt

0

 (2.24)

Equation 2.23 describes a nutation, which is a superposition of two pre-
cessions about B0 and B1(t) with their respective Larmor frequencies
ω0 and ω1 = |γ| B1.

For simplicity, it is useful to transform Equation 2.20 and Equa-
tion 2.23 from the laboratory frame (x, y, z) to a so-called rotating
frame (x′, y′, z′) revolving with a frequency ω about the z-axis. Using
the conversion of infinitesimal changes of dM to d′M [74]:

dM = d′M + ωdt × M ↔ dM
dt

=
d′M
dt

+ ω × M (2.25)

we can rewrite Equation 2.20 in the rotating frame as

d′M
dt

= |γ|
(

B0 −
ω

|γ|

)
× M = Ω × M, (2.26)

where Ω = ω0 − ω is the resonance offset describing the difference
of the Larmor frequency to the rotation frequency, ω. Comparing
Equation 2.20 with Equation 2.26, it can be seen that the motion of
the magnetisation in the rotating frame obeys same equation as in the
laboratory frame if the magnetic field, B0, is replaced by an effective
field B0 − ω/ |γ|.

Taking the time-dependent magnetic field from Equation 2.24 into
consideration, which is time-independent in the rotating frame, the
effective magnetic field reads

Beff = B1 + B0 −
ω

|γ| . (2.27)

Thus, the effective magnetic field is time-independent in the rotat-
ing frame. Therefore, the magnetisation precesses about Beff with a
frequency of

ωeff = |ω1 + Ω| =
√

ω2
1 + Ω2, where Ω = ω0 − ω. (2.28)
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Resonance occurs for Ω = 0, which is the equivalent to the resonance
condition expressed in Equation 2.8. In this case, the Larmor frequency
and the rotation frequency, ω coincide and Beff = B1. Then, the
magnetisation precesses only about B1 at a frequency ω1 = |γ| B1.
Far away from resonance, the effective magnetic field is either nearly
parallel (Ω ≫ 0) or anti-parallel (Ω ≪ 0) to B0. Specifically, the angle
inclined by M and Beff may be written as

θeff = arctan(ω1/Ω). (2.29)

The equation of motion was derived with the assumption of a circu-
larly-polarised microwave, the solutions obviously only apply for these.
Common EPR spectrometers, however, usually use linearly polarised
microwaves, e.g. B1 = (2B1 cos ωt, 0, 0)T [66]. Linearly-polarised waves
may be decomposed in two circularly-polarised waves with equal
magnitude and opposite directions:

B1,lab = Br
1,lab (+) + Bl

1,lab (−)

= B1
(
cos(ωt)êx + sin(ωt)êy

)
+ B1

(
cos(ωt)êx − sin(ωt)êy

)
,

(2.30)

where êx and êy are unit vectors in x- and y-direction. In the rotating
frame, the right-hand polarised field behaves as described before
and is time-independent. The left-hand polarised field, however, is
still time-dependent1 and off-resonant by approximately 2ω. Usually
2ω ≫ ω1, so that the left-hand polarised field may be neglected.
Hence, the solutions are also valid for linearly polarised microwaves.

2.3.2 Relaxation and Bloch equations

As explained in Section 2.3.1, the magnetisation, M precesses about
the effective field in the rotating frame, which may be considered
an equilibrium position. If the magnitude or direction of this field is
suddenly changed, the magnetisation will adapt to an equilibrium
position in a certain time. For instance, if the effective field changes
to zero, the magnetisation will return to its equilibrium position,
M0. This process is called relaxation and will be discussed in the
following. When including relaxation rates in the equations describing
the motion of the magnetisation (cf. Equation 2.23), we obtain the
famous Bloch equations first introduced by Felix Bloch in 1946 [76].
These rates merely explain phenomenologically the behaviour of the
relaxation of the magnetisation and may be caused by a number of
different processes. A general overview of relaxation mechanisms may
be found in ref. [77], while comprehensive discussions of quantum-
mechanical relaxation theory may be found in refs. [65, Chapter 8]
and [66, Chapter 8].

1 Bl
1,rot = B1 (cos (2ωt) , sin (2ωt) , 0)⊤
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The relaxation of the z-component of M is called spin-lattice or
longitudinal relaxation and described may be described with a time
constant, T1. Here, an energy exchange between the spin system and
the ’lattice’ establishing thermal equilibrium, which can be described
by

dMz(t)
dt

= −Mz(t)− M0

T1
. (2.31)

In the early days of EPR spectroscopy, relaxation studies were mainly
investigating crystalline solids, so that the term ’lattice’ meant crys-
tal lattice. Nowadays, however, the ’lattice’ is a more general term
describing whatever surrounds the unpaired electron [77].

The relaxation in the xy-plane is called spin-spin or transversal relax-
ation and is described by a relaxation time, T2. In thermal equilibrium,
i.e., without field, Mx and My are zero since individual spins have no
phase coherence. On resonance (Ω = 0), however, the magnetisation
is turned about x′ in the rotating frame leading to a phase coherence
which results in a magnetisation component in the xy-plane. After ex-
citation this phase coherence is lost due to local interactions between
the individual spins. For this reason, the transverse magnetisation
decays to zero, which can be expressed by

dMx(t)
dt

= −Mx(t)
T2

and
dMy(t)

dt
= −My(t)

T2
. (2.32)

Introducing the expressions for relaxation of Equation 2.31 and
Equation 2.32 into the equation of motion in the rotating frame leads
to the famous Bloch equations:

dMx

dt
= −ΩMy −

Mx

T2
(2.33a)

dMy

dt
= ΩMx − ω1Mz −

My

T2
(2.33b)

dMz

dt
= ω1My −

Mz − M0

T1
. (2.33c)

These equations are a set of coupled ordinary differential equations
that may be solved numerically to investigate the dynamics of spin-1/2
systems.

For a sufficiently slow scan of either magnetic field, B0, or MW

frequency, νmw = 2πω, compared to the relaxation rates, an equilib-
rium between relaxation and MW absorption occurs such that a steady
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state emerges. Under these conditions, that is dM/dt = 0, the Bloch
equations in Equation 2.33 have a straightforward solution:

Mx = M0ω1
ΩT2

2

1 + Ω2T2
2 + ω2

1T1T2
=

χ′(t)B1

µ
, (2.34a)

My = −M0ω1
T2

1 + Ω2T2
2 + ω2

1T1T2
=

χ′′(t)B1

µ
, (2.34b)

Mz = M0
1 + Ω2T2

2

1 + Ω2T2
2 + ω2

1T1T2
, (2.34c)

where M0 = χ0B0/µ is the equilibrium magnetisation with the static
magnetic susceptibility χ0 and the permeability µ = µrµ0.

In Equation 2.34, the dynamic transverse susceptibility χ = χ′ + iχ′′

with the dispersive part χ′ and the absorptive part χ′′ of the complex
susceptibility has been introduced:

χ′ = χ0
ω0ΩT2

2

1 + Ω2T2
2 + ω2

1T1T2
(2.35a)

χ′′ = χ0
ω0T2

1 + Ω2T2
2 + ω2

1T1T2
(2.35b)

In resonator-based CW-EPR with a reflection cavity (cf. Chapter 4),
the spin system absorbs MW energy on resonance, which modifies
the impedance of the cavity. The real (dispersive) part of the trans-
verse magnetic susceptibility (Equation 2.35a) changes the inductance
leading to a frequency change of the cavity, while the imaginary (ab-
sorptive) part of the transverse magnetic susceptibility changes the
resistance of the cavity resulting in a phase shift. Usually, an automatic
frequency control (AFC) is used to remove the frequency shift caused
by the dispersive part and only the absorptive part is measured [66,
78].

To record an EPR spectrum, either the static magnetic field, B0, or
the frequency of the MW, f = 2πω, are swept, such that either the
Larmor frequency or the MW frequency becomes a function of time,
respectively.

Additionally, in absence of saturation, that is ω2
1T1T2 ≪ 1, χ′ and

χ′′ have fixed relationship described by the so-called Kramers-Kronig
relation [79], which is given by

χ′(ω) =
1
π

P
∫ +∞

−∞

χ′′(ω′)
ω′ − ω

dω′, (2.36a)

χ′′(ω) = − 1
π

P
∫ +∞

−∞

χ′(ω′)
ω′ − ω

dω′, (2.36b)

where P denotes the Cauchy principle value. This relation allows to
convert an absorption spectrum to a dispersion spectrum and vice
versa.
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2.3.3 Line broadenings

The lineshapes observed in EPR spectroscopy are not infinitely sharp
but are broadened by different mechanisms. In absence of saturation,
the absorptive part of the susceptibility, χ′′, displays a Lorentzian
lineshape with a peak-to-peak linewidth in magnetic field units of the
first derivative spectrum of

Γ = ∆Bpp =
2√

3γT2
. (2.37)

Since this quantity can directly be read off absorption spectra, it is
common to state this value instead of the full width at half maximum
(FWHM). This broadening is due to dephasing of the spins in the
xy-plane and is referred to as homogeneous broadening or Lorentzian
broadening.

So-called inhomogeneous broadening may be caused for instance by
a distribution of g- and A-values. These distributions may often be
described by a Gaussian distribution of the respective value. Therefore,
this broadening is also called Gaussian broadening. Such distributions of
the g-value may be found in amorphous materials such as amorphous
silicon (a-Si), which will be used in the course of this thesis.

For paramagnetic species in solution so-called concentration broad-
ening may be observed upon increasing its concentration. The first
observation of such a broadening is reported in ref. [80] for Fremy’s
salt in aqueous solution. The effect may be described by Heisenberg
exchange, also known as electron-spin exchange [65, 69], which was
first suggested in ref. [81]. In dilute solutions, the paramagnetic spe-
cies are well separated so that they do not interact. For solutions with
a high concentration of paramagnetic species, however, this is not
the case any longer. Due to diffusion, occasional collisions between
the paramagnetic species occur. Upon such a collision, the exchange
interaction is “switched on” for a short time allowing an exchange of
their spin states. In this case, the electron repulsion gets significant
and leads to an exchange contribution to the energy, which may be
described by a Hamiltonian as

ĤHE = −2JS1 · S2, with (2.38)

J = ⟨Ψa (1)Ψb (2)|
(
e2/r12

)
|Ψa (1)Ψb (1)⟩ , (2.39)

where Ψ1,2 are the wave functions of electron 1 and 2, respectively, e is
the electron charge, and r12 is the distance between the electrons. This
leads to a linewidth contribution in the EPR spectrum, which depends
on the concentration.

2.4 resonator-based continuous-wave epr

In this section, a very brief overview of the most important parts of
resonator-based EPR spectrometers are given. A short review about
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Figure 2.1: Simplified schematic of a resonator-based reflection-type CW-EPR

spectrometer with homodyne detection. In the MW bridge, usually
a Gunn diode is used as an MW source. An attenuator is used
to reduce the MW power. The source is connected to the high-Q
resonator through a circulator. The resonator couples the MW

magnetic field component, B1, to the magnetic susceptibility, χ,
of the sample. The reflected MW is detected by a detector diode,
which is connected through the same circulator. The circulator en-
sures a unidirectional coupling of source to resonator to detector.
The reference arm is used to bias the detector diode ensuring its
operation in the linear regime. The external magnetic field, B0, is
swept using an electromagnet while keeping the MW frequency
constant to obtain an EPR spectrum.

EPR instrumentation is presented in ref. [82], while a comprehensive
treatise is published in ref. [78].

A simplified schematic of a resonator-based EPR spectrometer with
homodyne detection is depicted in Figure 2.1. They typically employ
MW bridges containing an MW source and detector (diode) in combin-
ation with an MW resonator (volume ∼cm3) with a large quality factor,
Q, to enhance the signal-to-noise ratio (SNR). The resonator couples
the MW magnetic field component, B1, to the magnetic susceptibility,
χ, of the paramagnetic sample. A circulator is used to connect the
resonator to the source as well as to the detector. This ensures a uni-
directional coupling of the MW, i.e., the MW source is not influenced
by the magnetic resonance. Commonly, a reference arm is used to
bias the detector with some low power MW such that it operates in
the so-called linear regime. To obtain an EPR spectrum, the external
magnetic field, B0, is swept using an electromagnet while keeping the
MW frequency constant.

Usually, cavity resonators or dielectric ring resonators are employed,
which serve two purposes. First, the MW power is “concentrated” at
the sample position enhancing the SNR. Second, because standing
waves are formed in the resonator, the electric, E1, and magnetic field
component, B1, of the MW are exactly out of phase, i.e., the maximum
B1 occurs at position where E1 is at a minimum and vice versa. This is
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particularly useful for samples with a high dielectric constant, as these
tend to absorb MW non-resonantly via the electric field component.
The quality factor (Q) of a resonator describes how efficient MW are
stored and is defined as the ratio of the energy stored and the energy
losses per MW cycle. The quality factor may also be defined by the
ratio of the MW frequency and its bandwidth. For a Q of 1000 in the
X-band (∼10 GHz), the bandwidth is 10 MHz.

To improve the SNR, CW-EPR spectra are usually recorded using
phase-sensitive detection (PSD). To this end, the static magnetic field
is modulated using small modulation coils attached to the resonator.
The spectrum is then recorded with an lock-in amplifier (LIA). The
modulation frequency is usually up to 100 kHz and the modulation
amplitude chosen so small such that the lineshape is not distorted
[12, Section 4.8]. Due to the modulation, the first derivative of the
spectrum is recorded.

2.4.1 Quantitative EPR

EPR can be used as a quantitative method providing the absolute num-
ber of spins or concentration of the sample. While ref. [12] provides a
comprehensive overview over quantitative EPR and its difficulties, only
a short treatise is given here. The signal voltage of a reflection-type
resonator-based EPR spectrometer depends on different experimental
parameters as [12, 78, 83]

Vres = χ′′ηQ
√

PmwZ0, (2.40)

where χ′′ is the absorptive component of the magnetic susceptibility
of Equation 2.35b, Pmw is the applied MW power, and Z0 is the charac-
teristic impedance of the transmission line, η is the filling factor, and
Q is the quality factor of the resonator. The filling factor, η, describes
the ratio of magnetic energy stored in the sample to the magnetic
energy stored in the resonator and is defined as

η =

∫
Vs

B2
1dV∫

V B2
1dV

. (2.41)

The static magnetic susceptibility per unit volume, χ0, used in Equa-
tion 2.35b may be described by Curie’s law as [65]

χ0 =
µ0Ng2µ2

BS (S + 1)
3kBT

, (2.42)

where N = Ns/Vs is the number density, kB is the Boltzmann constant,
T is the temperature.

To obtain the number of spins in the sample, the spectrum needs to
be integrated to obtain the signal intensity due to the finite width of
the spectrum. When using PSD as described before, the first-derivative
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Figure 2.2: Saturation behaviour of the signal amplitude of homogeneously
(hom) and inhomogeneously broadened (inh) absorption (A) and
dispersion (D) first-order EPR spectra.

spectrum needs to be integrated twice, which is commonly referred
to as double integral (DI). As seen in Equation 2.40, the signal voltage
depends on many experimental and sample parameters that need to
be taken into consideration for calculating the number of spins, which
are explicitly given in ref. [12, Section 11.2].

2.4.2 Microwave power

According to Equation 2.9, the population of the energy levels in
thermal equilibrium is described by a Boltzmann distribution. This
equilibrium is maintained if the excitation of spins from the lower
lying energy level by the MW can be compensated by the spin-lattice
relaxation time, T1. In the vector picture, this means that the precession
frequency ω1 is small enough such that the magnetisation vector, M, is
only moderately deflected from its equilibrium value, M0, and returns
to this value at each measurement point.

In resonator-based EPR, the magnitude of ω1 = |γ| B1 depends on
the resonator conversion efficiency, C and the MW power, Pmw as [83]

B1 = C
√

Pmw. (2.43)

If B1 is too large relative to the relaxation times, M is deflected from
its equilibrium value. In this case, the population difference of the
energy states of Equation 2.10 equalises and the EPR signal decreases.
This is called MW saturation.

In ref. [84, Section 1.4], the saturation behaviour of homogeneously,
i.e., Lorentzian, and inhomogeneously, i.e. Gaussian, broadened EPR
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spectra is discussed based on Bloch’s equations for both dispersion and
absorption, which is displayed in Figure 2.2. It is found that the signal
amplitude of inhomogeneously broadened (first-derivative) dispersion
spectra, Dinh is linearly increasing with B1 as

Dinh = const.
B1

b0
, (2.44)

where b0 is the width of the inhomogeneously broadened (Gaussian)
line. No saturation can occur in this case. This equation is the reason
for the common believe in the EPR community that dispersion spectra
never saturate, which is correct only for inhomogeneously broadened
lines. For homogeneously broadened first-derivative dispersion spec-
tra, saturation may occur, on the other hand. Its signal amplitude,
Dhom, may be described by

Dhom = const.
B1T2

2
1 + σ

, (2.45)

where σ = 1/4γ2B2
1T1T2 is the saturation term of Bloch’s equations.

Similarly, the signal amplitude of homogeneously and inhomogen-
eously broadened first-derivative absorption spectra, Ahom and Ainh,
respectively, may be described by

Ahom = const.
B1T2

2

(1 + σ)3/2 (2.46)

Ainh = const.
1
b0

B1

(1 + σ)1/2 . (2.47)

This shows that inhomogeneously broadened EPR spectra are less likely
to saturate than homogeneously broadened ones. Moreover, dispersion
spectra are less likely to saturate compared to their absorption spectra
with the same broadening mechanism.

In addition to the decrease of the signal amplitude with increas-
ing B1, a line broadening may be observed, referred to as saturation
broadening. For homogeneously broadened absorption spectra, the
peak-to-peak linewidth described by Equation 2.37 may be modified
to include the dependence on B1 as [78, Section 13C]

∆Bpp =
1√

s
2√
3T2

h̄
gµB

, with s =
1

1 + γ2B2
1T1T2

. (2.48)

For γ2B2
1T1T2 ≫ 1, i.e., for saturation, the one in the denominator of s

may be neglected. The peak-to-peak linewidth then depends inversely
linearly on B1.

2.4.3 Spin sensitivity

The spin sensitivity or limit of detection (LOD) of a measurement may
be defined [85] as

Nmin =
3

SNR
· NVs√

∆ f
, (2.49)
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where SNR is the signal-to-noise ratio of the measurement, N is the
spin density of the sample, Vs is the sample volume, and ∆ f is the
equivalent noise bandwidth (ENBW) of the measurement. The equation
can be transformed to calculate the concentration sensitivity, if NVs is
replaced with the concentration of the sample, cs. With this equation,
a theoretical lower limit of the detectable number of spins may be
defined. For this, the spectrum of a sample with a known number
of spins / concentration and with “good” SNR is used. In the case of
a CW-EPR experiment, the SNR is determined from the spectrum as
follows: The peak-to-peak amplitude of the first-derivative spectrum
is divided by the noise floor as calculated from the standard deviation
(STD) of a baseline region of the spectrum. The ENBW, ∆ f , is dominated
by that of the LIA and therefore

∆ f = ∆ fLIA. (2.50)

It depends on the time constant, τLIA, and filter order and is typically
of the order of ∼ 1/τ. The first fraction of Equation 2.49 is then
used to calculate the number of spins that would be observed with
an SNR of 3. The number 3 is introduced by [85] quite arbitrarily to
account that for SNR below 3 the signal cannot be readily distinguished
from noise. In addition, the number of spins is normalised to 1 s of
measurement time by consideration of the ENBW, ∆ f , to account for
different measurement times. Commonly, the LOD is normalised to a
linewidth of 1 G = 0.1 mT to account for different linewidths.

what we can learn from this equation Generally, the LOD

may be used to compare different spectrometers with another. The
calculated number should, however, not be over-intellectualised for
a number of reasons. The LOD does not recognise the extent of the
spectrum. It is rather a “binary” measure of an EPR-induced signal
vs. a signal without EPR (no signal). It, therefore, does not return a
number that is useful as an actual measure for the spin / concentration
sensitivity for obtaining a full EPR spectrum but instead for a sensor
that measures if there is a signal or not. Therefore, a statement like

The spin sensitivity is 1 × 108 spins Hz−0.5.

does not mean that we can obtain an EPR spectrum with a sample
containing 1 × 108 spins in a reasonable amount of measurement time.
Furthermore, it is assumed that the signal amplitude scales linearly
with the number of spins / concentration. For solutions, a broadening
of the EPR lineshape may be observed with increasing concentration
due to spin-spin interaction as described in Section 2.3.3. In this case,
the signal intensity but not the signal amplitude increases linearly
with concentration.
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2.5 rapid-scan epr

In remainder of this chapter, the theoretical foundation to understand
frequency-swept RS-EPR will be laid by firstly explaining rapid pas-
sage effects. Then the adiabaticity and its different definitions will be
elaborated. At the end, the deconvolution process will be explained.

To improve the SNR of EPR especially for samples with long relaxa-
tion times, the rapid scan (RS) technique may be used [77]. By rapidly
scanning the magnetic field or MW frequency over the EPR spectrum,
the time spent on resonance is reduced, which results in an altered
saturation behaviour such that higher B1 may be applied. In contrast
to PSD used by CW-EPR, the transient EPR signal is recorded by means
of a high-speed digitiser. So far, most of the RS experiments have been
performed as field sweeps due to the limited bandwidth of the utilised
MW resonators. In this thesis, non-adiabatic rapid frequency-swept
EPR will be shown. Such frequency-swept RS-EPR has been discussed
in only a few references [57, 86–88].

2.5.1 Rapid passage signal

In the master’s thesis of Jannik Möser, in my opinion the most com-
prehensive review and best explanation of non-adiabatic rapid field
scan EPR based on Bloch’s equations may be found [89]. However, as
such theses are commonly not published in Germany, the content is
not readily available to the public. Here, only a feeble attempt can be
made to adapt the theoretical considerations presented in said thesis
for non-adiabatic rapid frequency scans.

The terminology of rapid scan EPR is ambiguous in the history of
EPR. Many older EPR spectrometers have so-called rapid scan coils,
which were used for field continuous wave (CW) scans that were much
faster, i.e., “rapid”, compared to the typical slow CW-EPR sweeps. In
the following, however, the focus lies on the rapid passage regime as
defined in ref. [76, 90]. In this regime, the scan rate, that is the rate
of change of the static magnetic field or that of the MW frequency,
fmw = ω/ (2π), is much faster than the relaxation times of the sample.
To derive a quantitative criterion for this regime, it is useful to recollect
the vector picture of the spin magnetisation discussed in Section 2.3.1.
In literature, commonly field scans were considered to derive the
criterion for the rapid passage regime. In this work, however, the
same relations are derived for frequency scans. A change of the static
magnetic field leads to a rotation of the effective magnetic field, Beff,
in the rotating frame. To investigate a change of the MW frequency, the
rotating frame with a constant angular velocity equal to that of the MW

frequency is not sufficient. In this case, an accelerated rotating frame,
also known as frequency frame needs to be considered [91]. This frame
rotates about z with the same angular velocity ω (t) as the varying MW
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frequency of the frequency scan. Usually, B1 is arbitrarily chosen to
be along x∗ (similar to the rotating frame). The axes of this frequency
frame are denoted as x∗, y∗ and z∗. As before, the effective magnetic
field may be defined as Be f f = B1êx∗ + (B0 − ω/ |γ|) êz∗ . Similar to the
rotating frame, a change of the MW frequency leads to a rotation of
the effective field about y∗. Specifically, the angle between the effective
magnetic field, Beff, and the static magnetic field, B0, is defined as
before as2

θeff(t) = arctan
(

B1

B0 − ω (t) / |γ|

)
. (2.51)

The time-dependence of ω has been made explicit. The angular velo-
city, dθeff/dt, of the rotation of Beff around the y∗-axis may be calcu-
lated as

dθeff

dt
=

d
dt

[
B1

B0−ω(t)/|γ|

]
1 +

[
B1

B0−ω(t)/|γ|

]2 (2.52a)

=
B1

[B0 − ω (t) / |γ|]2 + B2
1

· 1
|γ| ·

dω (t)
dt

(2.52b)

=
B1

B2
eff

· 1
|γ| ·

dω (t)
dt

(2.52c)

Consequently, the rapid passage regime may be defined in terms of the
angular velocity dθeff/dt being large in relation to the mean relaxation
time

√
T1T2. On resonance, the effective magnetic field is equal to B1.

Hence, the condition for the rapid passage regime [76, 92] is given by∣∣∣∣dθeff

dt

∣∣∣∣ = 1
|γ| B1

· dω

dt
≫ 1√

T1T2
, or

dω

dt
≫ |γ| B1√

T1T2
. (2.53)

With this condition, scans may be divided in the slow-scan and rapid-
scan region. This is not the only differentiation of types of sweep.
A second classification of sweeps is the adiabaticity, which will be
discussed below.

2.5.1.1 Adiabatic rapid passage

Similar to the term “rapid”, the term “adiabaticity” is ambiguously
used in the EPR community. The adiabaticity used throughout this
thesis is based on the quantum mechanical definition as used by
Powles [93], Weger [92], Schweiger and Jeschke [66] and others. In an
adiabatic process in the Ehrenfest sense, the change of the spin system
is sufficiently slow such that it can adapt its configuration, i.e., the
quantum numbers are conserved during the process [94]. The second

2 Please note that we refrain from redefining all variables in the frequency frame as the
outcome will be the same as in the rotating frame.
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Figure 2.3: Trajectory of the magnetisation in the adiabatic rapid passage
condition. (a) The magnetic field, B(t) rotates about the z-axis
with an angular frequency of ω = ωêz. The magnetisation, M,
is initially aligned along B. The laboratory frame is indicated by
the solid coordinate system denoted with x, y and z. The rotating
frame with the angular frequency of ω is indicated by the dashed
coordinate system with x′, y′ and z′. (b) In the rotating frame
depicted by x′, y′ and z′, the magnetisation, M, precesses about
the effective field, Beff = B − ω/ |γ|.

definition for an adiabatic scan is communicated by the Hyde group
in ref. [95].3

In an adiabatic rapid frequency scan, the scan rate, that is the change
of the MW frequency, is small compared to the Larmor frequency of
the magnetisation vector, M. Then, the magnetisation will follow the
direction of the effective magnetic field, which will be shown below.
The derivation is based on ref. [93].

To derive the condition for adiabaticity, we first examine the tra-
jectory of a magnetisation vector, M, in presence of an arbitrary time-
dependent magnetic field, B(t), rotating about the z-axis with an
angular frequency, ω = ωêz. We assume that M is initially aligned
along B in the laboratory frame. For scan rate fulfilling the condition
for a rapid scan as defined in the previous section, the relaxation
times may be ignored. Consequently, the equation of motion of the
magnetisation in the rotating frame is given by (cf. Equation 2.26)

dM
dt

= (|γ| B − ω)× M = Beff × M. (2.54)

As before, Beff is time-independent in the rotating frame. Hence, M
will precess about Beff with a frequency of ωeff = |γ| Beff. The angle

3 The definition communicated by the Hyde group is given by |(d/dt)(B0 − ω/γ)| ≫
H1/T1 [95]. This definition is very similar to the slow scan regime as defined in
Equation 2.53. The sole difference is that here only T1 is used instead of the mean
relaxation time

√
T1T2. Therefore, in the nomenclature defined in ref. [95] the RS

shown in this thesis are in the adiabatic regime, while they are actually in the
non-adiabatic regime as defined by [92].
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between B and Beff, θeff may be calculated from trigonometric con-
siderations shown in Figure 2.3. It is given by tan θeff = ω/ (|γ| B).
Assuming M to be initially aligned with B, it will stay within an angle
of 2θeff with respect to B. In the adiabatic regime, that is if ω is much
smaller than the Larmor frequency |γ| B, θeff may be approximated by
a Taylor expansion around zero, such that 2θeff ≈ 2ω/ (|γ| B) ≪ 1. In
this case, the magnetisation stays approximately collinear with Beff.

To apply this consideration to the common geometry used in Bloch’s
equations, B0 = B0êz∗ needs to be added to Equation 2.54. According
to Equation 2.52, a change of dω leads to a rotation of Beff about the
y∗-axis by dθeff in the frequency frame. Please note that θeff denotes
the angle between the effective magnetic field and B0 and Beff = B1 +

B0 − ω(t)/ |γ| as defined in Equation 2.27 which is time-dependent
in the frequency frame. Consequently, the condition for adiabaticity is
given by

dθeff

dt
≪ ωeff (t) = |γ| Beff (t) . (2.55)

Using Equation 2.52 yields

dθeff

dt
=

B1

B2
eff

· 1
|γ| ·

dω

dt
≪ |γ| Beff (t) , or

dω

dt
≪ γ2 [Beff (t)]

3

B1

(2.56)

As B1 ≤ Beff at all times, Equation 2.57 may be replaced by

dω

dt
≪ γ2B2

1. (2.57)

This equation is commonly referred to as the condition for an adiabatic
rapid sweep [92, 93]. For a frequency sweep in negative direction, i.e.,
from ω ≫ ω0 to ω ≪ ω0 (according to Equation 2.28), the magnet-
isation will qualitatively behave as follows. At the start of the sweep,
Beff ≈ B0 and therefore the magnetisation M precesses about B0.
Consequently, M ≈ M0êz∗ . During the sweep, Beff is rotated from its
initial direction almost parallel z∗ to −z∗. Since the precession of M
about the effective field is much faster than its rotation, the magnet-
isation “follows” the effective field, such that at M ≈ −M0êz∗ at the
end of the sweep. Figure 6 (b) in ref. [91] illustrates the reversal of
the magnetisation for an adiabatic frequency sweep in the frequency
frame.

2.5.2 Non-adiabatic rapid passage

In the non-adiabatic case, i.e., if

dω

dt
≫ γ2B2

1, (2.58)
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the precession of the magnetisation about the effective field will be
much slower than the rotation of the effective field about y∗. In this
case, the magnetisation will not “follow” the effective field, and there-
fore it remains close to thermal equilibrium, M = M0êz∗ . This regime
is sometimes also referred to as fast passage [66]. The xy-component of
the magnetisation may be approximated by [90, Equation 8]

Mxy ≈− M0
ω1T2 [1 − iΩ (t) T2]

1 + [Ω (t) T2]
2

− A exp
[
− t

T2
− i

∫ t

b
dt′′Ω

(
t′′
)]

, with
(2.59a)

A ≈ iω1M0

∫ t1

−∞
dt′ exp

[
t′

T2
+ i

∫ t′

b
dt′′Ω

(
t′′
)]

· dΩ/dt′

[1/T2 + iΩ (T′)]2
,

(2.59b)

where b is an arbitrary integration limit. This equation can be ex-
plained as follows. The first term describes the usual slow passage
behaviour that depends only on the resonance offset, Ω. The second
term, however, superimposes a damped free oscillation on the slow
passage behaviour, which is induced by the passage of resonance. This
damped free oscillation may be seen as an free induction decay (FID)
with changing precession frequency (Larmor) for a field sweep. For a
frequency sweep, however, the Larmor precession is constant according
to Equation 2.22 but the angular velocity of the rotating frame changes.

2.5.3 Sinusoidal frequency scans

Different waveforms may be used in RS-EPR to achieve non-adiabatic
rapid scans, such as triangular, sawtooth, trapezoidal or sinusoidal
scans. In ref. [88], sawtooth and triangular excitation has been dis-
cussed. In this work, however, sinusoidal frequency scans will be used
for the RS experiments, similar to those used in ref. [86]. While in
this reference, only the central part of the scan was used for analysis,
so that a linear scan may be assumed, here, the complete sinusoidal
waveform is used.

The excess4 instantaneous MW frequency, fi, is defined as

fi = −∆ frs cos (2π frst) , (2.60)

where ∆ frs = ∆ωrs/ (2π) is the modulation amplitude in Hz, and
frs = ωrs/ (2π) is the rapid scan frequency in Hz. The former defines
the scan width of the experiment, which is equal to 2 · ∆ frs, while the
latter may be referred to as the repetition rate. The MW frequency is the
sum of the central MW frequency around which the MW is modulated
and the instantaneous excess MW frequency as

fosc(t) = fosc,c + fi(t) = fosc,c − ∆ frs cos (2π frst) . (2.61)

4 I.e., in excess of the MW frequency
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The scan rate of a sinusoidal frequency sweep may be defined as the
change of the MW frequency as

d fosc

dt
=

d fi

dt
= 2π∆ frs frs︸ ︷︷ ︸

αrs

sin (2π frst) , (2.62)

where αrs is the maximum scan rate in a sinusoidal frequency sweep.
Due to the sinusoidal scan, resonance is achieved twice per period,
Trs = 1/ frs. If the scan is centred around the resonance position,
resonance is achieved at t = Trs/4 and at t = 3Trs/4. At these positions,
the sinus is approximately linear, so that αrs may be used instead of
dω/dt. So, the criteria for non-adiabatic rapid frequency scans may
be simplified as follows. The rapid scan regime is reached, if

αrs ≫
|γ| B1√

T1T2
. (2.63)

The condition for non-adiabaticity can be rewritten as

αrs ≫ γ2B2
1. (2.64)

Rapid scan transients may be simulated by numerically solving
Bloch’s equations displayed in Equation 2.33 for arbitrary excitations,
which is computationally relative expensive. For sinusoidal excitation,
however, a computationally efficient analytical solution was presented
in ref. [96]. This is implemented in the function blochsteady of EasySpin
[70], which will be used in Section 7.2.3.

2.5.4 Fourier deconvolution

To recover the slow-scan EPR spectrum, the RS-EPR transients, need
to be deconvolved, which is discussed in detail in ref. [97] for rapid
sinusoidal scans. The main assumption is that the spin system may
be described as a linear system. This is the case if the amplitude of
the oscillating magnetic field B1 is small enough to avoid saturation.
Then, the response of a spin system y(t) to the excitation d(t) can be
expressed as

r(t) = (h ∗ d) (t) =
∫ ∞

−∞
h (τ) d (t − τ)dτ, (2.65)

where h(t) is the impulse response of the spin system, which is the
FID, and ∗ denotes the convolution operator. For a frequency sweep
d(t) is defined as

d(t) = exp [iϕ (t)] , (2.66)

in which ϕ (t) is the instantaneous phase of the MW. The angular MW

frequency ωmw is the derivative of the phase, so d(t) becomes

d(t) = exp
[

i
∫ t

0
ωmw(τ)dτ

]
. (2.67)
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In the frequency domain, the convolution in Equation 2.65 is a multi-
plication as

R(ω) = H(ω)D(ω), (2.68)

where R(ω), H(ω), and D(ω) denote the Fourier transforms of r(t),
h(t), and d(t), respectively. Hence, the slow-scan EPR spectrum may
be calculated as

H(ω) = R(ω)/D(ω). (2.69)

Similar to the simulation of the transients, the Fourier deconvolution
for sinusoidal excitation based on the theory presented in ref. [97] is
implemented in EasySpin with the function rapidscan2spc. This function,
however, expects baseline-corrected and properly aligned transients as
input, which is crucial for a successful deconvolution (c.f Section 7.2.3).





3
E L E C T R O N PA R A M A G N E T I C R E S O N A N C E O N A
C H I P

This chapter deals with the theoretical background of the EPR-on-a-
Chip (EPRoC) required to understand the experimental data in the
subsequent chapters. First, a short overview of unconventional de-
tection methods using microresonators is presented. A qualitative
description of the working principle of the EPRoC is presented, before
a more quantitative approach to model the EPRoC is shown. Closed-
form expressions for both the continuous wave (CW) dispersion-like
and absorption-like signals are discussed. In addition, the transient
detection will be shortly explained. The theoretical spin sensitivity
is calculated for the EPRoCs used in this thesis. At last, a short treat-
ise about the fundamental differences between field and frequency
sweeps as well as field and frequency modulation is given.

3.1 working principle

Common EPR spectrometers are typically optimised for relatively large
samples (greater than 1 mm3) using cavity resonators with volumes
of several cm3. The sample is inserted into a capillary tube within
the cavity. Within the cavity, the microwave (MW) forms a standing
wave, resulting in exactly out-of-phase magnetic and electric field
components. The sample is positioned at the centre of the cavity,
where the magnetic field amplitude is maximum and the electric field
amplitude is minimum. The requirement for the microwave frequency
to coincide with the resonance frequency of the resonator imposes a
relation between the cavity dimensions and the microwave frequency.
Consequently, resonators used at X-band frequencies have volumes
several times larger than the sample, resulting in relatively weak
microwave fields at the sample.

The dependence of the magnetic field amplitude, B1, on the volume,
V, may be derived by calculating B1 from the energy W stored in the
resonator. The energy stored in the electromagnetic field is given by

W =
∫

cavity
(wel + wmag)dV, (3.1)

where wel and wmag represent the electric and magnetic field compon-
ents of the energy density, respectively. Assuming spatially uniform
magnetic field variation for simplicity, the magnetic part of the field

29
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energy density is wmag = W/(2V) = µ0B2
1. Consequently, the B1 field

amplitude can be expressed as

B1 =

√
W

2Vµ0
=

√
PQ

2Vµ0 f
, (3.2)

where W = Pτ = PQ/ f represents the energy stored in the cavity, P
is the power of the MW entering the cavity, τ is the storage time, Q is
the quality factor of the resonator, and f is the MW frequency.

Hence, the efficiency of converting MW power into B1 decreases with
increasing cavity dimensions. By reducing the size of the resonator, the
conversion efficiency may be enhanced. This relationship is typically
quantified in terms of the filling factor, η (cf. Equation 2.41) defined
as the fraction of microwave interacting with the sample. Therefore,
the filling factor is inherently low for common EPR spectrometers. As
explained in Section 2.4, the measured signal is linearly proportional
to η. Consequently, the sensitivity for small samples is suboptimal
due the small filling factor. The filling factors of cavity resonators may
be increased by means of low-loss ferroelectric or dielectric inserts
[98–100] with a large dielectric constant, ϵ, which reduce the resonator
volume by approximately 1/ϵ2 [101]. Instead of cavity resonators,
dielectric resonators with an intrinsically large η may be used [102–
104].

In addition, resonant or non-resonant microstructures with dimen-
sions smaller than the wavelength of the MW may be used. By design,
the filling factor of such microstructures is much larger than that of cav-
ity resonators. Since the microwave wavelength is much smaller than
the diameter of the coil, the sample is in the near-field. Consequently,
the magnetic field B1 is predominantly determined by ∇× B1 = µ0 J,
where µ0 is the vacuum permeability and J is the current density in
the coil [105]. This field is independent of the electric field E1, allow-
ing for independent minimisation of E1, thereby reducing unwanted
non-resonant absorption in the sample. As a result, samples with a
high dielectric constant may be investigated more effectively than with
resonator-based spectrometers.

Typically, these microstructures employ inductive detection inspired
by nuclear magnetic resonance (NMR) spectrometers [56, 106]. One
simple approach to estimating the sensitivity is Faraday’s law of induc-
tion. The precession of the magnetisation induces a voltage v in an
inductor loop according to v = dΦ/dt, with Φ being the magnetic flux
due to the spins. The magnetic field of a point dipole decreases with
r−3, with r being the distance from the point dipole, while the integra-
tion over the surface increases with r2. Consequently, the signal of a
point dipole decreases with r−1 as the coil size increases. This model
suggests that small resonators should have higher sensitivity, a trend
confirmed experimentally [107]. Another approach to derive sensit-
ivity is using the principle of reciprocity [108, 109]. Several designs
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of non-resonant microcoils have been presented in refs. [110–113].
Similarly, various designs of microresonators have been published
such as planar ones with an Ω-, r- [101, 107] or butterfly shape [114]
as well as inverse anapole resonators [115], loop gap resonators [116,
117], three-dimensional solenoidal microcoils [118], and microstrip
resonators [119, 120]. In ref. [121], two interwoven microcoils on a
single microchip are used to generate the MW and detect the magnetic
resonance. In all these designs, the microwave is typically produced
by an (external) source uni-directionally coupled to the resonator. This
ensures that the MW source is not affected by the magnetic resonance,
similar to the common resonator-based EPR spectrometers discussed
in Section 2.4.

The EPRoC, on the other hand, utilises a planar single inductor of an
LC oscillator integrated on a single microchip to generate and detect
the MW at the same time, which was firstly proposed in ref. [51]. The
design is inspired by several NMR and EPR spectrometers developed
from the 1950s to 1980s [56, 122–125]. In contrast to the previous
designs, the MW is generated by the oscillations of the LC oscillator,
so that a dedicated MW bridge is not required. Due to this design
principle, the MW source and the spin system are bi-directionally
coupled. Figure 3.1 (a) depicts a special type of LC oscillator, a voltage-
controlled oscillator (VCO). The VCO comprises two parts: A lumped
(R)LC resonator also referred to as LC tank (Rcoil, Lcoil, D1 and D2 act
as a varactor with capacity C ∝ Vtune) and a cross-coupled transistor
pair (M1 and M2). The latter is often referred to as ’active pump circuit’
and acts as a negative resistance compensating for the losses in the
LC tank. In this way, stable oscillations at MW frequencies may be
achieved.

Qualitatively, the detection of the magnetic resonance may be ex-
plained as follows. A paramagnetic sample is placed on the coil of the
VCO and a suitable static magnetic field, B0, is applied such that the
energy levels of the spin system are split. Far away from resonance,
the inductor of the VCO generates the MW with a certain frequency,
ωosc ≈ 1/

√
LcoilC (Vtune), and magnitude, B1. By changing B0 the

resonance condition of Equation 2.8 may be achieved. Then, the B1

disturbs the spin system, that is the macroscopic magnetisation, which
may be described by Bloch’s equations (cf. Section 2.3.1). This in turn
changes the inductance as well as the resistance of the inductor of the
VCO. A change of the inductance will change the oscillation frequency
as seen above. Therefore, detecting the change of the oscillation fre-
quency will provide some kind of dispersion signal. The change of the
resistance, on the other hand, will reduce the oscillation amplitude,
which provides an absorption signal. The same behaviour is obtained
by keeping B0 constant and changing the oscillation frequency by
varying the tuning voltage to the varactor to a frequency such that the
resonance condition is fulfilled.
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In the early publications discussing the EPRoC, LC oscillators with
a fixed capacitance was used [51, 52], while ref. [55] extended the
technology to include VCOs, which allowed performing frequency
sweeps. This in turn enabled the development of the first battery-
operated EPR spectrometer [55]. A comprehensive analysis of the EPRoC

in general and noise analyses in particular are provided in refs. [126,
127]. Embedding the VCO in a low-bandwidth phase-locked loop (PLL)
(cf. Section 4.2.2) allows to precisely control the phase and frequency
of the VCO and with that also of the MW. This allows to compensate for
process, voltage and temperature variations. In addition, rapid-scan
EPR (RS-EPR) experiments were made possible as a precisely defined
MW phase is required for a successful deconvolution (cf. Section 2.5.4
and Chapter 7). EPRoCs with on-chip PLLs with large bandwidths were
presented in refs. [128, 129] enabling pulsed EPR as well as high-speed
RS-EPR experiments. Experimental data of the former were shown in
[130]. The usage of arrays of EPRoCs was already proposed in ref. [51],
but only realised by injection locking 8 VCOs in ref. [61] ten years later
(cf. Section 3.4). Other EPRoCs array are comprised of 12, 14 and more
VCOs injection-locked [128, 131, 132].

3.2 modelling of the eproc

In the following, approximate closed-form expressions for the os-
cillation frequency and amplitude of the EPRoC in presence of spin
resonance will be discussed. The detailed derivation may be found in
reference [127] for the oscillation frequency and in reference [133] for
the oscillation amplitude. Generally, the derivations are structured as
follows.

Firstly, the inductance and resistance of a coil filled with a paramag-
netic material with certain macroscopic magnetic susceptibility, χ, is
calculated. To model the macroscopic susceptibility, the Bloch equa-
tions explained in Equation 2.35 are used. Secondly, the amplitude
and frequency of the LC tank oscillator as depicted in Figure 3.1 (a)
in absence of EPR are calculated using the equivalent circuit diagram
shown in Figure 3.1 (b). Finally, the results from the first two steps are
combined, i.e., the influence of the inductance and resistance due to
EPR on the frequency and amplitude of the LC tank oscillator are calcu-
lated. Please note that the equivalent circuit diagram in Figure 3.1 (b)
is simplified by omitting noise sources compared to the ones in refer-
ences [127, 133], where detailed noise analyses of the phase, frequency
and amplitude noise were performed.

3.2.1 Coil filled with paramagnetic material

The change of inductance, Lspin, and resistance, Rspin, of an inductor
filled with paramagnetic material due to spin resonance may be calcu-
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Figure 3.1: (a) Schematic of the complementary metal-oxide-semiconductor
(CMOS) LC tank VCO. The two diodes D1 and D2 act as a varactor
with a capacity proportional to Vtune. M1 and M2 are the cross-
coupled transistors. Rcoil and Lcoil are the resistance and induct-
ance of the coil, respectively. The bias current, Ibias, is applied to
the tap of the coil. (b) Equivalent circuit diagram of the schematic
of the CMOS LC tank VCO. Reproduced with permission from
SNCSC from ref. [127].

lated from a magnetic energy based approached in combination with
the steady-state solution of Bloch’s equations. The complete derivation
is published in detail in ref. [127, Section 3] and only the results are
shown here.

If an inductor is filled with a paramagnetic sample, its inductance,
Lcoil,spin = Lcoil + Lspin, and resistance, Rcoil,spin = Rcoil + Rspin, will
change as compared to an unfilled coil. The change is described by
Lspin and Rspin (eq. 18a and 18c in [127]) as

Lspin = γT2
2 ∆ω ·

∫
Vs

M0

(
B2

1xu + B2
1yu

)
1 + ∆ω2T2

2 + γ2T1T2

(
B2

1x + B2
1y

)dV (3.3a)

Rspin = −γT2ωB1 ·
∫

Vs

M0

(
B2

1xu + B2
1yu

)
1 + ∆ω2T2

2 + γ2T1T2

(
B2

1x + B2
1y

)dV,

(3.3b)

where VS is the sample volume, B1xu and B1yu as well as B1x and
B1y are the x- and y-components of the unitary B1u as well as the
B1 field, respectively, M0 is the steady-state sample magnetisation,
∆ω = ωB1 − ωL is the resonance offset, ωL = −γB0 is the Larmor
frequency, and ωB1 is the frequency of the B1 field produced by the
inductor. Please note that in this derivation the static magnetic field, B0,
is assumed to be parallel to z and all components of B1 perpendicular
to this field are considered.
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In the non-saturated case, i.e., for 1 ≫ T1T2γ2
(

B2
1x + B2

1y

)
, we can

simplify Equation 3.3 by introducing the non-saturated version of the
complex susceptibility discussed in Equation 2.35 (extended to two
dimensions). In this case the susceptibility is independent of B1 and
the volume integral may be replaced by the filling factor as

Lspin =
χ′

µ0

∫
Vs

B2
1xu + B2

1yudV

= χ′ ·
∫

Vs
B2

1xu + B2
1yudV∫

V B2
1xu + B2

1yudV
· 1

µ0
·
∫

V
B2

1xu + B2
1yudV

= χ′ · η · Lcoil (3.4a)

Rspin = −χ′′ωB1

µ0

∫
Vs

B2
1xu + B2

1yudV

= −χ′′ηωB1 · Lcoil, (3.4b)

where Lcoil = 1/µ0
∫

V B2
udV is the conventional inductance of the

inductor when filled with air/vacuum, B1xu and B1yu are the x- and
y-components of the unitary B1 field, respectively, µ0 is the free-space
permeability, Vs is the sample volume, V is the entire space, and ωB1

is the frequency of the B1 field. Specifically, the filling factor of the coil
η is defined as

η =

∫
Vs

B2
1xu + B2

1yudV∫
V B2

1xu + B2
1yudV

. (3.5)

For resonator-based EPR, the filling factor is commonly approximated
by η ≈ Vs/V. The spin-induced changes in inductance and resistance
shown in this section are valid for any coil filled with a paramagnetic
sample placed in a static magnetic field and is not limited to the EPRoC.
Hence, in the following the oscillator of the EPRoC will be described.

3.2.2 Non-linear oscillator modelling

The schematic of an LC tank oscillator used in the experiments con-
ducted within this thesis is shown in Figure 3.1 (a). The lossy (R)LC
tank (denoted with LC tank) is connected to a cross-coupled transistor
pair (denoted with M1 and M2), which acts as a negative resistance
compensating the energy loss of the LC tank. The two diodes D1 and
D2 act as a varactor whose capacitance is a function of Vtune.

To obtain analytical expressions for the frequency and amplitude
of the LC tank oscillator, the equivalent circuit diagram shown in Fig-
ure 3.1 (b) is used. The equivalent tank conductance, Gt, is calculated
from Rcoil and the quality factor of the coil Qcoil, as

Gt ≈
1

RcoilQ2
coil

. (3.6)
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Please note that the noise sources discussed in refs. [127, 133] are not
included in the diagram for simplicity reasons as we will not discuss
the noise behaviour in detail. The non-linear I-V-characteristic of the
cross-coupled transistor pair may be approximated with a third order
polynomial according to ref. [134] as

id ≈ −Gm0

2
vd +

G3
m0

16I2
bias

v3
d, (3.7)

where Gm0 =
√

βIbias/n is the gate transconductance of a single
transistor, n is the transistor slope factor, β is the transfer parameter
of a single transistor, Ibias is the oscillator bias current, and vd is the
differential tank voltage. Here, each transistor is assumed to be in
strong inversion and saturation [134]. Using Kirchhoff’s current law
to node 1 and using the differential tank voltage as the state variable
x = vd, the oscillator behaviour may be described by an ordinary
differential equation (ODE) as

ẍ + ω2
LCx = −ϵ

1
C

(
1
ϵ

[
Gt −

Gm0

2

]
+

x2

I2
bias

)
ẋ, (3.8)

where ϵ = 3G3
m0/

(
16n2) and ωLC = 1/

√
LcoilC is the oscillation

frequency of the LC tank. Using Linsted’s method [135, Section 5.9]
to find periodic solutions to the ODE leads to the first-order estimates
of the oscillation frequency [127] and amplitude [133] of the LC tank
oscillator as

ωosc = ωLC

(
1 − (αod − 1)2

16 · Q2
coil

)
(3.9a)

Aosc = 4

√
2
3

nIbias

Gm0

√
1 − 1

αod
, (3.9b)

where αod = Gm0/ (2Gt) is the overdrive parameter, which needs
to be larger than unity to achieve stable oscillations. The overdrive
parameter relates the gate transconductance of both transistors to the
total equivalent conductance of the LC tank, i.e., roughly speaking
it describes the ratio of the “negative” resistance of the active pump
circuit to the “positive” resistance of the LC tank.

To include magnetic resonance in Equation 3.9a and Equation 3.9b,
all parameters depending on the previously shown change of induct-
ance, Lspin, and resistance, Rspin, need to be replaced. Explicitly, the
parameters depending on the spin-induced inductance and resistance
are the quality factor as

Qcoil,spin =
ωosc,spinLcoil,spin

Rcoil,spin
, (3.10)

the equivalent tank conductance as

Gt,spin ≈ 1
Rcoil,totQ2

coil,spin
≈ C

Rcoil,tot

Lcoil,tot
, (3.11)
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and following the overdrive parameter as

αod,spin =
Gm0

2Gt,spin
. (3.12)

Consequently, the oscillation frequency and amplitude in presence of
magnetic resonance may be described by

ωosc,spin =
1√(

Lcoil + Lspin
)

C

(
1 −

(
αod,spin − 1

)2

16Q2
coil,spin

)
(3.13a)

Aosc,spin ≈ 4

√
2
3

nIbias

Gm0

√
1 − 2Gt,spin

Gm0
(3.13b)

To derive a complete numerical model for signal calculation all spin-
dependencies need to be considered as discussed in ref. [127, Section
5.1] in detail. As both Lspin and Rspin are functions of the oscilla-
tion amplitude through B1 and ωosc,spin through ∆ω and vice versa,
Equation 3.13a and Equation 3.13b are in fact fixed-point equations
representing the bidirectional coupling of the spin system with the
oscillator. This means that the oscillator frequency and amplitude is
influenced by the spin system and vice versa. This finding is very
important as it is fundamentally different from resonator-based EPR,
where the MW source is uni-directionally coupled to the spin system
by means of a circulator. This bidirectional coupling can be made more
obvious by writing

B1,spin = f1
(
ωosc,spin, B1,spin

)
(3.14a)

ωosc,spin = f2
(
ωosc,spin, B1,spin

)
. (3.14b)

These fixed-point equations can only be solved numerically with a
proper choice of starting values for B1,spin and ωosc,spin.

In the following, however, we will not go into detail about the
numerical simulation but simplify Equation 3.13a and Equation 3.13b
to obtain closed-form expressions for the frequency-sensitive (FM) and
amplitude-sensitive (AM) signal of the EPRoC.

3.2.3 Continuous wave frequency-sensitive detection (FM signal)

Equation 3.13a can be considerably simplified if the weak spin-depen-
dence of αod and Qcoil is ignored as

ωosc,spin =
1√(

Lcoil + Lspin
)

C

(
1 − (αod − 1)2

16Q2
coil

)
. (3.15)

Typically, in EPR experiments, the change of the inductance, Lspin, is
much smaller than Lcoil. Hence, to compute spin-induced inductance
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Lspin we can replace the ωB1 in ∆ω = ωB1 − ωL used in Equation 3.3a
by ωosc,0 as

ωosc,0 = ωosc,spin
(

Lspin = 0
)

, (3.16)

which is the oscillation frequency in absence of spin resonance. This
step essentially stops the fixed-point iteration after the first step. Then,
Equation 3.15 may be further simplified into a first-order Taylor series
in Lspin about Lcoil. We are interested in the frequency change of the
oscillator due to spin resonance as this is the measured signal, i.e.,

∆ωosc,spin = ωosc,spin − ωosc,0 (3.17a)

≈ −1
2

ωosc,0
Lspin

Lcoil
. (3.17b)

This equation describes the so-called FM signal of oscillator-based EPR

and is valid for extended samples including saturation and possible
B1 inhomogeneity.

In the non-saturated case (1 ≫ γ2T1T2

(
B2

1x + B2
1y

)
), Equation 3.17

can considerably be simplified by utilising the filling factor as defined
in Equation 3.5 to

∆ωosc,spin ≈ −1
2

ωosc,0 · η · χ′. (3.18)

As seen by Equation 3.18, the EPRoC FM signal is a dispersion-like
signal depending only on χ′ of the complex susceptibility if the para-
magnetic sample is unsaturated. To simulate such dispersion-like
spectra with EasySpin [70], the microwave phase may be adjusted in
the simulation by providing mwPhase of ±π/2 to the corresponding
simulation.

3.2.4 Continuous wave amplitude-sensitive detection (AM signal)

The oscillation amplitude in presence of spin resonance is obtained
by inserting Lspin and Rspin from Equation 3.3 into Equation 3.13b and
reads

Aosc,spin ≈ 4

√
2
3

nIbias

Gm0

√
1 − 2CRcoil,spin

Gm0Lcoil,spin
, (3.19)

This is still a fixed-point equation considering the bidirectional coup-
ling. In the next step, Lspin and Rspin are replaced by their simplified
versions of Equation 3.4, neglecting saturation. Hence, Equation 3.19
simplifies to

Aosc,spin ≈ 4

√
2
3

nIbias

Gm0

√
1 − 2CRcoil (1 + Qcoilηχ′′)

Gm0Lcoil (1 + ηχ′)
. (3.20)
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Figure 3.2: Interaction of spin system with EPRoC used for the transient
detection model. The VCO coil produces a magnetic field, B1,
acting on the spin system with macroscopic magnetisation Ms.
The spin system in turn acts on the VCO by inducing a voltage,
vemf, in the coil windings.

Additionally, as before Lspin ≪ Lcoil and Rspin ≪ Rcoil is assumed
allowing to simplify the equation even further. Again, this means
that the fixed-point iteration is stopped after the first step. Here, we
are interested in the change of the oscillation amplitude due to spin
resonance as this is the measured signal, i.e.,

∆Aosc,spin = Aosc,spin − Aosc,0 (3.21a)

≈ 4

√
2
3

nIbias

Gm0

√
1 − 1

αod
· η (Qcoilχ

′′ − χ′)
2 (αod − 1)

(3.21b)

Hence, we observe an absorption-like signal with a slight admixture
of dispersion depending on Qcoil for an unsaturated spin system. In
resonator-based EPR, where the absorption and dispersion of the signal
can be recorded in quadrature, this admixture would correspond to a
phase shift, which can easily be modelled with EasySpin by providing
the parameter mwPhase to the experimental settings. For large Qcoil,
χ′′ dominates the signal and only a small asymmetry may be seen.

3.2.5 Transient detection

The equations derived in the previous section are valid only for CW

excitation/detection. For transient detection, a different model needs
to be used as described in [136]. The interaction of the VCO and the
spin system is depicted in Figure 3.2. The B1 produced by the coil of
the VCO acts on the spin system, which in turn acts on the VCO by
inducing a voltage, vemf, in the coil windings by means of the (time-
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dependent) macroscopic spin magnetisation, Ms. The magnetisation is
given by Bloch’s equations. Similar to before, the analytical expressions
are obtained from a magnetic energy based approach. The induced
voltage may then be calculated by

vemf = − d
dt

∫
Vs

[Bu (r) · Ms (r, t)]dV, (3.22)

where Bu is the unitary magnetic field of the inductor and Vs is the
sample volume. Using the reciprocity principle [109], the same relation
may be obtained. The oscillation amplitude changes induced by spin
resonance may be derived using a perturbation theory based approach
presented in [137], resulting in

δȦ (t) = − (αod − 1)
ωosc

Qcoil︸ ︷︷ ︸
ωp

δA − ωoscvemf (t) sin (ωosct) . (3.23)

The parameter ωp is very large, so the oscillation amplitude changes
due to magnetic resonance may be described by

δA (t) ≈ − Qcoil

αod − 1
sin (ωosct)

d
dt

∫
Vs

[Bu (r) · Ms (r, t)]dV. (3.24)

Equation 3.24 describes a modulation of the oscillation amplitude
with a frequency that corresponds to the difference of the precession
frequency of the spin magnetisation Ms and ωosc.

3.2.6 Dependence of the EPR-on-a-Chip signal on the bias current

While in resonator-based EPR the dependence of the signal amplitude
/ intensity on the applied MW power / B1 – the so-called saturation
behaviour – is well-understood as discussed in Section 2.4.2, the be-
haviour of EPRoC on a change of the bias current, which is equivalent
to the MW power in resonator-based EPR, is more complicated. There-
fore, the saturation behaviour of the EPRoC will be discussed in the
following using the analytical expressions of the FM and AM signal
of Equation 3.18 and Equation 3.21b, respectively. As these equations
were derived assuming unsaturated samples, that is χ′ and χ′′ are
independent of B1, the obtained results will show the “chip”-related
part of the dependence of the FM and AM signal on a change of the
bias current.

The chip-related parameters dependent on the bias current are
identified in the following. The gate transconductance of a single
transistor introduced in Equation 3.7 depends on the bias current as

Gm0 =
√

βIbias/n, (3.25)

which leads to a dependence of the overdrive parameter on the bias
current as

αod =
Gm0

2Gt
=

√
βIbias/n
2Gt

. (3.26)
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Inserting the overdrive parameter into the analytical solution of the
FM signal of Equation 3.18 yields

∆ωosc,spin ≈ −1
2

ωosc,0 (Ibias) ηχ′ (3.27a)

∝ 1 −

(√
βIbias/n
2Gt

− 1
)2

16Q2
coil

, (3.27b)

The filling factor, η, is independent of the bias current. Therefore, the
chip-related change of the FM signal depends on the parameters β, n,
Gt, and Qcoil.

The AM signal of Equation 3.19 depends on the bias current and
indirectly via the gate transconductance and the overdrive parameter
as

∆Aosc,spin ≈ 4

√
2
3

nIbias

Gm0 (Ibias)

√
1 − 1

αod (Ibias)
· η (Qcoilχ

′′ − χ′)
2 (αod (Ibias)− 1)

(3.28a)

∝

√
n2 Ibias

β

√
1 − 1

αod (Ibias)
· 1

2 (αod (Ibias)− 1)
(3.28b)

Again, χ′, χ′′ and η are independent of the bias current. As before, the
chip-related change of the AM signal on the bias current depends on
its parameters. The change of both FM and AM signal may be quan-
tified using typical parameters. The optimal value for the overdrive
parameter that minimises the noise contribution from the active tank
[126, P. 202] is given by αod,opt = 1.5. The slope factor typically ranges
between 1.2 and 1.5 [126, P. 51], while the gate transconductance is of
the order of several mS [126, P. 186]. Assuming that Gm0 = 1 mS and
n = 1.2 for a bias current of 5 mA, β may be calculated. This in turn
allows a calculation of the change of the AM signal as function for the
bias current. For the FM signal, a value of Qcoil of 2, 5 and 10 were
assumed. The change of the FM and AM signal on the bias current is
shown in Figure 3.3.

For the FM signal, a decrease of the signal amplitude is seen with
increasing bias current, the change of which strongly depends on
Qcoil. For Qcoil of 2, the decrease of the FM signal is ∼8 % when
increasing the bias current from 5 to 25 mA, while for quality factor
(Q)-values above 5 the change over the same range is ∼1 %. The
strong dependence on Qcoil arises from the Q2

coil in the denominator
of Equation 3.27. The change of the AM signal, on the other hand,
exhibits a non-linear behaviour on the bias current. Here, the decrease
is ∼30 % for the parameters when increasing the bias current from 5
to 25 mA. If the overdrive parameter is larger than the optimal value,
the change of the FM signal gets larger and that of the AM signal gets
smaller.
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Figure 3.3: Change of the FM (left y-axis) and AM signal (right y-axis)
as a function of the applied bias current assuming Gm0 = 1 mS,
n = 1.2 and different Qcoil of 2, 5 and 10. The latter only influences
the FM signal amplitude.

In this section, we have seen that the dependence of the FM and
AM signal amplitude on the bias current of the EPRoC – we could call
it saturation behaviour of the EPRoC – is more complicated than the
dependence of absorption and dispersion signal in resonator-based
EPR on the MW power, since the EPRoC itself reacts on a change of the
bias current.

3.3 theoretical spin sensitivity / limit of detection

The absolute spin sensitivity / limit of detection (LOD) of the EPRoC

may be estimated from the closed-form expressions of FM and AM
signal discussed in Section 3.2.3 and Section 3.2.4 in combination with
a model of the frequency and amplitude noise, respectively. In this
thesis, we will not investigate this, as this has been performed in great
detail in [126, 127, 134] for the FM signal and [133] for the AM signal.
Instead, we will only discuss the main ideas of the derivation and its
results. As it will turn out that the theoretical spin sensitivity for both
FM and AM is the same as shown in [126], we will not treat them
separately here.

To model the frequency and amplitude noise, two sources of noise
are considered: the voltage noise introduced by the coil resistance and
current noise introduced by the cross-coupled transistor pair. For both
processes a white noise process is assumed. In [127], also the 1/ f noise
of the cross-coupled pair is analysed but not used for the calculation
of the LOD, because the commonly used field/frequency modulation
reduces the 1/ f noise such that it can be neglected. The S/N (B1, ωosc)
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in a bandwidth of ∆ f = 1 Hz may be calculated from the FM/AM
signal and its respective noise. For the FM/AM signal, the magnetic
susceptibility including saturation of Equation 2.35 is used. Hence, the
S/N depends on T1 and T2, too. The optimal ωosc and B1 maximising
the S/N are then determined by taking the partial derivatives of S/N
with respect to ωosc and B1 and equating them to zero, resulting in a
maximum S/Nmax for 2T1 = T2 at ωosc ≈ ω0. The static susceptibility
presented in Equation 2.35a and Equation 2.35b is calculated from
Curie’s law for a spin-1/2 system as χ0 = µ0nγ2h̄2/ (4kBT), with
n = Nspin/Vs being the spin density of the sample. Using the definition
of the spin sensitivity / LOD of Equation 2.49, we can calculate the
theoretical spin sensitivity of the EPRoC as

Nmin =
3NspinVs

S/Nmax
(3.29a)

=
12k3/2

B T3/2
√
(1 + αodγnD) Rcoil

γ3h̄2BuB2
0

, (3.29b)

where kB is the Boltzmann constant, T is the absolute temperature,
αod is the overdrive parameter, γnD is the gate excess noise factor of
the transistors, γ is the gyromagnetic ratio, h̄ is the reduced Planck’s
constant, Rcoil is the resistance of the coil, B0 is the static magnetic
field and Bu is the unitary magnetic field of the coil. Assuming Bu is
uniform and produced by a circular coil, it may be approximated from
the diameter of the coil, dcoil, as

Bu ≈ µ0

dcoil
(3.30)

In addition, γnD ≈ 1 for a transistor in strong inversion [127, P. 75]
and for a reasonable choice of αod = 3 [127], Equation 3.29b may be
simplified according to

Nmin =
24k3/2

B T3/2√Rcoil

γ3h̄2BuB2
0

. (3.31)

For the EPRoCs used within this thesis operating at approximately
14 GHz corresponding to a B0 of approximately 500 mT at room tem-
perature (T = 300 K) with a coil diameter of dcoil = 200 µm and a coil
resistance of Rcoil = 6.8 Ω, we obtain a spin sensitivity of

Nmin ≈ 2 × 108 spins/
√

Hz. (3.32)

3.4 arrays of injection-locked vcos

As mentioned above, the EPRoC with a single VCO is designed for
volume-limited samples with dimensions of a few hundred micro-
metres due its coil size. For concentration-limited samples, cavity
resonators with their large sample volume are much better suited. To
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optimise the EPRoC for such samples, the sample volume needs to be
enlarged. To this end, arrays of N injection-locked VCOs, from now
on called N-coil EPRoC array, have been developed [61, 128]. In these
devices, the array is locked to a joint oscillation frequency. By the
injection-locking the phase noise of the joint oscillation frequency is
lowered by

√
N. In addition, the readout complexity for the complete

array is reduced to a single FM signal. The lowering of the phase
noise can intuitively be explained by a correction force between the
injection-locked VCOs, i.e., whenever a single VCO in the array tries to
perturb the joint phase from its nominal value, the N − 1 VCOs will
exert a correction force on the single VCO.

Furthermore, the sample volume is increased by N. Intuitively, one
would assume that the signal amplitude, that is the frequency shift,
would also increase by N, as more sample is available in the sensitive
volume of the EPRoC. This, however, is not the case as will be explained
below. If only n coils of the VCOs of the N-coil VCO array are covered
with sample, i.e., n VCOs experience an EPR-induced frequency shift
(the FM signal), the same correction force – or rather restoring force
in this context – acts on the joint oscillation frequency. To understand
the concept of the restoring force, we consider first a single coil VCO

EPRoC. If the coil of the VCO is completely filled with paramagnetic
sample, the frequency shift will be maximal. If this coil is now in an
injection-locked N-coil VCO array, the remaining N − 1 non-filled VCOs

exert a restoring force on the one VCO with the sample, effectively
lowering the frequency shift of the one VCO (compared to a single
VCO). Since the joint oscillation frequency is measured, it will be only
slightly deviated from the equilibrium value. The restoring force is
reduced when more and more coils of VCOs are covered with sample
until it completely vanishes if all coils are filled. Then, the frequency
shift in each coil and the joint frequency shift are the same which was
confirmed by simulations in ref. [61, Figure 3 left]. It is important to
note that the frequency shift per coil does not get larger (compared to
a single VCO), but the restoring force gets smaller. Hence, there is no
gain in frequency shift when filling all coils compared to a single VCO,
but only the phase noise gets smaller.

In summary, the spin sensitivity is improved by
√

N by utilising an
injection-locked VCO array. This effect could be called spatial averaging,
similar to temporal averaging, which scales with

√
T, where T is the

total measurement time.

3.5 phase-sensitive detection with frequency modula-
tion

For applications of the EPRoC, the simplest solution is to employ a
permanent magnet in combination with an frequency swept (FS) EPRoC

sensor to avoid electromagnets for field sweeps. To enable phase-sensi-
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tive detection (PSD) and avoid additional coils for modulating the static
magnetic field (BM), frequency modulation (FM) of the MW carrier may
be used. Apart from a simpler sensor setup, frequency modulated (FM)
offers additional advantages compared to field modulated (BM). First,
mechanical vibrations, so-called microphonics, from the modulation
field are completely avoided and, secondly, the FM is homogeneous
throughout the sample, which may be beneficial for a larger signal
intensity [138–140]. The main technical difference between BM and
FM is the “transfer of modulation” principle, a term introduced in
ref. [141]. This principle means that modulation should be transferred
to the MW carrier only when magnetic resonance occurs, which is
obviously violated for FM where the MW carrier is directly modulated.
If FM is used, the noise characteristics of the MW components are
transferred to the modulation frequency, which is then detected with
an lock-in amplifier (LIA). In ref. [142], the effects of modulation were
theoretically and experimentally investigated in detail. It was found
that if the modulation frequency exceeds the linewidth of the EPR

spectrum, modulation sidebands appear in the spectrum, which can
be assigned to multi-photon transitions. In addition, it was proven
that BM and FM are mathematically and physically not equivalent.
While only BM spectra were presented in ref. [142], in ref. [140], spectra
obtained with BM and FM of lithium phthalocyanine exhibited different
lineshapes, which could be reproduced in a simulation. However, [143]
summarised the findings of the above-mentioned articles such that the
differences between BM and FM are negligible for “normal” conditions
in EPR experiments, i.e. modulation frequencies of up to 100 kHz.



4
M AT E R I A L S A N D M E T H O D S

In this chapter, the experimental configurations as well as preparation
and characterisation of the standard samples used within the scope
of this thesis will be discussed. Firstly, commercial resonator-based
EPR instrumentation is shortly described. Then, the EPR-on-a-Chip
(EPRoC) instrumentation and the different measurement modes are
discussed. At the end, the preparation and characterisation of the
standard samples are described.

4.1 resonator-based epr instrumentation

For most of the resonator-based CW-EPR spectra shown in this thesis,
commercial spectrometers have been used, a detailed description
of which may be found in literature [12, 82, 144]. In particular, a
Bruker ElexSys E580 X-/Q-band continuous wave (CW)- and pulsed
spectrometer and a Magnettech Miniscope MS5000 CW spectrometer
both located in the Berlin Joint EPR Laboratory at the Helmholtz-Zen-
trum Berlin (HZB) were utilised.

The Bruker spectrometer uses a 10” iron magnet (Bruker ER 073,
maximum field 1.45 T) in combination with an X-band CW and pulsed
microwave (MW) bridge (Bruker E580-1010). The maximum MW power
of the Gunn diode is ∼160 mW which can be attenuated by up to −60
dB, i.e., to ∼0.16 µW. The sample is placed inside a dielectric-ring MW

resonator (Bruker ER 4118X-MD5, conversion factor: 0.42 mT W−0.5),
which in turn is mounted in a continuous-flow helium cryostat (Bruker
ER 4118CF). In this work, the cryostat has not been utilised for the
experiments and was merely used as a holder for the probehead. The
magnetic field is measured with a fourier transform NMR (FT-NMR)
teslameter (Bruker ER 036TM), placed outside the cryostat. Magnetic
field offsets were determined by EPR calibration measurements of
standard samples with known g-values such as α,γ-bisdiphenylene-β-
phenylallyl (BDPA) or nitrogen-atom-endohedral C60 (N@C60).

The Magnettech MS5000 spectrometer is a benchtop device with a
cavity resonator (conversion factor: 0.12 mT W−0.5) and a small elec-
tromagnet with a maximum field of 650 mT. The MW power can be
adjusted between 1 µW and 100 mW. Hence, the available B1 range is
smaller than that of the Bruker spectrometer in combination with the
ER 4118X-MD5 resonator. For temperature-dependent measurements,
a liquid nitrogen variable temperature controller (TCH04) with a range
of 93 to 493 K may be used. Similarly, magnetic field offsets were de-

45
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termined by EPR calibration measurements of standard samples with
known g-values such as BDPA or N@C60.

4.2 epr-on-a-chip instrumentation

The working principle of the EPRoC and the influence of the magnetic
resonance signal on its oscillation frequency and amplitude was ex-
plained in Section 3.2.3 and Section 3.2.4, respectively. The following
section deals with control of the MW frequency and the actual readout
of both the change of the oscillation frequency and amplitude in the
experimental setup.

4.2.1 Experimental configuration

Most of the EPRoC experiments were performed at the home-built
EPRoC spectrometer in the Berlin Joint EPR Laboratory at HZB. A sketch
of the setup of the EPRoC is shown in Figure 4.1 (a). Each EPRoC is
integrated into the Bruker ESP300 spectrometer. However, only the
electromagnet (Bruker B-E 25) generating B0 and its controller are used
for the experiment. It is powered by a Bruker ER 083 power supply
and is capable of delivering a direct current (DC) magnetic field from
10 mT to 1.4 T. Its magnitude is controlled using a feedback loop with
a Hall probe attached in the centre of the magnet.

The different iterations of the EPRoC are located on custom-designed
PCBs discussed in Section 4.2.4, which are placed in the centre between
the pole shoes of the magnet, such that B0 and the surface of the EPRoC

are perpendicular.
There are different power supplies for the different EPRoC printed

circuit boards. From the applied bias current, Ibias, the B1 magnitude
on the chip is defined. The particular current sources are described in
Section 4.2.4.

The reference frequency, fref, is provided by either a signal generator
(either Rohde & Schwarz SMB100A or Rohde & Schwarz SMB100B) with
an output frequency range from 1.1 kHz to 1 GHz. The fref inputs
of all PCBs are terminated with 50 Ω and need a power of ∼1 mW.
Due to a 32-divider used in the PLL as described in Section 4.2.2, the
signal generator needs to provide a reference frequency of approx-
imately 13.44 GHz/32 = 420 MHz. The signal generator is capable
of a frequency modulation of fref with a low frequency, which is
used as modulation frequency, fmod, for phase-sensitive detection in
CW operation with a maximum modulation frequency of 1 MHz. The
modulation amplitude of the modulation is set by the parameter FM
deviation, ∆ f . The frequency deviation, which is seen on the EPRoC, is
also multiplied by the factor of 32. Depending on the model of the
signal generator, the maximum FM deviation at ∼420 MHz is either
2 MHz (Rohde & Schwarz SMB100A (R&S SMB100A)) or 5 MHz (Rohde
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Figure 4.1: Schematic of the EPRoC setup. (a) Sketch of the experimental
setup. The EPRoC is located on a printed circuit board (PCB) which
is placed between the pole shoes of an electromagnet providing
the static magnetic field, B0. The power supply provides electri-
city for the components on the PCB. The current source provides
the bias current, Ibias, to the EPRoC, generating B1. The printed
circuit board is placed such that the B1 perpendicular to the sur-
face of the EPRoC is perpendicular to B0. The radio frequency (RF)
generator supplies the reference frequency for the phase-locked
loop (PLL). The FM and AM signal are recorded either with e
lock-in amplifier (LIA) or a digitiser for CW and RS operation,
respectively. (b) Block diagram of the closed-loop EPRoC setup
used. The voltage-controlled oscillator (VCO) of the EPRoC is em-
bedded in a PLL marked by the dashed rectangle. In the PLL, the
phase comparator (1) and loop filter (2) and the divider (3) ensure
that the frequency, fref, of the RF generator and the oscillation
frequency, fosc/N, of the EPRoC is the same by adapting Vtune.
N = 32 is the divider on the EPRoC. The recorded signals are Vtune
for the FM signal and Vx for the AM signal.
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& Schwarz SMB100B (R&S SMB100B)). With that the maximum peak-to-
peak modulation amplitude (∆ fmod,pp = 2 × 32 × ∆ f ) on the chip is
128 MHz (4.58 mT) and 320 MHz (11.42 mT), respectively. In practise,
such large modulation frequency and amplitudes are not useful for CW

operation, as many samples would be over-modulated and passage
effects may be observed.

continuous wave operation For the CW detection, a two-
channel dual-phase LIA (Anfatec Instruments AG - eLockIn 203), is used.
Its input impedance is 1 MΩ. The device supports modulation fre-
quencies between 10 mHz and 250 kHz. The modulation frequency,
however, is supplied by the signal generator, which is connected to
the reference input of the LIA. For the experiments, the FM output
of the PCB is usually connected to input 1 while the AM output is
connected to input 2. With that, both the frequency modulated (FM)
and the amplitude modulated (AM) signal may be detected simultan-
eously. CW-EPRoC spectra are either recorded by sweeping the external
magnetic field, B0, while keeping the oscillation frequency, ωosc, con-
stant which is controlled by the reference frequency or vice versa. The
whole experimental setup is controlled by a home-written LabVIEW
software.

rapid scan operation For RS operation, the same frequency
modulation of the reference frequency as of the CW operation is used.
The terms modulation frequency and modulation amplitude, however,
have a different meaning here. The modulation amplitude corresponds
to the repetition rate of the experiment, frs, while the peak-to-peak
modulation amplitude corresponds to the sweep range of the experi-
ment, ∆ frs. The scan rate, αrs, of the RS experiment may be calculated
from the repetition rate and the sweep width (cf. Section 2.5.3).

For the RS-EPRoC detection, the 12 bit 1.8 GSa s−1 Zurich Instruments
UHFLI digitiser was used. Both, FM and AM signal are fed into
the digitiser. The sampling rate is set to 450 MHz to suppress high
frequency noise. RS-EPRoC transients are recorded at a constant external
magnetic field, B0, and constant centre oscillation frequency, ωosc, with
frequency modulation. The whole experimental setup is controlled by
a home-written LabVIEW software. For the read-out of the digitiser,
however, a home-written Python programme was used due to a bug
in the driver for LabVIEW leading to excessive memory usage.

4.2.2 FM detection via phase-locked loops

The EPRoC is commonly embedded in a PLL to control and stabilise its
oscillation frequency via an external (low noise) reference frequency
supplied by an RF generator. This is called the closed-loop setup and is
depicted in Figure 4.1 (b) as opposed to the open-loop setup in which
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the EPRoC is not embedded in any feedback loop for control of the fre-
quency, i.e., a free-running oscillator. For all the EPRoC measurements
shown in this thesis, a closed-loop setup was used. The PLL serves
two purposes for the EPRoC. Firstly, the phase and hence the frequency
of the VCO(s) of the EPRoC is precisely controlled. Secondly, the PLL

serves as a frequency-to-voltage converter that allows the measure-
ment of the change of the frequency of the EPRoC due to magnetic
resonance, i.e., the FM signal. The PLL provides a downconverted
FM signal at the modulation frequency. Generally, there are different
ways to convert the frequency change of the VCO to a voltage such
as quadrature downconversion. Embedding the VCO of the EPRoC in
a PLL was first discussed in ref. [145] for CW experiments and in ref.
[131] for RS experiments.

A sketch of the working principle of a PLL is explained below, while
a detailed discussion of phase-lock loops is presented in ref. [146].
An elementary PLL consists of phase detector (1), a loop filter (2),
and a VCO (in our case the VCO of the EPRoC) connected in a loop
as depicted in Figure 4.1 (b) The divider (3) is not strictly necessary
but is utilised by the EPRoC to divide the oscillation frequency by a
factor of N. Assuming that the PLL is locked, and the phase detector
is linear, its output voltage is proportional to the phase difference
of the reference signal and the VCO signal (divided by N). The loop
filter (2) suppresses noise and high-frequency components in the out-
put of the phase detector and returns the so-called tuning voltage,
Vtune, to the VCO, which determines its frequency. Deviations from
the centre frequency may be described by ∆ f = K0Vtune, where K0 is
the so-called VCO gain factor. As the frequency is the derivative of the
phase, this equation relates Vtune with the phase of the (divided) VCO

signal and if the PLL is locked both reference signal and VCO oscillate
in phase. For an ideal VCO, Vtune is proportional to its frequency and
hence, can be used to measure the change of the oscillation frequency
of the EPRoC due to magnetic resonance, which is called FM signal. To
recover the actual change of the oscillation frequency due to magnetic
resonance with the correct unit Hz, the measured tuning voltage needs
to be converted by means of the VCO gain factor. Commonly VCOs

exhibit a slightly non-linear behaviour of their oscillation frequency as
a function of the tuning voltage. Additionally, the VCO gain changes
with bias current, among other things. Therefore, a calibration curve
for each state is required, an example of which is shown in Figure 4.2.
The left y-axis displays the DC tuning voltage as a function of the
oscillation frequency / MW frequency. Because the first derivative of
an EPR spectrum is recorded due to phase-sensitive detection (PSD)
with the LIA, the first derivative of the DC calibration curve is required.
To reduce numerical errors, the DC was fitted with a third-order poly-
nomial, of which the first two coefficients were used to calculate the
derivative. This conversion is not strictly required for field sweeps with
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Figure 4.2: Exemplary tuning voltage as a function of the MW frequency
used to convert Vtune to ∆ωosc,spin of the single-coil EPRoC dipstick
board submersed in water at a bias current of 4 mA. Left y-axis:
DC tuning voltage. Right y-axis: First derivative of the DC tuning
voltage.

a constant oscillation frequency, since the conversion factor is constant.
For frequency sweeps, however, the conversion must be performed.
Otherwise, the spectral shape of the resulting spectrum is distorted. If
the absolute value of the change of the oscillation frequency is not re-
quired, the on-resonance spectrum may be divided by an off-resonance
spectrum recorded with the same acquisition parameters.

4.2.3 AM detection

Similar to the downconversion of the frequency change of the EPRoC, a
downconversion of the oscillation amplitude of the EPRoC is required,
too. For this, an implicit demodulation of the oscillation amplitude
is provided at the centre tap of the differential tank inductor (Vx in
Figure 3.1) when current biasing the VCO as depicted in Figure 4.1 (b)
leading to the so-called AM signal. This method is discussed in general
for complementary metal-oxide-semiconductor (CMOS) LC oscillators
in ref. [147] and in particular for the EPRoC in refs. [133, 136, 148].

4.2.4 Iterations of the EPR-on-a-Chip

In the course of this thesis, three different EPRoC designs have been
used which will be described in the following.
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4.2.4.1 12-coil array EPR-on-a-Chip

This EPRoC design utilises 12 injection-locked VCOs similar to the one
presented in [61]. As discussed in Section 3.4, the injection locking
lowers phase noise of the joint array frequency by

√
12. The octago-

nally-shaped coils of the VCOs with an outer diameter (OD) of 200 µm
are arranged in a zipper-like fashion on the EPRoC in two rows of 6
coils each. The distance of the coils is 200 µm in the rows, while the
two rows are ∼225 µm apart. The traces of the coils are 8.5 µm wide.

The 12-coil VCO EPRoC array PCB is powered by DC power supply
PCB built by Anh Chu mounted to the EPRoC PCB. It consists of two
current sources powering AM1 and AM2 as well as one voltage source
powering the remaining ten VCO. The PCB itself is powered by a
Keysight E3646A two channel DC power supply with 15 V and 5.5 V
(Vdd) to ground. An additional LabVIEW program is used to control
the power supply PCB. Voltages between 0.45 V and 1.5 V and bias
currents between 2 mA and 24 mA per coil (AM1/AM2) can be set.

The frequency sweep range of this EPRoC extends from 12 to 14.4
GHz (sweep width 2.4 GHz or 85.6 mT). A 32-divider is used on the
chip, so that the reference frequency is in the range of ∼420 MHz.
The PLL utilised in this PCB has an approximate bandwidth of 10 MHz,
which is large enough that it may be used for both CW and RS operation.
This PCB is inserted horizontally between the pole shoes of the magnet,
so that solid-state samples or liquid samples in capillaries may be
placed directly onto its surface.

4.2.4.2 Single-coil dipstick EPR-on-a-Chip

This EPRoC design utilises a single VCO presented in [130]. Similar to
the 12-coil EPRoC array, the octagonally-shaped coil of the VCOs has
an OD of 200 µm and a thickness of the traces of 8.5 µm. A Keithley
6221 current source is used for the dipstick PCB. The VCO of the EPRoC

oscillates from about 2 mA to approximately 24 mA.
The frequency sweep range of this EPRoC extends from 13.8 to

14.4 GHz (sweep width 1.6 GHz or 57.1 mT). A 32-divider is used on
the chip, so that the reference frequency is in the range of ∼420 MHz.
The PLL utilised in this PCB has an approximate bandwidth of 10 MHz,
which is large enough that it may be used for both CW and RS operation.
There are two features of this EPRoC PCB design that make it unique to
previous designs. Firstly, the tip of this EPRoC PCB, on which the actual
EPRoC is located, is detachable, so that in case of failure of the EPRoC

it can quickly be replaced. Secondly, the said tip is coated with a 10
to 12 µm thick film of parylene C.1 This coating allows to submerse
the tip of the EPRoC PCB into a sample solution. Therefore, this PCB is
inserted vertically between the pole shoes of the magnet. The sample

1 The coating was applied by Diener Electronic; Michal Kern and Anh Chu investigated
the coating and communicated with the company.
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solution is placed in a 10 mL beaker into which the tip of the dipstick
PCB is lowered.

12-coil dipstick epr-on-a-chip A similar parylene C coated
dipstick PCB with the 12-coil EPRoC as described in Section 4.2.4.1 was
manufactured and is located at the Max-Planck-Institut für chemische
Energiekonversion. It features a detachable tip as the single-coil EPRoC

dipstick.

4.3 sample preparation and characterisation

For a detailed understanding of the spectra obtained with the EPRoC, a
set of samples was prepared that was thoroughly investigated mainly
using “standard” resonator-based EPR and other techniques. Different
sample classes were used for this purpose. The first class are stable
organic radicals in powder form. In this thesis, BDPA and 2,2-diphe-
nyl-1-picrylhydrazyl (DPPH) were used as typical representatives and
are described in Section 4.3.1.1 and Section 4.3.1.2, respectively. The
second type are solid state thin films, in our case a thin film of amorph-
ous silicon (a-Si) on a Quartz substrate described in Section 4.3.1.3. The
third type of samples investigated are stable organic radicals in po-
lar solution. For this, 4-hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl
(tempol) in water was used, which is described in Section 4.3.2.1.

4.3.1 Solid state samples

4.3.1.1 α,γ-bisdiphenylene-β-phenylallyl (BDPA)

BDPA is a crystalline stable organic radical first synthesised in 1957
[149] and is commonly used as an EPR standard. In resonator-based
EPR at X-band, BDPA exhibits an intense single EPR line at g = 2.003
with a linewidth of about 0.07 mT [150]. It is, therefore, commonly
used for the development of new methods studying unpaired electrons
[151–153] and also seems ideally suited as a standard sample for the
EPRoC.

The density of BDPA is 1.220 g cm−3 [154]. With a molecular weight of
495.63 g mol−1 [155], a spin density of 1.5 × 1021 spins cm−3 is obtained.

The relaxation times were first determined by Goldsborough et al.
to be T1 = 110 ns and T2 = 100 ns [156]. In ref. [157] it was found that
although commercial BDPA is crystalline, the individual particles used
for the investigation are not single crystals. In the same work, Mitchell
et al. found an intra-particle distribution of T2 between 80 to 160 ns
with RS-EPR [157] of different particles from the same batch.

For the experiments with the EPRoC, BDPA with benzene (1:1) in
powder form was used as obtained from Sigma Aldrich. Small grains
with sizes smaller than the diameter of the EPRoC coil were selected
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by a comparison with a printed microscale. They were subsequently
placed onto the surface of the EPRoC under a light microscope by
means of a sharpened toothpick.

estimation of the volume and mass The mass of the samples
was determined from its sample volume assuming a homogeneous
distribution of the mass density. For the experiments shown in chapters
5 and 7 the sample volume was determined after its placement onto the
EPRoC, while the volume estimation for the B1 mapping experiments in
Chapter 6 was performed prior to the placement of the sample on the
sample holder. To determine the volume of the investigated sample,
its planar dimensions were determined from (multiple) photographs
of the sample by comparison with the dimensions of the coils on the
EPRoC or with the printed microscale. The out-of-plane dimension
was estimated from the size of the shadow of the sample. For that,
lighting from different sides was used so that the shadow could readily
be distinguished from the sample. The volume was then calculated
from the dimensions assuming a cuboid. While the planar dimensions
may be determined with a relatively small error of ∼10 % from the
micrograph, the estimation of the out-of-plane dimension from the
shadow has a large error of up to 50 %. This results in a total relative
error of the sample volume of ∼82 %. In addition, the assumption of a
cuboid sample may be invalid, too. In this case, the error may be even
larger than previously estimated.

4.3.1.2 2,2-diphenyl-1-picrylhydrazyl (DPPH)

DPPH is a commercially available stable nitrogen-centred radical. The
X-band EPR spectrum of DPPH in powder form at room temperature
consists of a single exchange-narrowed line at g = 2.0036 ± 0.0002
[158] with a linewidth between 0.15 to 0.81 mT [159] depending on the
solvent from which it has been crystallised. It is commonly used in
EPR method development and for the calibration of the modulation
amplitude of commercial EPR spectrometers [158].

In ref. [133], the average density of DPPH powder was determined
from refs. [160–163] and reads 1.41 g cm−3. In combination with the
molecular weight of 394.32 g mol−1 [164], the spin density of DPPH is
calculated as 2.1 × 1021 spins cm−3.

4.3.1.3 Amorphous silicon thin film on Quartz glass

To investigate the EPRoC array chip and for better sensitivity estima-
tion, a thin film sample of a-Si was used. It belongs to most studied
semiconductor materials in the last decades. An extensive review of
(hydrogenated) a-Si may be found in [8]. For the purposes of this
thesis, however, the most important properties are described below.
Pure (unhydrogenated) a-Si finds very little application for technolo-
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gical applications due to its poor electronic quality [165], such as low
photoconductivity. The main reason for this is the high number of
structural defects in a-Si, the so-called dangling bond (DB). A DB is
an under-coordinated site in the a-Si network, where one of four Si
valence electrons cannot form a bond with a neighbour and is left
alone (i.e. dangling). In hydrogenated a-Si, these DB are compensated
by H atoms, leading to a better electronic quality.

The first investigation of unhydrogenated a-Si performed by Brodsky
and Title [166] found a Lorentzian-shaped line at g = 2.0055, which
they attributed to the DB. Later research concentrated on hydrogen-
ated a-Si and confirmed the existence of dangling bonds [167], and
refined the g-tensor. A multifrequency EPR study by Fehr et al. [4]
found a rhombic g-tensor for the DB, which was in good agreement
with density functional theory calculations. In this work, a thin film
of unhydrogenated a-Si is used, where we make use of the large num-
ber of DB since they give rise to an intense EPR signal. Due to the
high concentration of DB in the sample (cf. paragraph 4.3.1.3), the
g-tensor is not observed due to a strong exchange coupling. Therefore,
instead of the rhombic g-tensor mentioned above, the isotropic g-value
determined in ref. [166] is used.

sample preparation A 15 µm thick film of a-Si was e-beam evap-
orated in the Von Ardenne cluster at PVcomB of HZB [168] (emis-
sion current: 560 mA, T = 680 ◦C, deposition rate between 400 and
450 nm min−1, sample rotation 15 rpm) on a 5 × 5 cm2 and 500 µm thick
Quartz (CrysTec GmbH) substrate. The thickness was confirmed by
investigating the edge of the sample where the sample holder was
placed with a confocal microscope. At this position, a ∼15 µm step
was present. The 5 × 5 cm2 sample was cut into several 1 × 2 mm2 and
1 × 5 mm2 small pieces using a dicing saw (DISCO DAD3220).

spin quantification The number of spins of one of the 1 × 5
mm2 samples was determined with a calibrated spectrometer (Lyra) at
Freie Universität Berlin by means of quantitative EPR at X-band (MW

power: 6.3 × 10−2 mW, modulation amplitude: 0.1 mT, modulation fre-
quency: 100 kHz, time constant: 1 s, number of scans: 1, Q-factor: 7440)
to be 1.8 × 1015. With a volume of 5 × 1 × 0.015 mm3 = 8 × 10−5 cm3,
the spin density reads

ρa-Si film = 2.4(5)× 1019 spins cm−3.

Here, the relative error for each length is assumed to be 10 %, resulting
in a relative error for the sample volume of 18 %. The average distance
of two DB is then calculated to be ∼3.4 nm.

lineshape and linewidth Figure 4.3 shows the spectra of the
a-Si film at S-band (a), X-band (b) and Q-band (c). The spectra at S-
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Figure 4.3: EPR spectra of the 15 µm thick a-Si film on Quartz glass obtained
at (a) S-band (Bruker ER 4118S-MS5, Pmw = 0.22 mW, navg = 190,
fmod = 100 kHz, Bmod = 0.05 mT, τ = 58.59 ms), (b) X-band
(Bruker ER 4118X-MD5, Pmw = 2.53 mW, navg = 1, fmod = 100
kHz, Bmod = 0.1 mT, τ = 29.3 ms), and (c) Q-band (Bruker ER
5106Q-TW, Pmw = 12.5 mW, navg = 8, fmod = 100 kHz, Bmod =
0.1 mT, τ = 10.24 ms). Each spectrum was simulated using pepper
of the EasySpin software package.

and X-band exhibit a single line, while at Q-band a small second line
is visible, too. The second line most likely originates from the Quartz
substrate, which overlaps in S- and X-band with the spectrum of the
DB in the a-Si. All spectra were simulated with pepper of the EasySpin
software package [70]. For the simulation, a spin-1/2 system with a
convolutional broadening with both Gaussian, ∆Bpp,G, and Lorentzian,
∆Bpp,L, contributions was assumed for the DB in a-Si. The second line
in the Q-band spectrum was simulated assuming a spin-1/2 with
convolutional Lorentzian broadening only. While the spectrum at S-
band mainly has a Lorentzian shape (∆Bpp,G/∆Bpp,L = 3.2 %), the
Gaussian contribution increases towards X-band (16.7 %) and Q-band
(51.3 %). This MW frequency dependent change of lineshape may be
attributed to g-strain, which has a stronger influence at larger MW

frequencies and magnetic fields. The total linewidth of the a-Si film
sample exhibits a linear behaviour on the MW frequency.

relaxation times Due to the high defect density, the relaxation
times of the sample could not be determined using standard pulsed



56 epr-on-a-chip instrumentation

ΔB
pp

 / 
m

T

0

0.5

1

Si
g.

 a
m

pl
. /

 a
.u

. (a)

Exp.
Fit

0.4

0.6

0.8
(b)

Exp.
Fit

0 50 100 150 200
B1 / μT

0

0.5

1
Si

g.
 in

t. 
/ a

.u
. (c)

Figure 4.4: Saturation analysis at X-band of the 15 µm thick a-Si film on
Quartz glass. (a) Peak-to-peak amplitude of the EPR spectra with
fit assuming a Voigt lineshape. The spectrum obtained at B1
marked with the open circle is used for further analysis. (b)
Experimental peak-to-peak linewidth obtained from the spectra
with fit. (c) Signal intensity (double integral) of the EPR spectra.
The spectrum obtained at B1 marked with the open circle is used
for further analysis.

EPR methods. The high defect density of the sample leads to a large
dipole-dipole interaction between the spins, which leads to spin-spin
relaxation times that are lower than the instrument dead time of the
EPR spectrometer.

Therefore, the relaxation times are estimated by a fit of the saturation
curve shown in Figure 4.4 using the method described in [169]. Instead
of using the Bloch equations which assume a Lorentzian lineshape
only, here, a Voigtian lineshape is assumed. This lineshape reflects
the spectrum of the a-Si to a good extent. The calculation estimates
B1 from the MW power using the conversion factor, C, of the cavity.
The saturation analysis was performed at X-band since the resonator
conversion factor for the Q-band probehead is much lower (C =

0.006 mT W−0.5), such that no saturation could be seen at Q-band. To
maximise the B1 range of the saturation measurement, the ER 4118
X-MD5 probehead was used since it has the largest conversion factors
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of the commercial Bruker probeheads of C = 0.42 mT W−0.5 [170]. The
estimated spin-spin (T2) and spin-lattice (T1) relaxation times are

T1 ≈ 200 ns and T2 ≈ 20 ns.

These relaxation times are much faster compared to hydrogenated
amorphous silicon (a-Si:H), which exhibits T1 in the range of µs. How-
ever, the high defect density quenches the relaxation times of the
sample.

4.3.2 Solution samples

4.3.2.1 Dissolved 4-hydroxy-2,2,6,6-tetramethylpiperidine-1-oxyl

As a solution test sample, a series of 4-hydroxy-2,2,6,6-tetramethylpi-
peridine-1-oxyl (tempol) / H2O solutions with concentrations of (0.01,
0.1, 1 and 10) mmol L−1 were used. Tempol is a commercially avail-
able air stable nitroxide radical. There are many nitroxides commonly
employed in EPR research, but they share one property which is the
unpaired electron that is coupled to a nitrogen (N) nucleus. Usually,
they are covalently or non-covalently introduced into different mater-
ials as micro-probes to study the local environment. The accessible
parameters of the samples through the nitroxide probes among others
are pH, viscosity, polarity, H-bond networks, transition temperatures,
local dynamics, and distances toward other nitroxide probes [171].

sample preparation Tempol was bought from Sigma-Aldrich
(97 %, LOT #BCCB3715) and used as obtained. The 10 mmol L−1 start-
ing solution was prepared by dissolving an appropriate amount of
the sample in 50 mL de-ionised water. Lower concentrations were
obtained by dilution of the 10 mmol L−1 starting solution.2

quantitative epr with the magnettech ms5000 To obtain
quantitative EPR data of multiple samples, the amount of sample in the
resonator as well as the sample position need to be reproducible. Due
to the high dielectric constant of water, a measurement of the solutions
in the standard 4 mm EPR capillaries is not possible. Therefore, the
samples were filled in open-ended 50 µL capillaries (Hirschmann
ringcaps, inner diameter (ID): 1.02 mm) and sealed with Kritoseal
at both ends. The filling height was from one end without the green
marking until the black mark in the centre of the capillary, such that
the filling height is larger than the resonator. For the sample alignment
in the Magnettech MS5000 spectrometer the capillary guidance tube
(Magnettech F120/1.5 3.6 mm) was used as explained in the user

2 In homoeopathic terms, the lower concentrated solutions would correspond to “po-
tencies” of D1, D2 and D3 compared to the starting solution. The samples were,
however, not properly shaken to be considered homoeopathic “medication”.
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Figure 4.5: Tempol / H2O solutions with concentrations of (0.01, 0.1, 1 and
10) mmol L−1. (a) Resonator-based EPR spectra. Each spectrum is
multiplied by the number on the right of the respective spec-
trum to ensure similar scaling in the plot. The vertical lines mark
the hyperfine splitting caused by the N nucleus. (b) EPR signal
intensity (double integral (DI)) as a function of the tempol con-
centration obtained from the spectra above. A linear behaviour
is observed. (c) Saturation analysis obtained from the DI shows
saturation at a B1 above about 5.6 µT. The lines (solid, dashed,
dotted, dash-dotted) are linear fits to the data at low power. The
EPR spectra in (a) were acquired at the B1 marked with the vertical
line corresponding to 5.6 µT.
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manual, i.e., the top of the guidance tube was on the same height as
the plastic capillary holder. The samples were inserted to the bottom
of the guidance tube for investigation. This procedure ensures the
same experimental conditions for all samples.

Figure 4.5 (a) displays the spectra of the tempol solutions in X-
band obtained with the Magnettech MS5000 spectrometer with a
modulation frequency of 100 kHz, a modulation amplitude of 0.07 mT
and an MW power of 2.15 mW (5.6 µT). All spectra exhibit three lines
due to the hyperfine splitting by the N. In addition, the samples are
in the isotropic limit, which can be seen by the fact that the three lines
almost have the same intensity [171]. In this regime, the anisotropic
solid state interactions are averaged out and only an isotropic average
of the magnetic interactions can be observed. Therefore, the isotropic
hyperfine splitting parameter AN may be read-off the spectrum as
shown in Figure 4.5 (vertical lines in the plot) and reads ∼47.7 MHz,
which is similar to literature values for tempol in solution. Earlier
findings, however, did mostly not investigate tempol in pure water,
but in other solvents. In ref. [172], the dependence of the hyperfine
splitting of tempol and other nitroxides was investigated for different
solvents. For solvents containing a Hydroxy-group, such as alcohols, a
linear dependence of AN on the dielectric constant, ϵ, from about 15
to 33 was found. Considering water a solvent with a Hydroxy-group,
too, and extrapolating AN to ϵ = 80, a hyperfine splitting of 46.9 MHz
is obtained. In addition, Clark et al. [173] found a value of 47.6 MHz
for tempol in water, which is in agreement with the findings presented
here.

The 10 mmol L−1 spectrum exhibits a broadening of the three lines
compared to the lower concentrations due to the high concentration
as explained in Section 2.3.3. Therefore, the signal amplitude is only
about a factor of 3 larger than the 1 mmol L−1 sample. If there was
no exchange broadening, the signal amplitude should scale linearly
with the concentration of the solutions, i.e., it should be 10 times
larger for a 10 times higher concentration. The samples with 0.01, 0.1
and 1 mmol L−1 show this behaviour approximately. The EPR signal
intensity, however, is not affected by a change of the lineshape and
shows a linear relationship between the doubly-integrated EPR signal
and the concentration as seen in Figure 4.5 (b).

The saturation behaviour of the tempol solutions is shown in Fig-
ure 4.5 (c). It is plotted here as the EPR signal intensity (DI of the
first-absorption EPR spectrum) as a function of B1. All solutions ex-
hibit a similar saturation behaviour. The part of each saturation curve
at low power is linearly fit to obtain the onset of the saturation. The
approximate non-saturating B1 can be extracted from the fits and the
experimental data. It is depicted with the vertical line in Figure 4.5 (c)
at the non-saturating power of about 5.6 µT. The spectra in Figure 4.5
(a) were obtained at this MW power.
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P R A C T I C A L C O N S I D E R AT I O N S F O R E P R
S P E C T R O S C O P I S T S

5.1 introduction

This chapter is mainly written for EPR spectroscopists who got hold
of one of the EPR-on-a-Chip (EPRoC) printed circuit boards (PCBs) and
want to use it for their research. It is thought to facilitate the un-
derstanding of the EPRoC technology for potential users and may
therefore, be described as “materials and methods-ish”. The purpose
of this chapter is to understand the FM and AM spectra in detail. At
the same time, it lays the foundation for the subsequent chapters, in
which certain aspects of the EPRoC will be investigated in more detail.
Some presented experimental data are currently not fully understood,
but may be interpreted in the future.

The understanding of the spectra recorded by the EPRoC is of utmost
importance to enable the EPRoC technology to be used as a spectro-
scopic tool. While for resonator-based EPR, many analyses about the
EPR signal have been performed since its dawn, discussed e.g. in
refs. [78, 83], an in-depth analysis of actual EPRoC spectra recorded
with the EPRoC is incomplete. Therefore, this chapter contains detailed
analyses of both FM and AM spectra of the solid-state and solution-
state samples described in Chapter 4. The spectra are simulated and
compared to resonator-based EPR with their differences highlighted.
One unique advantage of the EPRoC over resonator-based EPR is the
ability to record frequency-swept spectra in addition to field-swept
spectra especially at “low” microwave (MW) frequencies, i.e. up to
Q-band. This generally allows the use of permanent magnets instead
of the commonly used electromagnets, which in turn may lead to a
complete miniaturisation of the whole EPRoC spectrometer and not
only of its MW components [55, 59]. Here, the difference of field- and
frequency-swept spectra are discussed. The uniqueness is further used
for a proof-of-principle frequency-domain magnetic resonance (FDMR)
experiment that is usually only possible in dedicated resonator-free
high-field / high-frequency EPR spectrometers.

The sensitivity is a very important quantity for any spectroscopy. For
resonator-based EPR, this was analysed in detail mainly by Feher [83].
A detailed analysis for the EPRoC similar to that of resonator-based
EPR may be found in refs. [126, 127, 133]. Yet, such theoretical consider-

Some parts of this chapter are from S. Künstner, J. E. McPeak, A. Chu, M. Kern,
M. Wick, K.-P. Dinse, J. Anders, B. Naydenov, K. Lips, Microwave Field Mapping
for electron paramagnetic resonance (EPR)-on-a-Chip Experiments. Science Advances
2024, 10 (33), eado5467. DOI: 10.1126/sciadv.ado5467.
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ations sometimes only have a limited value for the actual experiment.
Therefore, absolute spin sensitivities determined experimentally with
solid-state samples will be discussed in this chapter and compared to
previously published results.

Many samples especially for medical or biological applications
contain paramagnetic species dissolved in aqueous solutions. Such
solutions of solvents with a high dielectric constant – so-called lossy
solvents – pose a major challenge to EPR spectroscopists [174–176].
Because these samples absorb the MW in the resonator non-resonantly
via the electric field. Thin capillaries or so-called flat cells [12, 177]
are therefore commonly used to investigate such samples. In this case,
excessive non-resonant MW absorption is avoided both by reducing
the sample volume in the resonator and by placement of the sample in
parts of the resonator with low electric field. For the EPRoC technology,
different means of investigation of paramagnetic species in aqueous
solution are employed, including placement of the sample in capillaries
with different geometries. The EPRoC dipstick approach, however,
allows submersing the EPRoC into a sample solution, which brings the
investigation of such samples to a new level drastically simplifying
sample handling. This approach is similar to those presented using a
dipstick micro-resonator [47] or a non-resonant near-field probehead
[49]. The absolute spin sensitivity of the EPRoC dipstick determined
with aqueous solutions is similar to that determined with powder
samples. In addition, the usefulness of the values of the concentration
sensitivity is verified.

The influence of the dielectric constant of many solvents on the
sensitivity of resonator-based EPR spectrometers was investigated in
refs. [175, 176]. Although this thesis does not provide such an in-depth
analysis, the effect of the dielectric constant is analysed with two
samples with a low and high dielectric constant, respectively.

The MW saturation of the sample is another important parameter for
EPR spectroscopists as spectra recorded under saturating conditions
are often discarded due to possible lineshape broadening. While the
saturation behaviour of paramagnetic species in resonator based EPR

has been studied in depth [84, 178–180], a detailed analysis of these
parameters is missing for the EPRoC.

This chapter is structured as follows. First, the materials and meth-
ods are described. This includes the samples, experimental configura-
tions, acquisition parameters and post-processing steps. The simula-
tion procedures for both FM and AM spectra are outlined. Second, the
results are presented and discussed. In this part, the FM and AM spec-
tra of solid state samples, α,γ-bisdiphenylene-β-phenylallyl (BDPA) and
amorphous silicon (a-Si), are shown. These are then used to determine
the absolute spin sensitivity. Subsequently, the difference between field-
and frequency-swept spectra is discussed and an FDMR experiment
is presented. Thereafter, the investigation of solution-state samples,
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tempol in water and ethanol, with the EPRoC is discussed. This com-
prises placement of solutions in capillaries of varying geometry as
well as submersing the complete EPRoC in the sample solution. In
the last part of this chapter, the saturation behaviour and the effect
of varying frequency modulation amplitudes will be discussed. The
chapter concludes with a summary and outlook.

5.2 materials and methods

5.2.1 Experiment

For the experiments in this chapter, all iterations of the EPRoC de-
scribed in Chapter 4 were used. The experiments on the solid-state
samples were performed with the 12-coil EPRoC array placed horizont-
ally between the pole shoes of the electromagnet. Most of the spectra
of solution-state samples were recorded with the single-coil EPRoC

dipstick, which was vertically inserted. In both configurations, B0 and
the component of B1 perpendicular to the surface of the EPRoC are
orthogonal.

5.2.2 Samples

In this chapter, all samples described in Section 4.3 were used. Spectral
comparisons with X-band EPR were performed with a grain of BDPA, a
thin-film a-Si sample as well as tempol dissolved in water and ethanol,
respectively.

BDPA with benzene (1:1) in powder form was used as obtained from
Sigma Aldrich. The experimental data of BDPA was obtained with
the same grain that has been used in [131] and will be described in
detail in Chapter 7. The sample handling and volume estimation is
described in detail in Section 4.3.1.1. The BDPA sample was placed in
coil AM1 of the 12-coil EPRoC array. The sample volume is approxim-
ately 0.7 nL with an estimated amount of spins of 1.0(2) × 1015 spins.
A 1 × 2 mm2 a-Si sample (cf. Section 4.3.1.3) was attached to a sample
holder and placed such that all coils of the 12-coil EPRoC array were
covered with the sample. Samples of tempol in water with varying
concentrations ranging from 10 µmol L−1 to 10 mmol L−1 were used
described in Section 4.3.2.1.

5.2.3 Acquisition parameters and post-processing

5.2.3.1 Solid state samples

The 12-coil EPRoC array board was used for the investigation of the
solid state samples, BDPA and a-Si. The field-swept FM and AM spectra
of the BDPA sample used for the comparison with literature values
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were recorded at a constant MW frequency, fMW = 13.44 GHz, and
a constant bias current, Ibias = 5 mA. Phase-sensitive detection (PSD)
with frequency modulation ( fmod = 100 kHz) and a peak-to-peak
modulation amplitude, ∆ fpp = 0.96 MHz, was used. The time constant,
τLIA, and filter order of the lock-in amplifier (LIA) were 50 ms and
24 dB oct−1, respectively. One scan (navg = 1) was recorded.

The same settings were used for the experiments with varying bias
current (cf. Section 5.3.4.3). The modulation amplitude was set to
1.92 MHz to achieve a slightly larger signal-to-noise ratio (SNR). The
bias current was varied between 5 and 18 mA.

For the field sweep of the a-Si sample the following parameters
were used: fMW = 13.44 GHz, Ibias = 5 mA, navg = 1, fmod = 100 kHz,
∆ fpp = 5.312 MHz, τLIA = 100 ms (24 dB oct−1). The same settings
were used for the experiments with varying bias currents (cf. Sec-
tion 5.3.4.3). The range of the bias current was 5 to 24 mA.

For the comparison of the a-Si spectra acquired with the EPRoC to
resonator-based EPR, S-, X-, and Q-band data discussed in detail in
Section 4.3.1.3 were used.

x- and q-band saturation The field-swept continuous wave
(CW) X- ( fMW = 9.642 GHz) and Q-band ( fMW = 34.28 GHz) saturation
data were acquired with a Bruker ElexSys E580 spectrometer with
the ER 4118 X-MD5 (C = 0.42 mT W−0.5) and the ER 5016 Q-TW
resonator (C = 0.006 mT W−0.5 [181]), respectively. For both datasets,
PSD with field modulation was employed with fmod = 100 kHz and
∆Bmod,pp = 0.1 mT. The time constant of the LIA was 29.3 ms and
10.24 ms for X- and Q-band, respectively. In total, 1 average per MW

power was recorded for the X-band data, and 8 for the Q-band data.

5.2.3.2 Solution samples

Most of the spectra of solution samples were acquired with the single
coil EPRoC dipstick board. Each of the following paragraphs corres-
ponds to a section with the same name in the results and discussion
section, so that the experimental parameters may easily be assigned.

field- and frequency sweeps For the FM and AM spectra
of the 10 mmol L−1 tempol/H2O sample the following parameters
were used: Ibias = 2 mA, navg = 5, fmod = 90 kHz, ∆ fpp = 3.2 MHz,
τLIA = 100 ms (24 dB oct−1). The resulting experiments are discussed
in Section 5.3.2.

low field frequency-domain eproc For the low-field fre-
quency-domain EPRoC map, 26 FM and AM spectra with a frequency
sweep range from 12.8 to 14.4 GHz at varying magnetic field ranging
from 460 to 510 mT were recorded. The following acquisition paramet-
ers were used: Ibias = 2 mA, navg = 1, τLIA = 100 ms (24 dB oct−1),
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fmod = 91.111 kHz, ∆ fpp = 3.2 MHz. For each spectrum, an off-
resonance spectrum at 200 mT was recorded. The discussion of these
experiments may be found in Section 5.3.2.1.

rectangular capillaries The 12-coil EPRoC array was used
to obtain the field-swept FM spectra of the 10 mmol L−1 tempol/H2O
solution in the rectangular capillaries (VitroCom). The experimental
parameters are as follows: fMW = 13.44 GHz, Ibias = 5 mA, navg = 1,
fmod = 75 kHz, ∆ fpp = 3.2 MHz, τLIA = 200 ms (24 dB oct−1). The
experiments are discussed in paragraph 5.3.3.1. Three capillaries
with different geometries were used for the experiment. The rel-
evant geometry is defined by the wall thickness, dwall, the inner
height, dID, the inner width, dwidth. The values are as follows: Vit-
roCom 5004 (dwall = 28 µm, dID = 40 µm, dwidth = 0.4 mm), VitroCom
5005 (dwall = 35 µm, dID = 50 µm, dwidth = 0.5 mm), VitroCom 5015
(dwall = 50 µm, dID = 50 µm, dwidth = 1 mm). The length of all capil-
laries was 50 mm.

useful concentration sensitivity To determine the concen-
tration sensitivity, a set of tempol/H2O samples with concentrations
of 10, 100 and 1000 µmol L−1 were used. The acquisition parameters
for field and frequency sweeps were the same, as follows: Ibias =

2 mA, τLIA = 100 ms (24 dB oct−1), fmod = 90 kHz, ∆ fpp = 3.2 MHz.
The number of averages was varied for the different concentrations:
1 mmol L−1: navg = 5; 100 µmol L−1: navg = 25; 10 µmol L−1: navg = 50;
The MW frequency for the field sweeps was 14.336 GHz and the mag-
netic field was 509.3 mT for the frequency sweeps. For the latter, off-
resonant spectra were acquired at a magnetic field of 400 mT. The
discussion of the experiments may be found in paragraph 5.3.3.3.

influence of the dielectric constant The experiments
used to investigate the influence of the dielectric constant on the
EPRoC signal discussed in Section 5.3.4.1 were performed by Takuma
Sato at the Max-Planck-Institut für chemische Energiekonversion with
an identically-constructed EPRoC setup with a 12-coil array dipstick
board. The frequency-swept FM and AM spectra of the 1 mmol L−1

tempol / H2O and of the 1 mmol L−1 tempol / ethanol solution were
acquired with the following acquisition parameters: B0 = 500 mT on
resonance navg = 50, fmod = 90 kHz, ∆ fpp = 3.2 MHz, τLIA = 10 ms
(24 dB oct−1). The off-resonance field was 100 mT. This board uses
a single current source for all voltage-controlled oscillators (VCOs),
which was set to 15 mA. This results in 15 mA/12 = 1.25 mA of bias
current per coil.

The X-band data of the tempol / H2O and tempol/ethanol solutions
were acquired with a Magnettech MS5000 spectrometer. In total, 4
averages were recorded for each spectrum with field modulation
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( fmod = 100 kHz, ∆ fmod = 0.01 mT). The sweep time per average was
60 s. For both samples, the MW frequency was 9.45 GHz.

influence of the frequency modulation amplitude A 10
mmol L−1 tempol/H2O sample was used for these experiments. Field-
swept FM spectra were obtained at different frequency modulation
amplitudes at a fixed MW frequency of 14.34 GHz. One spectrum per
modulation amplitude was recorded with a modulation frequency of
90 kHz. The LIA filter time constant was 100 ms (24 dB oct−1).

5.2.3.3 Post processing

All shown spectra apart from the resonator-based EPR spectra are
filtered with a 2nd order Savitzky-Golay filter with a filter width chosen
such that the spectrum was not broadened by the filtering procedure.

5.2.4 Spectral simulations

The spectral simulations are described in the following. For least-
square fitting of the simulations of the experimental data, the un-
filtered spectra were used.

5.2.4.1 Powder spectra

For spectral simulations, the EasySpin software package (version 6.0.0-
dev.53) was used [70]. The function pepper was used for the simulations
of the BDPA and a-Si FM spectra. The asymmetry of the AM spectra
was accounted for with a special simulation function based in pepper,
which returns a mixture of absorption and dispersion spectra based
on Equation 3.21b such that the resulting spectrum was calculated by
χ′′ − Qcoilχ

′. The parameters of the simulations were adapted by least-
square fitting of the simulation to the experimental data. The total spin
of both samples is 1/2. For the simulations, the scalar g-value of BDPA

and a-Si was taken from literature and may be found in Sections 4.3.1.1
and 4.3.1.3, respectively. To account for possible offsets of the magnetic
field, a field offset parameter is used. Convolutional Lorentzian and
pseudo-Voigtian, i.e., Gaussian and Lorentzian, broadening was assumed
for BDPA and a-Si, respectively. For the FM spectrum, a dispersion
spectrum is simulated by setting the MW phase (mwPhase) in the
simulation to π/2. The fit parameters for the FM spectra are the
convolutional broadening(s) and the field offset, while for the AM
spectra Qcoil was varied, too, in addition to the aforementioned fit
parameters.

For the extraction of the peak-to-peak linewidth as well as the
calculation of the double integral (DI) in Section 5.3.4.3, only Lorentzian
broadening was assumed.
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5.2.4.2 Fast-motion spectra

The function garlic of EasySpin is used for the simulation of the tempol
solutions discussed in Section 5.3.4.1. This function may be used for
radicals in solution with small hyperfine interaction (HFI). This is the
case for the tempol solutions. The function calculates the resonance
fields/frequencies (stick spectrum) using the Breit-Rabi equation for
S = 1/2 with an arbitrary nuclear spin [182]. Tempol in solution in the
isotropic limit is best described by a spin-1/2 system isotropic g-value
of 2.0059 [173] with a nitrogen nucleus I = 1, with isotropic HFI, Aiso.
Similar as for the solid state samples, convolutional pseudo-Voigtian
broadening is applied. As before, the MW phase was set to π/2 for
the simulation of the FM data. Due to relatively symmetric spectra
about the resonance fields/frequencies, the AM data was simulated
as an absorption spectrum. The parameters that were varied in the
least-square fit of the simulation to the experiment were the isotropic
HFI, the Gaussian and Lorentzian broadening as well as a field offset.
The EPR absorption spectrum was simulated in the same way as the
AM spectrum.

5.2.5 Extraction of EPR data from literature

In the course of this chapter, spectral simulations of EPR spectra presen-
ted in literature are performed. To perform the simulations, the spectra
are digitised using the free software WebPlotDigitizer [183]. This soft-
ware allows to (manually) extract the numerical data from a variety
of plot types, including EPR spectra. The x-axis of the extracted data
is usually non-linearly spaced, so that an interpolation of the data is
required to perform the spectral simulations.

5.3 results and discussion

5.3.1 Investigation of solid state samples

The spectral comparison is performed with two powder samples: BDPA

and a thin-film a-Si sample both of which are described in detail in
Sections 4.3.1.1 and 4.3.1.3.

5.3.1.1 α,γ-bisdiphenylene-β-phenylallyl (BDPA)

Figure 5.1 shows first-derivative dispersion-like FM (top) and absorp-
tion-like AM spectra (bottom) of a grain of BDPA placed in coil AM1
with respective spectral simulations performed with EasySpin [70]. A
slight asymmetry is observed in the FM spectrum, while resonator-
based EPR spectra of BDPA in powder form do not exhibit an asym-
metry. A similar asymmetry, however, is observed in all VCO-based FM
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spectra recorded over the years [51, 52, 55, 61, 184–186].1 According
to the analytical solution of Equation 3.18, the FM signal should be
symmetric for a spin-1/2 system. The analytical solution, however,
lacks the consideration of the bi-directionality of VCO and spin system.
In addition, it is derived assuming a non-saturated sample. Hence,
this may lead to an asymmetric spectrum. Further data about the
asymmetry of FM spectra is given in Section 5.3.4.3.

The AM spectrum of the BDPA sample is shown in Figure 5.1 bottom.
As expected from Equation 3.20, this spectrum is asymmetric due to
a dispersive component [133] in addition to the (main) absorptive
lineshape.

Both BDPA spectra were simulated using the EasySpin software pack-
age [70], assuming a spin-1/2 system with an isotropic g-value of
2.003 obtained from literature [150]. Convolutional Lorentzian broad-
ening was applied in the simulation. Its peak-to-peak linewidth2 was
determined through least-square fitting of the experimental spectra as
described earlier in Section 5.2.4. While the peak-to-peak linewidth is
the only fit parameter for the simulation of the FM spectrum, the AM
spectrum was simulated with an additional asymmetry parameter,
that is Qcoil. The Lorentzian peak-to-peak linewidth of both FM and
AM spectra is ∼0.096 mT. For the AM spectrum Qcoil = 1.4. This value
is much smaller than simulated values for other EPRoC designs.

For direct spectral comparison with a resonator-based EPR spectro-
meter, an experiment with the same grain of BDPA or of a similar BDPA

sample is necessary. However, the former is not possible due to the
small grain size which does not allow retrieval of the sample once
it is placed on the EPRoC. In addition, in a previous study [157], an
intra-grain distribution of T2 for BDPA grains with dimensions of a few
100 µm from one batch was reported. Hence, using a different grain
of BDPA could lead to false interpretations due to different linewidths.
The reported T2 ranged from 80 to 160 ns in X-band. Assuming the
linewidth of BDPA to be only determined by relaxation, it may be cal-
culated using Equation 2.37. The calculated linewidths in X-band are
within the range of 0.04 to 0.08 mT. This is about 60 to 20 % smaller
than that observed in the experimental BDPA data. Several factors may
contribute to the observed broadening, including inhomogeneity of
the static magnetic field, MW frequency-dependent mechanisms such
as disorder-induced g-strain and saturation effects.

An inhomogeneous static magnetic field could cause a broadening
of the spectra of the solid-state samples. Typically, the homogeneity of
the commonly used (large) electromagnets is of the order of 1 × 10−5 in

1 An internal report from Bruker of the EPRoC project states that the asymmetry of the
FM signal may be correlated with the sample size.

2 Please note that the linewidths presented in this work always correspond to the
peak-to-peak linewidths of a first-derivative EPR absorption spectrum, adhering to
the conventional practice in the EPR community. Therefore, these linewidths cannot
be directly read off the displayed spectra.
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Figure 5.1: Field-swept EPRoC spectra of a grain of BDPA (sample volume:
∼0.7(2) nL; mass: 0.8(2) µg; number of spins: 1.0(2) × 1015 spins)
with spectral simulations. Top: FM signal. Bottom: AM signal.
The central MW frequency of 13.44 GHz is indicated.

a spherical volume of 1 cm3 [82] if there is no ferromagnetic material in
the vicinity of the pole shoes. This results in an absolute deviation of
the magnetic field of ∼0.005 mT for the MW frequencies and magnetic
fields used for the EPRoC. Because the sample volumes of the BDPA

grain is much smaller (1 × 107) than the specified volume for the homo-
geneity, it is expected that the homogeneity within the sample is even
smaller than the value mentioned above. However, ferromagnetic parts
of the holder and PCB could cause some B0 inhomogeneity. The holder
was built from commercially-available optomechanical parts from
Thorlabs, which were tested to be non-magnetic. The PCB is most likely
manufactured from FR4 material with conducting paths, which is
also expected to be non-magnetic. Therefore, an inhomogeneity of the
static magnetic field is unlikely to be the main cause of the observed
broadening. In addition, the broadening caused from inhomogeneities
of the magnetic field would result in a Gaussian distribution, which is
not seen for the BDPA sample, which is best simulated with Lorentzian
broadening only. Similarly, frequency-dependent broadening such as
g-strain would usually also result in Gaussian broadening. In addition,
as spectra of BDPA obtained at Q-band do not exhibit any major broad-
ening compared to X-band, the latter is unlikely to be a contribution
to the broadening.

Saturation could be a contributing factor, particularly given the relat-
ively large and inhomogeneous B1 values expected for microoscillator-
based EPR. The inhomogeneity of B1 inherent for microcoils does not
lead to lineshape broadening in CW spectra but merely changes the sig-
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nal amplitude/intensity if the sample is unsaturated at each point in
space. EPR spectra obtained by the saturation transfer technique, how-
ever, may suffer from lineshape distortions [187]. Yet, if portions of the
sample within the sensitive volume experience saturation, lineshape
broadening is very well possible as the total EPR signal is the volume
integral over the sample in the sensitive volume. The distribution of
B1 of the 12-coil EPRoC array will be discussed in detail in Chapter 6.
To a first approximation, the B1 in the centre of the coil generated
perpendicular to the surface of the EPRoC may be estimated by means
of Biot-Savart’s law for a circular inductor loop with a radius, R, equal
to that of the coils, 100 µm. The current in the loop, Icoil, may be calcu-
lated from the bias current, Ibias, using the square-root law proposed
in [131] and described in detail in Section 7.3.2. In this case, B1 is given
by

B1 =
1
2

µ0
a + b

√
Ibias

2R
, (5.1)

for which a and b are empirical constants of the square-root law. The
additional factor 1/2 in the equation takes into account that only half
the magnitude of the MW is available for EPR excitation due to the two
counter-rotating MW fields in the rotating frame. Using a bias current
of 5 mA, B1 ≈ 27 µT in the centre of the coil at its surface. B1 increases
towards the traces of the coil, yet, already at 27 µT, it is plausible
that the sample experiences saturation when possessing a T1 value
of 110 ns from ref. [156] and T2 in the range mentioned earlier. This
could lead to saturation-induced broadening, which could explain the
increased peak-to-peak linewidth compared to X-band.

The SNR of both spectra is calculated as the ratio of the peak-to-
peak amplitude and the standard deviation (STD) of the baseline
regions of the spectrum. For the FM spectrum the SNR is 250 which
is approximately 5 × larger than that of the AM spectrum of 44.
Although, FM and AM signal should in theory exhibit the same
spin sensitivity [133], the AM signal is detected using an intrinsic
demodulator with poor noise characteristics as discussed in [131] and
[133], which may lead to a degradation of the SNR of the AM spectrum.

5.3.1.2 Amorphous silicon

As the results obtained with a BDPA sample are not easily comparable
to resonator-based EPR spectra, a thin-film a-Si sample will be discussed
in the following. Furthermore, the mean relaxation time of this sample
is shorter than that of BDPA by approximately a factor of ∼2 using
the values provided in Section 4.3.1.3 for the a-Si and literature values
for BDPA stated in Section 4.3.1.1. Therefore, if the BDPA sample was
saturated as discussed, the a-Si sample may be unsaturated or at least
less strongly saturated. The sample is a 15 µm-thick film of a-Si on
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Figure 5.2: (a) Field-swept EPRoC spectra of the a-Si sample with spectral
simulations. Top: FM signal. Bottom: AM signal. (b) Peak-to-peak
linewidth, ∆Bpp, of the a-Si sample as a function of MW frequency
as obtained from the experimental spectra (total), Lorentzian (Lor.)
and Gaussian (Gauss) contribution to the linewidth obtained from
simulations of the EPR absorption spectra at S-, X- and Q-band
and of the FM spectrum at Ku-band. The open symbols represent
the data obtained with a resonator-based EPR spectrometer, while
the filled symbols represent the data obtained with the EPRoC.
Linear fits of the resonator-based EPR data are shown as solid,
dashed and dash-dotted lines for the total, Lorentzian and Gaussian
linewidth, respectively.

Quartz glass with spatial dimensions of 2 × 1 mm2, i.e., all 12 coils can
be covered with the sample.

Figure 5.2 (a) shows the first-derivative dispersion-like FM (top) and
absorption-like AM spectra (bottom) of an a-Si sample at 13.44 GHz.
Similar to the FM spectrum of the BDPA sample, the FM spectrum
exhibits a slight asymmetry compared to EPR absorption spectra at S-,
X- and Q-band shown in Figure 4.3 and discussed in Section 4.3.1.3,
which exhibit no asymmetry.

Similarly, the AM spectrum is asymmetric due to a dispersive com-
ponent [133] as expected from Equation 3.20. Both spectra were simu-
lated using the EasySpin software package [70] assuming a spin-1/2
system with a g-value of 2.0055 [166] with convolutional Gaussian
and Lorentzian broadening with a similar procedure as discussed in
Section 5.3.1.1. For a comparison with linewidth values obtained with
resonator-based EPR, the experimental peak-to-peak linewidths of
absorption spectra and the respective Gaussian and Lorentzian con-
tribution for S-, X- and Q-band obtained from simulations of the
corresponding spectra (cf. Section 4.3.1.3) are displayed in Figure 5.2
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(b), together with linear fits of the resonator-based EPR linewidths. At S-
(∼3.5 GHz) and X-band (9.6 GHz), the sample exhibits mainly a Lorent-
zian lineshape as expected from literature [166]. At Q-band (34.3 GHz),
a mixture of Gaussian and Lorentzian is seen, most likely due to g-strain
[8]. Assuming a linear increase of the peak-to-peak linewidth of the
sample from S-band to Q-band, the projected linewidths at 13.44 GHz
would be 0.52 mT, 0.13 mT and 0.48 mT for the total experimental
peak-to-peak linewidth, the Gaussian and the Lorentzian contribution,
respectively. The linewidths obtained from the simulation of the EPRoC

signals are 0.59 mT, 0.21 mT and 0.50 mT for the total peak-to-peak
linewidth, the Gaussian and the Lorentzian contribution, respectively
(cf. Figure 5.2 (b)). This corresponds to a ∼13 % broadening in the
spectrum recorded with the EPRoC compared to the that recorded with
resonator-based EPR. The broadening can mainly be attributed to the
Gaussian contribution as it is about 62 % larger than expected from
the linear fit, while the Lorentzian contribution fits well to the linear
fit. The Gaussian broadening may partly be explained by saturation
broadening of the sample at the sample positions close the trace of
the coils, where the B1 magnitude is much larger than in the centre
of the coil. In addition, the asymmetry of both FM and AM spectrum
may also introduce complications in the fitting routine used, resulting
in an increased amount of perceived broadening due to discrepancies
between the fit and the experimental data. Possibly, the assumption
of a linear increase of the linewidth may be invalid since only three
points, two of which lie relative closely (S- and X-band). Yet, obtaining
EPR data in the range between X- and Q-band, e.g., at Ku (14 GHz)
or K-band (24 GHz) was not possible due to a lack of access to K-
band spectrometers. Dietmar Stehlik’s K-band spectrometer at Freie
Universität Berlin described in ref. [188] was disassembled years ago.
Also, Carlos Graeff’s K-band spectrometer at Universidade Estadual
Paulista ”Júlio de Mesquita Filho” [189] was not available in time for
this dissertation. A home-built Ku-band spectrometer at 14 GHz with
a cavity resonator was described in refs. [101, 107].

The SNR of the AM spectrum of 40 is 10 × lower than that of the
FM signal (400), which may be explained as follows. First, the AM
spectrum was recorded only in one coil (AM1), while the FM signal
detects all 12 coils of the EPRoC array taking advantage of the noise
improvement of the injection-locking (cf. Section 3.4). Second, the AM
signal is detected using an intrinsic demodulator with poor noise
characteristics as mentioned above. The ratio of the SNRs (FM/AM)
of the a-Si sample is approximately twice as large as that of the BDPA

sample, which may be explained by the fact that the BDPA sample was
present in coil AM1 only.
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5.3.1.3 Absolute spin sensitivity determined with powder samples

From the previously shown EPRoC spectra of BDPA and a-Si, the spin
sensitivity may be determined from the number of spins in the
samples, the SNR of the spectra and the equivalent noise bandwidth
(ENBW) of the experiment as explained in Section 2.4.3. The latter may
be calculated from the time constant and roll-off of the LIA. The volume
of the BDPA sample placed in coil AM1 was 700 pL resulting in spin
sensitivities of approximately 5 × 1012 and 3 × 1013 spins G−1 Hz−0.5 for
FM and AM signal, respectively. This was determined with a field
sweep. The value for the AM sensitivity is similar within the error
margin to the value determined with a frequency sweep of the same
sample in ref. [131] (cf. Section 7.3.1). In the reference, the AM spin
sensitivity is compared to the FM sensitivity of this EPRoC, determ-
ined at Universität Stuttgart (USTUTT) with a (likely) much smaller3

DPPH sample compared to the BDPA sample that was used for determ-
ining the AM sensitivity. The stated value of the FM sensitivity is
5 × 109 spins G−1 Hz−0.5, showing approximately a four order of mag-
nitude worse AM sensitivity than FM sensitivity. The discrepancy of
the AM and FM spin sensitivities was explained by a lower FM noise
floor of

√
12 ≈ 3.5 as well as by the sensitivity and the degradation

of the noise floor of the implicit AM demodulator of around 1/6 and
approximately 20 dB, respectively, obtained from simulations in [133].
In total, a 210-fold degradation of the AM sensitivity compared to the
FM sensitivity was found.

This is in contrast to the sensitivity determined with the FM spec-
trum of the same BDPA sample of 5 × 1012 spins G−1 Hz−0.5. For com-
parison with previous publications utilising single-coil EPRoC sensors,
this number needs to be corrected to account for the injection-locking
of the EPRoC array. In ref. [61, Figure 3 left], it was shown that an
EPRoC array with a certain number of spins in each coil, nspin, and
a single-coil EPRoC with the same number of spins, nspin, exhibit the
same signal amplitude. As the sample was placed in only one coil of
the 12 VCOs in the experiment, the signal amplitude of the FM signal
is lowered by approximately 1/12 compared to a sample that is evenly
distributed over all coils as discussed in Sections 3.4 and 6.3.3. In ad-
dition, the noise floor of the EPRoC array is expected to be lower than
that of a single-coil EPRoC by approximately

√
12 due to the injection

locking. Hence, the correction factor for the FM spin sensitivity is
1/

√
12. Therefore, the corrected FM spin sensitivity determined with

the BDPA sample is then given by 2 × 1012 spins G−1 Hz−0.5.
For the a-Si sample, the spin sensitivities are 3 × 1010 and 3 × 1011

spins G−1 Hz−0.5 for FM and AM, respectively. The sample volume of
the a-Si within the sensitive volume of the EPRoC was calculated to
be ∼2700 pL. The sensitive volume was calculated from the sensitive

3 Speculated is 2 orders of magnitude with a 2,2-diphenyl-1-picrylhydrazyl (DPPH)
sample placed in the centre of one of the coils.
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area determined with the B1 mapping of Section 6.3.1 and the film
thickness of 15 µm from the sample. In summary, the ratios of the
FM and AM sensitivities for both the BDPA and the a-Si sample are
approximately one order of magnitude. This is much smaller than the
four orders of magnitude discussed in ref. [131].

In ref. [133], an AM spin sensitivity4 of 9 × 1010 spins Hz−0.5 was de-
termined from a field-swept spectrum with frequency modulation with
fmod = 10 kHz. For this, a 14 pL DPPH sample with ∼2.8 × 1013 spins
was used. The experiment was using a single-coil EPRoC configura-
tion (dcoil = 300 µm) presented in ref. [55]. The experimentally de-
termined value was compared to the theoretically predicted value of
Nmin = 2 × 108 spins G−1 Hz−0.5 (cf. Section 3.3), showing a difference
in the AM sensitivities of experiment and theory of almost 3 orders
of magnitude. This difference is explained by suboptimal B1 in the
experiment in addition to the sensitivity and increased noise floor of
the AM demodulator obtained from simulations, in total accounting
for most of the difference. Furthermore, in ref. [190], an FM spin sens-
itivity 2 × 1010 spins G−1 Hz−0.5 was determined with a similarly-sized
DPPH sample (5.4 pL) with the same generation of single-coil EPRoC as
in refs. [55, 133]. In [55], the FM spin sensitivity was determined with a
BDPA sample (frequency sweep) without further information about the
sample size and experimental parameters to be 4 × 109 spins Hz−0.5.

Table 5.1 summarises the many spin sensitivity values from above,
which range from about 5 × 109 to 2 × 1013 spins G−1 Hz−0.5 for both
FM and AM signal.

In the following, possible reasons for the discrepancy of the determ-
ined spin sensitivities are explained. As BDPA and DPPH in powder
form exhibit similar relaxation times of the order of 40 to 160 ns [156,
157, 191], their saturation behaviour is similar. Hence, this could only
contribute a small effect to the determination of the spin sensitivity for
samples of the same size. The linewidth of DPPH, however, is approx-
imately twice as large as that of BDPA, so that the signal amplitude of
the latter is about twice as large as for the former. The main difference,
however, is the volume of the samples used to determine the spin
sensitivity. This differs by a factor of ∼48 with the sample volume
of the BDPA sample used here being ∼0.7 nL (∼700 pL) and the DPPH

sample ∼14 pL used in ref. [133]. Due to the different spin densities
of BDPA and DPPH (cf. Section 4.3.1.1 and Section 4.3.1.2), the number
of spins in the samples differ by a factor of ∼67. As the estimation
of the sample volume from photographs is considerably inaccurate,
the sample volumes have relative errors of approximately 82 % (cf.
paragraph 4.3.1.1). In combination with uncertainties of the densities
of the sample and of the spin density, the relative error for the number

4 In the references, the spin sensitivity is not always normalised to a linewidth of
1 G. The samples used for the determination of the sensitivity are always BDPA or
DPPH with linewidths of up to 2 G. Hence, the determined sensitivities do not change
drastically and stay within the same order of magnitude even after normalisation.
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Table 5.1: Experimentally-determined spin sensitivities of different iterations
of the EPRoC. The reference (Ref.), the sample used, the sample
volume (Vs), the spin sensitivity of the FM and AM signal are
provided. N/A indicates that the sensitivity was not determined
or published.

Ref. Sample Vs FM sens. AM sens.

pL spins G−1 Hz−0.5

[133] DPPH 14 N/A 9 × 1010

[61] DPPH 4 8 × 109 N/A

[190] DPPH 5 2 × 1010 N/A

[131]1 * * 5 × 109 N/A

[131]2 BDPA 700 N/A 2 × 1013

PhD BDPA 700 2 × 1012 3 × 1013

PhD a-Si 2800 3 × 1010 3 × 1011

1Determined at USTUTT
2Determined at HZB
*Unspecified

of spins is 84 %, so that the total error of the ratio of the number of
spins is 118 %.

Owing to the comparably large sample size of the grain of BDPA

used here, the B1 experienced by the sample, especially close to the
trace of the coil, is much larger than that in the centre as discussed
in Section 6.3.1.1. At the positions close the trace, the sample may be
strongly saturated, and the signal amplitude is much smaller than
anticipated as seen in Section 6.3.1.2 and Section 6.3.1.3. This may
have led to an overestimation of the number of spins that are actually
sensed by the EPRoC based on the sample volume alone in ref. [131].
Instead, the sample geometry and B1 distribution of the EPRoC need
to be taken into consideration. To test this hypothesis, the spin density
determination could be performed with differently-sized particles.
These experiments, however, would be rather tedious.

For a more precise estimation of the sample volume, single crystals
of DPPH grown from a diethyl ether solution may be used [192]. In this
case, the DPPH single crystal grows in a needle-shape. Hence, needles
with varying lengths may be used to determine the spin sensitivity.
Such samples have actually been used for experiments with the EPRoC

in ref. [184] and [193].
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Figure 5.3: Field- (dashed, denoted with B0) and frequency-swept (solid,
denoted with f) EPRoC spectra of a 10 mmol L−1 tempol/H2O solu-
tion obtained with the single-coil EPRoC dipstick board at a fixed
MW frequency of 14.34 GHz and fixed B0 of 509.25 mT, respect-
ively. (a) FM signal. (b) AM signal. The noise level used for
equating the SNR is calculated from the baseline regions of the
spectra, which are indicated by a grey shading.

5.3.2 Field and frequency sweeps

In this section, we will slightly jump ahead and discuss data of a
10 mmol L−1 tempol/H2O solution obtained with an EPRoC dipstick
board, which will be discussed later in Section 5.3.3.2. For this dis-
cussion, however, the aggregate phase does not matter. Instead, the
wider three-line spectrum of the sample compared to the previous
samples allows for more insight in the EPRoC technology. Field and fre-
quency sweeps are fundamentally different due to the field-dependent
Boltzmann factor. This factor is constant throughout a frequency sweep,
while it changes during the field sweep as it is linearly proportional
to the B0 in the high-temperature approximation. The change over the
width of a field sweep is, however, negligible and is only relevant for
experiments acquired in different MW bands. To investigate difference
of both field and frequency sweeps, two spectra of a 10 mmol L−1 tem-
pol/H2O solution were obtained with a field and a frequency sweep,
respectively. The data were acquired with the same experimental set-
tings. Especially, the field and frequency step size was chosen such
they were equal. To this end, the frequency step size of 419.2 kHz
was calculated from the field step of 0.015 mT using the resonance
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condition from Equation 2.8. To obtain the frequency-swept spectra
shown in Figure 5.3, an off-resonant spectrum (B0 = 400 mT) was sub-
tracted from the on-resonant spectrum (B0 = 509.25 mT) as explained
in Section 4.2.2 for both FM (a) and AM (b) signal. In addition, the
FM spectrum needs to be corrected due to the non-linear behaviour
of the MW frequency of the EPRoC on the tuning voltage as explained
in Section 4.2.2. For the correction, a calibration curve as shown in
Figure 4.2 was used.

In Figure 5.3 FM (a) and AM (b) spectra are displayed exhibiting, a
three-line spectrum originating from the hyperfine interaction of the
Nitrogen atom with I = 1 with the electron spin of S = 1/2 in the
fast-motion limit, where the anisotropic terms in the spin Hamiltonian
interactions of the sample are averaged out due to the fast motion of
the spin species. Both spectra perfectly overlap. As observed before,
the SNR of the FM signal is always larger than that of the AM signal.
In addition, the SNR of the frequency sweep is lower than that of the
field sweep of the same signal.

5.3.2.1 Low-field frequency-domain EPRoC

In the following, we will extend the field and frequency sweep capab-
ilities of the EPRoC to obtain FDMR / frequency-domain EPR maps as
it is commonly done at specialised high-field / multi-high-frequency
EPR experimental configurations such as described in refs. [194, 195].
The benefit of these FDMR maps is that they make the energy level dia-
gram of the spin system under investigation directly discernible and
allows for investigation of samples such as single-molecule-magnets
with large zero-field splitting [196]. It is only possible to obtain such
a map since these experimental configurations work without an MW

resonator enabling frequency sweeps in addition to field sweeps. At
frequencies up to Q-band, high-Q resonators are commonly used to
record EPR spectra such that it is impossible to obtain FDMR maps
due to the low bandwidth of these resonators. With the EPRoC, this
limitation does not exist, and it is possible to record such a map at
low field. Figure 5.4 shows a proof-of-principle FDMR map obtained
at 14 GHz with a 10 mmol L−1 tempol/H2O solution. The map was
obtained from 26 frequency sweeps with 5001 points. As expected,
three transitions are visible in this map originating from the hyperfine
interaction of the Nitrogen atom with I = 1 with the electron spin of
S = 1/2 with a linear increase of the Zeeman splitting by the magnetic
field, B0. The transitions are indicated by dash-dotted lines in the plot.
The FDMR map of the FM signal shows an increase of the noise floor at
frequencies above ∼14.2 GHz, which arise from the upper limit of the
lock-range of the phase-locked loop (PLL) as explained in Section 4.2.2,
where it is not as stable as for lower MW frequencies. The AM FDMR

map shown in Figure 5.4 (b) is not affected by this instability and does
not exhibit an increase in the noise floor towards higher MW frequen-
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Figure 5.4: 1.6 GHz wide frequency-domain magnetic resonance (FDMR) map
of a 10 mmol L−1 tempol/H2O solution obtained with the single-
coil EPRoC dipstick board. (a) FM signal. (b) AM signal. The
dash-dotted lines show the transitions calculated from the spin
system.

cies. However, the AM data are in general more noisy compared to the
FM data possibly due to the utilised intrinsic demodulator for the AM
signal of the EPRoC [131, 133]. Please note, that this proof-of-principle
experiment does not allow to show the potential of such FDMR maps
due to the relatively simple spin system.

5.3.3 Investigation of paramagnetic species in solution

In the following section, different options to investigate paramagnetic
species in solution, their sensitivities and the sample handling will
be discussed. First, solutions in round and rectangular capillaries are
revisited, which resembles the standard sample handling of resonator-
based EPR, where the sample is put in the spectrometer. Second, we
will discuss the inverse option, where the EPRoC is submersed in
the solution – the EPRoC dipstick – with three different iterations.
To comply with previous experiments in literature, the experiments
and sensitivity analyses shown in this section were performed with
solutions of tempol in H2O.
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5.3.3.1 Solutions in capillaries

round capillaries The straight-forward way to investigate solu-
tion state samples with the EPRoC is the usage of round capillaries in
which the sample solution is placed. Such round capillaries are com-
monly used in commercial EPR spectrometers with different diameters
dependent on the MW frequency and desired sample volume. The
capillary may be placed such that the wall of the capillary is parallel to
the surface of the EPRoC. As the round capillary wall does not fit well
to the planar surface of the EPRoC, the capillary needs to be attached
by means of a holder or glue.

In ref. [126], tempol / H2O solutions with concentrations of 10, 3 and
1 mmol L−1 were investigated in plastic capillaries (inner diameter (ID):
150 µm; outer diameter (OD): 162 µm) at about 26 GHz. However, the
concentration sensitivity was not calculated in this work. In ref. [190],
experimental data of a 10 mmol L−1 tempol/H2O solution in a round
capillary (ID: 500 µm, wall thickness: ∼100 µm) on a single-coil EPRoC

at 14 GHz is discussed. Revisiting the data shown in [190], the con-
centration sensitivity may be calculated from the concentration of the
sample, the SNR of the spectra and the ENBW of the experiment as
explained in Section 2.4.3. For the data shown in ref. [190], a concen-
tration sensitivity of the FM signal of about 530 µmol L−1 G−1 Hz−0.5

was found. The usage of an 8-coil EPRoC array at 14 GHz improves
the concentration sensitivity to about ∼30 µmol L−1 G−1 Hz−0.5 (cal-
culated from 200 µmol L−1 Hz−0.5 with the linewidth normalised to
3 ×∼0.2 mT), which was determined with a 5 mmol L−1 tempol/H2O
solution [61].

rectangular capillaries A simpler sample alignment may be
achieved by using open-ended rectangular capillaries. In the following
experimental data tempol solutions in such capillaries from VitroCom
with different geometries is presented. The geometry and its relevant
parameters are shown in Figure 5.5 (a). The capillaries differ in wall
thickness, dwall, sample thickness or distance between the walls, dID,
and the width. The rectangular capillaries may be placed directly
onto the surface of the EPRoC, without requiring a support structure
such as glue. Figure 5.5 (b) shows FM spectra of a 10 mmol L−1 tem-
pol/H2O solution placed in different rectangular capillaries. Two of
the capillaries (5015, 5005) have the same ID, dID of 50 µm, while the
third capillary (5004) has a dID of 40 µm. The spectra of the two thicker
capillaries (5015, 5005) exhibit a similar lineshape, i.e., all three lines
show the same amplitude, while the thinner capillary shows a reduced
third line. This difference may be explained by a longer rotational
correlation time exhibited by the sample in the thinner capillary. This
may be caused by stronger capillary forces in the thinner capillary
compared to the thicker ones, effectively slowing down the rotation of
the tempol molecules in the solution.
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Figure 5.5: (a) Sketch of the geometry of the rectangular capillaries with
the relevant parameters affecting the sample volume. Please note
that the length of the capillaries (50 mm) is much larger than
the other parameters and also much larger than the dimensions
of the EPRoC. (b) EPRoC spectra of a 10 mmol L−1 tempol/H2O
solution placed in different rectangular capillaries recorded with
the 12-coil EPRoC array. Top: VitroCom 5004 with a wall thickness
of dwall = 28 µm, inner diameter of dID = 40 µm and a width
of dwidth = 0.4 mm covering one row of the coils, nrow. Middle:
VitroCom 5005 (dwall = 35 µm, dID = 50 µm, dwidth = 0.5 mm)
covering one row of the coils. Bottom: VitroCom 5015 (dwall =
50 µm, dID = 50 µm, dwidth = 1 mm) covering both rows of the
coils.
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Due to the width of the capillary, the number of covered rows of
coils of the 12-coil EPRoC array, nrow, differs in the experiment. The
widest capillary (5015) covered both rows of coils, while the other two
(5004 and 5005) cover only one row of six coils. This, in turn, has an
effect on the probed sample volume which is about 24 nL, 12 nL, and
9.6 nL for capillary 5015, 5005 and 5004, respectively.5 The spectrum
of the sample in capillary 5015 exhibits the largest SNR of about 50,
while spectra of the sample in capillary 5005 and 5004 exhibit an SNR

of about 30 and 40, respectively. From these values, the respective
concentration sensitivities of about 40, 60 and 50 µmol L−1 G−1 Hz−0.5

(5015, 5005, 5005) may be calculated. The difference of the SNRs may
be explained by the difference in volume and wall thickness. While
5015 has the thickest wall of 50 µm, reducing the B1, it covers both
rows of coils, increasing the signal amplitude. For 5005 and 5004, the
reduced wall thickness seems to compensate for the lower ID, such
that the SNR is equal.

In summary, the rectangular capillaries provide an easier sample
handling experience, and, in theory, a larger filling factor compared
to the round capillaries discussed above. However, the concentration
sensitivity for tempol in H2O is in the same order of magnitude as in
the previous experiments.

holey eproc This experiment was not performed within the scope
of the thesis and is only referenced here for completeness. To improve
the filling factor of the EPRoC with round capillaries, a hole was drilled
in an EPRoC via focussed ion beam. Round capillaries may be inserted
in this hole. This effectively extends the sensitive volume into the
substrate of the EPRoC. Detailed information about the holey EPRoC is
given in ref. [130]. For this single-coil EPRoC at 14 GHz, a concentration
sensitivity of 70 µmol L−1 G−1 Hz−0.5 (normalised to 1 G linewidth from
450 µmol L−1 Hz−0.5) was found. The idea to use round capillaries
inserted in holes in planar microresonators originated from ref. [107].
In their work, the scaling of the sensitivity of different planar Ω-shaped
and R-shaped microresonators with varying inductor dimensions was
investigated. A 3 mmol L−1 tempol/H2O solution in a capillary with
an OD 400 µm (ID: 300 µm, wall thickness: 50 µm) was investigated.
The capillary was inserted in the hole in the substrate of a Ω-shaped
microresonator with a diameter of 500 µm. The results were compared
to a measurement of the same sample at a similar MW frequency in a
cavity with a transverse electric (TE)-102 mode. The SNR [107, Figure
6] of the Ω-shaped resonator was much higher than that of the cavity
experiment despite the ∼43 × larger sample volume in the cavity
resonator. However, no estimation of the concentration sensitivity was
given.

5 The sample volume assumed for one coil is the square of the diameter of the coil
times the ID of the capillary.
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5.3.3.2 Submersible EPRoC dipstick

In the preceding section, different geometries of capillaries filled with
sample solution were investigated. In this section, however, the sample
placement is reversed in a sense that the sample is not placed onto
or into the EPRoC, but the EPRoC is submersed into the solution under
investigation, as proposed in [131] - the so-called EPRoC dipstick. In the
following, different attempts of the dipstick approach will be discussed.
First, the EPRoC array of Chapter 6 was submerged without a protective
coating. Second, the single-coil EPRoC board investigated in ref. [190]
and coated with superglue was examined. Third, a dedicated dipstick
single-coil EPRoC coated with parylene C was tested.

no coating The first dipstick test was performed with the 12-coil
EPRoC array board as described in Section 4.2.4.1. Prior to the meas-
urements, only the electrical surface-mounted devices on the PCB, the
bonding wires to and pads of the EPRoC were covered with additional
epoxy resin (UHU Plus Schnellfest). No protective layer was applied
to the chip, as it was expected that the passivation layers SiO2 (some
nm) and SiN (200 to 300 nm) as well as an isolating polyimide layer
(∼5 µm) on the surface of the EPRoC, applied during manufacturing
(cf. Section 6.2.2.2), would be sufficient to protect the EPRoC from dam-
age. The first dipstick experiment was performed as follows. Before
submersion, the EPRoC turned on as usual with frequency modulation.
It was then slowly submersed in a 10 mmol L−1 tempol/H2O solution
while observing the current draw of the power supply for the whole
EPRoC PCB. Changes in the current draw could indicate electrical shorts
caused by the aqueous solution. Initially, the EPRoC was operational,
and the current draw did not change considerably. After approxim-
ately 30 min, however, the EPRoC stopped working. This duration may
be called survival time for the EPRoC. The defective EPRoC was invest-
igated with scanning electron microscopy to search for cracks on the
surface. However, the results were inconclusive. After this somewhat
disappointing first experiment, different coatings to protect the EPRoC

were investigated as discussed in the next sections.

superglue coating From the previous dipstick experiment, it
became clear that a protective coating of the EPRoC is needed to protect
it from being destroyed upon submersion. Therefore, the EPRoC board
used in ref. [190] was coated with a thin film of cyanoacrylate adhesive
(superglue - UHU Blitzschnell Präzision with Ethyl cyanoacrylate) by
Peter Fischer. The superglue was manually applied to the both sides
of the tip of the EPRoC PCB with the following procedure. A line of su-
perglue was applied to the PCB which was dispersed onto the surface
of the PCB and the EPRoC by means of a sharp edge of a small piece of
rubber. In the presence of humidity in air, the cyanoacrylate polymer-
ises by forming long strong chains such that a thin inhomogeneous
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layer of superglue develops. This coating effectively protected this
EPRoC for about 75 h submersed in aqueous solution before it suffered
the same fate as the uncoated EPRoC from the previous section. It,
however, effectively improved the survival time by a factor of more
than 150. Speculations for the failure include a disintegration of the
cyanoacrylate coating by elevated temperatures of the EPRoC due to a
low thermal conductivity of the coating or by the aqueous solution
itself as well as diffusion of water into the cyanoacrylate.

In theory, infrared (IR) imaging could be used to investigate the
coverage of the coating due to the distinct triple bond between Nitro-
gen and Carbon in the polymer. IR imaging performed on the EPRoC

was, however, inconclusive due to the inhomogeneous thickness of the
coating, resulting in varying IR signal amplitudes.

parylene c coating The most stable coating for the EPRoC dip-
stick that was investigated is a thin layer of parylene C. This material
is commonly used as a moisture barrier as well as corrosion resistant
coating for medical and other applications [197]. By means of chemical
vapour deposition, a 10 to 12 µm parylene C layer was deposited on
a specially-designed EPRoC dipstick PCB described in Section 4.2.4.2.
This PCB features a replaceable daughterboard on which the actual
EPRoC is located. In a case of a failure of the EPRoC, only the daughter-
board needs to be replaced. The concentration sensitivity of this EPRoC

design was determined with a 1 mmol L−1 tempol/H2O solution and
is given by 2 and 12 µmol L−1 G−1 Hz−0.5 for the FM and AM signal,
respectively.

5.3.3.3 Concentration sensitivity

In the following, the concentration sensitivities determined with the
different approaches are discussed. Please note that the concentration
sensitivity determined for the EPRoC dipstick is well-defined since the
sample volume is much larger than the sensitive volume so that the
filling factor is maximal. In Table 5.2, the concentration sensitivities are
summarised. The sensitivities were obtained with differently concen-
trated solutions, with different EPRoC boards and different acquisition
parameters. Hence, for a correct comparison of the determined concen-
tration sensitivities, all parameters affecting the signal amplitude need
to be considered such that the values may be normalised to certain
standard measurement conditions. The parameters mostly influencing
the signal amplitude include the sample concentration, the modulation
amplitude and the bias current, which determines B1.

For samples with a low concentration of paramagnetic species, the
signal amplitude increases linearly with the concentration. However,
at a sample concentration of 10 mmol L−1, for instance, the EPR spec-
trum is exchange broadened (cf. Section 2.3.3) and therefore the signal
amplitude increases sub-linearly as a function of the concentration
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Table 5.2: Concentration sensitivities of FM, cmin,FM, and AM detection,
cmin,AM, determined with tempol/H2O solutions with different
sample alignment. Round cap. ∥ means sample in a round capillary
placed parallel to the surface of the EPRoC. In Rect. cap. ∥, the
sample resides in a rectangular capillary placed parallel to the
surface of the EPRoC. Round cap. ⊥ describes the holey EPRoC with
a round capillary. The number of coils, ncoil, and the concentration
of the sample solution, cs, are given. Please note that the uncoated
and superglue-coated EPRoC dipstick are not included since they
can not be considered stable experimental configurations.

cFM cAM ncoil cs Ref.

µmol L−1 G−1 Hz−0.5 1 mmol L−1

Round cap. ∥ 30 - 8 5 [61]

Rect. cap. ∥ 40 - 12 10 [131]

Round cap. ⊥ 70 - 1 10 [130]

Dipstick 2 12 1 1 -

above ∼3 mmol L−1. This can be observed in the spectra of 10 and
1 mmol L−1 tempol/H2O solution in Figure 4.5 in Section 4.3.2.1, in
which the signal amplitude of the 10 × higher concentrated sample
only shows a ∼3 × larger signal amplitude. This effect is partly com-
pensated by the normalisation to a linewidth of 1 G (corresponding to
2.8 MHz).

Similarly, the modulation amplitude affects both linewidth and sig-
nal amplitude. The former is again compensated by the normalisation
if the modulation amplitude is larger than the natural linewidth. If
the modulation amplitude is not optimised, i.e., much lower than
the natural linewidth, the signal amplitude may be lower than op-
timal. While the modulation amplitude of the experiments with the
rectangular capillaries and the dipstick was 3.2 MHz (corresponding
to 0.1 mT), the modulation amplitudes used in the experiments to
estimate the concentration sensitivities of the round capillary of ref.
[61] and of the holey EPRoC of ref. [130] are not stated. Therefore, the
sensitivity values are not normalised to the modulation amplitude
as the normalisation factor for the holey EPRoC is missing. The other
experiments were performed under the same conditions.

The most critical parameter is the applied bias current and the cor-
responding B1 magnitude. For the experiments, however, different
EPRoCs were used. As the conversion from bias current to B1 of each
EPRoC is individual and unknown unless exactly determined, it is
impossible to calculate the exact B1 for each experiment. In ref. [131],
for instance, the B1 values were obtained from an analysis of the rapid
scan data of a saturation experiment, which revealed a square-root de-
pendence of B1 on the bias current, which will be discussed in detail in
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Section 7.3.2. In addition, the B1 distribution as discussed in Chapter 6
does also play an important role. Therefore, the possibly different B1

magnitudes and distributions cannot be taken into consideration. Tak-
ing the different signal amplitudes due to the sample concentration,
the values for the round and rectangular capillaries as well as the
holey EPRoC need to be corrected by 2 to 3, i.e., divided. Even after
correction, using capillaries to investigate samples in solution leads
to lower concentration sensitivities by approximately one order of
magnitude than the dipstick approach. This can mainly be attributed
to a smaller accessible sensitive volume due to the wall thicknesses
(28 to 50 µm) and wall curvature of the capillaries compared to the
thickness of the parylene C coating (∼10 µm).

The best concentration sensitivity was obtained with the parylene C
coated EPRoC dipstick and is 2 and 12 µmol L−1 G−1 Hz−0.5 for the FM
and AM signal, respectively. The concentration sensitivity of the FM
signal is a factor of ∼6 better than for the AM signal as seen before
for the a-Si and BDPA samples discussed in Section 5.3.1. From the con-
centration sensitivity and the sensitive volume of the EPRoC(∼1.6 nL),
which will be discussed in detail in Chapter 6, the absolute sensitiv-
ity of the EPRoC may be calculated. The absolute spin sensitivity of
2 × 109 spins Hz−0.5 determined from the concentration sensitivity is of
same order of magnitude as the absolute spin sensitivities determined
from powder samples of BDPA (4 × 109 spins Hz−0.5) [55] and DPPH

(8 × 109 spins Hz−0.5) [61]. This finding is important for several reasons.
First, the thickness of the coating seems to be negligible compared
to the total sensitive volume. Second, the solvent in general and its
dielectric constant in particular seems to have only little effect on the
sensitivity of the EPRoC in contrast to resonator-based EPR. The effect
of the dielectric constant of the sample will be discussed in detail in
Section 5.3.4.1. Third, due to the increased absorption of the solvent,
the absolute value of the B1 may be decreased especially close to
the trace of the coil (cf. Maxwell’s equations). This reduction may be
helpful as the generally large B1 of tens of µT saturates most samples
as discussed earlier (cf. Section 5.3.1 and Section 7.2.3). It could thus
lead to a lower degree or no saturation of the investigated sample.

Even the lowest, i.e., best, concentration sensitivity of the EPRoC of
a few µmol L−1 is much worse than the concentration sensitivities for
cavity-based EPR spectrometer. For instance, the specified concentra-
tion sensitivity for the Magnettech MS5000 spectrometer is 20 pmol L−1

[198] without further information about its determination. Generally,
the concentration sensitivity of cavity-based EPR will be much better
than that of the EPRoC due to the much larger probed volume in the
resonator. Therefore, the concentration sensitivities determined for
similar micro-EPR approaches seem to be a fair comparison. The near
field non-resonant EPR probehead exhibited a concentration sensitivity
∼20 mmol L−1 Hz−0.5 [49], while that of the pulsed EPR “dipstick” was
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37 µmol L−1 Hz−0.5 [47]. The latter was determined from the fourier
transform EPR spectrum of a 1 mmol L−1 trityl radical in water.

Therefore, the concentration sensitivity of the EPRoC dipstick seem
to be better by approximately one order of magnitude compared to
similar approaches published previously.

useful concentration sensitivity The statement of an abso-
lute or concentration sensitivity determined from the SNR of a sample
with a high number of spin / high concentration may be of limited
use for spectroscopists as the acquisition time is not taken into consid-
eration, as discussed in Section 2.4.3. To challenge the concentration
sensitivity value determined in the previous section, a series of tem-
pol/H2O solutions with concentrations of 10 µmol L−1, 100 µmol L−1

and 1 mmol L−1 were investigated.
Both field- and frequency-swept spectra acquired with the same

experimental parameters are shown in Figure 5.6. In each plot, the
SNR and the number of averages are indicated. The number of points
of the spectra is the same such that the effective acquisition time as
defined in Equation 7.8 differs only by the number of averages. The
experimental acquisition time6 to acquire one average of a field-swept
spectrum was approximately 500 s, while it was approximately half
for a frequency-swept spectrum. Because an off-resonant spectrum
is required for baseline correction of the frequency-swept spectra,
the experimental acquisition time is doubled, so that by chance, the
experimental acquisition times are the same for both field and fre-
quency sweep. The spectra of both field and frequency sweeps of
the 1 mmol L−1 and 100 µmol L−1 sample as well as the field-swept
spectrum of the 10 µmol L−1 sample exhibit the expected three-line
spectrum of a rapidly tumbling nitroxide in solution. The frequency-
swept spectrum of the 10 µmol L−1 solution, however, shows a residual
baseline. The SNRs of the field-swept spectra are always larger than
that of the frequency-swept spectra by a factor of 1.7 to 3.3 (1 mmol L−1,
100 µmol L−1). This may be attributed to a larger noise floor / baseline.
The absence of an EPRoC spectrum in the frequency sweep of the
10 µmol L−1 sample may be explained by the low SNR of the field
sweep of ∼11. Since the SNR would be even lower for the frequency
sweep, it is not observable.

The experimental acquisition time of the spectrum of the tempol
solution with a concentration of 10 µmol L−1 with its SNR of 11 was
∼6.5 h. Hence, the experimentally determined value of the concen-
tration sensitivity with a sample of relatively high concentration, is
approximately equal to that which can actually be recorded with
averaging.

6 That is the real measurement time.
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10 μmol L-1

100 μmol L-1

1 mmol L-1

g value

Figure 5.6: Field- (bottom) and frequency-swept (top) FM spectra of tem-
pol/H2O solutions with concentrations of 10 µmol L−1 (a), 100
µmol L−1 (b), and 1 mmol L−1 (c). The spectra are vertically shif-
ted by (a): 0 kHz, (b): 0.3 kHz, (c): 1.5 kHz for better visibility. The
SNR, the number of averages and the concentration are indicated
in each figure.
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5.3.4 Influence of sample and experimental parameters

In this section, the influence of certain sample and experimental para-
meters on the EPRoC signal is investigated. First, the influence of the
dielectric constant of the sample is discussed. Second, the influence of
the bias current on the signal amplitude and shape is explained. The
section concludes with a discussion of the modulation amplitude and
its effect on the SNR.

5.3.4.1 Influence of the dielectric constant of the sample on the EPRoC
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Figure 5.7: EPRoC and EPR spectra of 1 mmol L−1 tempol dissolved in water
and ethanol, respectively, with spectral simulations. (a) EPRoC

AM signal. (b) EPR absorption signal recorded with a resonator-
based EPR spectrometer at an MW power of 2.64 mW. (c) EPRoC

FM signal. (d) EPR saturation recorded with a resonator-based
EPR spectrometer. The black circle depicts the MW power that was
used to record the spectra in (b).

Samples with large dielectric constants such as water, which are
so-called lossy samples, usually challenge EPR spectroscopists due
to the non-resonant MW absorption of these samples via the electric
field. The amount of absorption depends on the complex part of
the dielectric constant, ϵ′′. In addition, the real part of the dielectric
constant may lead to a phase shift in the measured EPR spectrum
resulting in a mixture of absorption and dispersion. The effect of
such lossy samples has intensively been studied since the dawn of
EPR especially by the Eaton group [175, 176, 199, 200]. For the EPRoC,
however, such an analysis is missing. Therefore, the influence of the



5.3 results and discussion 89

dielectric constant of the sample on the EPRoC signal was investigated
with tempol dissolved in water and ethanol with a concentration of
1 mmol L−1, respectively.

In Figure 5.7 AM (a), FM (c) and EPR spectra (b) with respective
simulations of both spectra are shown. As expected, isotropic fast-
motion three-line spectra are observed for both samples due to the
HFI of the 14N nucleus of tempol with the electron spin. The signal
amplitudes of the FM, AM and EPR spectra of the water sample are
larger than that of the ethanol sample. On first sight, this finding is
quite counter-intuitive. It would be expected that the water sample
exhibits a lower signal amplitude than the ethanol sample due to the
lower Q-factor which was smaller by approximately 2 in the resonator-
based EPR spectrometer. A lower Q-factor was also found in ref. [175].
A sensitivity reduction by a factor of ∼2 for a grain of DPPH was found
in [200, Figure 6 A], when changing from ethanol to water. However,
DPPH not dissolved but in powder form with aliquots of different
solvents present in a separate sample tube. Similar experiments were
performed in ref. [176], in which the signal amplitude of DPPH or
irradiated SiO2 was lower when water was inserted in the cavity
compared to ethanol. In our experiments, on the other hand, tempol is
dissolved in ethanol and water, respectively. This may lead to different
parameters in the spin Hamiltonian.

While the signal amplitude is relevant for calculation of the sensitiv-
ity, the signal intensity obtained from DI of the spectra, gives quantit-
ative information about the concentration of the samples.7 The signal
intensities of both samples recorded with the resonator-based EPR

spectrometer with the same acquisition parameters and normalised to
the Q-value of the experiment are equal as seen in the saturation plot
in Figure 5.7 (d). Hence, the concentration of tempol in both samples
is the same.

To gain insight into the spin Hamiltonians, all spectra were simu-
lated with garlic of the EasySpin software package assuming a spin-1/2
system in solution with an isotropic g-value of 2.0059, with isotropic
HFI caused by the 14N nucleus of the tempol and convolutional Gaus-
sian and Lorentzian broadening. For the simulations, the isotropic
hyperfine-coupling constant, aiso as well as the Gaussian and Lorentzian
broadening were adjusted in a least-square fit of the spectrum to the ex-
perimental data. The simulation parameters of the X-band EPR spectra
and similar samples from literature are shown in Table 5.3. The hy-
perfine splitting of the water sample (47.7 MHz) is slightly larger than
that of the ethanol sample (45.0 MHz). While the Gaussian contribu-
tion of the line broadening (∆Bpp,G = 0.16 mT) of the water sample is
larger than the Lorentzian broadening (∆Bpp,L = 0.05 mT), the ethanol
sample exhibits similar values of both Gaussian (∆Bpp,G = 0.15 mT)
and Lorentzian broadening (∆Bpp,L = 0.23 mT).

7 Assuming the same sample volume.
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Table 5.3: Fit parameters of 1 mmol L−1 tempol in water and ethanol. cs is
the sample concentration, aiso is the isotropic hyperfine coupling
constant, ∆Bpp,G and ∆Bpp,L are the peak-to-peak linewidths of the
Gaussian and Lorentzian broadening, respectively.

Solvent Water Ethanol

This work [201] This work [202]

cs/mmol L−1 1 0.1 1 0.5

aiso / MHz 47.7 47.3 45.0 44.2

∆Bpp,G / mT 0.16 0.18 0.15 0.16

∆Bpp,L / mT 0.05 0.03 0.23 0.20

Q 1220 N/A 2170 N/A

For comparison with experimental data of similar samples from
literature, EPR spectra from the respective references were digitised
as described in Section 5.2.5 and subsequently simulated. In ref. [201,
Figure 1 (a)] the X-band EPR spectrum of a 100 µmol L−1 tempol water
solution and its stability over 30 days is presented. The simulation of
the spectrum revealed that the hyperfine splitting (aiso = 47.3 MHz)
as well as the Gaussian (∆Bpp,G = 0.18 mT) and Lorentzian broadening
(∆Bpp,L = 0.03 mT) is comparable to the 1 mmol L−1 sample discussed
here. In addition, in ref. [172] an aiso of 45.1 MHz was found for a
concentration of 200 µmol L−1 tempol in ethanol, which is also similar
to the value found here. Similarly, for the ethanol sample, a simulation
of the X-band spectrum of 500 µmol L−1 tempol in ethanol8 [202, Figure
1 (a)] showed similar values as the 1 mmol L−1 tempol/water solution:
aiso = 44.2 MHz, ∆Bpp,G = 0.16 mT and ∆Bpp,L = 0.20 mT.

The results of the spectral simulations of the FM signal of both
samples and the AM signal of the water sample are equal within the
accuracy of the simulation to those obtained from the EPR spectra dis-
played in Table 5.3. Small deviations are observed from the simulations
of the AM spectrum of the ethanol solution. Here, aiso is ∼0.3 MHz
smaller and ∆Bpp,G is larger by ∼0.04 mT than obtained from the FM
and the EPR spectrum. These deviations may be explained by the fact
that the simulation was performed without taking the admixture of
dispersion to the absorption signal into consideration (cf. Section 5.3.1)
and by the relatively low SNR of ∼20 of the AM spectrum.

As mentioned above, the signal amplitude of the water sample is
larger than that of the ethanol sample by a factor of ∼4.8 for the FM
spectrum, ∼4 for the AM spectrum and ∼2.9 for the EPR spectrum.

In the following, speculations about the origin of the different signal
amplitudes are presented, as the experiments shown here do not allow

8 95 % ethanol/5 % water. This mixture corresponds to the commonly used ethanol.
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drawing final conclusions about the influence of the dielectric constant
and are for that reason preliminary.

The signal voltage of a resonator-based EPR spectrometer may be
described by [12, 78, 83]

Vres = χ′′ηQ
√

PZ0, (5.2)

where P is the MW power, and Z0 is the characteristic impedance of
the transmission line. The linear dependence of the signal voltage
on Q is the reason why the signal intensities of different samples
need to be normalised to this value for a comparison as mentioned
above. Similarly, the EPR spectra shown in Figure 5.7 (b) may also be
corrected by Q listed in Table 5.3. Then, the signal amplitudes of the
spectra would correspond to the values that would be obtained for
the same quality factor (Q). The ratio of the Q-values of the water and
ethanol spectrum is ∼1.8, so that the signal amplitude of the water
sample would be ∼5.2 larger than that of the ethanol sample. This
value is similar to that obtained from the EPRoC FM spectra 4.8. Hence,
it seems that EPRoC FM signal is insensitive to the dielectric constant of
the sample. These findings may intuitively be explained as follows. In
resonator-based EPR, the Q-factor is defined as

Q =
2π energy stored

energy dissipated per cycle
. (5.3)

The stored energy of a cavity resonator is constant for the same MW

frequency. However, for a lossy sample with a large dielectric constant
such as water, the energy dissipated per cycle is much larger than
for a sample with a small dielectric constant, such as ethanol. Hence,
the Q is lower for water than for ethanol as observed in the EPR data
shown before. For the EPRoC, on the other hand, the definition of the
Q-factor is somewhat different. We may speak of an apparent Q, as
the losses of the LC tank are compensated by the active pump circuit
discussed in Section 3.2.2. Therefore, in the presence of a lossy sample,
the denominator of Equation 5.3 may indeed decrease compared to a
non-lossy sample. The numerator, the energy stored, is increased by
the same amount due to the compensation by the active pump circuit,
so that Q may be independent of the dielectric constant of the sample.

The former hypothesis is supported by the frequency dependence
of the complex dielectric constant of water and ethanol, ϵ = ϵ′ + iϵ′′.
Its complex part, ϵ′′, determines the amount of MW absorption, while
the real part, ϵ′, leads to a frequency shift. The complex dielectric
constant of water and ethanol was calculated using a Debye model
with parameters as described in [203, Eq. 1 and Tab. 1] for an X-band
frequency of 9.46 GHz and for a Ku-band frequency of the EPRoC of
14.2 GHz. For water, it is given by ∼28.6 at X-band and ∼34.5 at Ku-
band, while for ethanol it is ∼2.4 at X-band and ∼1.9 at Ku-band. At X-
band, the complex component of the dielectric constant of water is ∼12
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times larger than that of ethanol. Hence, the amount of non-resonant
MW absorption via E1 is much larger, which can also be seen by the
lower Q-value of the water sample at X-band compared to the ethanol
sample (cf. Table 5.3). At Ku-band, the complex component of the
dielectric constant of water is ∼19 × larger than that of ethanol. This
would reduce the Q-value of the water sample even more compared
to the ethanol sample. Using the ratio of the signal amplitudes at
X-band as a reference, in an experiment with a resonator-based EPR

spectrometer at Ku-band adhering to Equation 5.2, the ratio of the
signal amplitudes of the water and ethanol spectra should decrease.
With the EPRoC, however, the opposite is observed. At Ku-band the
ratio of the signal amplitudes increases compared to X-band. Hence,
the EPRoC signal seems to be insensitive to changes in the dielectric
constant of the sample.

a remark on lineshape broadening Compared to the experi-
ments performed with powder samples in Section 5.3.1, the spectra
of the tempol samples do not exhibit a lineshape broadening. In the
following, possible reasons for this difference are discussed. Saturation
experiments recorded in X-band with resonator-based EPR instrument-
ation shown in Chapter 4 show that the a-Si sample saturates at about
20 µT, while 1 mmol L−1 tempol in water saturates already at ∼5 µT,
which is 4 times lower. It would therefore be expected that the tempol
sample would also exhibit saturation effects if acquired at the same
bias current. By chance, the bias current used to record the tempol
spectra is 4 × lower (1.25 mA) than that used to record the a-Si spectra
(5 mA). Therefore, assuming that the lineshape broadening of the a-Si

originates from (partly) saturating the sample, this should be observed
for the tempol sample, too. However, while the a-Si sample was directly
placed on the surface of the EPRoC, the 12-coil EPRoC dipstick array
used to investigate the tempol solution has a ∼10 µm thick parylene
C coating. Hence, the solution is further away from the surface of the
EPRoC, where the values of B1 are largest. In addition, the solvents
used for the tempol samples could additionally attenuate B1. Further-
more, the diffusion of tempol molecules in the solvent may also play a
role. These effects could result in lower saturation experienced by the
tempol samples compared to the a-Si sample.

5.3.4.2 Influence of the frequency modulation on the EPRoC signal

In this section, the dependence of the FM and AM spectra on the fre-
quency modulation amplitude will be discussed. For this investigation,
field-swept FM and AM spectra of a 10 mmol L−1 tempol/H2O sample
were obtained at different frequency modulation amplitudes at fixed
MW frequency of 14.34 GHz. Only the central line of each spectrum
was analysed. One spectrum per modulation amplitude was recorded
with a modulation frequency of 90 kHz. In Figure 5.8 (a), the FM and



5.3 results and discussion 93

AM baseline are displayed, which was obtained from the mean of the
baseline regions of the spectra. Both FM and FM baselines exhibit a
linear increase with the frequency modulation amplitude. For the FM
signal, a linear dependence is expected as discussed in ref. [190, Ap-
pendix A]. It results from the utilisation of the PLL as a downconverter
in combination with frequency modulation. The linear dependence of
the AM baseline on the frequency modulation amplitude may have
different reasons including some kind of cross-talk of the modulation
on the EPRoC.

The noise floor of FM and AM signal is displayed in Figure 5.8
(b) calculated as the STD of the baseline regions. Here, both detection
methods exhibit different behaviours. While the AM noise floor has no
apparent dependence on the modulation amplitude, a linear increase
of the FM noise floor for modulation amplitudes larger than 3 MHz is
observed. This increase may be explained by a larger bandwidth of
the FM signal in the time domain, resulting in noise integration by the
PSD.

In Figure 5.8 (c), the peak-to-peak signal amplitude of the spectra
is shown. Since the signal intensity is linearly proportional to the
modulation amplitude [12], a linear increase of the signal amplitude is
expected for modulation amplitudes lower than the linewidth, which
is seen in the experimental data for modulation amplitudes lower
than ∼7 MHz. For modulation amplitudes (much) larger than the
linewidth, a broadening of the line is observed leading to a flattening
of the increase of the signal amplitude. The SNR of the spectra is
shown in panel (d) of Figure 5.8, which is calculated as the ratio of
panels (c) and (d). Since there is no dependence of the AM noise
on the modulation amplitude, the shape of the SNR as a function of
the modulation amplitude resembles that of the signal amplitude.
Due to the increase of the FM noise floor over the complete range of
modulation amplitudes and the increase in FM signal amplitude at
modulation amplitudes below 7 MHz, an initial increase of the SNR is
seen below 7 MHz. At modulation amplitudes larger than 7 MHz, the
SNR is reduced due to the larger noise floor and the sublinear increase
of the signal amplitude.

5.3.4.3 Dependence of the EPRoC signal on the bias current

The MW saturation of the sample is another important parameter for
EPR spectroscopists as spectra recorded under saturating conditions
are often discarded due to possible lineshape broadening.

In the previous sections, a lineshape broadening was observed for
the BDPA and a-Si sample at a bias current of 5 mA used to record the
spectra. A possible cause for this broadening may be MW saturation
(cf. Section 2.4.2). As mentioned earlier, continuous wave EPR (CW-EPR)
spectra need to be recorded under non-saturating conditions, i.e., at
an MW power (which determines the value of B1) low enough such
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modulation amplitudes determined from spectra of a 10 mmol L−1

tempol/H2O solution. (a) FM and AM baseline amplitude of the
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that the spin system stays in thermal equilibrium, to enable correct
qualitative and quantitative analyses. In resonator-based EPR, a simple
test to check if a spectrum has been recorded under non-saturating
conditions may be performed as follows. The magnitude of B1 is
controlled by the attenuation of the constant MW power of the source.
When increasing the MW power by a factor of 4, i.e., by decreasing the
attenuation by 6 dB, the peak-to-peak amplitude of the EPR absorption
spectrum should increase by a factor of 2. If the increase is less than
a factor of 2, the sample was saturated and a lower MW needs to
be used. In resonator-based EPR spectrometers, MW sources with a
fixed power of 100 to 200 mW at X-band in combination with variable
attenuators are used to set the applied MW power to the desired value.
Commonly, the attenuation ranges from 0 to 60 dB (sometimes even
80 dB), which corresponds a power attenuation of up to 6 orders of
magnitude. Hence, the accessible MW power ranges between ∼100 mW
and ∼0.1 µW. For instance, this results in B1 magnitudes ranging
between 0.15 µT and ∼150 µT for the Bruker ER 4118X-MD5 resonator.

As explained previously, using EPRoC, the coil current determines
the magnitude of B1 (cf. Section 5.3.1.1). The coil current in turn
depends on the bias current. For the conversion of bias current to coil
current, the so-called square-root model with empirical parameters
may be used for the 12-coil array [131]. For this configuration of
the EPRoC, bias currents of up to ∼25 mA per coil may be applied
which is limited by the heat dissipation capability of the EPRoC. A
certain minimal bias current of a few mA is required to achieve a
stably oscillating VCO. Consequently, the range of B1 is between ∼30
to ∼150 µT in the centre of each coil. Because B1 can not as easily be
attenuated as in resonator-based EPR, its magnitude may be too large
for many (relatively) slowly relaxing paramagnetic species. For such
samples, the rapid-scan EPR (RS-EPR) technique may be utilised instead,
which will be discussed in detail in Chapter 7. Furthermore, in contrast
to resonator-based EPR, the EPRoC itself and not only the spin system
reacts to a change of the bias current as discussed in Section 3.2.6.
While the saturation behaviour of resonator based CW-EPR has been
studied in depth [84, 178–180], a starting point for a detailed analysis
of the EPRoC response will be presented in this chapter. To gain insight,
several properties of the recorded first-derivative FM and AM spectra
are examined as a function of the bias current including peak-to-
peak signal amplitude, asymmetry of the lineshapes and peak-to-peak
linewidth.

The peak-to-peak signal amplitudes of the AM and FM detected
spectra of the BDPA grain as well as the a-Si sample normalised to
their respective maximum value are depicted in Figure 5.9 (a) and (b),
respectively.

The AM signal amplitude (cf. Figure 5.9 (a)) for both samples in-
creases with increasing bias currents and saturates at higher bias cur-
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rents. This finding is similar to resonator-based EPR, where the detec-
ted EPR signal is the spin magnetisation which is proportional to B1 ·χ′′

[78, 83]. Due to the longer mean relaxation time of the BDPA sample
(
√

T1 · T2 ∼ 105 µs) compared to the a-Si sample (
√

T1 · T2 ∼ 63 µs),
the AM signal amplitude of the BDPA sample saturates at lower bias
currents than the a-Si sample. For the latter, only slight saturation
is observed at the largest accessible bias currents. Similarly, in ref.
[186], the dependence of the AM amplitude of a BDPA sample on the
bias current is shown. In this work, however, the range of the bias
currents was extended to much lower values by utilising a single-coil
EPRoC based on a Colpitts oscillator produced in a high electron mo-
bility transistor technology, resulting in approximately 30 × lower B1

magnitudes. The signal amplitudes of the AM signal showed a linear
increase with the bias current.

In Section 3.2.6, the change of the AM and FM signal on a varying
bias current was calculated from the analytical expressions presented
in Chapter 3. As these expressions are only valid for unsaturated
samples, only the EPRoC-related change of the signals is calculated
using design parameters of the EPRoC from literature. It was found that
the AM signal would be maximal at the lowest bias current of 5 mA
for unsaturated samples. If the sample could be described by Bloch’s
equations, the magnetic susceptibility, χ, is maximal for the B1 = 0.
Hence, in total, a decrease of the signal amplitude is expected for
the AM signal. This, however, contradicts the experimental findings
presented in Figure 5.9. Possible origins of error include a wrong
choice of the design parameters for the calculation of the change of
the signal or a more complex interaction between the EPRoC and the
spin system, that can not be modelled by the analytical expressions.

The dependence of the FM signal amplitude on the bias current is
shown in Figure 5.9 (b). Here, the signal amplitude is maximum at
the lowest bias current of 5 mA and decreases for larger bias currents
for both samples. This behaviour is expected from the analytical
expression of Equation 3.17, since the signal only indirectly depends
on B1 via the real part of the magnetic susceptibility, χ′. The decrease
of the signal amplitude would be larger for the BDPA sample (∼50 %)
than for the a-Si sample (∼10 %) due to the longer mean relaxation
time of the BDPA sample.

On first sight, the behaviour of the FM signal is quite counter-in-
tuitive compared to earlier findings on the dispersion EPR signal on
different samples, such as F centres in potassium salt (KCl) [178],
E’ centres in irradiated fused SiO2 and NBS coal 1635 [204] – and in
general the common belief in the EPR community that the dispersion
signal does not saturate. However, in resonator-based EPR usually
the spin magnetisation, B1χ′, and not the magnetic susceptibility is
detected [84]. As mentioned above, the FM signal of the EPRoC detects
the magnetic susceptibility, the factor B1 leading to an initial increase
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Figure 5.9: Dependence of the EPRoC signal of a BDPA sample and an a-Si

sample on the bias current. (a) AM peak-to-peak signal amplitude
normalised to the largest amplitude, calculated from the differ-
ence of global maximum and minimum of the spectra. (b) FM
peak-to-peak signal amplitude normalised to the largest amp-
litude, calculated from the difference of global maximum and
minimum of the spectra. (c) Degree of AM asymmetry of the
spectrum calculated by the ratio of the magnitudes of maximum
and minimum of the spectra. (d) Degree of FM asymmetry of
the spectrum calculated by the ratio of the two minima on both
sides of the resonance field/frequency. (e) and (f) Lorentzian peak-
to-peak linewidth of the AM and FM spectra, respectively, as
obtained from spectral simulations.

in the saturation curve is not present. The shape of the saturation
curve depends on the line broadenings and is discussed in detail for
dispersion and absorption signals in [84]. For the dispersion signal,
it is found that inhomogeneously (Gaussian) broadened lines indeed
do not saturate, while homogeneously (Lorentzian) broadened lines
saturate with a certain dependence on B1. The latter saturates similarly
to the absorption signal of inhomogeneously broadened lines.

In Section 3.2.6, the dependence of the FM signal on the bias current
was calculated from the analytical expression. It was found that the
“EPRoC-related” change of the FM signal for an unsaturated sample
strongly depends on the quality factor of the LC tank. While for a
larger Qcoil of 10, the change of the signal amplitude over the range
of bias currents of 5 to 25 mA, was approximately −8 %, for smaller



98 practical considerations for epr spectroscopists

Qcoil = 2, it reduces to −1 %. Hence, from these theoretical considera-
tions, a decrease of the signal amplitude of the FM signal is expected.

In addition, in ref. [186], the FM signal of a BDPA sample did not
change over the complete range of the bias current (B1) due to its
much lower magnitude. The expected decrease in signal amplitude
from the paramagnetic sample may be calculated from the magnetic
susceptibility, χ. In this experiment, the theoretical decrease was less
than 1 % (calculated from the relaxation times of BDPA stated above),
which agrees well with the reported data.

Moreover, the asymmetry of the spectrum (cf. Figure 5.2) changes
upon variation of the bias current. For the AM signal, the symmetry
is calculated as the ratio of the absolute values of the maximum
and minimum of each spectrum (cf. Figure 5.1 and Figure 5.2 (a),
both bottom). The symmetry for the FM signal, on the other hand,
is calculated as the ratio of the minimum signal amplitude below
resonance and the minimum signal amplitude above resonance for the
field sweep and vice versa for the frequency sweep. A symmetry value
of 1 means that both values are the same and hence the spectrum is
symmetric. The error of the symmetry value was calculated using error
propagation from the STD of the baseline regions of the individual
spectra. The baselines of the FM spectra of the a-Si sample at bias
currents above 18 mA were relatively strong so that the values may be
erroneous. Similarly, the AM signal of the a-Si sample showed much
larger baselines above 18 mA than below.

The symmetry is shown in Figure 5.9 (c) and (d) for the AM and FM
signal, respectively. For both samples, both the AM and FM symmetry
is always below 1, indicating that all FM and AM spectra at the
investigated bias currents are asymmetric at least to some extent.

The AM symmetry values are maximum at the lowest used bias
current of 5 mA (∼0.85 for a-Si and ∼0.57 for BDPA) and decrease
non-linearly for larger values for both samples. For a-Si sample larger
values of the symmetry and a slower decrease towards a minimum
of approximately 0.65 at 22 mA are observed compared to the BDPA

sample with a minimum of approximately 0.35 at 18 mA.
For the FM signal, the opposite behaviour of the symmetry is ob-

served. Both samples exhibit a similar symmetry value of ∼0.6 at the
lowest bias current, which increases towards larger bias currents. The
increase of the BDPA sample is relatively linear which is confirmed by
a fit of the experimental data.

In addition, the dependence of the linewidth of the spectra on the
bias current is investigated. The linewidths are determined from spec-
tral simulations of the EPRoC spectra with EasySpin utilising pepper as
described in Section 5.2.4.1. For the FM spectra, dispersion EPR spectra
were simulated neglecting the asymmetry discussed above. However,
apart from the asymmetry, the rest of the spectrum is very well repro-
duced. The simulation of the AM spectrum included the asymmetry
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by using a custom fitting function based on Equation 3.21b. Figure 5.9
(e) and (f), show the simulated linewidths for AM and FM signal,
respectively. In contrast to the simulations shown in Section 5.3.1.2,
only Lorentzian broadening was assumed, to obtain a single value
for the peak-to-peak linewidth. In the plot, the linewidth of the a-Si

sample is plotted on the left y-axis and that of the BDPA sample is
plotted on the right y-axis. Please note that for easier comparison, the
linewidth values of the BDPA sample were converted from frequency to
field units. The resulting linewidths for both AM and FM signal were
similar for each sample. An increase of the linewidth with increasing
bias current for the AM signal as well as the FM signal is observed.
This increase is rather linear for the BDPA sample. For the a-Si sample,
a linear increase is seen below a bias current of 20 mA, while above
that value the increase is sublinear. The latter may originate from false
linewidth values due to the large baselines of the spectra in this region
of the bias current as mentioned earlier. Generally, in EPR an increase
of the linewidth in the spectra is observed if the sample is saturated.

The saturation behaviour of the AM signal of the a-Si sample was
compared to that of resonator-based EPR at X- and Q-band as shown
in Figure 5.10. For X- and Q-band, B1 was calculated from the MW

power and the respective resonator conversion factor, while for the
EPRoC it was calculated from the bias current using the square-root law.
The peak-to-peak signal amplitudes of X-band and EPRoC AM shown
in Figure 5.10 (a) are normalised to its respective maximum value.
The Q-band peak-top-peak signal amplitude was normalised to the
amplitude expected from the X-band saturation curve. For Q-band, no
saturation is observed due to the low available microwave power and
low conversion factor of the resonator with a maximum B1 magnitude
of ∼17 µT, lower than the minimum B1 magnitude obtained with
the EPRoC. Hence, the signal amplitude increases linearly with B1. At
X-band, the signal amplitude increases linearly below ∼20 µT and
saturates above this value. The maximum signal amplitude is at ∼60
µT and decreases to about 75 % of its maximum at ∼160 µT. The EPRoC

AM signal amplitude shows a linear increase up to ∼100 µT after
which it starts to saturate. As discussed before, the signal amplitude
increases with increasing bias current for the AM signal, so the signal
amplitude alone is not a good parameter to assess the degree of
saturation.

Therefore, the signal intensities are shown in Figure 5.10 (b). The
signal intensities of the X- and Q-band data were obtained from
the DI. As the EPRoC spectra are asymmetric about the resonance
field/frequency, a DI did not return reasonable results, i.e., it did
not exhibit a sigmoid shape as would be expected. Therefore, the
simulations from which the linewidths were extracted previously
were used. For the AM signal, pure absorptive spectra with proper
scaling were simulated using EasySpin, i.e., without accounting for
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the asymmetry. Converting the FM signal by means of the Kramers-
Kronig relation does not lead to meaningful results as it is not valid
for saturated samples. Therefore, similarly, pure absorptive spectra
were simulated using EasySpin from the fit parameters of the FM
spectra with proper scaling. These simulations were then doubly
integrated to obtain the signal intensity. For the X- and Q-band data,
the normalisation was similar to before; for the former, the signal
intensity was normalised to its maximum value, while for the latter
the signal intensity was normalised to the expected signal intensity
value at X-band. The EPRoC data was normalised similar to the Q-band
data, namely to the signal amplitude value expected at X-band. The
signal intensity of the FM signal increases linearly with increased B1

up to ∼110 µT. The values above that value may be false due to a rather
large baseline in the spectra. The signal intensity of the AM signal
shows a different behaviour. It increases linearly up to ∼65 µT. Above
that value the signal intensity increases sub-linearly, i.e., saturation
is observed. As before, the Q-band EPR signal intensities increase
linearly with B1 due to their relatively low magnitudes. The EPR signal
intensity at X-band increases linearly up to ∼30 µT, above which it
slightly saturates (cf. Figure 5.10 (b)). Considering that the signal
intensity values obtained for the AM signal may introduce errors, for
instance, due to imperfect overlap of simulation and experimental
data, the dependence of the signal intensities of AM signal and X-band
EPR signal on B1 seem to be similar. This is in contrast to the previous
observation using the signal amplitudes. However, the linewidth at X-
band is smaller than that a 13.44 GHz used by the EPRoC as discussed
in Section 5.3.1.2. Therefore, a line broadening due to saturation will
affect the signal amplitude of the EPRoC at a larger B1 compared to
X-band.

For the BDPA sample, a direct comparison of the EPRoC saturation
behaviour to X- or Q-band is not possible for two reasons. Due to the
small size of the samples, it is not possible to transfer the same BDPA

grain from the EPRoC to a resonator-based spectrometer or vice versa.
Using a different grain of BDPA likely leads to wrong results as an
inter-grain distribution of the T2 relaxation times of BDPA from the
same batch was observed in ref. [157]. The range of relaxation times
was found to be between 80 to 160 ns. Hence, using different grains
of BDPA are likely to exhibit varying relaxation times and cannot be
compared.

As the results of this section were somewhat inconclusive, theoretical
simulations and possibly more experiments are required. Here, an
even faster relaxing sample should be used to probe the behaviour of
the EPRoC and not that of the sample. In the meantime, to minimise
the amount of saturation, the lowest bias current should be used for
the acquisition of continuous wave EPR-on-a-chip (CW-EPRoC) spectra.
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Figure 5.10: Saturation behaviour of the a-Si sample obtained with the EPRoC

and with a resonator-based EPR spectrometer at X- as well as
Q-band. (a) Normalised peak-to-peak amplitude of AM signal
and EPR absorption signals in X- and Q-band. (b) Normalised
signal intensity as obtained from the double integral of FM and
AM spectra as well as absorption spectra at X- and Q-band. The
normalisation procedure is explained in the text. The magnitude
of B1 was calculated from the MW power and the resonator
conversion factor for X- and Q-band. For the EPRoC, B1 was
calculated from the bias current and the square-root law.
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5.4 conclusions

Many important aspects of the EPRoC technology were introduced and
discussed in this chapter. To this end, solid-state as well as solution
samples were investigated. While the former samples were directly
placed on the EPRoC, the submersible EPRoC dipstick allowed invest-
igation of the latter directly in a beaker. EPRoC FM and AM spectra
of a grain of BDPA, of a thin film of a-Si and of tempol dissolved
in water as well as ethanol were compared to X-band spectra recor-
ded with resonator-based EPR spectrometers. The spectra of the solid
state samples exhibited a slight lineshape broadening compared to
the expected linewidths at the used MW frequency determined by
resonator-based EPR. The broadening was attributed to saturation
effects due to large minimum B1 magnitudes of the EPRoC. For the ex-
amined solution-state samples, however, no broadening was observed.
This difference may be explained on the one hand by the thin coating
used to shield the EPRoC dipstick from the solvents. This effectively
lowers the maximum B1 magnitudes that the samples experience for
the same bias current. On the other hand, the B1 could be attenuated
by the solvents.

Furthermore, it was found that field and frequency sweeps exhibit
the same spectral shape and are therefore equivalent. It is not possible
to record wide frequency-swept spectra with resonator-based EPR, i.e.
more than a few hundred MHz due to the limited resonator band-
width. Hence, this is one of the unique characteristics of the EPRoC.
Generally, this allows the use of permanent magnets which would
drastically reduce the experimental complexity and size. If an electro-
magnet is used, however, low-field FDMR may be utilised, of which a
proof-of-principle experiment has been shown with tempol in water.
With this method, multiple frequency-swept spectra are obtained at
varying external magnetic fields allowing the direct visualisation of
the spin Hamiltonian. Yet, the frequency-swept spectra exhibited a
slightly lower SNR than the field-swept spectra possibly due to an
inherent baseline in the frequency sweep.

In addition, the sensitivity of the EPRoC was discussed in this
chapter. While there are issues with determining the absolute spin
sensitivity possibly originating from inhomogeneous B1 and differ-
ent sample sizes, the concentration sensitivity values of the EPRoC of
2 µmol L−1 Hz−0.5 are better than that of similar micro-resonator EPR

by approximately one order of magnitude. The concentration sens-
itivity value was tested against a sample with similar concentration.
Moreover, the dielectric constant of the sample seems to have no
influence EPRoC spectra in contrast to resonator-based EPR.

Since saturation is a major concern for EPR, the dependence of the
EPRoC FM and AM signal on the bias current was investigated. Here,
however, the results were ambiguous and further experimental and
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theoretical research may be required. To avoid (excessive) saturation
of the recorded spectra, the EPRoC should be operated using RS-EPR

techniques discussed in Chapter 7.
In summary, this chapter laid the foundation for the following

chapters, in which some aspects will be discussed in much greater
detail.





6
C O N S I D E R AT I O N S O N T H E M I C R O WAV E
M A G N E T I C F I E L D D I S T R I B U T I O N

6.1 introduction

In the previous chapter, we discussed general properties of the EPR-
on-a-Chip (EPRoC), such as saturation and sensitivity. In this chapter,
however, we will focus on another aspect for the development of
EPRoC sensors. While in spectroscopy, the exact signal shape, i.e., the
EPRoC spectrum is most important to elucidate the parameters of
the spin system under investigation, sensors usually return a scalar
describing a certain parameter of the specimen in question. Hence,
the actual spectrum is of minor importance and instead the signal
intensity/amplitude is the main source of information. Commercial
resonator-based EPR is routinely used for sensor-like applications by
means of quantitative EPR, where the paramagnetic centre in the speci-
men are quantified [12]. A common application is radiation dosimetry,
in which EPR is used to quantify the radiation dose of alanine dosi-
meters for low dose applications [13]. In post-accident dosimetry, the
radiation dose of the victims may be determined using their nails,
tooth enamel, or bones [14–16] to determine the necessary treatment.
Similarly, the radiation dose determined by EPR may be used to date
archaeological objects or geological sites if the natural radiation rate is
known with respect to the sample environment [17–19]. The so-called
electron spin resonance (ESR) dating fills the gap between radiocarbon
and Argon dating, i.e., between 60 000 and 200 000 years. Another
field in which quantitative EPR has found significant application is
food analysis and control. Here, EPR is used to investigate the effect
of ionising irradiation on food stability [20, 21], to monitor the shelf
life of beer [31] and to determine the stability of edible oils [32]. In
environmental science, quantitative EPR may be used to determine
the content and type of certain transition metal ions in water [22],
the effect of pollutants such as SO2 on lichens [23] and to evaluate
crude oil contamination from sand and soil [24]. Additionally, the
degradation of automobile lubrication oil may be investigated with
quantitative EPR [205, 206]. The ability to obtain non-invasively the
concentration of reactive reactive oxygen species (ROS) as well as the
pH and partial oxygen pressure (pO2) in blood and tissues places
quantitative EPR in a clinical context as well [207, 208]. The level of

A significant portion of this chapter is from S. Künstner, J. E. McPeak, A. Chu,
M. Kern, M. Wick, K.-P. Dinse, J. Anders, B. Naydenov, K. Lips, Microwave Field
Mapping for EPR-on-a-Chip Experiments. Science Advances 2024, 10 (33), eado5467.
DOI: 10.1126/sciadv.ado5467.
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pO2 for instance is the most significant pathophysiological variable in
peripheral vascular disease, which is not easily accessible with other
techniques. Likewise, the response of tumours to cytotoxic therapy,
especially ionising radiation, is critically dependent on pO2. Enhanced
levels of ROS overwhelming the antioxidant defence system of the cell,
otherwise known as oxidative stress, play a role in cardiovascular (i.e.,
ischemia-reperfusion), neurodegenerative (i.e., Parkinson, Alzheimer,
Multiple Sclerosis), inflammatory diseases, and cancer [209]. Using
spin traps, the concentration of ROS may be determined [33, 34]. In
materials science, EPR is commonly used to quantitate paramagnetic
defect concentrations in thin-film solar cell devices limiting their ef-
ficiency [3, 5, 25–27], to quantify the electron distribution between
fullerene derivatives in ternary organic solar cells [28] and to assess
the catalytic efficiency and degradation processes of energy-producing
materials such as graphene oxide and carbon nitride [29, 30]. Quantit-
ative EPR is also used in biochemical research, e.g., to determine the
concentration of iron-sulphur complexes in whole cells [210] or the
efficiency of the spin-labelling procedure for EPR protein structure
analysis [211]. Commercial (benchtop) resonator-based EPR spectro-
meters such as the Magnettech MS5000 are typically used for routine
quantitative EPR measurements as they provide ease of use in combin-
ation with a relatively good concentration sensitivity (cf. Section 2.4.3).
These spectrometers are usually calibrated with samples with a known
number of spins or spin density, such as nitroxide solutions with well-
known molar concentrations. In the optimal case, the B1 field of the
microwave (MW) exciting spin resonance in the cavity resonator should
be uniformly distributed, i.e., constant, over the entire sample. Yet,
in practice, the sample may be (much) larger or (much) smaller than
the effective B1 field1 , complicating quantitative analyses [12]. To
successfully quantify a sample larger than the effective B1 field, either
a calibration sample with the same geometry and dielectric properties
as well as a known number of spins is required to reduce the error
introduced by the inhomogeneous B1 field distribution, or the spatial
distribution of the B1 field of the resonator needs to be experimentally
determined to account for the different signal amplitude caused by
the inhomogeneous B1 distribution. While the spatial B1 distribution
of cavity resonators may be analytically calculated, it is usually de-
termined from the EPR signal intensity of a “point” sample such as
α,γ-bisdiphenylene-β-phenylallyl (BDPA) or 2,2-diphenyl-1-picrylhy-
drazyl (DPPH) at different positions within the cavity. This method,
however, may be erroneous as the sample usually affects the B1 in
the cavity [175, 212], so that using a calibration sample is usually
preferable. For large samples, so-called uniform field resonators were
developed by Hyde and co-workers [213] to improve B1 homogeneity

1 The effective B1 field is “defined” here as B1 that is homogeneous, accessible and
isolated from E1.
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over the entire sample. For extended samples, a further complication
is caused by the inhomogeneity of the B0 field modulation amplitude
[214] commonly employed for quantitative resonator-based continu-
ous wave EPR (CW-EPR) due to the small size of the modulation coils
as it affects the signal intensity, too.

As cavity resonators are typically designed for relatively large
samples (100 to 1000 µL), their sensitivity for mass- or volume-limited
samples is suboptimal due to their small filling factor, η, as discussed
in Section 3.1 Therefore, dielectric and ferroelectric inserts, small
solenoidal coils and other resonant structures [99, 110–113] have been
developed for improved sensitivity for samples with volumes in the
range of 1 µL. Dedicated three-dimensional [116, 117, 215, 216] and
planar, i.e., 2D, microresonators [101, 107, 115, 119, 120] have been
developed for sub-microlitre samples such as protein crystals and thin
films. Especially, the latter exhibit large B1 gradients over the sample
volume complicating pulsed EPR and quantitative EPR experiments.
While for the former pulse shaping may be used to compensate the
inhomogeneous B1 at least to some degree [91, 217, 218], for the latter,
detailed knowledge about the B1 distribution is required to obtain
quantitative information about the sample [12].

The application of microresonators for routine quantitative EPR ex-
periments is mainly limited due to the necessity for an MW bridge
and the complicated coupling procedure to the MW source [219]. As
the EPRoC does not need an external MW bridge and is “automatic-
ally” critically coupled, most of the aforementioned problems and
limitations for routine quantitative EPR investigations may be circum-
vented, because coils of voltage-controlled oscillators (VCOs) are used
for the generation and detection of the MW. In addition, instead of
B0 field modulation for phase-sensitive detection (PSD), the MW car-
rier frequency is modulated. A theoretical consideration of field and
frequency modulation is given in Section 3.5. The advantage here is
that the spatial distribution of B1 is not relevant for the effectiveness
of the modulation as compared to field modulation. Therefore, single
coil EPRoC and EPRoC arrays seem ideally suited for sub-microlitre
samples with sizes much smaller than the coil size and for thin films
with lateral dimensions much larger than a single coil, respectively.

To achieve quantitative results using the EPRoC array for such
samples, it is crucial to evaluate certain signal properties of the EPRoC

array. This involves examining the dependence of the EPR signal on
the sample position within a single coil by scanning the entire array in
all spatial directions. Moreover, the behaviour of an EPRoC array with
an inhomogeneously distributed sample must be assessed.

In this chapter, experimental data and simulations of the B1 field
distribution of the 12-coil EPRoC array using “point”-like samples of
BDPA and a homogeneous thin-film sample of amorphous silicon (a-Si)
are discussed. With these experiments in combination with the finite-
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element simulations of the B1 distribution, the sensitive volume of a
single coil as well as the complete array is determined. In addition,
the dependence of the EPRoC signal amplitude on the sample position
as well as on partial coverage of the array coils is investigated.

The chapter is structured as follows. First, a short explanation about
the samples and the utilised experimental setup including the map-
ping apparatus is given. Second, the simulations of the oscillatory mag-
netic and electric field, the spatial dependence of the signal amplitude
and the dependence of an inhomogeneous distribution of sample is
explained. Subsequently, the experimental results of the B1 mapping
experiments of 1 and 3 coils of the 12-coil EPRoC array with a “point”-
like sample of BDPA are presented and discussed. The dependence
of the signal amplitude of a thin film of a-Si sample as a function
of the distance of the sample to the EPRoC and the utilisation of a
different number of coils of the EPRoC array is also discussed. Finally,
the chapter concludes with a summary.

6.2 materials and methods

In this section, a short description of the samples, the experimental
configuration and parameters used within this chapter is given. Close
attention is paid to mapping apparatus and the geometry of the coils
producing B1 of the 12-coil EPRoC array. Then, the finite-element simu-
lation of the oscillatory magnetic and electric field is explained, the
results of which are used for the simulation of the spatial dependence
of the EPR signal amplitude explained thereafter. This is followed by
a description of the simulation using a circuit simulator of the signal
amplitude of the EPRoC array when the sample is not covering all coils.
At last, the electric field in a TE-102 cavity is calculated for comparison
with the finite-element simulation of the oscillatory electric field of
the EPRoC array.

6.2.1 Samples

For the experiments presented in this chapter, small grains of BDPA

and a 15 µm thick a-Si film sample (2 × 1 mm2) were used. A detailed
explanation of the samples is given in Section 4.3.1.1 for BDPA and in
Section 4.3.1.3 for the a-Si sample.

The sample size of the grains of BDPA were estimated prior to attach-
ing to the sample holder from a comparison of their planar dimensions
with a printed microscale. Samples with planar dimensions of tens of
µm were selected for the experiments.



6.2 materials and methods 109

6.2.2 Experimental configuration

The 12-coil EPRoC array (cf. Section 4.2.4.1) was used for all exper-
iments presented in this chapter in combination with a mapping
apparatus described below allowing controlled positioning of the
sample in all three spatial directions.

6.2.2.1 Mapping apparatus

A home-built mapping apparatus was used to observe the EPRoC

signal in position relative to the coils of the EPRoC. The grain of
BDPA was attached to the tip of a flame-drawn borosilicate capillary
(Hirschmann 50 µL ringcaps with an inner diameter of 1.02 mm) with
vacuum grease, which were inserted in a Bruker Flexline sample
holder. This sample holder was mounted to a motorised 3-axis stage
(Thorlabs PT3-Z8) such that the sample was floating above the EPRoC.
To move the 3-axis stage, three actuators with a minimum repeatable
incremental movement or step size of 0.2 µm, a backlash smaller than
8 µm and a bidirectional repeatability smaller than 1.5 µm were used
which allowed mapping with micrometre precision in the x-, y- and
z-direction as defined in Figure 6.1 (a). In this coordinate system,
the static magnetic field, B0, is parallel to the y-axis. The a-Si sample
was attached to the opening of a 1.5 mm outer diameter EPR tube
(Hirschmann 50 µm ringcaps) with superglue which in turn was in-
serted in the above-mentioned Bruker sample holder. Two cameras
were used to align the samples above the chip. The z-direction was
monitored by a digital single lens mirrorless (DSLM) camera (Olympus
OM-D E-M5II camera and Olympus M.Zuiko Digital ED 14-150 mm
F4-5.6 II lens), while a USB microscope (TOOLCRAFT USB microscope)
was used to observe the x- and y-direction. For the measurements
with the BDPA samples, the sample was lowered carefully such that a
distance of 10 to 20 µm between the sample and the EPRoC was estab-
lished, such that the sample did not touch the EPRoC. The a-Si sample,
however, is quite robust and could be lowered to the EPRoC until the
sample touched the surface. To ensure a parallel movement of the
sample in the x-y-plane of the EPRoC, i.e., to ensure a constant z while
moving in the x- and y-direction, the EPRoC board was tilted using the
four screws connecting the board to the sample holder. To align the
EPRoC board, an iterative process was used. Here, the flame-pulled ca-
pillary without a sample was successively moved to the corners of the
EPRoC (roughly 2 × 1 mm2) and lowered until it touched the surface.
Then, the screws were aligned to reduce the tilting. The procedure
was repeated until the flame-pulled capillary would touch the surface
after a 10 µm step towards the surface in all four corners.
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Figure 6.1: Sketch of the geometries of the 12-coil EPRoC array. (a) Sketch of
the 12-coil array board with the directions of B1 and B0 indicated
with the a-Si sample floating above. The direction of x, y and z
are indicated by the coordinate system in the top-left corner. (b)
Layer structure of the coil of the EPRoC with indications about the
approximate thickness of each layer. The layers of the coil were
considered in the simulation of the oscillatory magnetic field. (c)
The planar shape of a single coil of the EPRoC can be divided
into the octagonal coil and the connection to the varactor of the
VCO, which was taken into consideration in the simulation of the
oscillatory magnetic field. Adapted from ref. [220] cb.
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6.2.2.2 Geometry of the coils of the 12-coil EPR-on-a-Chip array

On the 12-coil EPRoC array, the 12 coils of the VCOs are arranged in a
zipper-like fashion in two parallel rows of six coils each as shown in
Figure 6.1 (a) with the a-Si thin film sample hovering above the EPRoC.
Within each row, i.e., in x-direction, the distance from the centre of
each coil to its nearest neighbour is 300 µm. The distance of the two
rows measured from the centre of the coils is in y-direction is ∼425 µm.
In addition, the two rows are offset by 150 µm in x-direction Each coil
consists of two parts as shown in Figure 6.1 (c); octagonally shaped
coil and a rectangular part connecting the whole coil to the varactor.
The octagonally shaped coil has an outer diameter of 200 µm and its
trace has a (planar) thickness of 8.5 µm. The layer structure of the
coils of the 12-coil EPRoC array is shown in Figure 6.1 (b). The coils
consist of a 3 µm thick copper layer and a 4 µm thick aluminium layer
connected with a 4 µm thick via made of SiO2 and copper on top of a
silicon substrate. The EPRoC is passivated by thin films of SiO2 and SiN.
For chemical resistance, a ∼5 µm thick polyimide layer is placed on
top. The chip was fabricated in a 130 nm complementary metal-oxide-
semiconductor (CMOS) technology (CMRF8SF from GlobalFoundries).

6.2.3 Acquisition parameters and post-processing

All CW spectra were acquired as field sweeps with frequency mod-
ulation using a modulation frequency of 75 kHz and a peak-to-peak
modulation amplitude of 5.3 MHz (0.19 mT) for the a-Si sample and
6.4 MHz (0.23 mT) for the BDPA sample. Please note that the modula-
tion amplitude for BDPA was deliberately set to approximately twice
the linewidth for improved signal-to-noise ratio (SNR) and to reduce
the measurement time. To further improve the SNR, the recorded spec-
tra were linearly baseline-corrected and smoothed with a 2nd order
Savitzky-Golay filter. The filter window was chosen such that no visible
broadening of the spectra occurred.

6.2.3.1 Fit of the signal amplitude maps

The EPRoC signal amplitude maps of Section 6.3.1.2 were least-square
fitted with 2D Gaussian function as

I = b + a exp

(
− (x − x0)

2

2c2
x

− (y − y0)
2

2c2
y

)
, (6.1)

where b is a constant offset of the functions from 0, i.e., the baseline
value, a is the maximum signal amplitude, x0 and y0 is the offset of
the maximum value from the (0,0) and FWHMx = 2

√
2 ln 2cx and

FWHMy = 2
√

2 ln 2cy determine the full width at half maximum
(FWHM) of the function. All of the above parameters were adjusted to
minimise the root mean square (RMS) error.
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6.2.4 Simulations

6.2.4.1 Simulation of the oscillatory magnetic and electric field

The simulation of the oscillatory magnetic, B1 = B1,x êx + B1,y êy +

B1,z êz, and electric, E1 = E1,x êx + E1,y êy + E1,z êz, field was performed
by Michal Kern and Markus Wick at University of Stuttgart with
the finite-element simulation software COMSOL Multiphysics. For
the simulation, the layer structure and shape of the coil as shown in
Figure 6.1 (b) and (c) was considered. To reduce computational time,
however, the B1 and E1 fields of only one half-coil on an infinite Silicon
substrate were simulated at 14 GHz with a coil current of 30 mA. These
data were mirrored, translated and superimposed to obtain the B1 and
E1 distribution of the complete 12-coil EPRoC array. To match the coil
current of the simulations to that of the experiments, the simulated
B1 and E1 were scaled using the square-root law proposed in ref.
[131] relating the coil current to the bias current. The values of B1

and E1 are calculated on an unevenly spaced x-y-z- grid by COMSOL
Multiphysics depending on the gradient of the field, i.e., the density of
values is larger for a larger gradient at a particular position. This type
of data is called scattered data as compared to gridded data where the
points are evenly spaced. To plot maps of the B1 and E1 distributions
and to calculate EPR signals from the B1 distribution, the simulated
data were linearly interpolated in x-, y- and z-direction using the
function scatteredInterpolant of MATLAB which utilises a Delaunay
triangulation of the scattered data points to perform the interpolation.

6.2.4.2 Simulation of the spatial dependence of the signal amplitude of
extended paramagnetic samples in inhomogeneous B1 distributions

The simulation of the signal amplitude of extended samples as a
function of its position was performed as described by the FM signal
of Equation 3.17. In this equation, the spin-induced change of the
inductance, Lspin, as a function of the sample position was calculated
using Equation 3.3, for which the integral over the sample volume was
replaced by a sum. As this simulation uses the steady-state solution of
Bloch’s equations, it is generally valid for EPR and not only for EPRoC.
The simulation was performed as follows. The numerically simulated
B1 distribution of the EPRoC array discussed in Section 6.2.4.1 was
interpolated on a uniform grid in x-, y- and z-direction. For each
point on this grid, the magnitude of B1 perpendicular to B0 ∥ y, i.e.,
B1,⊥ = |B1,x êx + B1,z êz| was calculated. This in turn was used to calcu-
late EPR spectra described by Lspin(B0, x, y, z) with the corresponding
relaxation times. These spectra were numerically differentiated taking
into account PSD of the EPRoC in the experiment. For simplification,
a cuboid sample shape was assumed. All contributions from the
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extended sample were used to determine the peak-to-peak signal
amplitude.

6.2.4.3 Simulation of the signal amplitude on partial utilisation of the
EPRoC array

The simulation of the signal amplitude obtained by partial utilisa-
tion of the 12-coil EPRoC array was performed by Anh Chu with
the SpectreRF Circuit Simulator (Cadence Design Systems) similar to
simulations performed in ref. [61] for an 8-coil EPRoC array. In this
simulation, the so-called steady-state spin model was used, which
was first proposed in ref. [221, Section 3.3] for nuclear magnetic res-
onance (NMR) and then extended to EPRoC in refs. [133, 148]. The
fundamental assumption of this model is that the spin system is un-
saturated and may therefore be modelled as an RLC-circuit, which is
coupled to the coil of the VCO of the EPRoC with a coupling constant
Kspin = ηχ0. The parameters of the RLC-circuit Rspin,sim, Lspin,sim and
Cspin,sim are determined by the transverse relaxation time, T2, and B0.
For the former, T∗

2 of the a-Si sample of 20 ns was determined in Sec-
tion 4.3.1.3 and for the latter, B0 was equal to that of the experiments.
The bias current was set to 5 mA equal to that used in the experi-
ment. The sample volume per coil was calculated from the thickness
of the a-Si sample of 15 µm and the sensitive area determined in Sec-
tion 6.3.1.2 and is given by Vs = 80 × 62.5 × 15 µm3 = 2.34 × 105 µm3.
The number of spins per coil was calculated from Vs the spin density
of the a-Si sample (cf. Section 4.3.1.3), from which χ0 was calculated
using Curie’s law using Equation 2.42. The detector volume [133] was
calculated as

Vdet ≈
µ0

B2
1,u

L0, (6.2)

where L0 is the inductance of the coil in absence of EPR, and the
unitary field, B1,u = B1/Icoil was calculated from Biot-Savart’s law
and is assumed to be constant over the sample. This is in contrast
to the previous experiments, in which the simulated B1 distribution
was used to calculate the EPR signal amplitude. Due to the cylindrical
symmetry, an analytical solution exists for B1,z in the centre axis of the
current loop with a radius, R, with the current in the loop of Icoil:

B1,z,BS(z) =
1
2

µ0 Icoil

2
R2

(R2 + z2)3/2 (6.3)

with the vacuum permeability, µ0 . Here, R = 100 µm is the radius
of the coil of the EPRoC and Icoil is calculated from the bias current
using the square-root law proposed in ref. [131]. The additional factor
1/2 in the equation takes into account that only half the magnitude of
the MW is available for EPR excitation due to the two counter-rotating
MW fields in the rotating frame. The filling factor, η = Vs/Vdet, was
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calculated from the sample and detector volume. The simulations
were performed for sample present in 3, 6, 9 and 12 coils. For each
number of coils with sample, a 0th order field-swept FM spectrum was
calculated, i.e., without PSD by an lock-in amplifier (LIA), which were
numerically differentiated considering the modulation amplitude of
the experimental data to obtain the first-derivative FM spectrum (1st

order) as recorded in the experiment with the LIA. The peak-to-peak
signal amplitudes were determined from these first-derivative FM
spectra, which show a linear increase as a function of the number of
coils with sample.

6.2.5 Calculation of the electric field component of the microwave inside a
TE-102 cavity resonator

The field components of the MW field, H1 and E1, inside a rectangu-
lar cavity resonator with the transverse electric (TE)-102 mode with
dimensions of a = 23.5 mm (x), b = 11.0 mm (y), and d = 42.0 mm (z)
[222] may be calculated by [78, p. 132]

H1,x =
H0[

1 + (d/2a)2
]1/2 sin

(πx
a

)
cos

(
2πz

d

)
(6.4a)

H1,z =
H0[

1 + (d/2a)2
]1/2 cos

(πx
a

)
sin
(

2πz
d

)
(6.4b)

E1,y = j
(

µ0

ϵ0

)1/2

H0 sin
(πx

a

)
cos

(
2πz

d

)
, (6.4c)

where H0 is the amplitude of the MW magnetic field, µ0 is the magnetic
and ϵ0 is the electric constant. In contrast to the coordinate system
used in the experiments in this experiment, the static magnetic field
B0 ∥ z and the sample is inserted along the x-axis at z = d/2 in
the coordinate system used in ref. [78]. For allowed transitions, only
the magnetic field component perpendicular to B0 is relevant, that is
H1,x, which gets maximal at x = a/2 and z = d/2, which is in the
centre of the cavity. At these positions the trigonometric functions
have their maximum. Equation 6.4a may be rearranged assuming a
certain H1,x,max to calculate H0 as

H0 = H1,x,max

[
1 + (d/2a)2

]1/2
, (6.5)

which is then used to calculate E1,y from Equation 6.4c. This equation
has its extrema at x = a/2 and z = d/4 or z = 3d/4, are about
10.5 mm away from the centre of the cavity in the z-direction using
the dimensions above. E1,y is sinusoidally increasing (from −E1,y at
z = 3d/4) or decreasing (from E1,y at z = 1d/4) to 0 in the centre of
the cavity at z = d/2 = 21 mm. Using the same B1 = 27 µT in the
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centre of the cavity as realised in the EPRoC, H1,x,max = 2/µ0B1 may
be calculated, which in turn can be used to calculate the maximum
of E1,y = 21 kV m−1. To account for the two counter-rotating MW

components, the factor of 2 was included.

6.3 results and discussion

In this section, experimental and simulated results are presented and
discussed. The section starts with a general remark on the definition of
the sensitive volume in the EPR research community, which is followed
by a simulation of the oscillatory magnetic and electric fields of the 12-
coil array, from which a sensitive volume may be defined. The results
of the mapping of the signal amplitude in three spatial directions with
a “point”-like grain of BDPA are presented and discussed with respect
to the results of the simulations. Subsequently, the dependence of the
signal amplitude of the thin-film a-Si sample on its distance from the
surface of the EPRoC is discussed. Finally, the signal amplitude of the
thin-film a-Si sample as a function of the coverage of the EPRoC array
is discussed and compared with the simulation results from a circuit
simulator.

6.3.1 Sensitive volume

In the EPR community, the terms “sensitive volume” or “active volume”
refer to the region within a sample from which the EPR signal is
predominantly detected. The sensitive volume may be defined from
the B1 distribution of the resonator/coil. The idea of this approach
is that the EPR signal of an unsaturated sample scales with B2

1. An
arbitrary cut-off value for B1 is then chosen that would give rise to a
small EPR signal compared to a signal with the maximum B1 value.

It is important to note that in resonator-based EPR the MW from
the MW source can be attenuated such that the sample is unsaturated
independently of its relaxation times and the linear dependence of
the signal as a function of B1 is uphold. For this reason, references
describing the B1 distribution of different (micro-)resonators show B1

values normalised to the input power. For oscillator-based EPR such as
the EPRoC, a certain minimum bias current is needed to ensure stable
oscillations of the VCO as discussed before. This minimum bias current
depends on the circuit design and the fabrication technology. While the
bias current for CMOS EPRoCs is between 3 to 5 mA per coil for stable
oscillations leading to B1 values of about 20 µT in the centre of the loop,
EPRoCs utilising high electron mobility transistor (HEMT) of ref. [186]
need a lower bias current, leading to a B1 of only 0.4 µT in the centre
of the current loop. It is possible to apply the definition of the sensitive
volume mentioned above to EPRoC, however, the requirement of an
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unsaturated sample may not be valid depending on the relaxation
times of the sample.

In addition, the maximum B1 of cavities such as the TE-102 (cf.
Section 6.2.5) is in the centre and decays sinusoidally when moving
away from the centre. In this case, the choice of the reference B1,ref
as the maximum B1 is quite unequivocal. For microresonators and
-oscillators, this choice is not as straight forward due to the inhomo-
geneous B1 distribution depending on their geometry. For instance,
in the case of the EPRoC with the octagonally-shaped planar coils, a
certain “homogeneous” region of B1 in the centre of the loop (x = 0,
y = 0) can be found with a B1 magnitude differing by 25 % from the
maximum when close to the loop itself (cf. Section 6.3.1.1). A similar
region of “good homogeneity” B1 was mentioned in [118] and called
“active volume”. In ref. [115], on the other hand, discussing inverse
anapole (micro-) resonators, the maximum B1 perpendicular to B0 was
chosen as the B1,ref. In this chapter, we will follow the latter definition.
In summary, there is no strict definition of the term “sensitive volume”,
and attention should be paid to the definitions in the literature if a
comparison is required.

6.3.1.1 Simulation of the oscillatory magnetic field

Figure 6.2 (b) shows the results of the numerically simulated distri-
bution of the magnetic component of the MW (B1,⊥ = |B1,z êz + B1,x êx|)
of the 12-coil EPRoC array perpendicular to B0 ∥ y with a bias current
of 5 mA. Please note that B1,y = B1,y êy is not considered here as this
component is parallel to B0 and hence would not result in an EPR sig-
nal for Kramers’ systems with a half-integer spin. In the following, the
designation B1 instead of B1,⊥ will be used to reduce notational clutter.
Yet, the analysis of non-Kramers’ systems with integer spin may benefit
from the additional B1,y component. The simulation was performed as
described in Section 6.3.1.1 such that only one half-coil was simulated,
the result of which was mirrored, translated and superimposed. In this
way, the mutual inductance between the coils is not considered, which
may lead to erroneous values of B1 distribution especially between the
coils2. Also, the B1 distribution inside the coils is marginally affected
by the neighbouring coils since the magnitude of B1 of the nearest
neighbour (along x) is less than approximately 0.5 % of that in the
centre of the coil and only about 10 % at the location of the coil trace.
Figure 6.2 (b) shows the B1 distribution at the surface of the EPRoC at
z = 0. There, B1 is mainly concentrated inside the conductor loops
with minimal absolute B1 outside the coils as expected. A close-up
of the distribution for the top left coil is shown in Figure 6.2 (c) with
slices in the x- (e), the y- (d) and the z-direction (f) as indicated by

2 When assuming two planar coils in a plane with currents flowing in the same spatial
direction, the field at the midpoint of the distance between the centres of the adjacent
coils should be zero due to symmetry.
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Figure 6.2: Simulated distribution of the electric and magnetic field of the
12-coil EPRoC array at its surface (z = 0). (a) Magnitude of the
electric field component, E1 = |E1|. (b) Magnitude of B1,⊥ =
|B1,x êx + B1,z êz| (⊥ to B0). B0 is parallel to y. The dashed rectangle
indicates the section used shown in (c). (c) Magnitude of B1,⊥ of a
single coil. (d) Slices of B1,z and B1,x as a function of y at z = 0 µm
and z = 20 µm. (e) Slices of B1,z and B1,x as a function of x at
z = 0 µm and z = 20 µm. (f) Slices of B1,z and B1,x as a function
of z in the centre of the coil (x = y = 0). Additionally, B1,z
calculated with Biot-Savart’s law (z BS) for a circular conductor
loop is indicated. Adapted from ref. [220] cb.
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dashed lines. As seen in the x-slice (Figure 6.2 (e)), B1 is mainly in
the z-direction (B1,z(z = 0) denoted with “z 0 µm”) at z = 0 with a
maximum at the inner edges of the trace of the octagonal coil with
values of approximately 100 µT. It decreases towards the centre of the
coil at a rate proportional to 1/r, where r is the distance to the coil
trace. Due to symmetry, B1,x(z = 0) (denoted with “x 0 µm”) along
y at z = 0, should be small but non-zero due to the polyimide layer
covering the surface as discussed in Figure 6.1. In the y-direction,
the maximum of B1 is about 150 µT at the connection to the varactor
(y ∼ −125 µm, cf. Section 6.3.1.1). At x = 0 along y, B1,x(z = 0) = 0
due to mirror symmetry of the coil, which is shown in (d). B1 in the
z-direction at x = y = 0 reaches a maximum at z = 0 of about 26 µT
as seen in Figure 6.2 (f). In addition, B1,z was calculated with the Biot-
Savart law applied to a circular conductor loop for a comparison with
the numerical simulation using Equation 6.3. As seen in Figure 6.2
(e), the numerical and analytical solution for Bz exhibit the same
lineshape, shifted by less than 1 µm, showing a good agreement of
analytic solution and the numerical simulation. The B1 drops to ∼10 %
of its maximum value of ∼150 µT observed at x = 0 and y ∼ −125 µm
outside a volume of (190 × 250 × 67)µm3 = 3.2 nL around the centre
of the coil at x = y = 0 as seen in Figure 6.2. This would correspond
to a signal reduction by 99 % assuming non-saturating conditions.

Additionally, B1,x (denoted with “x 20 µm”) and B1,z (denoted with
“z 20 µm”) at a distance of z = 20 µm are shown in Figure 6.2 (d) and
(e) as a function of y and x, respectively. Due to mirror symmetry of
the coil, B1,x(y) is 0 at x = 0 and z = 20 µm in Figure 6.2, while B1,z(y)
shows a reduced maximum value of approximately 40 µT and is gen-
erally more homogeneous. B1,x(x) ⊥ B0 at z = 20 µm, however, shows
values of up to 65 µT, which needs to be taken into consideration as
its magnitude exceeds that of B1,z at the same z.

Figure 6.2 (a) shows the magnitude of the electric field component,
|E1|, of the 12-coil EPRoC array simulated for bias current of 5 mA.
To calculate the magnitude all spatial directions were considered.
Because E1 varies over a wide range, the colour scale is logarithmic. A
concentration of E1 is observed in the small gap between the trace with
values up to 3 kV m−1 where the connection to the varactor is located.
Outside and inside the octagonal conductor loops, E1 is approximately
one order of magnitude lower. A TE-102 rectangular cavity resonator
with a B1 of 27 µT similar to the EPRoC exhibits a maximum E1 of
∼21 kV m−1 approximately 10.5 mm away from the centre of the cavity
as calculated in Section 6.2.5. This maximum value is approximately
one order of magnitude larger than that of the EPRoC for the same
B1. Due to the large E1 sample tubes with diameters ≪10.5 mm need
to be used to avoid excessive non-resonant MW absorption through
the electric field. Commonly, 4 mm or 3 mm outer diameter tubes
are therefore used. However, even with these tubes, ∼25 % of the
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maximum E1 is present at the wall of the tubes. Due to the E1 values
of the EPRoC inside the conductor loop of 0.1 kV m−1, it is expected
that samples smaller than the coil diameter placed inside the loop
experience lower non-resonant MW absorption through E1 than larger
and/or non-ideally positioned samples. Furthermore, extended lossy
samples such as polar aqueous samples and generally samples with a
large dielectric constant may profit from the overall lower E1 of the
EPRoC compared to TE-102 cavity resonators. Examples of experiments
of such samples are shown in Section 5.3.3.2 and Chapter 8.

6.3.1.2 Mapping of a single coil

In the following, the dependence of the FM signal amplitude on the
sample position in a single coil of the EPRoC array will be discussed.
For this, multiple EPRoC FM spectra of a single grain of BDPA (ø∼35
µm, ∼1 × 1014 spins, cf. Section 4.3.1.1) were recorded with a step
resolution of 10 µm in x-, y- and z-direction above one of the outermost
coils of the EPRoC array, from which the peak-to-peak signal amplitude
(cf. Figure 5.2 (b) top in Section 5.3.1) was extracted. The mapping of
the EPRoC FM signal is shown in Figure 6.3 (a)-(f) for different heights
from about 10 to 60 µm. For a comparison of the sizes of the coil and
the sample, octagons representing the coil of the VCO with a diameter
of 200 µm and a width of 8.5 µm are displayed to scale, while the cross
gives an indication of the sample size.

The experimental data indicates that the EPRoC array is primarily
sensitive inside the conductor loop. Outside the coil, the signal amp-
litude is minimal. The signal amplitude maps were least-square fit
with a two-dimensional Gaussian profile to obtain information about
the shape of the sensitive area. The Gaussian function was only taken
for simplicity since it contains one parameter, the full width at half
maximum, describing the width of the curve and has no further phys-
ical meaning.

A similar reduction of the signal amplitude when moving a BDPA

sample away from the central position of an inverse anapole resonator
was observed in ref. [115, Figure 3D]. However, the investigated BDPA

sample in their work was much larger than the sensitive region of
the utilised resonator (15 × 20 × 5 µm3) and is hence only partially
comparable. This experiment is more similar to experiments that will
be discussed in Section 6.3.2 and Section 6.3.3. As the sample was
much larger than the sensitive region of the resonator, the sample
occupied the complete sensitive volume when placed in the centre of
the resonator, so that the filling factor was approximately unity. Upon
displacement from the centre, the sensitive volume is not completely
filled any longer, which effectively decreases the filling factor. Due
to the unique design of the inverse anapole resonator, the B1 at the
trace of the coil is lower than in its centre. Therefore, a displacement
the sample from the centre reduces the filling factor even stronger.
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Figure 6.3: Mapping of the normalised peak-to-peak signal amplitude using
a single grain of BDPA at a distance from the sample to the surface
of the chip of (a) 10 µm, (b) 20 µm, (c) 30 µm, (d) 40 µm, (e) 50 µm,
(f) 60 µm. The cross in (a) indicates the approximate sample size of
35 µm in each direction containing approximately 1 × 1014 spins.
The octagons illustrate the location of the conductor and are
shown to scale with a diameter of 200 µm and a thickness of 8.5
µm. (g) FWHM in the x- and y-directions and (h) signal amplitude
as obtained from the fit of the signal amplitude maps in (a)-(f)
with a 2D Gaussian.
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This lower B1 was confirmed by a saturation measurement at both
positions.

In Figure 6.3 (h), the height dependence of the signal amplitude
is shown, which was extracted from the Gaussian 2D fit of the maps
in (a)-(f). The observed signal amplitude decreases non-linearly with
increasing distance from the chip surface due to the lower B1. Above
60 µm, the FM spectra could not be distinguished from the noise.

The relatively large error of the absolute values of the z-axis ori-
ginates mostly from the determination of the distance as explained
below. As the sample is easily lost when the tip touches the EPRoC, the
experiment was performed as follows. The tip of the pulled quartz
was carefully lowered towards the surface of the EPRoC while monitor-
ing the approximate distance with a camera. With some experience,
the tip of the pulled capillary with the sample can be lowered to a
starting distance, zstart, of approximately 20 µm. At this distance the
first map is recorded. Then, the direction of the movement of the tip
is reversed in 10 µm steps, where maps were recorded, i.e., at approx-
imate distances of zstart + 10, 20, 30, 40 and 50 µm. At zstart + 60 µm,
the signal could not be distinguished from noise. At this distance,
the direction of motion was reversed again and the sample lowered
to zstart − 10 µm, where again a signal amplitude map was recorded.
Then, the tip with the sample was lowered to zstart − 20 µm, where
it came into contact the surface of the EPRoC. Hence, zstart − 20 µm
was defined as z = 0 µm and the rest of the distances accordingly.
Therefore, the approximate distances of the maps in the order of the
experiment are z = 20, 30, 40, 50, 60 and 10 µm. The z-error is mainly
introduced by the determination of the distance in the last step where
the sample is lowered from z = 10 µm to 0 µm and is assumed to be
as large as 10 µm. As the direction of motion was reversed twice in
the experiment, the backlash of the translation stage acts in opposite
directions and should approximately cancel. The relative ∼10 µm dis-
tance between maps recorded at 30 to 60 µm, however, is reliable due
to the movement of the translation stage in the same direction, where
the error is much smaller due to the minimum step size of 0.05 µm
that may be achieved with the mapping apparatus.

In Figure 6.3 (h), the height dependence of the signal amplitude
was simulated using the method discussed in Section 6.2.4.2. The
signal amplitude was calculated for a cubic sample with an edge
length of 35 µm and with its centre in x-y-direction coinciding with
the coil centre at x = y = 0. In this case, the distance, z, is the distance
from the bottom surface of the cube to the surface of the EPRoC. The
cubical shape was merely used to simplify the simulation. The ratio
of the volume of a sphere and of a cube with a diameter equal to the
edge length, is π/6 ≈ 0.52, which is comparable to the total error in
the determination of the sample size. The relaxation times for BDPA

of T1 = 110 ns and T2 = 100 ns necessary for the simulation were
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taken from literature [156, 157]. For each point in the simulation, EPR

spectra within the sample volume were calculated on a 1 × 1 × 1 µm3-
grid, so that in total 42 875 first-derivative dispersion EPR spectra were
summed per point. The peak-to-peak signal amplitude was calculated
from each summed spectrum and is plotted in Figure 6.3 (h).

Similar to the experiment, the simulated signal amplitude decreases
non-linearly with increasing distance from the chip surface. The first
experimental data point of the signal amplitude at z = 10 µm is, how-
ever, approximately twice as large as expected from the simulation.
This discrepancy can not alone be explained by the error of z-axis
discussed above. Even after consideration of the z-error, the data point
does not fit to the rest of the dataset. Therefore, the first experimental
point in Figure 6.3 (h) was omitted and the simulation was instead
normalised to the signal amplitude recorded at z = 20 µm. The simu-
lated signal amplitudes are in good agreement with the amplitudes
obtained from the experimental spectra even after consideration of the
uncertainty in the absolute position of the z-axis. The decrease in sig-
nal intensity in the recorded spectra is relatively linear for z ≥ 20 µm.
The first point with its much higher signal amplitude, however, can not
be explained by the presented theory, suggesting that it is incomplete.

As seen in Figure 6.3 (g), the values of the FWHM exhibit an asym-
metry in the x- and y-directions with values of about 160 µm in the
x- and 120 to 130 µm in the y-direction. While the FWHM in the y-
direction does not change considerably, the FWHM in the x-direction
decreases with increasing z to about 120 µm FWHM at z = 60 µm. To
investigate the origin of the asymmetry of FWHM in the x- and y-
directions, signal amplitude maps shown in Figure 6.4 were simulated
using the method described in Section 6.2.4.2 with the B1 distribution
of the top-left coil (cf. Figure 6.2 (c)) discussed in Section 6.3.1.1 for
a cubic sample of BDPA with an edge length of 35 µm. Each point in
the map in Figure 6.4 (a) represents the signal amplitude of a cubical
sample with its x-y-centre at the position of that point. As for the
simulation of the height-dependent signal amplitude, a cubic sample
with an edge length of 35 µm was assumed with the aforementioned
relaxation times. The maps were calculated in 10 µm steps in the x-
and y-directions and then interpolated. In the Figure 6.4, the simula-
tions for two distances of the sample to the EPRoC (0 and 50 µm) with
different components of B1 are plotted.

If only the component of B1 perpendicular to the surface of the
EPRoC is considered, i.e., B1,z êz, no asymmetry is observed in the
signal amplitude map as shown in Figure 6.4 (a). To reproduce the
asymmetry of the FWHM (cf. Figure 6.3 (g)), both B1,z êz and B1,x êx,
perpendicular to B0 ∥ y need to be considered in the simulation as
seen in Figure 6.2 (b). A counter-check was performed by assuming B1

being composed of B1,z êz and B1,y êy, which does not correspond to an
actual experiment, where the B0 would need to be along x. In this case
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Figure 6.4: Simulation of the signal amplitude of a sample of BDPA with
relaxation times T1 = 110 ns and T2 = 100 ns with a cubical shape
with an edge length of 35 µm at a distance of 0 µm ((a), (b), (c))
and 50 µm ((d), (e), (f)) to the surface of the EPRoC considering B1
composed of B1,z ((a) and (d)), B1,z + B1,x ((b) and (e)), and B1,z +
B1,y ((c) and (f)). The B1 arrangements in (b) and (e) correspond
to the experiment where B0 ∥ y. The maps in (c) and (f) would
be observed if B0 was parallel to x. This would correspond to a
rotation of the EPRoC of 90° about z.

the asymmetry is rotated by 90° as shown in Figure 6.4 (c). This would
be expected if the EPRoC board was rotated by 90°, which was not
possible due to geometrical restrictions imposed by the electromagnet.

The simulated maps exhibit a weak x-y-asymmetry. This asymmetry
may be explained by the residual B1 from the other coils of the VCO as
the B1 distribution was extracted from the simulated B1 distribution
of the 12-coil array shown in Figure 6.2 (c). Therefore, there is an
increased B1 on the right-hand side due to the neighbouring coil.

All simulated maps at 0 µm show an increase of the signal amp-
litude from the centre of the coil towards its trace. This is particularly
pronounced in the direction of the additional component of B1 due to
its increased magnitude, i.e., in Figure 6.4 (b) the increase of the signal
amplitude from the centre towards the trace of the coil is stronger in x-
direction where the B1,x component is part of the total B1 and similarly
in (c) in the y-direction. This increase of the signal amplitude is not
seen in the experimental data in Figure 6.3 in contrast to experiments
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performed in ref. [186] with an EPRoC design utilising HEMT instead
of CMOS transistors. In the experiments in ref. [186], an increase of the
signal amplitude by a factor of 100 was found when moving a small
grain of BDPA from the centre of the coil (B1 = 0.4 µT) to the trace of
the coil (B1 = 4 µT), i.e., a tenfold increase of B1. As the magnitude B1

is smaller by ∼65 to ∼35 × compared to this EPRoC, the BDPA sample
in their experiments was most probably not saturated so that the sat-
uration factor, s = γ2B2

1T1T2 ≪ 1, in the denominator of Equation 3.3
may be neglected and the signal amplitude is expected to scale with
B2

1. In our simulations, the magnitude of B1 increases approximately
three-fold along x at z = y = 0 (cf. Figure 6.2 (e)), so that an increase
of the signal amplitude by a factor of ∼9 is expected in the simulation.
Yet, only an increase of approximately 2 to 3 is observed (cf. Figure 6.4
(b)), which can be attributed to the saturation of the BDPA sample in
our experiments due to the larger B1 magnitude.

From simulations at z = 50 µm shown in Figure 6.4 (d), (e) and (f), a
plateau of the signal amplitude is seen as observed in the experimental
data. This suggests that the previously estimated absolute distance
of the sample to the surface of the EPRoC is not correct. Previously,
it was assumed that the sample was attached to the end of the tip
such that this distance reflects the distance between sample and EPRoC.
Apparently, this assumption seems to be invalid and the sample may
be not exactly be attached to the end of the tip but at the side. There-
fore, the z-axis may need to be corrected to reflect the actual sample
position instead of the position of the end of the tip. Assuming that
the maps obtained from the experiment and the respective simulations
are correct, the distance of the map shown in Figure 6.3 (a) was not
obtained at z = 10 µm as previously assumed but rather at z ∼ 50 µm
etc. Hence, the z-axis may be corrected by ∼40 µm.

From the presented experimental data and the simulations, the
sensitive volume of one of the coils of the 12-coil EPRoC array for BDPA

may be estimated. For simplicity, we assume an ellipsoidal cylinder
with a semi-major axis, a, of 80 µm, semi-minor axis, b, of 62.5 µm and
a height, h, of about 100 µm:

Vsens,coil = πab · h ≈ 1.6 nL (6.6)

This value is about 50 % smaller than the value determined from
the B1 distribution alone in Section 6.3.1.1. The discrepancy may be
explained by a combination of sample saturation and limited SNR in
the experiment such that a 99 % reduction of the signal amplitude as
assumed the estimation of the sensitive volume in Section 6.3.1.1 may
not be observable.

6.3.1.3 Mapping of three coils

Having determined the sensitive volume and B1 profile for a single
VCO, it is necessary to investigate the behaviour of the FM signal of
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the EPRoC array in different coils. To this end, a mapping experiment
similar to the one described in Section 6.3.1.2 was performed over
three coils of the 12-coil EPRoC array board. A similar sized grain
of BDPA was used for this experiment, with similar settings for the
acquisition of the FM signal. The step size in the x- and y-directions
were 10 µm and 25 µm, respectively. The latter was chosen to reduce
the total acquisition time to about 36.4 h. The spectra were acquired in
a serpentine-like fashion starting at (−125 µm, −125 µm) in positive x-
direction. At the maximum x, the y-position was changed by −25 µm to
−100 µm, after which x was moved in negative direction etc. The peak-
to-peak signal amplitude of the FM signal at a distance of the sample
to the surface of the chip of about 20 µm (60 µm, when considering
the offset determined previously) is shown in Figure 6.5 (a). The cross
displayed on the bottom left represents the sample size while three
coils of the VCO with a diameter of 200 µm are indicated by octagons
with widths (8.5 µm) shown to scale to represent the thickness of the
conductors in the EPRoC device. The experimental data show that the
EPRoC array is primarily sensitive inside the coils as was observed
in before in Section 6.3.1.2 and is independent of sample placement
given that the FM signal is recorded in all coils. Outside the coils,
the EPR signal is minimal. For further insight, a slice through the
map at y = 0 is shown in Figure 6.5 (b) as a function of x. Inside
the coils, a plateau is seen with a width of about 120 µm and an
amplitude of about 7 µV with a coefficient of variation in each plateau
being less than 3 %. Although we expected to observe the same signal
amplitude and FWHM in all coils, we see small differences in these
values originating from slight misalignments in the sample placement.
The signal amplitude in between the coils decreases to about 1 µV. As
before, the signal amplitude was fit with three 2D Gaussian functions
of Equation 6.1 to determine the FWHM in the x- and y-directions. As
observed previously, the FWHM are asymmetric with values of ∼180
µm and ∼140 µm in the x- and y-directions, respectively. The values
are slightly larger than determined in Section 6.3.1.2, possibly due
to the larger signal amplitude, which is about ∼3.5 larger compared
to the mapping of one coil. This larger signal amplitude may further
be explained by a large error originating from the estimation of the
sample volume, since for this only a picture obtained with a light
microscope was used.

From the data presented here and in Section 6.3.1.2, the sensitive
volume of the EPRoC array may simply be calculated by the number of
coils and the sensitive volume determined for one coil, such that the
coils of the EPRoC array may be regarded as independently functioning
detectors with respect to the B1. For the complete array with 12 coils
(ncoil), the sensitive volume is therefore estimated as:

Vsens,array = ncoilVsens,coil ≈ 19.2 nL.
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Figure 6.5: Mapping of three coils VCO array at about 20 µm above the EPRoC.
(a) Map of the normalised peak-to-peak FM amplitude of three
coils of the 12-coil EPRoC array. The cross (bottom-left) indicates
the approximate sample size of 35 µm in each direction containing
approximately 1 × 1014 spins spins. The octagons illustrate the
conductors each with a diameter of 200 µm and a thickness of
8.5 µm. (b) Cross section of the map in the centre of the three
coils (indicated by the black dashed line in (a)). All three coils
show similar signal amplitude. (c) AM signal amplitude recorded
with a line scan at y = 0 with a grain of BDPA with a diameter of
∼63 µm.

In previous refs. such as [61], the sensitive volume was calculated
as a cube with an edge length of the diameter of the coil. Using the
diameter of the utilised coils of 200 µm, the sensitive volume for a
single coil of 8 nL and consequently 96 nL for the complete 12-coil
array was estimated, which is about ∼5 × larger than experimentally
determined with BDPA.

In summary, this and the previous section showed the EPRoC is
mainly sensitive inside the conductor loops with asymmetric shape
of the signal amplitude inside each conductor loops. In addition, the
FM signal amplitude is independent of the placement of the sample
inside each coil as expected from the global nature of this signal. The
asymmetry of the signal amplitude observed in the experimental and
simulated data shown in this and the previous section (Section 6.3.1.2)



6.3 results and discussion 127

originating from the inhomogeneous B1 distribution suggests that all
relevant contributions to the total B1, i.e., perpendicular to B0 need to
be considered even for “point”-like samples, the dimensions of which
are much smaller than that of the coil.

It should be noted that the sensitive volume of the EPRoC is generally
sample specific as it depends on the relaxation times of the sample due
to saturation at different positions in space as seen from Equation 3.3.
The change of the inductance of the coil is modelled here by a volume
integral over the whole sample. Two contributions dependent on B1

compete at each point in space. While the contribution of the unitary
B1,u(x, y, z) in the numerator only depends on the geometry of the
coil, the contribution of the saturation factor in the denominator,
s = γ2B2

1(x, y, z)T1T2 depends additionally on the relaxation times T1

and T2 of the sample. Consequently, the sensitive volume is larger for
samples with (very) short relaxation times than for samples with long
relaxation times, which readily saturate. In the latter case, the spectra
may be relaxation-broadened so that the signal amplitude does not
increase linearly with B1.

crosstalk of the am signal Compared to the independently
functioning detectors for the FM signal, the AM signal shows quite a
different behaviour when moving from one coil to another coil. Please
note that the only AM signal of the top-left coil (x = 0, y = 0) in
Figure 6.2 (b) is extracted. This is not a global signal from all coils as
the FM signal, but only detected in this coil. Instead of a complete
mapping of a single or three coils, the AM signal was recorded along
x at y ∼ 0 and z ∼ 20 µm. As only the x-position was changed
in this experiment, this procedure is called line scan. As the AM
signal exhibits a lower SNR than the FM signal, a much larger BDPA

sample with an edge length of about 63 µm has been used for this
experiment to be able to observe an AM signal. In addition, the
experiment was not as optimal as in the previously shown experiments.
The main problem of the dataset was the alignment of sample and
EPRoC, such that motion of the sample was not parallel with the
surface of the EPRoC. Therefore, the plateaus in the FM signal of
this dataset (cf. Section 6.3.1.3), which should show the same signal
amplitude as in seen in Figure 6.5 were linearly decreasing due to the
increased distance between sample and EPRoC at larger x. To remove
this “baseline”, a polynomial of first order was fitted to the FM data
to obtain the slope signal amplitude due to the misalignment. A first
order polynomial with the same slope was also subtracted from the
AM data to obtain the normalised AM signal of a line scan in the
centre of the top row of coils along three coils as shown in Figure 6.5
(c). Although the AM signal is only extracted from the top-left coil at
x = 0, an EPR signal is observed in this coil even if the sample is placed
in the second (x = 300 µm) and even third coil (x = 600 µm) along
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the line, i.e., there is a crosstalk between the coils. Electrically, the
second coil is the second-nearest neighbour to the first coil, since the
coils are connected in a zipper-like fashion along x (cf. Section 6.2.2.2)
Hence, the attenuation between the coils is ∼3 dB coil−1. This finding
confirms previous findings of ref. [61] using a similar EPRoC array as
used in this work, where the AM signal could be extracted from one
coil only, while the FM signal was a global signal of all coils. In their
experiment, a grain of BDPA and a grain of solid tempol were placed
on two different coils of the EPRoC array. While the BDPA sample was
placed in the coil where the AM signal was detectable, the tempol
sample was placed in a different coil. In the resulting AM spectrum,
signals from both samples could be identified due to their different g-
value. While the FM signal showed similar signal amplitudes for both
samples, the AM signal showed a significantly reduced amplitude
(≫ 10×) of the tempol signal.

6.3.2 Sensitive height determined with a thin-film sample

So far, the spatial properties of the FM and AM signal with a “point”
sample much smaller than a coil were discussed. Effectively, this
utilised only one coil of the EPRoC array at a time. In the following, the
dependence of the FM signal on the sample positioning when utilising
all coils at a time will be rationalised. The dependence of the FM
signal amplitude of the thin-film a-Si sample with a thickness of 15 µm
on the distance between the sample and the surface of the EPRoC

array, z, is shown in Figure 6.6. In this experiment, the 2 × 1 mm2

a-Si thin film sample covered all coils of the EPRoC with its lateral
dimensions being larger than the extent of the coils of the EPRoC. For
the experiment, multiple FM spectra at different distances from the
EPRoC were recorded from which the peak-to-peak signal amplitude
were extracted to determine the sensitive height of the EPRoC array as
plotted in Figure 6.6. The a-Si sample was in direct contact with the
EPRoC VCO array at z = 0, which was confirmed using a DSLM camera
placed approximately 50 cm away from the EPRoC and outside of the
field of the electromagnet. At above about 110 µm, the EPR signal is
indistinguishable from the baseline noise yielding a sensitive height
for the a-Si sample of about 110 µm. This value agrees well with the
that determined with the grain of BDPA as discussed in Section 6.3.1.2.

A comparison of the experimental data with the theoretical con-
siderations presented in Section 3.2.3 is also shown in Figure 6.6.
The expected FM signal amplitude of the a-Si sample was simulated
using the B1 distribution discussed in Section 6.3.1.1 using Equa-
tion 3.15 as before. For the simulation an a-Si sample with a cuboid
shape (2 × 1 × 0.015 mm3) with relaxation times of T1 = 200 ns and
T2 = 20 ns was assumed as determined from the saturation analysis
and linewidth as discussed in Section 4.3.1.3. The voxel size for the
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Figure 6.6: Dependence of the FM signal amplitude of the a-Si sample util-
ising all coils of the EPRoC array on the distance, z, between the
sample and the surface of the EPRoC. The simulation was normal-
ised such that the first point of the experimental data coincides
with the simulation at the same height.

simulation was 2.5 × 2.5 × 2.5 µm3 for calculation of the first-derivative
dispersion EPR spectra. As before, the spectra were summed, and sub-
sequently the peak-to-peak amplitude was obtained from the compos-
ite spectrum for each sample position in the z-direction. The simulated
signal amplitude was normalised to coincide with the first datapoint
at z = 0 in Figure 6.6.

The simulation shows a good agreement with experimental data.
However, slight discrepancies between ∼20 to 60 µm are observed,
where the simulated signal amplitude is lower than the experimental
data. This effect could be explained by a slightly tilted sample whose
surface is not exactly parallel to the surface of the EPRoC, so that one
edge would be closer to the sensor area than expected. This effect
would produce a larger signal amplitude. Generally, the absolute z
values should be seen as a “rough” estimate due to its indirect determ-
ination. The absolute distance between the EPRoC and the sample can
only be determined by a combination of high-resolution photographs
of the sample in comparison to the experiment and from the motor
positions.

6.3.3 EPR signal dependence on partial utilisation of the EPRoC array

The dependence of the signal amplitude on the coverage of the active
area of the EPRoC array was investigated by moving the a-Si thin
film sample along the long edge, i.e., along x, of the EPRoC array.
Through the movement of the sample only parts of the active area
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Figure 6.7: Dependence of the signal amplitude (peak-to-peak amplitude
of the integrated first-derivative FM spectrum) on the number of
occupied coils obtained by moving the a-Si sample along the long
side (x) of the EPRoC. The top x-axis displays the approximate
number of spins in the sensitive area of the sensor assuming that
no signal is detected outside the coils. The horizontal lines at the
top represent the coils on the EPRoC array. The number of coils
covered by the sample decreases from the left (12) to the right,
where no coil is covered by the sample.

(the coils) were covered with the a-Si thin film sample, while recording
the spectra. The results of this experiment are shown in Figure 6.7.
The sample was positioned such that its centre coincided with y = 0.
At −100 µm, the sample covered all 12 coils while at 1750 µm no coils
were covered (see second x-axis at the bottom. Due to the overlap of
the coils in x-direction as indicated by the dark grey areas, this axis
is not strictly linear, but the error is negligible.). From the number of
covered coils, the approximate total number of spins in the active area
(top x-axis) is calculated using the active area of the EPRoC determined
in Section 6.3.1.2 (Asens,coil = π × 80 × 62.5 µm2), the spin density
of the a-Si sample and its thickness of 15 µm (see Section 4.3.1.3 for
more information). For simplicity, the active area was assumed to
be a cylinder with an elliptical ground plane with the semi-minor
and -major axes as determined before and a height of the a-Si sample
(15 µm). For each point in the figure, an EPR spectrum was recorded,
from which the signal amplitude (y-axis) was calculated.

The signal amplitude of the FM signal in units of Hz of the VCO

array (right y-axis) caused by the EPR resonance is calculated from
the signal amplitude of the FM signal in V and the VCO gain of about
1.04 GHz V−1 (cf. Section 4.2.2).
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If more than approximately two coils are covered, a linear increase
in the signal amplitude is seen. When all coils are covered with the
sample, corresponding to ∼6.7 × 1013 spins, the signal amplitude of
the VCO in frequency units due to the EPR signal is about 22.3 kHz.
Accordingly, each spin contributes approximately 0.33 pHz to the total
FM signal. This means, that the oscillation frequency of the EPRoC is
changed by this amount per spin present.

A simulation of the amplitude FM signal in frequency units as a
function of the utilised VCOs of the injection-locked 12-coil array, i.e.,
the number of the covered coils, was performed with the harmonic
balance-based periodic steady state (PSS) analysis of the circuit sim-
ulator SpectreRF utilising the same simulation procedure described
in ref. [61] for an 8-coil EPRoC array. The results of the simulation are
shown in Figure 6.7. The simulation was performed as a field sweep
with the same parameters as for the experiment (MW frequency, bias
current). The sample was modelled by Bloch’s equations with the
properties of the a-Si sample (relaxation times, spin density, sample
volume). Please see Section 6.2.4.3 for a detailed explanation of the
simulation. A linear increase of the frequency as a function of the util-
ised coils is found similar to the experimental data with a maximum
peak-to-peak frequency signal amplitude of approximately 16.5 kHz
when all coils are covered, which corresponds to 0.24 pHz spin−1.

For a qualitative explanation of the behaviour of the signal amp-
litude on the number of covered coils, two contributing factors need to
be considered, namely, the filling factor of each coil and the injection-
locking of the VCO in the EPRoC array. According to the Curie law, the
magnetic susceptibility, χ0 depends linearly on the number of para-
magnetic centres in the sample (cf. Section 2.4.1). As the FM signal is
proportional to χ0, a linear increase of the FM signal upon covering
the coils is expected. The effect of the injection-locking on the signal
amplitude was discussed in Section 3.4. In ref. [61], a simulation of
this effect was performed revealing a reduced signal amplitude of
the global FM signal if not all coils are covered with sample. There-
fore, the total frequency signal amplitude of a single VCO and an
injection-locked array is similar, if the same amount of sample per coil
is present. In the experiment, the contribution of both the filling of the
coils and the injection-locking is observed, while for the simulation
only the latter was considered. With the same experimental settings
and parameters for the a-Si sample, we find that the frequency signal
amplitude is approximately 35 % smaller in the simulation than in the
experiment. This discrepancy may partly be explained as follows. In
the simulation, neither the B1 distribution nor the saturation of the
sample could be taken into account. Furthermore, the sample volume
was determined using the sensitive are of the BDPA sample.
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6.4 conclusions

In summary, we have demonstrated the three-dimensional distribu-
tion of the B1 for a VCO-based EPRoC array detector, which is crucial
for the development of quantitative EPRoC applications. We used a
“point”-like grain of BDPA and a thin-film sample of a-Si to map the ef-
fective B1. Our experiments revealed that the sensitive area of a single
VCO is approximately cylindrical with an elliptical ground plane, hav-
ing a semi-major axis of 80 µm, a semi-minor axis of 62.5 µm, and a
sensitive height of around half the coil diameter (100 µm). The sens-
itive volume of each coil is approximately 1.6 nL. Our experimental
data were compared to simulations using the steady-state solution of
Bloch’s equations and finite-element simulations of the B1 distribution,
which were found to be in good agreement. We also found that the
contribution of B1,x to the total B1 cannot be ignored, which explains
the deviations from purely cylindrical distributions observed in the
recorded data.

Additionally, the dependence of the FM signal was examined when
only partially covering the sensor. It was observed that there was a
linear increase in the signal amplitude, indicating that even when
the EPRoC array is not fully covered with a sample, quantitative EPR

is still achievable if the spatial distribution of the sample is known.
Furthermore, the signal amplitude of the FM signal if all coils of the
EPRoC sensor were covered was found to be in good agreement with
simulations, taking into account the number of spins in the sample.



7
R A P I D - S C A N E P R U S I N G A N E P R - O N - A - C H I P
S E N S O R

7.1 introduction

In Chapter 5, the saturation behaviour of α,γ-bisdiphenylene-β-phe-
nylallyl (BDPA) in powder form and the amorphous silicon (a-Si) thin
film sample was discussed in Section 5.3.4.3. It was found that the
linewidth of the BDPA sample was approximately 20 to 60 % larger
than expected assuming a relaxation-determined linewidth with T2

between 80 to 160 ns, which may be attributed to saturation due to the
inherently large magnitude of B1 of the EPR-on-a-Chip (EPRoC) due to
a certain minimum bias current required to achieve stable oscillations.
Even at the lowest possible bias currents of 2 mA, the B1 in the centre
of the coil is of the order of tens of µT, easily saturating many samples.
Closer to the coil, the magnitudes of B1 are even higher as discussed in
Section 6.3.1.1. Thus, even samples with a relatively short spin-lattice
relaxation time of ∼100 ns may easily be saturated when investig-
ated with the EPRoC. Generally, the EPR signal intensity/amplitude
depends on the population difference between the resonant spin states
of the spin system in the steady-state under continuous wave (CW)
microwave (MW) irradiation. As MW absorption induces transitions
between the spin states, their populations tend to be equalised bring-
ing the spin system out of thermal equilibrium. The MW absorption
depends on the MW intensity, i.e., B1 and the time spent on resonance.
The spin-lattice relaxation time counterbalances the equalisation of the
spin states. Hence, the saturation behaviour depends on B1, T1, T2 and
the time spent on resonance. Thus, to enable the acquisition of unsat-
urated EPR spectra of samples with moderately long relaxation times
≥ 100 ns with the EPRoC, either the magnitude of B1 of the EPRoC needs
to be lowered or the time on resonance needs to be shortened such
that the spin system stays in thermal equilibrium. The former would
require a complete redesign of the EPRoC and a possible change of
production techniques as shown in [186, 223], where the high electron
mobility transistor technology was used instead of complementary
metal-oxide-semiconductor (CMOS) to produce an LC Colpitts oscil-
lator. This oscillator has a minimum magnitude of B1 of 0.4 µT at
300 K, which is about a factor of 100 smaller than that of the presented
EPRoC. As a complete redesign of the EPRoC is very time-consuming

A significant portion of this chapter is from S. Künstner, A. Chu, K.-P. Dinse,
A. Schnegg, J. E. McPeak, B. Naydenov, J. Anders, K. Lips, Rapid-Scan Electron
Paramagnetic Resonance Using an EPR-on-a-Chip Sensor. Magnetic Resonance 2021,
2 (2), 673–687. DOI: 10.5194/mr-2-673-2021.
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and requires extensive testing, the so-called rapid-scan EPR (RS-EPR)
technique may be used instead of CW-EPR utilising the rapid frequency
sweep capabilities of the EPRoC. By scanning the MW frequency (or
the magnetic field) with a rate large enough so that the time spent
on resonance is short compared to the relaxation times, saturation
effects can be avoided even using large B1 as found in our device.
Hence, higher B1 may be used before saturation effects deteriorate the
EPR signal. Instead of the common phase-sensitive detection (PSD) of
CW operation with an lock-in amplifier (LIA), the RS-EPR transient is
recorded with an oscilloscope or digitiser. Depending on the sample,
passage effects, so-called wiggles, may appear on the trailing edge
of the signal, which can be removed by Fourier deconvolution. These
wiggles were first reported in water in the very early days of nuclear
magnetic resonance (NMR) spectroscopy by Bloembergen et al. in 1948
[224]. The explanation of their shape was given shortly thereafter by
Jacobsohn and Wangsness for linear sweeps [90] and by Salpeter for
sinusoidal sweeps [225]. For a short time, RS was used for enhanced
sensitivities in NMR [226–228], however, it soon became obsolete with
the invention of Fourier transform NMR. The first observation in EPR

of rapid passage effects from F centre in alkali halides and from donor
states in silicon was reported by Portis in 1955 [229]. Also, Beeler et
al. [230] observed passage effects in ammonia solutions of metallic
sodium. A comprehensive treatise of rapid passage experiments was
given by Weger [92] in 1960. RS-EPR then led a niche existence until
its reinvention by the Eaton group in the early 2000s mainly as a
field-swept experiment.

The first RS experiments after the reinvention was performed on the
E’ defect in irradiated vitreous SiO2 at X-band at that time labelled
with the somewhat cryptic term “Out-of-Phase Rapid-Passage EPR”
[231]. The more intuitive term “rapid scan EPR” was chosen for later
publications of experiments studying lithium phthalocyanine at 250
MHz [232] and in X-band to study nitroxyl radicals [157], irradiated
quartz [233] and BDPA [234].

Special coils and coil drivers [235, 236] were developed to achieve
higher scan rates, which were in the meantime commercialised by
Bruker. In addition, Fourier deconvolution algorithms for triangular
[237] and sinusoidal scans [97] as well as algorithms for baseline-
correction [238, 239] were developed.

Improvement of the signal-to-noise ratio (SNR) for different samples
classes such as spin-trapped radicals [240], nitroxyl radicals [234], γ-
irradiated organic solids [241] and samples with long relaxation times,
such as hydrogenated amorphous silicon (a-Si:H), nitrogen-atom-endo-
hedral C60 (N@C60) and N0

S vacancies in diamond [5, 242] were reported.
Additionally, RS-EPR was used in a high-frequency system to determine
spin relaxation times where pulsed EPR (P-EPR) techniques were not
applicable [86].
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In most of the aforementioned experiments, field-swept RS-EPR in
“conventional” resonator-based spectrometers were employed. Sweep-
ing magnetic fields rapidly over a large range is technically demanding
and needs special coils and amplifiers [235] restricting the sweep width
to about 20 mT at tens of kHz. This in turn limits the application of
RS-EPR to the narrow-spectrum sample classes mentioned above. Many
samples, such as transition metal ion (TMI) states in biological samples
or other samples, however, have a much wider spectrum. For faster
scan rates, i.e., higher repetition rates, the sweep width is limited even
more. Additionally, strong background signals may appear due to
vibrations and eddy currents generated in the metallic parts of the
cavity, which may be especially large for fast, wide scans [243].

To apply RS-EPR for samples with wider spectra, special techniques
such as field-stepped direct detection (FSDD) or non-adiabatic rapid
sweep (NARS) may be used [95, 244]. In these techniques, multiple
RS-EPR transient signals are recorded while the field is stepped in small
increments. The complete spectrum is obtained by combining the
signals in post-processing. These techniques were applied to samples
with wider spectra, such as copper complexes and Mn2+ in CaO [244,
245], lanthanides [246] as well as nitroxides [95]. Both techniques are
similar to frequency swept electron spin echo detection in pulsed EPR,
where multiple echoes are recorded while sweeping the magnetic
field to obtain a complete spectrum. Using FSDD or NARS, however,
complicates and prolongs the data acquisition and post-processing
considerably.

Sweeping the MW frequency instead of the magnetic field may be
another way of increasing the sweep width [86, 88, 131]. However,
in resonator-based EPR, the high quality factor (Q) cavity resonators
usually employed limit the sweep width due to their low bandwidth,
which is optimised for CW-EPR. To increase the bandwidth, the cavity
could be overcoupled, which would lower the Q value proportional
to the bandwidth. However, as the conversion of MW power to MW

field would be lowered accordingly, this method is not of much use.
Hence, the advantage of RS-EPR to increase the signal amplitude by
using higher MW powers cannot be used.

As mentioned above, using the EPRoC, however, it is possible to
utilise frequency-swept RS-EPR experiments over large sweep widths
of more than 1.8 GHz (63 mT) without the constraints of resonator-
based EPR [136]. Hence, it may be used for the investigation of samples
exhibiting g and A anisotropy, samples with large hyperfine splitting
and/or long relaxation times, such as transition metal ions complexes
at cryogenic temperatures. In ref. [184], RS operation with single-
chip integrated detectors was initially proposed but no details of
the resulting EPR signal were provided. Using a voltage-controlled
oscillator (VCO) to produce fast frequency ramps was used before
to perform RS-EPR at high field/high frequencies [86]. In this report,
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however, the VCO was only used to provide the rapid frequency ramps
and not for detection.

With EPRoC, however, also detecting the transient change in sample
magnetisation using a VCO-based EPRoC detector is an interesting
possibility first proposed in [136]. First transient RS-EPRoC signals were
already reported in 2017 [136]. Yet, it was not possible to deconvolve
these transients to obtain EPR spectra due to the not precisely known
phase of the exciting microwave needed for the Fourier deconvolution.
Embedding the VCO in a phase-locked loop (PLL) allows for precise
definition of the phase and frequency of B1 from an external reference,
even in the presence of fluctuations in e.g. the temperature [145]. In
combination with the implicit, high-bandwidth amplitude modulated
(AM) demodulator built directly into the VCO as suggested in [136],
EPRoC allows to detect the RS-EPRoC AM signal with a bandwidth on
the order of a few hundred MHz. In the following, proof-of-concept
frequency-swept RS-EPRoC experiments with a sweep width of 128
MHz (4.57 mT) of BDPA using an EPRoC detector are reported. As the
findings in this chapter lay the foundation for future RS experiments
with the EPRoC, certain aspects, which are obtained under various
conditions, are discussed in detail to simplify the analyses of RS-EPRoC

transients.
This chapter is organised as follows. Firstly, the materials and meth-

ods are explained including the instrumental configuration, samples
and post-processing of the RS transients. Then, the results and discus-
sion follows with the comparison of an RS and CW spectrum of the
same BDPA sample, its saturation analysis, a sensitivity analysis and
an outlook for further improvements the RS-EPRoC technique. At last,
the chapter is summarised.

7.2 materials and methods

In this section, a short description of the experiment used for the ex-
periments in this chapter is given. Then, the relation of the bandwidth
of the transient RS-EPRoC signal to the PLL bandwidth is discussed. A
large part of this section deals with the deconvolution of the transient
RS-EPRoC signal and the necessary post-processing steps. At last, the
utilised sample described.

7.2.1 Experiment

Figure 7.1 depicts a schematic of the experiment. The EPRoC is located
on a printed circuit board (PCB) which in turn is inserted between
the poles of an electromagnet (Bruker B-E 25). In these experiments,
the sweeping capabilities of the electromagnet were not used and,
in principle, a permanent magnet could be used instead. Suitable
prototypes of such magnets are discussed in refs. [130, 247]. The
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Figure 7.1: Depiction of the EPRoC setup. (a) The EPRoC is mounted on a
printed circuit board (PCB) located between the coils of the elec-
tromagnet. The power supply powers the active components on
the PCB and the power delivery board for the EPRoC. The radio
frequency (RF) generator provides the reference frequency, fref, to
the PLL on the PCB. A LIA is used for CW detection and a digitiser
is used for RS detection. (b) Micrograph of the EPRoC chip with the
particle of BDPA used for the experiments. The octagons depict the
12 coils of the EPRoC sensor of which only the bottom-left (depic-
ted with Coil AM1) is used for the actual RS-EPRoC experiments.
The sample is located in this coil, from which the AM signal is
detected. Adapted from [131] cb.

12-coil EPRoC array was used for the experiments, which is similar
to the design presented in ref. [61], and is discussed in detail in
Section 4.2.4.1.

The FM signal was not used in the following experiments due to
the relatively narrow bandwidth of the PLL of 10 MHz limiting the
detection bandwidth for the FM signal. This in turn could distort
the RS-EPRoC transient signal at large scan rates as discussed in the
following section (Section 7.2.2). The AM signal, on the other hand,
may be extracted from the VCO with the implemented implicit wide-
band demodulator in the LC tank VCO, considerably reducing the
experimental complexity as suggested in ref. [136]. As discussed in
Section 3.2.5, the transient change of the oscillation amplitude of the
VCO, δA(t), by a paramagnetic sample in resonance is given by Equa-
tion 3.24 [136]. If the oscillation frequency, ωosc, is close to the Larmor
frequency of the electron spin ensemble, ωL, i.e., ωosc ≈ ωL, then
Equation 3.24 contains two components of the spin magnetisation in
the rotating frame, Ms,rot: one low-frequency component at ωosc − ωL

and one at twice the Larmor frequency. The low-frequency component
is extracted by the implicit AM demodulator (Vx in Figures 3.1 and
3.2). As suggested in [186], an external AM demodulator could be used
instead. The AM detection scheme is implemented in two separate
VCOs inside the injection-locked VCO array (cf. Section 4.2.4.1), one of
which is used as the EPR detector for all EPRoC experiments shown
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in this chapter. More specifically, the sample was placed in the coil
denoted with AM1 as shown in Figure 7.1 (b).

A Rohde & Schwarz SMB100A (R&S SMB100A) RF generator was used
as reference for the PLL to control the MW frequency of the VCO of
the EPRoC. The AM1 output providing the AM signal was recorded
with either an LIA (Anfatec eLockIn 203) or a high-speed digitiser
(Zurich instruments UHF-LIA, 12 bit vertical resolution, 1.8 GSa s−1)
with the sampling rate set to 450 MHz, for CW and RS-EPR operation,
respectively.

In contrast to the previous chapter, where most of the EPR experi-
ments were performed as a field sweep, all EPR experiments shown in
this chapter were performed as a frequency sweep around a central
MW frequency of 13.44 GHz and with a static external magnetic field
of B0 = 479.4 mT. A non-resonant transient RS background signal
was subtracted from the experimental transient RS-EPRoC for back-
ground correction. For CW, no experimental background subtraction
was performed.

The maximum modulation amplitude in the RS-EPRoC operation is
limited by the RF generator (R&S SMB100A) providing a frequency-mo-
dulated reference signal at 420 MHz to the EPRoC via the PLL. Due to
the 32-divider1 on the chip, this frequency corresponds to 13.44 GHz
on the chip. At this frequency, the maximum modulation amplitude
at 420 MHz is 2 MHz, corresponding to ∆ frs = 32 · 2 MHz = 64 MHz
(2.28 mT) at the VCO. While for CW-EPRoC using phase-sensitive detec-
tion, this limitation poses no substantial restriction for most of the
samples, RS-EPRoC with this particular RF generator suffers from a
limited sweep width as only approximately 5 % of the total available
sweep width of 2.4 GHz (∆ f ≈ 1.2 GHz, sweep width 85.6 mT) could
be used in the experiments. The maximum modulation frequency
of this RF generator is 1 MHz. Hence, the maximum scan rate for a
sinusoidal scan as defined in Equation 2.62, α = 2π frs∆ frs, is limited
to 402.1 THz s−1, corresponding to 14.4 kT s−1.

7.2.2 Bandwidth relations of the RS-EPRoC transient and PLL

The bandwidth of a transient RS-EPR signal for a single Lorentzian line
can be estimated from the scan rate, α, in Hz s−1 and the effective
transverse relaxation time, T∗

2 , [234]

∆νsignal ≈ NαT∗
2 = 2πN frs∆ frsT∗

2 . (7.1)

The factor, N, determines the extent of lineshape broadening in the
deconvolved spectrum and is usually chosen in a range of 3 to 5

1 The 32-divider on the chip is placed such that the oscillation frequency is divided
by 32, which is then compared to the reference frequency in the phase-frequency
comparator. As the reference is frequency modulated, the modulation amplitude will
be multiplied by the same number.
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[248, Section 2.10.2]. The signal bandwidth of the transient RS-EPR

signal is determined by frequency components of the “wiggles” on the
trailing edge of the RS-EPR signal, depending on the resonance offset,
the modulation amplitude (∆ frs), and the modulation frequency ( frs).
For a constant T∗

2 and a constant frs, the spacing of the “wiggles” on
the trailing edge gets smaller with increasing modulation amplitude
due to the larger resonance offset. The linear relationship between the
signal bandwidth and T∗

2 can be explained by the prolonged visibility
of “wiggles” for a larger T∗

2 . Since the resonance is passed twice
within one full RS cycle, only half of the available bandwidth of any
detection system can be utilised for the signal present in each half
cycle. Therefore, the bandwidth of the detection system (∆νdet) should
be at least twice as large as the signal bandwidth, ∆νsignal as

∆νdet ≥ 2∆νsignal = 2NαT∗
2 . (7.2)

This relation was used in ref. [234] for the determination of the quality
factor required to achieve sufficient bandwidth to detect undistorted
RS-EPR transients. For the EPRoC, the bandwidth of the PLL of approx-
imately 10 MHz limits the maximum bandwidth of the FM signal
to ∼5 MHz. With a conservative estimate of N and a T∗

2 of 100 ns, a
bandwidth of approximately 80 MHz of the PLL would be required
to record an undistorted FM signal. Since the available bandwidth is
significantly lower than the required signal bandwidth, the FM signal
was not considered in these experiments.

7.2.3 Deconvolution of the AM RS-EPRoC transient

In the following, general considerations about sinusoidal MW fre-
quency sweeps and the Fourier deconvolution of the AM signal are
discussed before the digital post-processing steps of the AM RS-EPRoC

transients are explained.
In resonator-based EPR, the RS-EPR signals are usually recorded in

quadrature, by which both dispersion, ℜ (sres), and absorption signals,
ℑ (sres), are detected, such that the complex RS signal may be described
by

rres(t) = ℜ (sres) + iℑ (sres) (7.3)

Here, one signal has a phase-shift of 90° with respect to the other,
i.e., are orthogonal to each other. In practise, however, the phase-shift
may deviate from 90° due to slightly different amplifications of both
channels and imperfect phase shifters, which can be corrected in the
post-processing [238].

Both FM and AM signal of the EPRoC exhibit different signal shapes
as explained in Section 3.2.3 and Section 3.2.4 and thus the resulting
rapid scan transients of FM and AM signal cannot simply be combined
to form a complex signal of the kind of Equation 7.3. In addition, both
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signals are demodulated with different demodulators (PLL for FM
and intrinsic demodulator for AM). Not only do these demodulators
exhibit different filter functions, they also lead to different measured
signal voltages (Vx for AM and Vtune for FM). So, even if FM and AM
signal would correspond to “clean” dispersion and absorption signals,
the different recorded signal voltages would lead to a false complex
RS-EPRoC transient.

Hence, only one of the signals may be used at a time to obtain an
EPRoC spectrum from an RS-EPRoC transient. As the Fourier deconvolu-
tion (cf. Section 2.5.4) requires a complex transient signal of the form
of Equation 7.3, a complex RS-EPRoC transient has to be generated from
the FM or AM transient, which is then used for the deconvolution
algorithm. The utilised algorithm for deconvolution is the so-called
half-cycle deconvolution for sinusoidal field/frequency sweeps [97].
The term half cycle refers to the fact that for sinusoidal MW frequency
scans as discussed in Section 2.5.3, resonance is achieved twice per
period, Trs = 1/ frs, namely at t = T/4 and t = 3T/4. Therefore, for
each full cycle RS transient, i.e. for one period Trs, the transient EPR

signal is observed twice. Therefore, the two RS-EPRoC signals present
in a full cycle are treated separately. To this end, the full-cycle tran-
sient is split into two half-cycle transients, one cycle where the MW

frequency was swept from below to above resonance (up cycle) and
one with a sweep in reverse direction (down cycle). The deconvolution
is performed for both half-cycles separately. To obtain the complete
deconvolved spectrum, i.e., from a full cycle, the resulting spectra are
summed.

For general considerations, the AM RS-EPRoC signal was simulated
with blochsteady of the EasySpin software package [70], which calculates
the steady-state solution of Bloch’s equations with field/frequency
modulation [96]. In the simulation, the AM signal is modelled as a
mixture2 of absorption, My, and dispersion, Mx,

rAM(t) = i
[
My(t) + QcoilMx(t)

]
, with Qcoil = 5, (7.4)

where i is the imaginary unit. Mx(t) and My(t) were simulated with
the following parameters: g = ge, T1 = 110 ns, T2 = 100 ns, B1 = 10 µT,
frs = 200 kHz, ∆ frs = 128 MHz. The simulated (purely imaginary)
RS-EPRoC AM transient is shown in Figure 7.2 (a), which corresponds
to the AM signal recorded with the digitiser, i.e., without quadrature
detection. The value of Qcoil = 5 was chosen such that the asymmetry
is easily observable in the figure. In the figure, the first column always
shows the transients, while the second and third column show the
output of the deconvolution function as implemented in Matlab based
on the theory presented in Section 2.5.4.

As seen in Figure 7.2 (b) and (c), the deconvolution fails if only a
purely real/imaginary input signal is used as the wiggles cannot be

2 Please note that the absorption-like AM signal, rAM, is purely imaginary to be
consistent with common notations where the absorption is usually imaginary.
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Figure 7.2: Simulated RS-EPRoC transients with corresponding deconvolu-
tions. The first column ((a), (d), (g), (j)) displays the different
RS-EPRoC transients, the real part, ℜ, of the deconvolution of
which is displayed in the second column ((b), (e), (h), (k)) and
imaginary part, ℑ, of the deconvolution of which is displayed in
the third column ((c), (f), (i), (l)). For the deconvolutions, both
half-cycle deconvolutions denoted with D and U are shown. (a)
Purely imaginary AM transient as a mixture of Mx and My with
rAM(t) = i

(
My(t) + QcoilMx(t)

)
with Qcoil = 5. (b) Real, ℜ, and

(c) imaginary, ℑ, part of the deconvolution, H( f ), of the transient.
(d) Complex AM transients obtained by rAM,H(t) = H (rAM(t))
with its deconvolutions in (e) and (f). (g) Corrected complex AM
transient, rAM,H,Cor,FP(t), with time-shift as described in the text
with its deconvolutions in (h) and (i). (j) Corrected complex AM
transient, rAM,H,Cor(t), with its phase-corrected deconvolutions in
(k) and (l).
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removed. Possibly, the complex driving function and the real-valued
RS-EPR signal do not fit in this case. If the signal is unsaturated, how-
ever, the Kramers-Kronig relation (mathematically a Hilbert transform
H) may be invoked to create a complex signal using the AM signal,
i.e., rAM,H(t) = H(rAM(t)), as shown in Figure 7.2 (d).

Two RS-EPR signals per complete cycle are seen as the MW frequency
hits the resonance field twice per cycle: from low frequency to high
frequency and vice versa. Assuming a Lorentzian lineshape, only the
absorption signal is symmetric with respect to the scan direction,
i.e., the same signal appears twice per full cycle. The dispersion sig-
nal is asymmetric with respect to the scan direction. Therefore, the
dispersion signal will be mirrored about the y-axis. When Hilbert
transforming a full-cycle absorption signal to dispersion, the asym-
metry due to the different scan direction is not reproduced as seen
in Figure 7.2 (d) resulting in successful deconvolution of only one of
the cycles as observed in Figure 7.2 (d) and (e). Hence, the Hilbert
transform of up and down needs to be separated so that a proper
complex RS signal is produced as

rAM,H,Cor(t) = sgn
(

t − Trs

2

)
ℜ (rAM,H (t)) + iℑ (rAM,H (t)) , (7.5)

where Trs = 1/ frs is the period of a full cycle and

sgn(t) =

−1 if t < 0

+1 if t ≥ 0
(7.6)

is a slightly adapted version of the signum function.
In addition, the transient, rAM,H,Cor(t), was deliberately time-shifted

with respect to the excitation to investigate its influence on the decon-
volved spectra since the so-called first point parameter needs to be
manually adjusted in the deconvolution procedure. As rAM,H,Cor(t) is
a periodic function with a frequency, frs, the transient can be circularly
shifted. A time shift of 3° (a shift by 360° would result in no shift) was
applied to rAM,H,Cor(t) and forms rAM,H,Cor,FP(t) shown in Figure 7.2
(g). As seen in Figure 7.2 (h) and (i), the deconvolutions of both up
and down sweep return reasonable spectra, which are, however, con-
siderably shifted in frequency due to the mismatch of the excitation,
d(t), and the transient, rAM,H,Cor,FP(t). As both deconvolved spectra
are summed, such misalignment may easily lead to false interpretation
of the RS-EPRoC data, especially for samples with narrow linewidths.

Figure 7.2 (j) shows a properly time-aligned AM RS-EPRoC transi-
ent, rAM,H,Cor(t), with corrected Hilbert transformation. The resulting
spectra in (k) and (l) are phase-corrected to remove admixture of the
dispersion signal in the AM signal. The phase-correction procedure re-
turns well-separated absorption and dispersion spectra, since complex
signal in (j) generated from the AM signal and the corrected Hilbert
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transform may be regarded as a signal with a certain constant phase
shift φ as

r(t) = (Mx(t) + iMy(t))eiφ, (7.7)

which can be phase-corrected by a multiplication of the complex-
valued spectra by e−iφ to recover the proper absorption and dispersion
spectra.

Deconvolution algorithm

Usually, multiple full cycles of the transient signal are recorded. The
as-recorded transient is cropped to an integer number of full cycles,
Nfc, calculated from the experimental parameters which are then
digitally averaged to obtain one full cycle transient. For the deconvo-
lution, the so-called half-cycle deconvolution algorithm is used [97].
Therefore, both half-cycles (first half of the cycle and second half of
the full cycle) were treated separately. Both half-cycle transients are
zero-padded with a Welch apodisation window [249] prior to Fourier
transformation. The same zero-padding and apodisation window is
applied to each half-cycle excitation function, d(t), which is calculated
assuming a sinusoidal frequency scan and numerically integrated. The
zero-padding improves the frequency resolution, while the apodisa-
tion window avoids spikes obtained from zero-padding. To obtain
the half-cycle slow-scan spectrum, the Fourier transform of the signal
is divided by that of the excitation for each half cycle. Both spectra
are summed and subsequently phase-corrected so that a well-defined
absorption spectrum, i.e., symmetric about the resonance frequency, is
obtained.

7.2.4 Digital post-processing of CW- and RS-spectra and SNR

Both CW- and RS-EPRoC spectra are digitally filtered using a moving-
average, second-order Savitzky-Golay filter provided by EasySpin. The
filter window is adjusted to ensure that the linewidth is broadened by
less than 5 %.

For the CW data, the effective acquisition time is calculated from the
number of data points of the sweep, Npoints, and the time constant of
the LIA, τLIA, and the number of averages, Navg,cw, as

Tacq,cw = 3NpointsNavg,cw · τLIA. (7.8)

The factor of 3 is introduced to take into account the rise time/settle
time of the LIA required to avoid overshoot and achieve 99.9 % of the
maximum signal intensity.

For the RS data, the effective acquisition time is calculated using the
number of averages, Navg,rs, and both the number, Nfc, and the period,
Tfc, of all RS cycles present in the signal acquisition, respectively, as

Tacq,rs = Navg,rsNfc · Tfc. (7.9)
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For CW spectra, the signal amplitude is defined as the peak-to-peak
amplitude of the AM signal, while the signal amplitude of the decon-
volved RS-EPRoC spectrum is defined as the maximum value of the
imaginary part of the deconvolved RS spectrum, i.e., the absorption.
The root mean square (RMS) noise is determined from the baseline
regions of the spectra taking approximately 61 % of the data points of
the spectra into consideration. The SNR is calculated as the ratio of the
signal amplitude to the RMS noise.

For the saturation analysis, the signal amplitude of the RS meas-
urements is defined as the peak-to-peak amplitude of the transient
RS signals since deconvolving the transients at the highest scan rate
was impossible due to overlapping signals. To compare the signal
amplitudes of CW and RS methods and scan rates, the relative signal
amplitude is used.

7.2.5 Sample

A single grain of BDPA (1:1 with benzene from Sigma Aldrich) was
placed in the AM1 coil of the EPRoC detector as shown in Figure 7.1 (b).
BDPA gives an EPR signal at g = 2.003 [150] with linewidths between
0.04 to 0.08 mT [157]. The sample volume was approximated using
multiple photographs of the sample as shown in Figure 7.1 (b) while
varying the light present to differentiate shadows from the sample
material. To calculate the sample volume, a cuboid was assumed. The
planar dimensions of the cuboid were determined from the shape
of the sample in the photograph, while its height was determined
using its shadow on the chip. In this way, the sample volume might
be overestimated. Therefore, a relative error of 10 % for each direction
is assumed. The sample volume was 7(2) × 10−4 mm3(0.7(2) nL). With
the density of the BDPA-benzene complex of 1.220 g cm−3 [154] the
mass of the sample was determined to be approximately 0.8(2) µg. In
combination with the molecular weight of BDPA of 495.63 g mol−1, an
approximate number of spins in the sample of 1.0(2) × 1015 spins was
calculated.

7.3 results and discussion

In this section, the experimental results and discussion are presented.
First, the CW- and deconvolved RS-EPRoC spectra are compared and
analysed with respect to SNR. Second, the most important results will
be shown, namely the saturation behaviour. And third, the theoretical
limits of RS-EPR is discussed by means of simulations.
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Figure 7.3: (a) Transient baseline-corrected full-cycle AM RS-EPRoC signal
of BDPA recorded with a scan rate of 80 THz s−1 (corresponding
to 2.9 kT s−1, frs = 200 kHz, ∆ frs = 64 MHz, Ibias = 7 mA ≈
46 µT). (b) Top: Deconvolved spectrum of the transient seen in (a).
Bottom: CW-EPRoC spectrum of the same sample ( fm = 100 kHz,
∆ fm,pp = 768 kHz (corresponding to 0.028 mT), τ = 10 ms, roll-
off: 24 dB, Ibias = 5 mA ≈ 27 µT). The dashed orange lines depict
the simulation of both spectra. Reprinted from [131] cb.

7.3.1 Comparison of CW- and RS-EPRoC spectra

Figure 7.3 shows an example of a full-cycle transient AM RS-EPRoC

signal recorded with a bias current of 7 mA (B1 of approximately
45.5 µT) and a scan rate of 80 THz s−1. The signal exhibits character-
istic “wiggles” resulting from the non-adiabatic rapid passage. As the
resonance is passed twice in each full cycle, the signal is recorded
twice during the experiment. As anticipated, the AM EPRoC signal
displays an asymmetric line shape due to the mixture of absorption
and dispersion, as described in Equation 3.20, dependent on the direc-
tion of the frequency sweep. In the case of a pure absorption signal,
the two lines would be symmetric; in the case of a pure dispersion
signal, they would appear as “mirrored” about the y-axis with respect
to each other since the resonance is traversed once from low frequency
to high frequency and again in the opposite direction. To recover the
EPR spectrum, the transient RS-EPRoC signal is Fourier deconvolved to
remove the effects of the sinusoidally modulated MW frequency used
for excitation, as discussed in Section 7.2.3.

In Figure 7.3 (b), only the imaginary component of the deconvolved
RS-EPRoC spectrum, corresponding to the imaginary component of
magnetic susceptibility, i.e., the absorption, is displayed. For com-
parison, the CW-EPRoC spectrum of the same sample was recorded
using a bias current of 5 mA (B1 ≈ 27 µT), which is also displayed.
The purpose of the different bias currents in the two experiments
was to ensure operation within the linear regime, thereby avoiding
microwave saturation.
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Table 7.1: SNR for the CW-EPRoC and RS-EPRoC methods.

Method Ibias B1 navg αrs SNR tacq SNRnorm

mA µT 1 THz s−1 1 s s−0.5

CW 5 27.0 1 0.5 22 30.0 4.0

RS 7 45.5 1.5 × 105 80.4 276 0.75 318.6

As anticipated from Equation 3.20, the CW-EPRoC signal displays an
asymmetric line shape, similar to the AM RS-EPRoC transient displayed
in Figure 7.3 (a). In contrast, there is no asymmetry in the RS-EPRoC

spectrum because it can be phase-adjusted to selectively display only
the absorption signal as explained in Equation 7.2.3. In CW-EPRoC

measurements, quadrature detection is not possible with our setup,
and Kramers-Kronig manipulation is unsuitable due to minor signal
saturation. As the minimum bias current defining B1 has been used to
record the AM CW-EPRoC spectrum, recording a spectrum with lower
bias current was not possible.

Both spectra in Figure 7.3 are simulated using the pepper function
from the EasySpin software package [70], assuming a spin-1/2 system
with Lorentzian broadening. For the RS spectrum, the only free fit
parameter is the Lorentzian peak-to-peak linewidth. The asymmetry in
the line shape of the CW spectrum is incorporated into the simulation
through a customised fitting function based on Equation 3.21b, which
encompasses a combination of absorption and dispersion as Qcoilχ

′′ −
χ′. The free fit parameters for the CW spectrum is the Lorentzian peak-
to-peak linewidths and Qcoil. The peak-to-peak linewidth of the fit
is 1.98 MHz (0.071 mT) for the RS-EPRoC spectrum. For the CW-EPRoC

spectrum the linewidth is 2.58 MHz (0.094 mT) and Qcoil = 1.21.The
linewidth of the RS-EPRoC spectrum is well within the range which is
expected for BDPA as discussed in Section 5.3.1 assuming a relaxation-
determined broadening. The linewidth of the CW-EPRoC spectrum,
however, is larger than that of the RS-EPRoC spectrum and also too
large for relaxation-determined broadening. In the fit, Qcoil was a fit
parameter in addition to the broadening. As the lineshape and with
that the linewidth strongly depends on the Qcoil both parameters may
be correlated, potentially leading to false results. Possibly, the sample
is slightly saturated in CW-EPRoC due to the relatively large B1 as
discussed in Section 5.3.4.3 and Section 7.3.2 leading to a broadening
of the spectrum. Such a broadening has been observed for the FM
signal in Section 5.3.1, too. As mentioned above the minimum bias
current to achieve stable oscillations of the VCO of the EPRoC has
been used to record the AM CW-EPRoC spectrum. Therefore, a further
lowering was not possible.

Table 7.1 summarises the SNR and other relevant parameters for
both CW- and RS-EPRoC measurements. Only the imaginary component
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Figure 7.4: Transient AM RS-EPRoC signals with increasing bias currents (5, 9,
14 and 18 mA) corresponding to four different B1 magnitudes (27,
62, 95 and 118 µT) with simulation at a scan rate of 80 THz s−1.
The resonance is passed twice for each period of modulation.
Reprinted from [131] cb.

of the deconvolved spectrum is displayed in Figure 7.3, even though
the deconvolution returns both real and imaginary component as
discussed in Section 7.2.3. In case of quadrature detection, in which
the noise of the real and imaginary component of RS transient are
uncorrelated, it is in theory possible to further increase the SNR by
a factor of

√
2 by adding the real and imaginary components of the

deconvolved RS-EPRoC spectrum [250] similar to doubling the number
of averages. However, in the presented data, for which the Kramers-
Kronig relation is utilised to obtain the complex transient RS-EPRoC

signal for deconvolution, the SNR cannot be enhanced in this way as the
noise is correlated. RS-EPRoC measurements provide an increased SNR

per unit measurement time, resulting in an overall SNR improvement
of nearly two orders of magnitude.

These findings align well with those reported for field-swept RS-EPR

measurements across various sample classes, including nitroxyl radic-
als [234], irradiated fused quartz [233], and samples with long relaxa-
tion times, such as a-Si:H or N@C60 [5, 242].

7.3.2 Analysis of the transient RS-EPRoC signal and its saturation behaviour

To investigate the saturation behaviour of the EPRoC, 14 transient AM
RS-EPRoC signals at increasing bias currents of 5 to 18 mA at a scan
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rate of 80 THz s−1 were recorded, covering the complete range where
AM signals were observed. For clarity, Figure 7.4 shows only four
AM RS-EPRoC transients at varying bias currents of 5, 9, 14 and 18 mA.
As expected from Equation 3.20, the transients exhibit a slight asym-
metry of both signals due to the slight admixture of the dispersion
to the AM signal. All transients were simulated and fitted globally
by means of steady-state solutions of the Bloch equations with si-
nusoidal modulation [70, 97] using EasySpin’s blochsteady function as
an absorption signal with a slight admixture of dispersion similar
to Equation 7.4. These solutions assume a spin-1/2 system with a
Lorentzian lineshape. For the simulation, a g-value of 2.003 and relax-
ation times of T1 = 110 ns and T2 = 100 ns were assumed based on
previous reports for BDPA [156, 157]. As the B1 magnitude required
for the simulation can neither be calculated analytically from the bias
current and the parameters of the EPRoC nor directly be determined by
measuring Rabi oscillations due to the limited bandwidth of the PLL,
an empirical model was developed. The square-root model describes
the relationship between the coil current Icoil and the bias current as

Icoil = a + b
√

Ibias and (7.10)

Biot-Savart’s law for the magnetic field in the centre of a circular
single-turn inductor as

B1 =
1
2

µ0
Icoil

2R
=

1
2

µ0
a + b

√
Ibias

2R
(7.11)

Here, µ0 is the magnetic constant, R = 100 µm is the radius of the coil,
and a and b are empirical parameters for the proposed square-root
model. The square-root model was introduced to take the curvature
of the coil current at low bias current into consideration as seen
from Equation (8) in [133], where the gate transconductance Gm0 =√

βIbias/n depends on the bias current. In the simulations, the quality
factor Q accounting for the asymmetry of the transients as well as a
and b were the only fit parameters. The empirical parameters for the
model are given by

a = −23.6 mA and b = 14.4
√

mA (7.12)

The conversion of the bias current to B1 is shown in Figure 7.5. Please
note, that for the square-root model, no B1 distribution was assumed
as the B1 was only calculated for the centre of the circular single-turn
inductor. Nevertheless, the simulations are in good agreement with
the experimental data.

Figure 7.6 shows the relative signal amplitudes of the CW signal and
RS-EPRoC signal at varying scan rates of 80.4, 201.1 and 402.1 THz s−1 as
a function of B1 as calculated from Ibias, demonstrating the saturation
behaviour of the sample. The signal amplitudes are normalised such
that their linear regime is overlapping below 40 µT. As expected, the
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Figure 7.5: B1 magnitude obtained by the square-root model of the bias
current used to calibrate the EPRoC. Reprinted from [131] cb.

signal amplitudes of both CW- and RS-EPRoC increase with increasing
B1 and saturate at higher B1 depending on the scan mode and scan
rate. In CW, the sample expectedly saturates at lower B1 values than
in RS operation. In addition, with increasing scan rate, α, the sample
saturates at higher B1 as expected, allowing the use of larger B1 values
for the experiment beyond the relaxation-determined limit in CW.
Despite the relatively short relaxation times of BDPA of the order of
100 ns, it was chosen for these experiments allowing for experiments
in the linear regime for both CW- and RS-EPRoC (c.f Equation 2.63
and Equation 2.64). For many slowly relaxing samples, the obtainable
large minimum B1 of the EPRoC saturates the EPR signal, rendering the
lineshape distorted and thereby inhibiting quantitative analysis. The RS

technique is particularly suited for samples with long relaxation times
such as single substitutional nitrogen centres in diamonds, N@C60, or
a-Si:H [5, 242] for which MW saturation is observed even at low MW

powers when utilising CW methods.

7.3.3 Theoretical limits of rapid-scan EPR

In this section, the theoretical limits of the AM RS-EPRoC technique
are explored similar to the discussions in [226]. Please note that these
considerations are of general nature as they also apply for RS-EPR.
To this end, signal amplitudes obtained from deconvolved RS-EPR

transients as a function of both B1 and scan rate, α, were simulated as
shown in Figure 7.7. For each point in the figure, an RS-EPR transient
was simulated assuming relaxation times of T1 = 110 ns and T2 =

100 ns as well a g-value of 2.003 of BDPA (cf. Section 7.3.2), which were
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Figure 7.6: Signal amplitudes of the AM CW-EPRoC (green open circle) and of
the transient AM RS-EPRoC signals (filled symbols) at three different
scan rates (orange triangle: 80.4 THz s−1; purple diamond: 201.1
THz s−1; pink square: 402.1 THz s−1) as a function of the bias
current (x-axis, top). The bottom B1-axis is calculated from the
square-root model shown in Figure 7.5. The dashed lines depict
simulations for the saturation of the RS-EPRoC signals. Reprinted
from [131] cb.

subsequently deconvolved. The signal amplitude was extracted at the
maximum of the absorption component of the deconvolved spectrum.
The signal amplitudes were normalised to their global maximum
to probe the limits of the RS-EPRoC technique with respect to SNR.
Since the scan rate is the product of scan width and repetition rate,
either may be adjusted to change the scan rate. In the simulation,
however, the scan rate was increased by increasing the sweep width
while keeping the repetition rate constant (200 kHz) to ensure that the
wiggles have completely decayed within a half cycle.

As seen by the dotted rectangle (Max. reported) in Figure 7.7, this
analysis extends the RS-EPR technique far beyond what is possible
with field-swept RS-EPR to encompass a regime that is only accessible
via frequency-swept RS-EPR, which has now been implemented with
RS-EPRoC.

The simulations show that an improvement of the signal amplitude
of a factor of approximately 5 compared to the presented data may be
achieved with larger B1 (0.8 mT) and faster scan rates (approximately
10 000 THz s−1) for samples with relaxation times of approximately
100 ns.
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Figure 7.7: Relative signal amplitude of the deconvolution of simulated RS

spectra as a function of both B1 and scan rate α. The relaxation
times were T1 = 110 ns and T∗

2 = 100 ns. The simulations were
performed with a constant RS-EPR frequency of 200 kHz and in-
creasing scan width. The solid white line defines the adiabatic and
non-adiabatic regions. The yellow dashed rectangle shows the ac-
cessible B1 and scan rate combinations explored in this work with
the R&S SMB100A, while the white dotted rectangle shows that of
the field-swept RS-EPR experiment where the maximum scan rate
was reported. The orange dashed-dotted rectangle shows the max-
imum scan rate achievable with the R&S SMB100B signal generator.
(∗The fastest scan rate currently reported for a frequency-swept
high-field/high-frequency RS-EPR experiment was 267 000 THz s−1

[86], which is far beyond the limits of the plot.). Adapted from
[131] cb.
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Generally, a larger signal amplitude may be achieved if both B1

and α are increased simultaneously. An optimal scan rate may be
found for a constant B1 which maximises the relative signal amplitude
without saturating the sample (along the y-axis). A further increase
of the scan rate beyond the optimal value (non-saturating) does not
further increase the signal amplitude. Likewise, for a constant scan
rate (along the x-axis), an optimal B1 may be found maximising the
relative signal amplitude without saturation. A further increase of
B1 without an accompanying increase in scan rate leads to a loss of
signal intensity due to saturation-induced line broadening. Hence, an
increase of relative signal amplitude is only seen by increasing both
B1 and α. This principle provides the direction for the development of
future RS-EPRoC designs.

In the presented experiments, the B1 of the EPRoC was limited by
the passive cooling of the chip to about 125 µT. Active cooling may
improve this value by a factor of 2 to approximately 250 µT. A further
increase in B1 may be obtained by reducing the coil diameter. Here,
halving the coil diameter to 100 µm would provide another factor
of 2 in B1 as seen by Biot-Savart’s law (Equation 7.11). While the
current RS-EPRoC design was produced using CMOS technology, other
fabrication techniques such as bipolar CMOS (BiCMOS) and indium-
gallium-arsenide (InGaAs) would allow for an increased total B1 of
approximately 1 mT (factor of ∼10).

As mentioned before, the scan rate may be enhanced by either
widening the sweep range, decreasing the time spent on resonance, or
employing faster repetition rates, frs, increasing the number of sweeps
per unit time. While there is no fundamental limitation for increasing
the sweep range, the repetition rate, that is the number of sweeps per
unit time, is limited by the effective transversal relaxation time T∗

2
[251] as

1
frs

> N · T∗
2 , (7.13)

where N is a factor between 3 and 5, describing the amount of ac-
ceptable line broadening introduced by Fourier deconvolution. This
relation means that the wiggles of the RS-EPR signal must have com-
pletely decayed before the next scan cycle. As these wiggles decay
exponentially with T∗

2 , a factor N = 3 (5) means approximately 5 %
(0.7 %) of the maximum signal is remaining before the next cycle is
recorded.

In the current experiment, however, the scan rate is not limited
by the EPRoC itself or the PLL, but by the signal generator used for
generating the reference frequency (R&S SMB100A). Other commercial
analogue signal generators such as the R&S SMB100B, the Keysight UXG
N5193A, or the Anapico APSIN allow access to larger scan rates. With
the R&S SMB100B, the scan width may be increased by a factor of 2.5
(∆ frs,max = 160 MHz (sweep width 320 MHz or 11.4 mT)) and the re-
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petition rate by a factor of 10 ( frs,max = 10 MHz). When operating the
R&S SMB100B outside its specifications, scan widths of up 640 MHz may
be achievable (∆ frs,max = 10 MHz) as depicted in Figure 7.7. The Key-
sight UXG N5193A signal generator provides an enormous maximum
modulation amplitudes of up to 128 MHz at rates of up to 10 MHz
at 420 MHz base frequency, which would lead to theoretical sweep
widths of 8.2 GHz, which is even larger than the frequency sweep
width of the EPRoC. The high sales price, however, did not permit ex-
periments with this device so far. The Anapico APSIN26G offers scan
widths of up to 1.4 GHz (∆ frs,max = 21 MHz). Additionally, according
to the specifications, the single sideband phase noise of the Anapico
APSIN26G is lower from 1 Hz to 100 kHz and slightly higher above
approximately 100 kHz frequency offset than the R&S SMB100A. In prac-
tise, however, experiments utilising this device were inconclusive. The
experiment was performed such that RS-EPRoC AM transient of a grain
of BDPA was recorded with the setup described in Section 7.2.1, once
with the R&S SMB100A and once with the Anapico device as RF gener-
ator. The experimental parameters were the same in these experiments,
apart from the utilised RF generator. The recorded transients are shown
in Figure 7.8. The RS transient recorded with the Anapico device de-
cays approximately 20 % faster than that of the R&S SMB100A, with a
seemingly lower T∗

2 This may be attributed to higher noise character-
istics of the Anapico device used as PLL reference noise is convolved
with the RS transient, essentially quenching the observed T∗

2 . Hence,
this device seems to show worse noise characteristics compared to the
Rohde & Schwarz devices. So, the single sideband phase noise does
not seem to be a good metric to evaluate the best signal generator for
RS.

As discussed above, the repetition rate, in general, is limited by
the effective transversal relaxation time, limiting the use of such high
repetition rates of the R&S SMB100B or similar devices. In addition,
repetition rate, frs, is limited by the bandwidth of the PLL to about 5
MHz, so that improvements of the scan rate of a factor of 10 compared
to the presented setup are realistic.

Recent experiments using a similar EPRoC instrument as discussed in
this chapter utilising the FM RS-EPRoC signal of slowly relaxing trityl
radicals were successfully performed. As the scan rates necessary
to achieve the non-adiabatic RS regime are much lower than for the
BDPA sample shown in these experiments, the PLL bandwidth poses
no limitation due to the much smaller signal bandwidth of the FM
RS transients. These experiments, however, will be discussed in a
forthcoming publication. In the meantime, a next-generation single-
coil EPRoC prototype with a base frequency of 30 GHz and a sweep
width of 2.5 GHz has been developed [130] offering an on-chip PLL

with a bandwidth larger than 200 MHz. This large PLL bandwidth
allows the extraction of the FM signal for RS-EPRoC in addition to the
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Figure 7.8: Comparison of half-cycle RS-EPRoC transients of a BDPA sample
acquired using the Rohde & Schwarz SMB100A (R&S SMB100A) and
the Anapico APSIN26G signal generator as frequency reference
for the PLL at a scan rate of 201 THz s−1 ( frs = 500 kHz, ∆ fmod =
64 MHz) and a bias current of 5 mA.

AM signal even at fast scan rates so that the improved noise floor of
the EPRoC array may be exploited, which improves the sensitivity by
means of spatial averaging of multiple VCOs as discussed in Section 3.4.

7.4 conclusions

In this chapter, we introduced the usage of the EPRoC for closed-loop
non-adiabatic frequency-swept RS-EPRoC experiments. The embedding
of the VCO in PLL in combination with the usage of the implicit AM
demodulation capabilities allows acquiring RS transients with a much
simpler experimental setup compared to field-swept RS-EPR. In these
experiments, the SNR per unit time of the deconvolved RS-EPRoC spec-
trum could be improved by almost 2 orders of magnitude compared
to the CW spectrum using the same EPRoC detector and the same BDPA

sample. The improved SNR can be attributed to combination an in-
creased signal amplitude because of a later onset of sample saturation
(factor of approximately 2) and a lowered noise floor due to (temporal)
averaging. Similar to field-swept RS-EPR, these results confirm that
the RS-EPRoC signal is less prone to saturation. The RS-EPRoC signal
remains in the linear regime up to 90 µT for BDPA at the fastest invest-
igated scan rate of 402.1 THz s−1. This allows to acquire unsaturated
EPR spectra for samples with relaxation times longer than that of
BDPA of approximately 100 ns. With that, one substantial limitation for
utilisation of the EPRoC for (quantitative) spectroscopy is alleviated.

From multiple AM RS-EPRoC transients recorded at varying bias
current, the conversion of the bias current to B1 was experimentally
determined by means of a square-root model for the first time for the
EPRoC. Previously, this conversion could only be calculated from circuit
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simulations of the EPRoC. This conversion is similar to the conversion
factors of commercial resonators, from which B1 may be calculated
from the applied MW power. In addition, it was shown that the AM
RS-EPRoC transients can reliably be deconvolved to the corresponding
CW spectrum. For spectroscopists, the deconvolution of AM RS-EPRoC

transients and possible obstacles when using experimental RS-EPRoC

data were discussed in great detail. This may serve as a framework for
further AM RS-EPRoC experiments but is also valid for FM RS-EPRoC

experiments.
In these experiments, the frequency was swept to acquire the CW-

and RS-EPRoC data, while the magnetic field was kept constant, so
that in principle a suitable permanent magnet could have been used.
The large frequency sweep width capability of up to 2.4 GHz (corres-
ponding to 86 mT) around a central frequency of about 14 GHz at RS

frequencies of up to 5 MHz may set milestones in terms of sweep width
(4 × compared to commercial RS accessories) and scan rate given that
a suitable means of generating a low noise frequency-modulated refer-
ence frequency is found. This would allow one to investigate TMI and
other samples with broad spectra with RS-EPRoC. In combination with
small permanent magnets, application-specific RS-EPRoC sensors for
multi-line fingerprinting applications in chemistry, medicine, biology,
material science, and physics may be developed.





8
S TAT E O F C H A R G E M O N I T O R I N G O F A VA N A D I U M
R E D O X F L O W B AT T E RY W I T H E P R - O N - A - C H I P

8.1 introduction

So far, this thesis has dealt with the understanding of and method
development for EPR-on-a-Chip (EPRoC) devices. In this chapter, we
will combine the results of most of the previous chapters and apply
the knowledge to an actual real-world problem. The climate crisis is
the major challenge humanity currently faces. To reduce its impact,
anthropogenic greenhouse gas emissions must become net neutral or
even negative as quickly as possible. Therefore, a transition from a
fossil fuel-based economy to one based on renewable energy sources
such as wind power and photovoltaics is required. However, due to
the intermittent nature of these renewable energy sources not only
energy production but also storage solutions play an essential role
in this transition. As the electrical grid is not able to store electricity,
demand and “production” needs to be equal at all times. This requires
short-, mid- and long-term electrical energy storage (EES) solutions
with timescales from below seconds to hours/days and power values
from a few kW to GW. While the long- and mid-term EES (minutes to
hours) provide so-called energy management including load levelling
and time shifting, short-term EES (seconds to minutes) are needed for
grid stabilisation and frequency regulation [252].

For long-term EES pumped hydroelectric storage (PHES) and com-
pressed air energy storage (CAES) are used with power values ranging
from hundreds of MW to GW, where PHES is most widely used and
accounted for approximately 94 % of the worldwide installed storage
capacity in 2022 of up to 9 TW h with an estimated power of 158 GW
[253]. Yet, the immense cost of construction, substantial environmental
costs, and the special geographical requirements limit implementation
of this technology on a (much) larger scale than today. While under-
ground CAES is much less capital-intensive than PHES with a much
lower impact on the environment, it has geographical requirements,
too, as the air is usually stored in underground caves. Therefore, the
globally installed power is only 0.45 GW [254], much smaller than
that of PHES. Among others, super-capacitors as well as lithium-ion
and lead-acid batteries are used for short term EES due to their very
fast response time [252, 255]. For mid-term EES, varying types of bat-

A significant portion of this chapter is from S. Künstner, J. E. McPeak, A. Chu, M. Kern,
K.-P. Dinse, B. Naydenov, P. Fischer, J. Anders, K. Lips, Monitoring the State of Charge
of Vanadium Redox Flow Batteries with an EPR-on-a-Chip Dipstick Sensor. Physical
Chemistry Chemical Physics 2024, 26 (25), 17785–17795. DOI: 10.1039/D4CP00373J.
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Figure 8.1: Schematic of a vanadium redox flow battery. The electrochemical
cell, in which the vanadium reactions take place, is denoted with
RFcell. The catholyte (positive electrolyte) is pumped from the
tank on the left-hand side (denoted with VO +

2 /VO2+) to the
half-cell with the cathode, while the anolyte is pumped from
the tank on the right-hand side (denoted with V2+/V3+) to the
half-cell with the anode. The ion exchange membrane allows
transfer of ions to ensure electrical neutrality. In case of a cation-
exchange membrane, hydronium ions (H3O+) are transferred.
The connection of the battery to the electrical grid via a direct
current/alternating current (DC/AC) converter is shown at the top.
An electrical load and a power station connected to the grid is
indicated. The solid arrows in the electrochemical cell indicate the
conversion of vanadium species and the ones in the electrolyte
the direction of the electron flow during charge, while the dashed
arrows indicate the discharge. Reproduced with permission from
Elsevier from ref. [252].

teries are commonly used such as lithium-ion, lead-acid, and redox
flow batteries (RFBs) of varying chemistry. The latter are considered
a promising technology as the power and capacity are independent
of each other in contrast to other battery types. This makes RFBs well
suited not only for mid-term EES but also short-term and possibly
even long-term storage, while offering flexible and scalable solutions
with fast response times and relatively low capital costs [255–257].

Redox flow batteries store energy by chemical reactions of different
electro-active species, so-called redox couples, dissolved in electrolytes.
Upon charging and discharging, the redox couples change from one
oxidation state to another. A sketch of an RFB, more precisely of
a vanadium redox flow battery (VRFB), is shown in Figure 8.1. In
the RFB, an electrochemical cell (denoted with RFcell in the figure)
consisting of anode and cathode half-cells filled with anolyte (negative
electrolyte) and catholyte (positive electrode) is used for the energy
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conversion, with the two half-cells being separated by an ion-exchange
membrane [252, 258]. Typically, Nafion is used for the ion-exchange
membrane, while the electrodes are typically composed of porous
graphite-felt materials to increase their surface area [259]. The internal
current collectors, so-called bipolar plates, are composed of graphite
composite material, while the external current collectors are most
often composed of copper [258].

The capacity of RFBs depends on the molar concentration of the
redox couples used and the electrolyte volume in the tanks, in which
the electrolytes are stored and from which they are pumped to the
respective half-cells as indicated in Figure 8.1. The power of such a
system, on the other hand, depends on the number of utilised electro-
chemical cells. Therefore, the capacity and power is independent of
each other as mentioned above. Compared to others the VRFB utilises
the same element, namely vanadium, which greatly minimises prob-
lems with cross-contamination and loss through the membrane [260].
More specific, the VRFB utilises the V2+ / V3+ and VO2+ / VO +

2 redox
couples with the respective oxidation states V(II) / V(III) and V(IV) /
V(V) to store electricity:

V3+ + e– charge

discharge
V2+; Eanode = −0.26 V (8.1a)

VO2+ + H2O − e– charge

discharge
VO +

2 + 2 H+; Ecathode = 1 V

(8.1b)

During charge, tetravalent (VO2+) ions are oxidised to pentavalent
(VO +

2 ) ions at the cathode (Equation 8.1b), while trivalent (V3+) ions
are reduced to bivalent (V2+) ions at the anode (Equation 8.1a). This
process is reversed during discharge. To ensure electrical neutrality
of both electrolytes, positively charged hydronium ions (H3O+) move
through the membrane, when using a cation-exchange membrane.1

Mid-concentrated sulphuric acid (∼2 mol L−1) maximises the sol-
ubility of vanadium such that the total concentration of vanadium
ranges from 1.5 to 1.8 mol L−1. The high solubility of vanadium in the
sulphuric acid is the main driver of the capacity with theoretical values
of up to 20 to 25 W h L−1 [255]. The conductivity of the electrolyte may
up to a few hundred mS cm−1 [258].

In an optimal charging/discharging process, the quantity of ox-
idised and reduced species remains constant throughout successive
battery cycles. Then, the electrolytes maintain balance, meaning the
amounts of VO2+ and V3+, as well as VO +

2 and V2+ in the electro-
lytes, are equal, respectively. The state of charge (SOC) of the VRFB

is defined by both the ratios of VO +
2 and V2+ concentration to the

1 Free protons (H+) are not stable in aqueous solutions and are always bound to water
molecules forming so-called hydronium ions, H3O+.
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total vanadium concentration. In reality, however, electrolyte imbal-
ance is the main cause for performance degradation and capacity
loss. Concentration imbalances may be caused by water crossover
through the membrane [261], differential transfer of vanadium ions
or volumetric transfer of electrolyte between half cells [262]. In the
case of vanadium crossover, the V2+ and V3+ ions rapidly react with
the VO +

2 ions forming VO2+ ions in the catholyte, while VO2+ and
VO +

2 ions react with the V2+ forming V3+ ions. If the flux of V2+ and
V3+ from the anolyte to the catholyte is equal to the flux of VO2+ and
VO +

2 , the crossover is symmetric and only causes a self-discharge
of the VRFB. The aforementioned processes may be corrected for by
periodic electrolyte remixing, where both anolyte and catholyte are
mixed producing a solution containing a 1:1 mixture of V3+ and VO2+.
From this condition, the VRFB can be re-initialised as this mixture is
equivalent to the electrolyte used to build the battery. This is known
as the pre-charge or preconditioning phase, where all V3+ ions in the
catholyte are oxidised to VO2+ ions and all VO2+ ions in the anolyte
are reduced to V3+, which corresponds to an SOC of 0 % [263, 264].
Imbalances may also arise from oxidation of V2+ ions in the negative
half-cell caused by gassing due to impurities or hydrogen evolution
[263, 265] as well as from reduction of VO +

2 ions caused by corrosion
of battery material or precipitation of VO +

2 at elevated temperatures
[266, 267]. As these processes involve oxidations and reductions of
the vanadium ions, electrolyte remixing is not sufficient in this case
and more rigorous approaches such as electrochemical rebalancing or
utilisation of a regeneration cell are required to restore the balance of
VO2+ and V3+ as well as VO +

2 and V2+ [257, 262].
Early detection may help to mitigate these problems and hence sev-

eral methods have been developed to monitor the SOC. These include
open cell potential [268–271], conductivity [258, 262, 272], ultravio-
let–visible (UV-VIS) absorption [262, 273] as well as transmission [274]
and infrared absorption [275], viscosity [276] and hydraulic pressure
monitoring [277] or a combination thereof. It has been shown that
Beer’s law when applied to vanadium electrolyte systems was only
valid up to a vanadium concentration of 0.04 mol L−1. Hence, UV-VIS

absorption techniques cannot be directly applied at the high vanadium
concentrations present in the half cells of commercial VRFBs [258, 273].
The first independent SOC measurement system based on conductiv-
ity was patented by Skyllas-Kazacos et al., which allows monitoring
of the SOC of each half-cell separately. This replaced the previously
dominant open-circuit potential measurements [258, 268]. Addition-
ally, other monitoring methods utilising conductivity, potential, and
current measurements have been suggested. To estimate the SOC with
these methods, considerable modelling due to indirect measurements
of vanadium and electrolyte concentrations is required [269–272, 278].
Similarly, the SOC estimations based on the electrolyte viscosity re-



8.1 introduction 161

quired the use of complex computations and a neural network for
optimisation [276]. Most of the previously mentioned methods are
based on measurements of indirect variables (conductivity, density, vis-
cosity), which may be problematic as they may significantly vary with
different flux of the electrolyte in the cell [279]. Measurements using
potentiometry with reference electrodes require periodic maintenance
rendering prolonged measurements in a remote battery unreliable.
Consequently, the need for direct quantification of the vanadium
species in the electrolyte is high.

The utilisation of EPR has recently been proposed as a direct meas-
urement of the vanadium (VO2+) concentration to monitor SOC as well
as ion mobility and ion diffusion into the Nafion membrane [35, 36]. So
far EPR was mainly used to monitor the V(IV) (S = 1/2) / V(V) (S = 0)
cycle, i.e., the catholyte, which exhibits a typical 8-line spectrum of the
vanadyl ion in solution caused by the nuclear spin of 51V of I = 7/2
with widths larger than 100 mT mainly due to the relatively large
A-tensor. One solution spectrum of V2+ was presented in literature
[280] with a vanadium concentration of only 0.1 mol L−1. The V2+ was
assumed to be a high spin system with S = 3/2 and showed a single
possibly relaxation-broadened line. The latter was confirmed by con-
centration studies in which the linewidth was found to be unchanged.
Well-resolved spectra of V(II) species have been shown in ref. [281].
V3+, on the other hand, is a non-Kramers system with a total spin of
S = 1 that may be investigated in perpendicular-mode EPR only at
high microwave (MW) frequencies (larger than 95 GHz) and high mag-
netic fields due to large zero-field splitting [282]. Parallel-mode EPR

at X-band, however, was used to investigate mixed valence systems
of V(III) and V(IV) [283]. Here, the EPR signal of V(III) was found at a
g-value of approximately 4, i.e., at half-field, compared to the V(IV),
where the resonance was at g ≈ 2. Furthermore, it was found that it
is possible to differentiate between V(IV) and V(II) by utilising stand-
ard perpendicular-mode X-band EPR [284]. Lawton and co-workers
investigated interactions of vanadium with the Nafion membrane and
electrolyte solution in detail using standard X-band EPR [35, 36, 38,
280, 285–287]. In their in situ experiments, electrolyte solutions were
guided through the centre of the resonator of a Magnettech MS5000
spectrometer by means of tubings. For instance, a decreased mobility
in Nafion 117 after exposure to vanadium ions was demonstrated via
EPR using a Tempone spin probe [280, 285]. Lawton later expanded
these studies to concentration dependent investigations without the
use of spin probes. Also, the effect of the sulphuric acid concentration
viscosity of the electrolyte was investigated [35]. The in situ exper-
iments showed that the concentration of the sulphuric acid in the
electrolyte solution has a significant impact on the permeation rate of
VO2+ through the Nafion membrane [38], which is lower for higher
acid concentrations. To summarise, EPR alone can provide a wealth of
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information of the paramagnetic species V2+, V3+, and VO2+, such as
the concentrations – independent of the flux of water etc. –, mobility,
and diffusion across the ion exchange membrane.

Therefore, EPR seems ideally suited for the SOC monitoring of VRFBs.
To apply EPR as an online monitoring tool for the SOC, small, ro-
bust and affordable EPR sensors are required with a time resolution
adequate to the time of charge/discharge cycles. For instance, the
submersible EPRoC dipstick sensor discussed in Section 5.3.3.2 is a
promising candidate for this purpose. While it would generally be
possible to utilise commercially available EPR spectrometers for this
purpose, their sales prices between €50 000 for small benchtop devices
and over €1 000 000 for fully equipped research spectrometers limits
their use to dedicated laboratories. For this reason, a complete re-
design of the EPR spectrometer is required to achieve the goal of a
small, cost-effective EPR spectrometer. Several partly redesigned EPR

spectrometers have been developed recently such as a hand-held EPR

scanner for transcutaneous oximetry [50] and an EPR “dipstick” spec-
trometer [47]. Both spectrometers are based on miniaturised loop-gap
resonators (LGRs) in the S-band (∼2 GHz) in combination with mini-
aturised permanent magnets, requiring pulsed EPR (P-EPR) operation
to acquire spectra limiting their application to species with relaxation
times longer than the instrument dead time and with spectra narrower
than the bandwidth of the resonator. Here, the bandwidth of the
“dipstick” spectrometer submersed in water is a few hundred MHz.
In addition, P-EPR necessitates (sophisticated) external MW circuitry
for pulse generation and detection, i.e., a pulse MW bridge. The EPR

mobile-universal-surface-explorer (EPR-MOUSE) [48], on the other hand,
utilised a surface coil at a frequency of 355 MHz in combination with a
small electromagnet with a sweep range between 0 to 40 mT allowing
continuous wave EPR (CW-EPR), drastically reducing the complexity
of the required MW bridge compared to the P-EPR approaches. Even
simpler MW circuitry was used in a compact field-swept CW-EPR spec-
trometer for monitoring the degradation of car lubrication oil [206],
which is also based on a ∼2 GHz LGR coupled to a marginal oscillator,
a Colpitts circuit with a high electron mobility transistor. While this
is somewhat similar to the EPRoC in ref. [186], the LGR is not part of
the oscillator but merely coupled to it. Hence, the LGR determines the
resonance frequency and bandwidth of the whole circuit, resulting
in the necessity of a sweepable electromagnet for the acquisition of
EPR spectra. This is accomplished with a small electromagnet with a
sweep range of 10 mT around 73.3 mT.

Pulsed EPR is not suited for the investigation of the spectra due to
the short relaxation times at room temperature (RT) caused by the high
concentration of vanadium, and spectral widths larger than 100 mT
(∼3.5 GHz) caused by the hyperfine interaction. As the sweep range
of the small electromagnets is limited to 40 mT for the EPR-MOUSE
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and 10 mT for the marginal-oscillator based spectrometer, only small
parts of the entire vanadium electrolyte spectrum may be recorded.
Furthermore, the hand-held EPR scanner and EPR-MOUSE are optimised
for surface experiments, while the EPRoC dipstick is optimised to be
submersed in sample solutions due to its protective coating. The
frequency-sweep width the EPRoC dipstick is limited to ∼1.6 GHz in
H2O, so it is expected that only approximately 50 % of the entire
spectrum may be acquired at a fixed field. As the EPRoC dipstick has a
similar design as the 12-coil EPRoC array, it may be used for rapid-scan
EPR (RS-EPR) operation discussed in Chapter 7, too. Yet, an improved
signal-to-noise ratio (SNR) is not expected due to the short relaxation
times of the vanadium species in the electrolyte. This allows recording
unsaturated EPRoC spectra even in CW operation. In addition, the even
further limited frequency-sweep range in RS operation due to the
signal generator would not allow acquiring spectra with a width of
more than 640 MHz (∼22.8 mT).

Proof-of-principle field-swept quantitative EPRoC dipstick experi-
ments on vanadium catholyte solutions with varying SOC are presen-
ted in this chapter. These experiments demonstrate the possibility to
utilise EPRoC as an online SOC monitoring sensor for VRFBs when using
the entire EPRoC spectra as well as only parts of the spectra for quan-
tification. In contrast to previous experiments with VRFB electrolyte
samples, the samples in the presented experiments were prepared
from commercial vanadium electrolyte used in industrial VRFBs. Fur-
thermore, these experiments demonstrate that the coating effectively
protects the EPRoC in a strongly acidic environment. In addition, these
experiments show the potential for detecting EPRoC spectra of samples
with a relatively high conductivity of up to 1 S. To demonstrate the
feasibility of using a permanent magnet, a frequency-swept spec-
trum of the catholyte is shown exhibiting the same spectral shape
as the field-sweep. A thorough comparison of the spectral shape of
the EPRoC FM spectra with EPR absorption spectra of the sample is
performed. The sensitivity of both EPRoC and resonator-based EPR for
such catholyte samples is compared.

This chapter is structured as follows. First, the materials and meth-
ods are described. This includes the sample preparation of the electro-
lyte solutions, the experimental configuration, and the quantitation
procedure. Second, the experimental results are presented and dis-
cussed. The EPRoC FM spectra are compared to EPR spectra obtained
with a resonator-based X-band spectrometer. A simulation of both
X-band and EPRoC spectra is shown. The EPRoC and X-band spectra
are quantified and compared. Possible reductions in the acquisition
time using the EPRoC are discussed before the chapter concludes with
a summary.
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8.2 materials and methods

In this section, the preparation of the vanadium electrolyte solutions
and the experimental configuration are discussed. The acquisition
parameters of the EPRoC and X-band experiments and the digital post-
processing of the spectra are described. In addition, the quantitation
procedure and the error estimation is explained.

8.2.1 Preparation of the vanadium electrolyte solutions

The vanadium electrolyte samples were prepared by Tobias Gerber and
provided by Peter Fischer from the Fraunhofer-Institut für Chemische
Technologie. A commercial VRFB electrolyte (Gesellschaft für Elek-
trometallurgie mbH) with a total concentration of 1.6 mol L−1 was
charged in a lab-built cell described in detail in ref. [288] to obtain
samples with a well-defined SOC. The half cells in the test cell assembly
were separated by an anion-exchange membrane (Fumasept FAP 450).
The test cell has a geometric area of 40 cm2 and utilised graphite
bipolar plates (FU-4369, Schunk Kohlenstofftechnik, Germany) and
graphite felts (GFA 5, SGL Carbon, Germany, thermally activated at
400 °C for 1 h) as electrodes.

The total concentration of the pristine commercial electrolyte de-
termined by cerimetric titration was 1.58 mol L−1, with a composition
of 48.85 % V3+ and 50.15 % VO2+, prior to charging. To obtain a starting
solution with an equal amount of vanadium species in both half cells,
1600 mL anolyte and 1609.63 mL of catholyte were charged to an SOC

of 0 % by galvanostatic charging, i.e., with a constant electrical current
of 1 A, which corresponds to 25 mA cm−2, reaching a calculated charge
of 33.9787 A h. At an SOC of 0 %, only V3+ and VO2+ are present in
the anolyte and catholyte, respectively. To obtain an equalised VRFB,
the amount of anolyte and catholyte needs to be equal in both half
cells; therefore, the same amount of electrolyte was used in both half
cells for the further charging to the desired SOC. Again, galvanostatic
charging with 1 A was used until the calculated charge was reached
for every SOC step 20, 40, 60 and 80 %, respectively. I-V-charging with
a voltage of 1.625 V was used to obtain an SOC of 100 %. The actual
SOC of samples used in this chapter was calculated from the sample
concentration determined by cerimetric titration.

Figure 8.2 shows the saturation analysis of the vanadium catholyte
solutions recorded with the Magnettech MS5000 spectrometer.2 The
signal intensity obtained by double integration is plotted as a function
of the B1 magnitude, which was calculated from the resonator conver-
sion efficiency of 0.12 mT W−0.5. Linear fits of the signal intensity at

2 Please note that the saturation behaviour of the 79 % SOC sample was not recorded
due to user error. However, the saturation behaviour of this sample is expected to lie
in between the 97 % and the 60 % sample, which do not differ much.
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Figure 8.2: Saturation behaviour of the vanadium catholyte solutions recor-
ded with the resonator-based Magnettech MS5000 spectrometer.
The signal intensity is obtained from the double integral (DI) of
the absorption spectra. Linear fits of the experimental data below
12 µT are shown as dashed lines. Slight saturation is observed
above 24 µT. The vertical line indicates the B1 value used to record
the spectra for quantitation.

low B1 values are shown as solid lines. The linear regime is observed
up to a B1 value of 24 µT. Only at the largest available B1 of ∼37 µT of
the Magnettech MS5000 spectrometer, a minor decrease of the signal
intensity is observed.

8.2.2 EPRoC configuration and acquisition parameters

For the EPRoC measurements presented in this chapter, the single-coil
EPRoC dipstick was used, which is discussed in detail in Section 4.2.4.2.
The samples were placed in a 10 mL glass beaker, into which the
EPRoC was submersed. To avoid accidental spilling of the samples,
the beaker was glued (Fixogum) to a holder inserted in the centre
of the electromagnet of the ESP300 spectrometer (cf. Section 4.2.1).
Consequently, the samples were placed in the beaker by means of a
syringe. The glass beaker was rinsed with de-ionised water between
the experiments. Because the catholyte samples are air-stable, the
samples were handled without inert atmosphere.

The field-swept EPRoC spectra used for quantitation were recorded
at RT with a fixed MW frequency of 14.34 GHz and at a bias current
of 4 mA with frequency modulation ( fmod = 90 kHz, ∆ fmod,pp = 25.6
MHz (corresponding to 0.91 mT)). For phase-sensitive detection, the
settings of the lock-in amplifier (LIA) were 100 ms for the time constant
and 24 dB oct−1 for the roll-off. To improve the SNR, 9 spectra were
averaged.
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For spectral simulations, a sample with an SOC of 90 % was used.
The acquisition parameters for the field sweep of this sample were
the same as before, however, with a smaller modulation amplitude of
9.6 MHz (corresponding to 0.34 mT). The frequency-swept spectrum
of the same sample was acquired with the same settings used for the
field-swept spectrum and at a fixed static magnetic field of 480.6 mT.
In total, 40 spectra were averaged to improve the SNR for both field-
and frequency-swept spectra. To remove the baseline of the frequency-
swept spectrum (cf. Section 4.2.2), an off-resonant spectrum at a fixed
field of 200.6 mT was recorded.

All field-swept spectra were linearly baseline-corrected. All spectra
were filtered with a 2nd order Savitzky-Golay moving average filter
with a window chosen so small that the spectra were not broadened
by the filtering procedure.

To reduce acquisition time, EPRoC spectra with only two field-points
were obtained. For these so-called two-point experiment, the same
acquisition settings ( fmw = 14.34 GHz, Ibias = 4 mA, fmod = 90 kHz,
∆ fmod,pp = 25.6 MHz (corresponding to 0.91 mT)) as for the spectra
used for quantitation were used. 1000 acquisitions were averaged
to improve SNR in the following procedure. The magnetic field was
stepped between baseline (400.6 mT) and resonance (492.8 mT) 100 × .
At each field point, the lock-in voltage was averaged ten times.

8.2.3 Resonator-based EPR

Due to the high polarity of the catholyte samples, they were placed
in open-ended capillary tubes (1.02 mm inner diameter, Hirschmann
ringcaps 50 µL), of which both ends were sealed with capillary tube
sealant (Critoseal) after the filling procedure. For reproducible sample
placement in the resonator of the Magnettech MS5000 spectrometer,
a capillary guidance tube (Magnettech F120/1.5 3.6 mm) was used.
The filling height of the samples was larger than the height of the
resonator. In combination with the capillary guidance tube, the same
amount of sample was investigated for each sample, which allowed
for quantitative results.

The X-band resonator-based EPR spectra were recorded at RT at a
B1 of 12 µT (10 mW with a resonator conversion efficiency of 0.12
mT W−0.5), using field modulation with a frequency of 100 kHz and an
amplitude of 0.4 mT. The spectrum of the 90 % SOC sample recorded at
a temperature of 100 K was used to determine the g- and A-tensor. It
was recorded with the same spectrometer settings. A powder sample
of nitrogen-atom-endohedral C60 (N@C60) was used to calibrate the
magnetic field of the Magnettech MS5000 spectrometer. Similar to the
EPRoC spectra, the X-band EPR spectra were linearly baseline-corrected
prior to filtering with a 2nd order Savitzky-Golay filter with a window
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chosen so small that the spectra were not broadened by the filtering
procedure.

8.2.4 Spectral simulations

The software package EasySpin [70] (version 6.0.0-dev.53) was used
to perform the spectral simulations of the 90 % SOC sample. The
vanadyl ion, VO2+, has a total spin of S = 1/2, while the nuclear
spin for the naturally abundant vanadium (0.25 % 50V and 99.75 %
51V [289]) is 6 and 7/2, respectively, which were considered for the
simulation. Due to the minuscule natural abundance of 50V, only the
8-line spectrum of the nuclear spin of 51V I = 7/2 is visible. The
X-band EPR absorption spectrum at 100 K was simulated with the
function pepper for solid state powder samples to determine the axial
g- and A-tensor. The initial parameters of the g- and A-tensors for
the least-square fit of the simulation were taken from ref. [35]. A
convolutional Gaussian broadening was an additional parameter to
improve the fitting procedure.

The simulations of RT X-band absorption and EPRoC FM spectra were
performed using the g- and A-tensors that were obtained from the
previous simulation. As the spectra were recorded at RT, the function
garlic for samples in the isotropic, fast-motion regime was utilised
instead of the function pepper. In these simulations, the rotational
correlation time, τR, was the only free fit parameter.

EasySpin simulations usually return EPR absorption spectra as they
are typically recorded with commercial EPR spectrometers. However,
dispersion spectra or a mixture of absorption/dispersion may be
returned by explicitly defining the MW phase in the simulation. While
an MW phase of zero corresponds to an absorption spectrum, an MW

phase of π/2 corresponds to a dispersion spectrum. Any value in
between returns a mixture of the two. As the EPRoC FM signal is
dispersion-like, the MW phase was accordingly set to π/2.

8.2.5 Quantitation procedure and error estimation

8.2.5.1 X-band EPR

For the X-band data, the signal intensity was calculated by a numerical
double integration of the spectrum with baseline corrections of 1st and
5th order for the as-recorded and singly integrated spectra, respectively.

To obtain an estimation of the quantitation error of the resonator-
based X-band data, the quantitation procedure including baseline
corrections described previously was applied to 100 individual spectra
of the catholyte solutions. The resulting signal intensities defined as
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the value of the DI at the highest field point were averaged, and the
standard error was calculated for each SOC as

∆I =
σ√
Navg

. (8.2)

8.2.5.2 EPR-on-a-Chip

Because EPRoC FM spectra are dispersion-like, using the “standard”
double integration procedure described above would result in no
meaningful results (as discussed in Section 8.3.3). Therefore, the EPRoC

FM spectra were transformed to absorption-like spectra by means of
the Kramers-Kronig relation assuming unsaturated samples, prior to
the DI procedure described before. As discussed in Chapter 7, this
relation is only valid for non-saturated samples. Similarly, the synthetic
absorption-like spectrum and the singly integrated spectrum were
baseline-corrected with a 3rd and 5th order polynomial, respectively.
The EPRoC FM signal intensity values were obtained as the value at the
highest field position from the doubly-integrated synthetic absorption-
like spectra.

Due to the rather long measurement time, the statistical error of
the EPRoC measurements was determined with a 10 mmol L−1 tem-
pol/H2O solution. The spectra were recorded with the experimental
parameters as for the catholyte sample. Similar to the error estimation
of the resonator-based X-band data, the same quantitation procedures
with the same baseline corrections were applied to 100 individual
spectra (cf. Figure 8.3 (a), (b), (c) and (d)). From the mean and the
standard deviation (STD) of the value of the DI at the highest field,
the standard error was calculated. The relative standard error of the
quantitation of the EPRoC FM spectra is calculated by

δIFM =
∆IFM

IFM
= 0.0121.

The lower number of transitions in the tempol spectrum (3) compared
to the catholyte spectra (8) was not explicitly taken into consideration
for the error calculation. However, the DI procedure ensures that the
whole EPR spectrum is taken into consideration for quantitation for
both samples.

In the analysis of the two-point measurement data extracted from
the complete EPRoC FM spectra, the mean signal amplitude observed
below 435.6 mT (off-resonance) was subtracted from the signal amp-
litude at 492.8 mT, slightly to the right of the second transition in the
spectrum as indicated in Figure 8.4 (a). The error associated with this
measurement was estimated from the standard deviation of the same
off-resonance region.

For the experimental two-point truncation measurement, the follow-
ing analysis was used: For each SOC, the signal amplitude was calcu-
lated as the difference between the averages of the signal amplitude of
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the on- (492.8 mT) and off-resonance (400.6 mT) signal amplitude. The
standard error for each SOC was calculated by means of propagation
of uncertainty from the standard error of the off- and on-resonance
signal amplitude. In the error analyses, only the statistical error was
taken into consideration, and the systematic error introduced by po-
tential variations in different baseline corrections was ignored [12,
Section 4.10]. The approach is justified by fact that the systematic error
would be consistently present across all analyses and can therefore be
reasonably disregarded.

8.3 results and discussion

In the following, a spectral analysis of the EPRoC FM data will be
shown, followed by their quantitation, which is completed by a com-
parison with data of the same samples obtained with a resonator-based
EPR spectrometer.

8.3.1 Catholyte spectra obtained with the EPR-on-a-Chip

Figure 8.4 shows the EPRoC FM (a) and AM (b) spectra obtained using
a magnetic field sweep of the vanadium catholyte solutions with an
SOC of 0, 21, 40, 60, 79 and 97 %. The spectra between 0 to 79 % SOC

show 8 lines with different amplitudes as expected for differently
concentrated VO2+ in solution [38]. The spectrum at 97 % SOC, on
the other hand, does not show an EPR signal. A small EPR signal is
expected from this sample due to the 0.04 mol L−1 of VO2+. Assuming
a linear decrease of the signal amplitude with the concentration, an
8.25 times smaller signal amplitude is expected compared to the 79 %
SOC sample. This would result in an SNR of 6, which should be barely
distinguishable from noise. The spectra up to 60 % SOC show a strongly
exchange-broadened behaviour because the linewidth of each line is
so wide that they overlap due to the high VO2+ concentration of up
to 1.58 mol L−1. The spectrum at 79 % SOC shows only slight exchange
broadening due to the lower VO2+ concentration of 0.33 mol L−1.

The modulation amplitude was chosen such that the spectra are
over-modulated, i.e., larger than 1/3 of the linewidth, improving the
SNR, but not affecting the quantification [12]. In total 9 scans were
averaged to improve SNR, which took 11 707 s (3.25 h) per spectrum.
This value of the acquisition time is not useful for the comparison with
data obtained from other spectrometers as it contains all non-perfect
parts of the experiment. As in Section 7.3.1, the effective measurement
time defined as

tmeas,eff = 3 · NpointsNavgτLIA (8.3)

is a more useful quantity, which is here 4593 s (1.28 h), i.e., the duty
cycle of the experiment was about 40 %. The low duty cycle can mainly
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Figure 8.4: Field-swept EPRoC spectra of the vanadium catholyte solution
with SOC of 0, 21, 40, 60, 79 and 97 % obtained with an MW fre-
quency of 14.34 GHz. (a) FM signal. The two vertical lines show
the field positions of the two-point truncation experiment. (b)
AM signal. (c) Hilbert transformation of FM signal. (d) Resonator-
based X-band EPR obtained at an MW frequency of 9.47 GHz. All
spectra are shifted vertically such that they do not overlap.
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be attributed to the time required for the settling of the magnetic field
for the electromagnet and power supply.

8.3.2 Comparison to resonator-based EPR

For a direct spectral comparison with resonator-based EPR, the AM
spectra may be used. However, as the SNR FM spectra would benefit
from the EPRoC array as discussed in Section 3.4, we will focus in the
following on the FM signal, which may be transformed to a synthetic
absorption-like spectrum using the Kramers-Kronig relation for a direct
comparison with the resonator-based absorption EPR spectra. Mathem-
atically, this is a special case of a Hilbert transform. The Kramers-Kronig
relation may only be used if the sample is unsaturated [178], which
is the case for the vanadium catholyte solutions due to their high
vanadium concentration. In Section 8.2.1, the saturation of the samples
in X-band was determined, which showed only minor saturation at the
highest available MW power of 100 mW (c.f Section 8.2.1), therefore it
is expected that the transformation does not introduce large errors. To
confirm the reliability of the transformation, the synthetic absorption-
like spectra shown in Figure 8.6 (c) may be compared to the AM signal
(absorption-like) in Figure 8.4 (b). Both, the Hilbert transformed FM
spectra and the directly-recorded AM spectra exhibit similar spectra
for the same SOC with similar ratios of the peaks. Hence, the Hilbert
transformation seems to be applicable.

In Figure 8.4 (d), the spectra obtained with the resonator-based EPR

spectrometer are displayed. Although the MW frequencies differ by
about 5 GHz, the main features and most of the amplitude ratios of
the hyperfine components at the same SOC are reproduced. Compared
to the spectrum of the 97 % SOC sample measured with the EPRoC,
there is a small signal visible in the resonator-based EPR spectrum.

8.3.2.1 Simulation

A more rigorous comparison may be performed with simulations of
the vanadium catholyte spectra both acquired with the resonator-based
EPR spectrometer and with the EPRoC. As the VO2+ is dissolved in the
electrolyte and at RT, the recorded spectrum is in the isotropic and
fast-motional regime, which can be simulated with the function garlic
of the EasySpin software package [70]. For the simulation, a catholyte
sample with an SOC of 90 % and therefore a lower concentration of 0.16
mol L−1 was used. The samples between 0 to 80 % SOC exhibit exchange
broadened lineshapes, which renders them difficult to simulate. Here,
errors may easily be introduced.

To recover the native lineshape of the sample, the modulation amp-
litude was decreased substantially compared to the spectra earlier
shown, such to avoid broadening of the spectra due to an excessive
modulation amplitude. The g- and A-tensor of the sample were de-
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Figure 8.5: Experimental EPR and EPRoC spectra (Exp.) of a 90 % SOC (0.16
mol L−1) vanadium catholyte solution with spectral simulations
(Sim.) and the residual (Res.). (a) Field-swept EPR absorption
spectrum at 100 K. (b) Field-swept EPR absorption at RT. (c) Field-
swept EPRoC FM spectrum at a centre MW frequency of 13.44 GHz
and frequency-swept (freq. sweep) EPRoC FM spectrum at a centre
field of 500 mT at RT. The g-axis is calculated from the frequency
axis and the centre field.

termined with a spectrum recorded at 100 K in X-band as shown in
Figure 8.5 (a), for which the sample is in the rigid limit and their
values may directly be read-off the spectrum. For higher precision,
this spectrum was simulated using the function pepper of the EasySpin
software package [70]. For the simulation, an axial symmetry of the g-
and A-tensors with convolutional Gaussian broadening was assumed.
Both g- and A-tensors are similar to literature values [35] and are
listed in Table 8.1.

The spectra at RT of the same sample in X-band and EPRoC together
with the respective simulations are shown in Figure 8.5 (b) and (c).
For these simulations, g and A parameters obtained previously were
used, and the only free parameter for the fit was the rotational cor-
relation time. No additional convolutional broadening was applied.
Both values for the rotational correlation time are similar and in good
agreement. Comparable literature values for such highly concentrated
samples do not exist as the concentration of previously investigated
vanadium catholyte samples (0.01 mol L−1, [35]) was much lower than
that of the commercial vanadium catholyte sample investigated here
(0.16 mol L−1). Both simulations show a good agreement with the ex-
perimental data as seen from the residuals of the simulation shown
below the spectra in Figure 8.5.
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Table 8.1: Parameters of the spin system of the V electrolyte SOC 90 %. The
convolutional Gaussian broadening was applied to the resonator-
based X-band spectrum at 100 K only.

Quantity Value Standard deviation

g⊥ 1.9798 0.0001

g∥ 1.9349 0.0001

A⊥/ MHz 206.9 0.1

A∥ / MHz 544.6 0.3

τR,EPRoC / ns 0.15 0.01

τR,X / ns 0.13 0.01

∆BG / mT 1.76 0.01

Additionally, a frequency-swept EPRoC FM spectrum of the same
sample, recorded under the same experimental settings as the field-
swept EPRoC FM spectrum, is presented. The frequency sweep covered
approximately 1 GHz around the central MW frequency of f = 14.34
GHz, while the magnetic field was fixed at B0 = 480.6 mT. This
frequency-swept spectrum is depicted in Figure 8.5. To facilitate the
comparison of field- and frequency-swept spectra, both are plotted on
a g-axis shown below the magnetic field axis. The g-axis is calculated
using the EPR resonance condition of Equation 2.8 (cf. Section 2.1).
Given the limited frequency sweep width of the EPRoC, only two of
the eight transitions can be recorded in a single scan. Despite this
limitation, the signal shape remains the same for both spectra, demon-
strating the equivalence of the two approaches. The noise level in the
frequency-swept spectrum, however, is slightly higher than that in
the field-swept spectrum as observed previously in Section 5.3.2. The
duty cycle of the frequency sweep exceeds 90 %, effectively improving
the overall duty cycle by more than a factor of 2 compared to the
field-swept spectrum.

8.3.2.2 Sensitivity

The values of the SNR of the EPRoC FM spectra (50 to 70) are much
lower than that of the resonator-based EPR spectra (160 to 3100) (cf.
Figure 8.4 and Figure 8.5). Considering the different acquisition times
to record a spectrum using the two different instruments (resonator-
based EPR: 60 s, EPRoC: 4593 s) it becomes clear that the SNR per second
is much higher for the resonator-based EPR spectra (20 to 400) than
for the EPRoC spectra (∼1). The sample volume, however, probed in
the resonator-based EPR spectrometer measurements is about 50 µL,
which is about 5 · 104 larger than the active volume of the EPRoC

(∼1 nL) [220]. Hence, the SNR per second and per volume is much
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Table 8.2: Comparison of the SNR and sample volumes of the EPRoC FM and
the resonator-based X-band EPR spectra. The VO2+ concentration
was calculated from the total vanadium concentration and the SOC

assuming that at 0 % SOC, all vanadium is in the form VO2+.

SOC VO2+ conc. SNREPRoC SNRX SNREPRoC/SNRX

% mol L−1 s−0.5 µL−1 s−0.5 µL−1 1

−0.19 1.58 660 2.0 320

20.53 1.26 720 2.0 360

40.09 0.95 1040 2.2 470

60.01 0.63 810 3.9 210

79.03 0.33 790 8.0 100

97.28 0.04 N/A 0.4 N/A

higher for the EPRoC compared to resonator-based EPR (cf. Table 8.2),
which corresponds to the absolute sensitivity of the EPRoC. Therefore,
the EPRoC shows about 100 to 470 × better absolute spin sensitivity
than the resonator-based EPR.

For the resonator-based EPR measurement we used the acquisition
time instead of the effective measurement time as the Magnettech
MS5000 spectrometer has a large duty cycle approaching 100 %. There-
fore, the acquisition time and the effective measurement time are very
similar.

The theoretical spin sensitivity of the EPRoC dipstick may be cal-
culated using Equation 3.29b as described in Section 3.3. Using the
parameters for this EPRoC chip, B0 = 500 mT, T = 300 K, Rcoil =

6.8 Ω and dcoil = 200 µm, we obtain a spin sensitivity of approxim-
ately 2 × 108 spins G−1 spins. This is about a factor of 500 smaller,
i.e., better, than the estimate of the theoretical spin sensitivity of a
resonator-based EPR spectrometer operating at X-band of approxim-
ately 1 × 1011 spins G−1 presented in ref. [69]. Hence, our experimental
findings agree very well with the theoretical estimates of the ratio of
the absolute spin sensitivities.

8.3.3 Estimation of the state of charge from the entire spectrum

In resonator-based EPR where the absorption signal is detected, the
standard way for quantification is the so-called double integration
method. Here, the lock-in detected, i.e., first-derivative, spectrum is
integrated twice to obtain the signal intensity (area under the curve).
The EPRoC FM spectra, however, are dispersion-like. Therefore, it is
not possible to use the same technique for these data as the double
integration yields 0 intensity because the dispersion is an odd function
with point symmetry about the Ω = 0 (the resonance offset, i.e., on
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Figure 8.6: Quantitation procedure of the vanadium catholyte samples with
varying SOC using the DI procedure. EPR-on-a-Chip: (a) Baseline-
corrected synthetic absorption-like signal obtained by a Hilbert
transformation of the FM signal. (b) Baseline-corrected single
integral (SI) obtained by numerical integration of (a). (c) Double
integral (DI) obtained by numerical integration of (b). The intensity
values were extracted at largest B0 field. Resonator based X-
band EPR: (d) X-band absorption spectra used for quantitation.
(e) Baseline-corrected single integral (SI) obtained by numerical
integration of (d). (f) Double integral (DI) obtained by numerical
integration of (e). The intensity values were extracted at the largest
B0 field. All X-band spectra were calculated from the mean of 100
averages. The thickness of the line depicts the standard deviation,
from which the standard error is calculated.
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resonance) assuming a Lorentzian lineshape, of which the integral is
always 0. To circumvent this problem, the dispersion-like FM spectra
were Hilbert transformed using Kramers-Kronig relation to absorption-
like spectra as before, which were subsequently doubly integrated
(EPRoC DI) as the resonator-based X-band EPR spectra.

Figure 8.6 (a), (b) and (c) shows the spectra of the double integration
procedure as described in Section 8.2.5.2. The EPRoC FM spectra in
Figure 8.4 (a) are Hilbert transformed to a synthetic absorption-like
EPRoC signal (a), the result of which is doubly integrated (cf. (c) and
(e)). The DI spectra exhibit a sigmoid shape, as expected. As EPR spectra
are usually recorded with extensive baseline on both sides of the actual
spectrum, the baselines of the low- and high-field region should not
return a signal value and the double integration should stay constant.
Depending on the spectrum and the amount of transitions, the double
integration result in a stepwise increase of the signal intensity as a
function of the field as seen in Figure 8.3 (d) for the tempol/H2O
solution, or just increase as seen in Figure 8.6 (e) for the vanadium
catholyte samples.

For the resonator-based X-band EPR data, the signal intensity was
calculated as the DI of the first-derivative absorption spectrum as
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described in Section 8.2.5.1 The absorption spectra, SI and DI are
shown in Figure 8.6 (b), (d) and (f).

The signal intensity of each spectrum is defined as the DI value at
the largest field position as marked in Figure 8.6 (e) and (f). To com-
pare the signal intensities obtained from the resonator-based X-band
data and the EPRoC, all intensities were normalised to the maximum
values obtained within each dataset. As seen in Figure 8.7, the signal
intensity of both datasets decreases with increasing SOC (decreasing
VO2+ concentration). Linear fits of all datasets reveal that their slopes
are the same within the margin of error for the resonator-based X-band
EPR (−0.0103 ± 0.0001) and EPRoC DI (−0.0104 ± 0.0004).

These results show the potential of EPR in general and EPRoC in
particular to be utilised as an SOC sensor in a VRFB. The most critical
parameter for this is the measurement time required to achieve the
necessary time resolution for SOC monitoring. The required time resol-
ution is dependent on the charge/discharge time, which is determined
by the capacity and power rating of the battery as well as the load. In
the case of a high-power battery, a higher time resolution is needed
in comparison to a low-power battery with the same capacity, as the
charge/discharge time for the former is shorter. For large commercial
VRFB, typical charge/discharge times (tc) range between 1 to 10 h [291].
To ensure an SOC accuracy of less than 1 %, the maximum acquisition
time per SOC under full load should be approximately between 30 s
(for tc = 1 h) and 300 s (for tc = 10 h).

While the time resolution of the Magnettech MS5000 spectrometer
to obtain spectra with sufficient SNR for quantitation is in the order
of tens of seconds, their high cost (exceeding €50 000) limits wide-
spread implementation of VRFB. In contrast, the acquisition of the
EPRoC spectra took more than 3 hours and 15 minutes. However, these
experiments were primarily conducted to define the spectra at the
investigated SOC levels and required a duty cycle of around 40 %. This
duty cycle was mainly determined by the time needed for the mag-
netic field to settle in the electromagnet and power supply used in the
experiments.

EPRoC spectra with lower SNR, combined with suitable post-proces-
sing techniques, may be adequate for accurately predicting the SOC,
leading to a reduction in acquisition time. Additionally, the duty cycle
of EPRoC may be increased to around 90 % with frequency sweeps
at a constant magnetic field, effectively doubling the time resolution
while maintaining the spectral shape as discussed in Section 8.3.2. This
allows for a significant simplification of the EPRoC sensor if a suitable
permanent magnet were to be used, the development and evaluation
of which are discussed in reference [130].
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8.3.4 Estimation of the state of charge using a two-point truncation experi-
ment

Significant reduction in acquisition time can be achieved by narrowing
the spectral width for quantitation. The largest reduction would be
achieved by reducing the spectral width to a single point, that is a
measurement of the signal voltage at a fixed field and MW frequency.
This, however, would require an extremely stable experiment and
environment as a slight temperature drift affecting the oscillation
frequency of the voltage-controlled oscillator (VCO) would lead to
false SOC measurements as the baseline of the EPRoC is temperature-
dependent. Temperature drifts originating from the EPRoC could be
reduced with a temperature control loop using a for instance a Peltier
element that could in principle be integrated into an EPRoC sensor
device. For these proof-of-principle experiments, however, such tem-
perature control was not available. To take the temperature-dependent
baseline drift into consideration, the quantitation of the SOC was per-
formed with a narrow spectrum with only two field positions: one
on resonance at 492.8 mT (slightly right of the 2nd transition) and one
off resonance at 400.6 mT. Both field positions are indicated in Fig-
ure 8.4 (a) as orange vertical lines. This approach effectively reduces
the acquisition time by a factor ∼180 compared to acquisition of the
entire spectrum to approximately 10 minutes, already approaching
the required time resolution for SOC monitoring in practical applic-
ations. For a quantitation of the SOC in a VRFB, a calibration curve
mapping the SOC to each signal amplitude calculated as the difference
of signal voltages of both field positions is required, which is shown
in Figure 8.7 (b). This calibration curve shows a strictly monotonically
decreasing behaviour and is therefore suited for the determination of
the SOC. The observed monotonic decrease in the calibration curve is
not linear, which can be attributed to the spin-dependent broadening
due to large VO2+ concentrations at low SOC. In general, for samples
with such a low concentration of paramagnetic species that no con-
centration broadening takes place, the calibration curve is expected to
be linear as observed in ref. [38]. In their study, electrolyte solutions
with a significantly lower concentration of VO2+ (approximately 100
times less) were investigated. At large, many field points satisfy the
requirement of being strictly monotonically decreasing with increasing
SOC. The specific choice of the on-resonance field position of 492.8 mT
for this proof-of-principle experiment was arbitrary and served merely
as a demonstration of the concept. The overall trend of a monotonic
decrease with increasing SOC remains a characteristic feature for each
calibration curve.

While a single-point measurement (or a two-point measurement
with baseline correction) corresponds to the minimal spectral width
possible, the acquisition of the entire spectrum with extended baseline
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on both sides of the actual signal for quantitation as in Section 8.3.3 is
the maximum. For improved accuracy, any spectral width in between
these extrema may be used as long as suitable post-processing and
calibration procedures are developed. This includes acquisition or
integration of only parts of the entire spectrum such as one or two
of the eight lines (fractional acquisition or integration). This includes
frequency sweeps as discussed in Section 8.3.2.1.

In summary, we have discussed two procedures to quantitate EPRoC

data to obtain an estimation of the SOC of an electrolyte solution of a
VRFB. The acquisition time to acquire complete EPRoC FM spectra of
the vanadium electrolyte samples took approximately 3.25 h, which
can mainly be attributed to a low duty cycle of the electromagnet
and power supply of ∼40 %. A frequency sweep with the same ex-
perimental parameters showed a much higher duty cycle of 90 %,
effectively reducing the acquisition time by a factor of ∼2. However,
a much larger reduction of the acquisition time to approximately 10
minutes was obtained by truncating the spectrum to only two field
points.

A further reduction of the acquisition time may be achieved by
improved sensitivity of the SOC sensor. One straightforward solution
involves averaging the signals from multiple individual EPRoC sensors
placed at different locations within the battery. This spatial averaging
increases the effective sensitive volume of the EPRoC sensor. Beyond
the improved SNR achieved through spatial averaging, this approach
provides an average SOC measurement across the entire electrolyte
tank. Additionally, to enhance the sensitivity of each individual EPRoC

sensor, multiple EPRoC VCOs can be injection-locked to form an EPRoC

array sensor as discussed in Section 3.4. The injection-locking process
reduces the phase noise of the FM signal by n1/2, where n is the
number of EPRoC VCOs in the array. This reduction in phase noise
translates directly to a shorter measurement time. For the samples
discussed in this chapter, for instance, the measurement time may
be reduced by a factor of 141/2 ∼ 3.7 with the 14-VCO EPRoC array
presented in ref. [128]. This improvement would suffice to approach
the necessary time resolution for charge/discharge times tc of 10 h
by reducing the acquisition time to approximately 3 minutes. Further
enhancements may be achieved by increasing the sensitive volume
of individual VCO tank inductors by utilising larger coils, which is
made possible by employing the segmented coil approach presented
in reference [132].

As discussed in Chapter 7, RS-EPR may improve the sensitivity
especially for samples with long relaxation times due to a later onset
of saturation. For these samples exhibiting short relaxation times due
to the high concentration of VO2+, RS is not expected to improve
the sensitivity. However, RS operation has not been tested with these
samples.
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8.4 conclusions

In conclusion, quantitative RT EPRoC experiments conducted on para-
magnetic vanadium electrolyte solutions were presented. These exper-
iments serve as proof-of-principle for a submersible EPRoC dipstick
sensor designed to operate effectively in harsh, corrosive, and strongly
acidic environments. The same linear dependence of the EPRoC FM
and resonator-based X-band EPR signal intensity as a function for the
SOC of the vanadium electrolyte solutions was found. This finding in
combination with the submersibility suggests the potential utility of
EPRoC as an SOC sensor for VRFB. Moreover, experiments utilising the
signal amplitude calculated from only two data points demonstrate a
strictly monotonically decreasing behaviour with increasing SOC. This
approach enables SOC monitoring with the EPRoC on a significantly
reduced measurement timescale. Additionally, the equivalence of field
and frequency sweeps of the EPRoC for the vanadium electrolyte solu-
tions was shown, paving the way for the utilisation of permanent
magnets instead of electromagnets. This advancement in experimental
methodology contributes to simplifying the overall experimental con-
figuration.

While the proof-of-principle experiment focused on monitoring the
SOC of VRFB electrolyte solutions in a challenging environment, the
submersible EPRoC dipstick may be applied in other battery types
such as tempol redox flow batteries, and generally, for the detection
of radicals in solution in diverse fields such as chemistry, biology, or
the life sciences. Here, a paradigm shift for quantitation of radicals
in solution may be possible by using a submersible, battery-operated
hand-held frequency-swept EPRoC-based device in combination with
a permanent magnet.





9
S U M M A RY A N D C O N C L U S I O N S

In this thesis, the advancement of the electron paramagnetic resonance
on a chip (EPRoC) technology for performing quantitative EPR spectro-
scopy in harsh aqueous environments was presented. This resulted
in the development of a submersible EPRoC device that can be used
for quantitative measurements of paramagnetic species in solution. To
arrive at this point, the technology was first characterised in detail,
and practical considerations for its operation were explored. Then, the
influence of the inhomogeneous microwave (MW) field distribution
of the EPRoC on the measured signal and the injection locking of the
EPRoC array were investigated. Rapid scan EPR (RS-EPR) capabilities
were implemented and tested to improve the sensitivity of the EPRoC.
Finally, the EPRoC was used to perform quantitative proof-of-concept
experiments on positive electrolyte solution samples of a vanadium
redox flow battery (VRFB) to demonstrate the potential of the techno-
logy for future applications in harsh aqueous environments. In the
following, the results from Chapter 5 to Chapter 8 are summarised
and conclusions are drawn.

In Chapter 5, practical considerations for the operation of the EPRoC

were discussed. This chapter laid the foundation for apprehending the
subsequent chapters. Important features of the EPRoC were introduced
that are especially relevant to understanding from a spectroscopic
point of view. The equivalence between field and frequency sweeps
was established. This allows the use of permanent magnets instead
of the usual electromagnets, the implications of which will be dis-
cussed below. Additionally, sample handling of powder, thin film,
and samples in solution was discussed. For powder and thin film
samples, the absolute spin sensitivity, which is in the range of 1010

to 1013 spins G−1 Hz−0.5 could be correlated with the sample size used.
For the investigation of samples in solution, the use of a dipstick
device was introduced, which allowed the EPRoC to be submerged in
the sample. The concentration sensitivity of the EPRoC dipstick was
determined as approximately 3 µmol L−1 G−1 Hz−0.5. This value was
verified by recording the spectrum of a nitroxide radical dissolved in
water with a concentration of 10 µmol L−1. The absolute spin sensit-
ivity calculated from the concentration sensitivity determined with
a nitroxide radical dissolved in water and the sensitive volume was
found to be of the same order of magnitude as the (best) absolute
spin sensitivity determined from a powder sample of a stable free
radical. This indicates that the EPRoC is not sensitive to the dielectric
constant of the sample, which is a significant advantage compared
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to resonator-based EPR. This hypothesis is supported by experiments
with a nitroxide radical dissolved in water and ethanol, which indic-
ated that the dielectric constant of the sample did not influence the
measured signal intensity.

The mapping of the three-dimensional distribution of B1 of an EPRoC

array device was shown in Chapter 6, which is crucial for quantitative
EPR experiments. The mapping of the effective B1 was performed with
a point-like grain of α,γ-bisdiphenylene-β-phenylallyl (BDPA) and a
thin-film sample of a-Si. The sensitive volume of a single coil of the
EPRoC is approximately cylindrical with an elliptical ground plane with
a total volume of ∼1.6 nL. Its major axis is aligned with the external
magnetic field B0. Simulations of the signal amplitude maps obtained
from the steady-state solutions of Bloch’s equations, in combination
with finite-element simulations of the B1 distribution, were in good
agreement with the experimental results. These simulations indicate
the elliptical shape may originate from the inherently inhomogeneous
B1 by considering both B1 components perpendicular to B0. Because
of the good agreement of the experiment and simulation, it may be
sufficient to rely on finite-element calculations of the B1 distribution
alone instead of repeating these tedious experiments for different
coil geometries in the future. For reasons of symmetry, considerable
B1 parallel to B0 is present, which could be viable for non-Kramers’
systems to induce forbidden transitions. In addition, the effect of
partially covering the injection-locked EPRoC array was studied. A
linear dependence of the signal amplitude on the number of utilised
coils was observed, which is in agreement with simulations performed
on a transistor level. This consequently indicates that quantitative EPR

may still be achievable, even if only a fraction of the EPRoC array is
covered by the sample.

In Chapter 7, closed-loop frequency-swept non-adiabatic rapid-scan
EPR (RS-EPR) experiments were presented as a proof of concept. Embed-
ding the EPRoC in a high-bandwidth phase-locked loop in conjunction
with its implicit AM demodulation capabilities allowed the acquisi-
tion of RS transients with a much simpler experimental configuration
compared to commonly performed field-swept RS experiments. In
addition, owing to the phase locking of the EPRoC to an external refer-
ence frequency, the RS transients can reliably be Fourier deconvolved to
obtain the slow-scan EPR spectra. The resulting RS spectra of a sample
of BDPA showed an improved signal-to-noise ratio per unit time by
almost two orders of magnitude compared with continuous wave
EPR (CW-EPR) experiments of the same sample. This improvement may
be attributed to a later onset of saturation effects in the RS experiments
compared to the CW-EPR experiments as well as a lower noise floor
due to averaging. The later onset of saturation shows the potential
of the RS method, which is particularly useful for samples with long
relaxation times, such as a-Si:H or oximetry spin probes. The saturation
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of the RS transients acquired at varying scan rates showed that the
onset of saturation occurred at higher bias currents at faster scan rates.
In this work, only the AM signal of the EPRoC was utilised for the RS

experiments. However, the FM signal may also be used in the future
for a further gain in sensitivity by utilising the EPRoC array concept.

At last, in Chapter 8 the knowledge gathered from most of the
previous chapters was applied to investigate the potential for state
of charge (SOC) monitoring of a vanadium redox flow battery (VRFB).
To this end, quantitative field-swept EPR experiments on positive elec-
trolyte samples with varying SOC were performed with the EPRoC

dipstick device, that were compared to those obtained with a com-
mercial EPR spectrometer. The results showed that the EPRoC device
could detect the SOC of the electrolyte samples, similar to the com-
mercial EPR spectrometer. The EPR signal intensity was found to be
linearly correlated with the SOC of the electrolyte samples. By utilising
the signal amplitude calculated from only two measurement points,
the acquisition time could considerably be reduced, approaching the
required timescale of commercial VRFBs. In addition, the field- and
frequency-swept spectra of the electrolyte solution samples showed
the same spectral shape, indicating that the EPRoC may be used with a
permanent magnet for SOC monitoring of VRFBs. The electrolyte solu-
tion has a relatively high conductivity, of up to 1 S for VRFBs, indicating
that the EPRoC dipstick is relatively insensitive to the conductivity of
the sample. This is a significant advantage of the EPRoC compared to
resonator-based EPR devices.

The EPRoC dipstick may be applied to a variety of other applications,
in which paramagnetic species are dissolved in aqueous solutions.
For instance, existing experimental configurations for in situ spectro-
electrochemical EPR may radically be simplified eliminating most of
the issues imposed by resonator-based EPR. This includes the mass
transport, high conductivity, and high dielectric constant of the sample.
Similarly, other in situ experiments may be simplified, which require
the reactant to flow through the resonator, such as for the investigation
of homogeneous catalytic gas-phase reactions. For chemical laborat-
ories, for instance, a small and cost-effective benchtop spectrometer
based on the EPRoC dipstick may be developed that allows for the
rapid quality control of chemical syntheses.

In this work, an electromagnet was used for the experiments for prac-
tical reasons; the use of small permanent magnets via frequency-swept
CW-EPR and RS-EPRoC over a wide frequency range of several gigahertz
offers significant advantages in terms of flexibility for EPRoC applica-
tions up to field strengths of approximately 1.5 T. The compact size of
these magnets, in combination with the low power consumption of the
EPRoC, renders them attractive for portable hand-held battery-operated
EPRoC sensor devices. In the future, quantitative EPRoC sensors that
are tailored to the specific requirements of the application outside
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dedicated laboratories may be developed. Possible fields of applica-
tion include food quality monitoring, environmental monitoring, and
point-of-care medical diagnostics. Conceivable applications in the food
industry include monitoring the shelf life of beer and determining
the stability of edible oils. In environmental science, the content and
type of certain transition metal ions in water as well as crude oil
contamination from sand and soil may be determined. In addition
to reactive oxygen species detection in the blood via spin traps, the
EPRoC could also be integrated into an endoscope in combination with
an oximetry spin probe to measure the partial oxygen pressure level
in carcinogenic tissue for improved radiation therapy.

Generally, this development described here is a paradigm shift in
the field of EPR spectroscopy because it reverses the usual approach of
inserting the sample into the spectrometer. Instead, the spectrometer is
brought to the sample. This allows the application of EPR spectroscopy
in ways that were previously not even conceivable.
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