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Abstract
This thesis presents the experimental investigation of different magnetic two-dimensional (2D)
materials on Au(111) and on Bi2Se3. For the experimental characterization, different structural
(low-temperature scanning tunneling microscopy (LT-STM) and low-energy electron diffraction
(LEED)), chemical (x-ray photoelectron spectroscopy (XPS) and x-ray absorption spectroscopy
(XAS)) and magnetic techniques (x-ray magnetic circular dichroism (XMCD) and magnetization
curve measurements) have been used to investigate the material properties.

The scope of this thesis was to investigate the properties of monolayer (ML) and multilayer
samples of new two-dimensional (2D) transition metal di-halides (TMDH) magnetic materials. In
2017 the first 2D magnets were found and characterized and since then, the main focus in the
area of new 2D magnetic materials has been on transition metal di-chalcogenide (TMDC) and
transition metal tri-halide (TMTH). Only recently also TMDH has been added in the research
field. The focus of this work is the characterization of different transition metal di-halide (TMDH)
on Au(111) and Bi2Se3. The work in this thesis builds the needed fundamental background for
later possible spintronic device applications.

In the first and second part of the thesis, FeBr2 was grown on Au(111) and Bi2Se3 to investigate
the material properties as a function of thickness and growth temperature. On Au(111), the
FeBr2 ML sample shows clear differences in the magnetic properties compared to the bilayer (BL)
or trilayer (TL) sample. Additionally to the change in the magnetic properties, the structural
properties are changing during the transition from ML to BL. The observed hexagonal super-
structure of the first layer of FeBr2 on Au(111) with a periodicity of ≈ 1 nm disappears after the
second layer is grown. The origin of the superstructure is related to the strong interaction with
the Au(111) surface. These kind of structural changes between the first and second layer of FeBr2
are not observed on Bi2Se3, where a long-range moiré pattern was observed. Here the magnetic
properties are unaffected from ML to multilayer coverages. Only for high coverages a possible
bulk transition was investigated. Therefore, during the experimental investigation we were able
to determine that the strong interaction with the Au(111) substrate leads to a change in the
magnetic properties of the first ML of FeBr2. This change is not observed by growing them on
Bi2Se3.

In the third and last part of the thesis, MnBr2 and MnCl2 have been grown on Au(111)
to compare how the different halides affect the magnetic properties for different coverages on
Au(111). During the characterization, a temperature-related structural change was investigated
for both materials which resulted in specific rotational orientations on Au(111). Nevertheless, this
temperature effect does not affect the chemical composition and oxidation state on Au(111). By
comparing the magnetic properties of MnBr2 and MnCl2 on Au(111), a difference in the magnetic
saturation behavior on Au(111) is observed, which could be related to the weaker interaction of
Cl with Au, compared to Br with Au.
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Kurzfassung
Diese Dissertation fasst die Ergebnisse der experimentellen Charakterisierung verschiedener mag-
netischer zweidimensionaler (2D) Materialien auf Au(111) und Bi2Se3 zusammen. Die Materialien
wurden mit Hilfe von Tieftemperatur-Rastertunnelmikroskopie (LT-STM) und niederenergetis-
cher Elektronenbeugung (LEED) strukturell charakterisiert. Die chemische und magnetische
Charakterisierung erfolgte mit Hilfe von Röntgen-Photoelektronenspektroskopie (XPS) sowie Rönt-
genabsorptionsspektroskopie (XAS) und magnetischem Röntgen-Zirkulardichroismus (XMCD).
Das Ziel dieser Arbeit war es, die Eigenschaften von Monolagen (ML) und mehrschichtigen Proben
neuer magnetischer 2D Übergangsmetall-Dihaliden (TMDH) zu untersuchen.

2017 wurden die ersten 2D-Magnete entdeckt und charakterisiert. Seitdem liegt das Hauptau-
genmerk im Bereich der neuen 2D magnetischen Materialien auf Übergangsmetall-Dichalcogeniden
(TMDC) und Übergangsmetall-Trihaliden (TMTH). Erst seit kurzem sind auch TMDH stärker
in den Fokus der Forschung gerückt. In dieser Arbeit werden verschiedene TMDH auf Au(111)
und Bi2Se3 charakterisiert. Die durchgeführten Experimente im Rahmen dieser Dissertation
liefern die notwendigen grundlegenden Hintergrundinformationen für spätere Anwendungen im
Bereich von spinelektronischen Anwendungen. Im ersten und zweiten Abschnitt dieser Dissertation
wird das Wachstum von FeBr2 auf Au(111) und Bi2Se3 beschrieben und die materialspezifischen
Eigenschaften als Funktion der Materialdicke und Wachstumstemperatur untersucht. Im Vergleich
zu dickeren Proben sind die magnetischen Eigenschaften von einer ML FeBr2 auf Au(111) stark
abgeschwächt. Ein weiterer Unterschied von ML und Mehrschichtproben von FeBr2 auf Au(111)
ist die Oberflächenstruktur. Im Falle der ersten ML entsteht eine dominante hexagonale Über-
struktur der ersten ML von FeBr2 mit einer Periodizität von ≈ 1 nm auf Au(111), welche nach
dem vollständigen Wachstum der zweiten ML verschwindet. Die Ursache dieser Überstruktur ist
die starke Wechselwirkung des Au(111)-Substrats mit den Br-Atomen des FeBr2.

Solche dickenabhängigen Änderungen der Struktur sowie der magnetischen Eigenschaften kon-
nten auf Bi2Se3 nicht beobachtet werden, jedoch kommt es zu einer dominanten langreichweitigen
Moiré-Struktur. Auf beiden Substraten konnten keine Änderungen der chemischen Zusammenset-
zung und des Oxidationszustandes festgestellt werden. Ebenfalls konnte keine Beeinflussung der
magnetischen Eigenschaften im ML-Bereich auf Bi2Se3 festgestellt werden. Die einzige beobacht-
bare Änderung der magnetischen Eigenschaften tritt in Mehrschicht-Systemen auf, wo es zu einem
möglichen Übergang der Materialeigenschaften von ML zu Volumeneigenschaften kommt. Im Laufe
der Charakterisierungsprozesse konnte festgestellt werden, dass es zwischen Au(111) und dem
jeweiligen 2D-Material aufgrund der starken Wechselwirkung mit dem Substrat zu Änderungen
der Eigenschaften der ersten ML kommt, welche im Falle von Bi2Se3 als Substrat nicht auftritt.
Im letzten Teil der Dissertation werden MnBr2 und MnCl2 auf Au(111) charakterisiert. Es konnte
eine temperaturabhängige Änderung des LEED-Bildes beobachtet werden, welche darauf hin-
deutet, dass das Material bei höheren Temperaturen präferiert unter bestimmten Winkeln auf dem
Substrat wächst. Die chemischen Eigenschaften änderten sich jedoch nicht für die verschiedenen
Wachstumstemperaturen. Die magnetischen Eigenschaften unterscheiden sich zwischen MnBr2
und MnCl2 auf Au(111). Dies kann eine Folge der unterschiedlichen Wechselwirkung von Cl oder
Br mit Au sein.
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1 Motivation/Introduction

In 1965, Gordon Moore postulated his famous Moore’s Law. This "law" states that there is a
continuous doubling of the number of transistors in integrated circuits in a regular period of 2
years [1]. If we look at the development over time, the number of transistors in 1971 was 2300
in Intel’s first microprocessor, the Intel 4004 [2], [3]. Within the next 10 years, as predicted by
Moore’s Law, the number reliably doubled every two years, so that in 1982 a value of 55000
implemented transistors (Intel 80186) was reached by Intel [4], [5]. Nowadays the number of
integrated transistors is in the region of billions, for example in the newest NVIDIA GPU, the
H100, 80 billion transistors have been implemented [6]. If we follow this trend, then we will reach
a value of 1.0 trillion implemented transistors in 2030 [7]. In a very simplistic image a transistor
can be described as a switch, with the current flowing from source to drain controlled by the gate
[8]. Since transistors are the base for all computational calculations a constant increase in the
number of transistor counts needs to be achieved for increasing the computational speed.

In Fig. 1.1 the systematic increase of the installed transistors in Intel’s microprocessors in the
time frame from 1970 to 2023 is displayed.
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Figure 1.1: In red the amount of installed transistors in Intels microprocessors is displayed
as a function of time. The continuous increase is matching with the behaviour
predicted by Moors law (blue line). The used function for this continuous increase is
N = N0 · 2(t2−t1/x) [9], with x = 2 a, N the number of transistor counts, t2 − t1 = ∆t
the timespan in years and N0 = 2300 the number of transistor counts of Intels 4004
microprocessor. For the used fit in this figure an offset of 1970 is used for the starting
year. Corresponding to the red curve, the blue curve (dotted) shows the continuous
miniaturization of the microprocessor size as a function of time. A detailed list of the
microprocessors used for this plot is given in the appendix.
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This rapid increase causes the new problem of the transistor size, since an increasing amount of
transistors would cause problems due to the space limitation on a chip. Therefore, a miniaturization
of the transistor size is needed for the increasing amount of transistors. In Fig. 1.1 the transistor
size is displayed as a function of time and is plotted against the increasing amount of transistor
counts.

This systematic decrease of the transistor size leads to transistor sizes of 1 nm and below for
future technologies. The smallest transistor size currently achieved is 2 nm by IBM [10].

This continuous miniaturization leads to a new problem. The transistors are based on silicon
(Si), a material that is very common on earth. However, we are slowly reaching the limits for
conventional transistor designs and also for the usability of Si [11]. The key criteria for the
conventional transistor size is the length of the gate (Fig. 1.2 a)).

Nowadays we are reaching the theoretical limit of the gate size. In the case of Si this critical
point is at around 4 nm [11], [12]. By undergoing this size, the current can not anymore be
controlled by the gate, since the tunneling process will become dominant [11] (Fig. 1.2 b)).
Therefore, there is increasing interest in replacing Si with 2D materials (Fig. 1.2 c)). To achieve
this goal, we need to understand the physical properties of a new generation of materials on a
macroscopic and microscopic level. These new 2D materials show during the transition from bulk
to the 2D limit new physical properties as observed for example for MoS2 [13], [14]. Therefore,
these new materials can either be used as single layers or in heterostructures for new generation
of devices. The first breakthrough came in 2004 when Novoselev and Geim managed to isolate a
ML of graphene. Since then, interest in new 2D materials has continued to grow. In 2016, the
first transistor with a gate length of only 1 nm [15] was demonstrated by using carbon nanotubes
and in 2022 this record was even broken by a transistor with a gate length of 0.34 nm [11], which
is based on graphene and MoS2 (Fig. 1.2 d)). Therefore the first steps to replace conventional
transistors with transistors based on regular 2D materials have been done. Since the interest
in novel nonmagnetic 2D materials was increasing, there was still one specific area of physical
properties which only received little attention until 2017.

For a long time the prevailing opinion was that 2D magnetism cannot exist. This was postulated
by Mermin and Wagner in 1966. The theorem says that above 0 K no magnetic order can exist
in an isotropic therodynamic system [16]. This restriction can be circumvented if the systems
exhibits anisotropy and thus has a strong spin-orbit coupling. In 2017, the breakthrough came
with the first discovery of 2D magnets (CrI3 [17], Cr2Ge2Te6 [18] and Fe3GeTe2 in 2018 [19],
[20]). Nowadays, there is a constantly increasing interest in 2D magnets, but this has been
mainly focused on magnetic TMDC, since these materials have a crystalline structure and can
be synthesized in different ways (from exfoliation to epitaxial growth). In recent years, some
magnetic TMDC (MnSe2 [24], VSe2 [25]) and TMTH (CrI3 [26], CrCl3 [27]) have been studied
intensively. However, the material family of TMDH was not in the focus until now. TMDH are
showing, like some TMDC and TMTH, magnetic order up to the ML limit. However, this material
class has one major advantage compared to TMDC and TMTH, the low growth temperature. For
future device applications, a variety of different 2D materials need be combined in van-der-Waals
heterostructures. Due to the weak interlayer coupling of the 2D materials different ways of growing
and combining can be used. The most common way to obtain a ML of a existing 2D material is
via mechanical or liquid exfoliation like for graphene [28]. However, since the exfoliation process
cannot achieve a reproducible thickness for high quantity production as well as low defect amounts
it is not suitable for this application. A solution for high reproducibility and lower defect amounts
is the epitaxial growth of a 2D material. Therefore, it is mandatory to optimize and calibrate the
growth parameters for different substrates to be able to achieve a large-scale device production.
For many TMDC, the growth procedures have been mastered over the last couple of years [29],
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Figure 1.2: In a) the schematic design of a top-gate transistor is shown. The channel length
LChannel between the two n-type regions is marked by the double-sided arrow. The
materials used are SiO2 for the metal oxide gate, Si for the transistor material and
Au for the contacts. In b) the same transistor design as in a) is demonstrated. The
difference is the decreased channel length, which brings source and drain closer together
and therefore increases the tunneling probability. c) shows one of the first 2D material
transistors. Here the 2D material was grown on SiO2 (an insulator) and the gate
contact is isolated via Al2O3. In the top of part c) a schematic representation of
the graphene surface is included. d) shows a transistor design which uses novel 2D
materials like MoS2. The design between c) and d) is nearly identical except for the
exchange of the separation layer for the gate contact. The figures a), b), c), and d)
were recreated from the papers [8], [21], [22], and [23].

[30], however these growth procedures are using high temperatures, e.g., WSe2 with 850 ◦C [31].
This high temperature growth causes new problems, since the used substrate for these new device
generations are not sustaining very high temperatures. However, this substrate-temperature
sensitivity can be neglected by using TMDH, which are growing in a substrate-temperature range
from room temperature (RT) to at most 423 K [32], [33].

This thesis is based and focused on three main areas. The first part is related to the calibration
and the epitaxial growth of selected 2D materials (FeBr2, MnCl2, and MnBr2). The second and
third part of the work are based on the structural, chemical and magnetic characterization of
different 2D materials. Here FeBr2, MnBr2, and MnCl2 have been characterized on Au(111) and
FeBr2 also on Bi2Se3. The study of TMDH materials is completed with a detailed comparison of
the magnetic properties of Fe-halides and Mn-halides. All investigated materials were measured
primarily on Au(111). This choice of substrate has several reasons, one being that Au interacts
strongly with the 2D material. As a result, we can get an accurate picture of whether the material
decomposes or whether its properties in contact with Au, which is used for contacting, change in
subsequent device applications. Another reason for Au(111) is the hexagonal structure, which
provides an ideal breeding ground for the material and, with a low lattice mismatch, also creates
good prerequisites for the growth of the materials.
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2 Theory
In the following sections the theoretical background of the thesis will be explained.

2.1 Classification of magnetic properties
Magnetic materials can be distinguished by their different magnetic properties. The magnetic
properties can range from simple cases like paramagnetism or ferromagnetism to more complex
situations like helimagnetism [34] or frustrated spin systems [35], [36]. In the following we will
focus on the magnetic properties of our measured material systems. Fig. 2.1 shows a schematic
overview of different magnetic orders. In a ferromagnetically ordered system all spins are perfectly
aligned in the same direction at T = 0 K [41, p.48], which means that the systems has long-range
order (Fig. 2.2), where the spin-spin correlation function decays to a finite value [42], [43], [44],
[45]. If the spins are at the same position, the result for the spin-spin correlation function would
be the unity matrix [44].

K(1, 2) = ⟨σ(1)| |σ(2)⟩ (2.1)
K(1, 1) = I (2.2)

By exceeding the critical temperature (Curie temperature) of a ferromagnetic material the
long-range order can be destroyed. At this temperature the system undergoes a phase transition
from an ordered state (long-range order) to a disordered paramagnetic state (short range order).
In the case of a paramagnetic state (Fig. 2.1 d)) the interaction between the neighboring moments
can be neglected since the thermal energy of the system is higher than the interaction energy
[46, p.80]. In the case of disorder or short-range order the spin-spin correlation function decays
exponentially [42], [45]. In the following the Curie-temperature equation is displayed, where C is
the material specific Curie constant, n is the amount of substance, and λ is the molecular field
constant [41, p.50].

TC = n · λ · µ0 · µ2
B · g2

kB
· (J + 1)

3 (2.3)

= C · λ

The most common ferromagnetic materials are Fe, Co and Ni (first row of transition metals in
the periodic table) with critical temperatures above TC =900 K [40, p.102], [41, p.6], [47, p.16].
However, by decreasing the material thickness from bulk to a thin film or ML the magnetic
properties are affected and the critical temperature starts to decrease [48]. In Eq. (2.4) the
thickness dependent critical temperature equation is shown

TC(N)
T 3D

C

= 1 −
(

C

N

)λ

(2.4)

, where N is the number of layers, C is a non-universal constant, and λ = 1
ν is the inverse critical

exponent of the bulk material [48]. By placing a ferromagnetic material in a magnetic field, the
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Figure 2.1: Types of magnetic order. a) Ferromagnetic interlayer and intralayer order in a
BL system. In b-c) antiferromagnetically ordered systems are shown. b) shows an
interlayer antiferromagnetic system with ferromagnetic order within the layer and c)
shows an intralayer antiferromagnet with ferromagnetic order in between the layers.
In d) a paramagnetic system is shown where the spins are not ordered relative to each
other. e) shows helimagnetic order, where the neighbouring spins are rotated at angles
between 0 and 180 ◦ [37], [38]. f) shows a triangular lattice case with spin frustration
[36]. The blue arrows are spin-up and the red arrows are spin-down. The figure design
is based on Ref. [39] and Ref. [40, p.102].

spins are orienting in the field direction. If the field is strong enough to completely align all
spins in the same direction the ferromagnetic material is saturated [46, p.82-83]. In Fig. 2.3, a
schematic hysteresis curve is visualized. The green line shows the case where the ferromagnetic
material is demagnetized and the field ramping starts at B = 0 T [49, p.516]. After reaching the
saturation field, all spins are aligned in the direction of the external magnetic field. Changing
the field direction from positive to negative will change the magnetization (M⃗) of the sample
to negative values. In case M⃗ ̸= 0 at B = 0 T, the material shows remanence and is therefore
ferromagnetic.

If the spins are ordered antiparallel, the system is called an antiferromagnet. Here we have to
distinguish between different types of antiferromagnetism [47, p.16], [46, p.81, p.121-123]. The first
two simpler types are interlayer and intralyer antiferromagnetism. In intralyer antiferromagnetism
(Fig. 2.1 c)), the neighboring spins of the same layer are antiferromagnetically coupled as in the
case of MnO [40, p.99-100], [41, p.44]. An interlayer antiferromagnet (Fig. 2.1 b)) has antiparallel
coupling between two layers and ferromagnetic coupling within the layer, such as CrI3 or FeBr2 [17],
[50]. The magnetization of an antiferromagnet is vanishing (M⃗= 0) if no or only a small external
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Figure 2.2: Schematic view of long- and short- range order. The cyan colored rectangles show the
ordered region and the different colors (red and blue) correspond to the different spin
orientations. The figure is based on the figure in Ref. [42].

magnetic field is applied [40, p.100], [46, p.81], [51, p.108]. As in the case of ferromagnetism,
the magnetic order is destroyed and the system goes into a paramagnetic state when the critical
temperature (Néel temperature TN , Eq. (2.5)) is exceeded [41, p.55-56], [46, p.81].

TN = −n · λ · µ0 · µ2
B · g2

kB
· (J + 1)

3 (2.5)

= −C · λ

Where C is the material specific Curie constant, n is the amount of substance, and λ is the
molecular field constant. The negative sign is a direct consequence of the negative exchange
interaction constant, therefore the sign needs to be included to calculate the critical temperature.
Magnetic order is based on two types of interactions, one is exchange interaction [46, p.116] and
the other one is the magnetostatic interaction. The exchange interaction is a consequence of the
overlap of the wave function with a total energy described by the Heisenberg Hamiltonian (see
Eq. (2.7) [41, p.48])

Ψ(1, 2) = −Ψ(2, 1) (2.6)
Hexchange = −Jij

∑
i,j

S⃗i · S⃗j (2.7)

Ψ(r, S) = Φ(r) · χ(S)

, where χ(S), Φ(r) are the spin and the spatial part of the total wave function, Jij is the exchange
coupling constant and S⃗i/j are the spins of the neighboring electrons. The sign of the exchange
coupling constant determines whether the system is ferromagnetic (Jij > 0) or antiferromagnetic
(Jij < 0) [41, p.62], [52]. If the energy of the system is higher than the total energy Hex, then
the system undergoes a phase transition and becomes disordered. As a direct consequence of
the fact that the total wave function must be antisymmetric (Eq. (2.6)), a symmetric spatial
wave function is associated with antiferromagnetism and ferromagnetism is associated with an
antiysmmetric spatial wave function.

A more complex form of antiferromagnetism is a spin frustrated system with a non-trival spin
order. Such systems have many different ground states at T = 0 K [53]. The simplest case of a
spin-frustrated system is a triangular lattice, with antiferromagnetic coupling between nearest
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Figure 2.3: The schematic principle of hysteresis is shown. If the material is not yet magnetized,
it will start from zero as the field strength increases (visualized by the green line).
After the material-specific field is reached, all spins are aligned in the same direction
and the ferromagnet is saturated. By reversing the field from positive to negative, the
spins are starting to reorientate in the field direction as shown in the figure by the blue
and red arrows for opposing field strength. In the case of a ferromagnetic material
the system will have a net magnetization (remanence) at B = 0 T for T < TC . The
splitting of the hysteresis curve for different ramping directions of the field is called
coercivity and is marked by the red rectangle in the figure. The design on which this
figure is based is from Ref. [49, p.516] and the image was created in python.

neighbor spins [54], [55] (Fig. 2.1 f)). To minimize the energy of the spin frustrated system an
antiparallel alignment between the nearest neighboring spins would need to be achieved. However,
for a triangular lattice the antiparallel alignment would lead to a frustration of the third spin,
since two possible spin orders could be achieved for minimizing the energy [56] (degenerated
spin configuration). Such spin frustrated systems exist not only for collinear order but also for
non-collinear order [53].

Another type of magnetic order is helimagnetism. In Fig. 2.1 e), the helimagnetic order is
shown, here the neighboring spins are oriented with an angle of 0-180 ◦ to each other, so that
they form a spiral [37], [38]. Since in the case of helimagnetism the spins are not aligned in the
same direction and no net magnetization exists, therefore it can be described as a special form of
antiferromagnetic order.
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2.2 Magnetic anisotropy

Magnetic anisotropy describes the dependence of the free energy of a system on the orientation of
the magnetization [40, p.205]. It leads to a situation in which the system has a preferred direction
of magnetization orientation (easy axis). When the magnetic moments are aligned along the
easy axis, the anisotropy energy Eanis is minimized. The hard axis describes an alignment along
an axis which is not in the anisotropy direction [49, p.504]. By measuring the hysteresis of an
anisotropic system the effect of magnetic anisotropy can be nicely observed. In the case that
the measurement is performed in the direction of the easy axis, then the magnetization is faster
reaching the saturation value compared to a measurement along the hard axis (Fig. 2.4). There
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Figure 2.4: The behavior of a hysteresis curve based on the measurement geometry. The exemplary
system for this plot has an out-of-plane (OoP) easy axis. Therefore, the displayed
saturation of the magnetization is faster than the one of the hard axis, which is shown
in purple.

are several types of magnetic anisotropy such as shape and magnetocrystalline anisotropy [41,
p.89-90]. The anisotropy energy density can be written in the following way [47, p-74-77], [49,
p.504]:

Eanis
V

= K1 sin2(α) + K2 sin4(α) + K3 sin6(α) + . . . (2.8)

, where Eanis is the anisotropy energy, V is the volume of the investigated system, Ki are the
anisotropy constants and α the angle between the easy axis and the magnetization direction of
the sample. The equation (2.8) can be simplified to the equation (2.9) in the case of thin films,
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since the K1 term becomes dominant under these conditions.

Eanis
V

= K1 sin2(α) (2.9)

The anisotropy constant K1 contains different components, related to the different types of
anisotropy. In the case of a system consisting only of magnetocrystalline anisotropy (MCA) and
shape anisotropy (SA), K1 has the following form [49, p.505]:

K1 = Ku + KSha (2.10)

The sign of K1 determines the direction of the anisotropy. For K1 > 0 OoP and for K1 < 0 in
plane (IP) orientation is preferred [49, p.505-506].

In section 2.3.1 we will discuss in more detail why magnetic anisotropy is the reason for 2D
magnetism.

2.3 Magnetism in two dimensions (2D)
In this section we will focus on different theoretical models of 2D magnetism as well as on the
general description of the investigated material systems and the discovered 2D magnets.

2.3.1 Theoretical models
In the late 1960s, the absence of long-range order in a thermodynamic system in 2D was claimed
by Mermin and Wagner [16]. The key point of the paper was that magnetism cannot occur above
T0 = 0 K for a 2D system. The basis of this theorem was the assumption of an isotropic spin
system (Heisenberg model), where the spin can orient in all three-dimensional (3D) [16]. In this
case, it would not be possible to stabilize the spin orientation at any elevated temperature T > T0,
since the thermal energy would lead to the destruction of the long-range magnetic order (due
to the Bose-Einstein statistics [57]). In Fig. 2.5, the magnon density of state (MDOS) of a ML
system is displayed. The MDOS represents the amount of magnon states per energy interval.

For any finite temperature (T < TC) it is energetically more favorable to have a spin wave
motion, rather than single spin excitation. At T0 = 0 K all spins are aligned and therefore the
system is ferromagnetic. With increasing temperature the aligned spins start to diverge from the
central position (spin wave) [58, p.574-575], [59, p.701-723]. Therefore, in the model described
by Mermin and Wagner, ferro- and antiferromagnetism in one-dimensional (1D) and 2D systems
are not possible [16]. However, in the case of a 3D system, the magnetic order is stable until
the critical temperature (TC or TN ) is reached [48]. It should be noted that the Mermin-Wagner
theorem is only valid for systems with broken continuous rotational symmetry [60]. On the right
side of Fig. 2.5 a system with a lower spin dimensionality (SD) (n) is shown. This reduced number
of degrees of freedom introduces anisotropy into the system and therefore 2D magnetism becomes
possible. In Fig. 2.6, the different spin dimensionalities are shown. A system with a SD of n = 1 is
described by the Ising model, which assumes only nearest-neighbor interaction and spins pointing
only along one direction e.g. the z-axis [48] (only two possible orientations, either up (+1) or
down (-1) along the z-axis) [61]. However, since the Ising model only assumes a 1D system, the
theoretical explanation needed to be adapted to the 2D case. In 1944 the Ising model was used
by Onsager to calculate an exact solution for the 2D limit of ferromagnetic order [62]. He showed
that at a finite temperature T > T0, a magnetic phase transition is possible by using UA. Here
the excitation gap of the MDOS interrupts the direct effect of the thermal fluctuations and causes
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Figure 2.5: MDOS for a ML system. On the left side the system with isotropic spin order is
shown. Here the MDOS has no excitation gap and starts directly at E = 0 eV, which
leads to the case described in the Mermin-Wagner theorem [16]. On the right side
the ML system with an uniaxial anisotropy (UA) is shown. UA describes the case
where a system has only a single easy axis. Here an energy gap of the MDOS exists,
therefore only a finite temperature above T0 = 0 K can cause the destruction of the
long-range order. The figure is based on [57].

Figure 2.6: Rectangular lattice system for a single layer ordering. From left to right the different
spin-dimensionalities are shown. Starting with n = 1, which represents the Ising model
with a spin orientation OoP. The middle figure shows a SD of n = 2. Here the spins
are aligned IP along the x-y plane. The last figure shows the isotropic case with n =
3, where the spins can be oriented in any direction of the sphere (x, y, z). The image
is taken from [48].

a protection of the magnetic long-range order [48], [57]. So far we have explained the theoretical
description of systems which are aligned OoP, but in reality this is not always the case. Therefore,
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another theoretical model has to be used, which assumes a SD of n = 2 and IP orientation. The
theoretical model that fulfills these required parameters is the XY model, where a magnetic phase
transition known as the Kosterlitz-Thouless transition can be observed [48], [63]. The model
proposes that the system contains pairs of vortices that protect the topological long-range order.
The vortex is a topologically protected object defined by the polarity (p = ±1) and the vortex
chirality (c = ±1) of the vortex. To distinguish between a vortex and an antivortex, the winding
number (NW =±1) is needed with NW = −1 for an antivortex and NW = 1 for a vortex [64].

In the XY-model a magnetic phase transition can be observed between the low- and high-
temperature case. Below the critical temperature the vortices are coupled in vortex-antivortex
pairs [65], but by overcoming the critical temperature the coupling of the pairs are broken and
the system contains of single vortices.

2.3.2 2D materials
2D materials are defined as single-atomic layers of the corresponding bulk with a crystalline
structure. They can be distinguished into two different categories, layered and non-layered
materials. In the case of layered materials only a weak interlayer coupling between the first and
next-layer along the stacking direction is present with strong intralayer coupling within the layer
[66]. This type of coupling is based on the weak van der Waals (vdW) force [58, p.6], which allows
the material to be easily exfoliated like graphene [28], [66].

The vdW force is an electrostatic force which is caused by the dipole-dipole interaction between
uneven charge distributions of the atoms [58, p.11]. Nevertheless, the vdW force is for some vdW
materials not as weak as for HOPG, since the crystals of MoS2, MoTe2, and Bi2Se3 are showing a
crystalline structure with a specific diffraction pattern. In comparison to layered materials with
weak interlayer coupling along the stacking direction, nonlayered materials have strong coupling
via chemical, metallic or ionic bonds in all three dimensions [66], [67].

Till now already 50 different 2D nonlayered materials have been experimentally proven with
interesting thickness-dependent property changes [67]. The chemical composition ranges from
TMDC to metal oxides [67]. In 2004, the first 2D material (graphene) was experimentally achieved,
and since then there has been an exponential increase in 2D materials, which continues to this
day [67], [68].

From theory thousands of layered 2D materials should exist, but till now only a fraction of
them have been discovered experimentally [69]. In a recent theory paper the authors calculated
via vdW density functional theory (DFT) that there are 1825 possible 2D material candidates
[69]. This number splits into 789 2D materials that are potentially easy to exfoliate according to
calculations and 1036 that are easy to exfoliate [69]. However, the reason why these materials are
so interesting is that the physical properties of the ML are different compared to the parent bulk
material, due to quantum size effects [28], [67].

2D materials can be divided into two main categories depending on either their structural
properties or their chemical composition. Since the chemical composition can include elements
from nearly every group of the periodic table, the potential properties are broad [67]. They can
range from a topological insulator (TI) (Bi2Se3) [70], insulators (hBN) [71], semiconductor (SC)
(FeBr2, SiC) [32], [72], [73], metals (MoTe2) [74] to superconductors (NbSe2) [75]. The other
property which makes this material class so interesting and important for the technological future
is that these materials can be stacked together, due to the vdW interaction along the z-direction
[67]. By using this major advantage of the material, different vdW heterostructures can be created,
without problems at the interface [67], [76].

In this work we will only discuss layered materials. Before focusing on the investigated chemical
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composition class we will give a brief overview of the different types of 2D materials. The first
class of 2D materials are elemental 2D materials. This class contains materials from different
main groups of the periodic table (III-V). In the III group, only borophene exists as a 2D material.
This material has possible applications in the field of electric catalysis or energy storage and was
first predicted in 1997 [77]. In 2015-2016, borophene was experimentally realized by epitaxial
growth on Ag(111). A metal substrate is used, since the metal passivation is stabilizing the
sp2 hybridization [78]. It was shown that the material is sensitive to oxidation and needed an
additional Si capping layer. This capping prevented the sample from oxidation for a time period
of several days [79]. This breakthrough could lead to a new type of devices (boron electronics)
[67], [78].

The most prominent member of the family of 2D materials is graphene, which is a part of the
IV-group of the periodic table. Since 2004, several different approaches to achieve graphene have
been successfully demonstrated. The approaches are ranging from mechanical [28], [80], to SiC
annealing [81], to liquid exfoliation [82], till epitaxial growth via CVD and MBE [67], [83]–[85].
Besides the many different approaches to obtain graphene although many interesting properties
has been observed, ranging from high thermal conductivity to high intrinsic carrier mobility [67],
[86]. However, carbon-based 2D materials are not the only ones from group IV. There are also Si-,
Ge- and Sn-based 2D materials, which have been experimentally achieved on various substrates
ranging from metallic to semiconducting [67].

The last class of monomer 2D materials uses group V elements. In particular, one material
from this group is well known, the black phosphorous. This material showed a strong dependence
of the electronic bandgap by decreasing the amount of layers, resulting in an electronic bandgap
of 1.5 eV in the ML case [67]. This is very different compared to other elemental 2D materials
like graphene or silicene [87]. Similar to graphene different approaches have been used to create
ML black phosphorous ranging from mechanical exfoliation to epitaxial growth [67], [88].

The other classes of 2D materials are based on a mixture of different elements. An example of
these hetero-2D materials which are not based on transition metals is hexagonal boron nitride,
hBN. The growth of hBN has been demonstrated on different metallic substrates such as Au(111)
[89], [90] or Pt(111) [91]. Since the growth process of hBN is already well known and relatively
easy, it is a perfect plattform for future studies of vdW heterostructures. Due to the insulating
properties of hBN with a bandgap of 5.97 eV [67], it is a good candidate for new device applications
[92]. Since we have now a general overview of different 2D materials, let us focus on the classes
studied in this thesis. The class of material which is used in this thesis is based on transition
metals.
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Transition Metal Chalcogenides

The family of transition metal chalcogenides can be distinguished into different stoichiometry
groups.

The most prominent group of this family class are the transition metal di-chalcogenides, TMDC.
In a ML TMDC, the transition metal (Fe, W, Mo, Mn) is sandwiched between two rows of
chalcogenide atoms (S, Se, Te) with a stoichiometry of MX2 [93], [94] (Fig. 2.7). This material

Figure 2.7: Shown is a part of the periodic table with the different transition metals in red and the
most common chalcogenides in blue. The two shown structures are a three-dimensional
side view of the 1H and 1T phases. The design of the 1H and 1T structure is based
on [94].

class is so interesting, since they show new physical properties at the ML limit, which are different
from the bulk material [93]. However, since a ML of these materials consists of several stacked
layers, they are described as quasi 2D materials [95] therefore, the ML can be described as a
slab. The interaction between different slabs is based on vdW interaction [76], [93], but inside
the layer the interaction strength is way higher, since covalent bondings are created between the
transition metal and the chalcogenide atoms [96]. The properties of these materials are ranging
from semiconducting (MoS2 [97]) to topological insulating (MoTe2 [98]) and even superconducting
(NbSe2 [99]) [100]–[102].

The structure of TMDC’s can vary depending on the growth parameters, such as for NbSe2
[103]. The most common structures are octahedral (1T), trigonal prismatic (1H) [104, p.109-110]
and the distorted T-phase (1T’) [105]–[107], other structures are T”, 3R and 2H [93]. The major
difference between the last three structures and the first three is that the 1T” phase has a different
distortion symmetry than 1T’ and 1T structure [108]. By comparing the 1H and 2H structures
with each other it can be observed, that both structures have a different stacking order, as in the
case of the 3R structure [108]. The T stands for trigonal, H for hexagonal and R for rhombohedral
[108], [109].
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In Fig. 2.8, the different structures are presented. The main difference between the 1T and 1H

Figure 2.8: The most common structures for 2D materials displayed as a 3D side view and as
a top-view. In a) the trigonal prismatic structures (1H, 2H, and 3R) are shown. In
the lower part of a) the top view of the 1H and 3R structure are displayed. In b)
the 1T-structure as a 3D and top view is displayed. Here the bottom and top row of
chalcogenide atoms have different shades of blue. These two colors are also used in
the top view of the 1T phase. In c) the distorted 1T phase (1T’) is displayed from the
top and as a 3D view. The design is based on [94], [108]–[113].

phases is only the rotational orientation of the second chalcogenide row. If the first and second
row are rotated by 180 ◦ against each other [108], then a 1T-structure is created and if no rotation
between the first and second row is present it is a 1H structure. By decreasing the material
thickness down to the ML limit it can be seen that the ML does not have inversion symmetry
[104, p.109, 173], [114] in contrast to the bulk material.

This material class shows interesting and new properties in the ML regime. One prominent
example is the bandstructure change in MoS2 and MoSe2 from an indirect to a direct bandgap at
the ML limit [115], [116], [117], which makes these materials very interesting for future device
and solar-cell applications [67]. These new properties together with the possibility of downsizing
the materials to the ML limit, without degrading the material properties due to surface defects
[93], is a huge advantage compared to normal semiconductors [11].

Over the last couple of years, the focus was not only on normal TMDC, but since the first
magnetic 2D materials were revealed, the focus switched to magnetic 2D materials. However, in
the family of TMDC not many magnetic 2D materials are known. The only well-known magnetic
TMDC are 2H-VSe2 [118], CrTe2 [119] and MnSe2 [24], [120], [121]. In Fig. 2.9, the magnetization
loops of two different ferromagnetic TMDC’s are shown.

In the case of 1T-VSe2, the previously found magnetic properties were related to the charge
density wave (CDW) present in this material [25], [122]. However, by using the method of
interface hybridization [123] the magnetic properties of 1T-VSe2 can be promoted. Therefore, the
authors of Ref. [123] evaporated different thicknesses of Co on 1T-VSe2. As a consequence of the
antiferromagnetically coupled Co-layers a XMCD signal of 1T-VSe2 has been revealed (only with
3 ML of Co on top). The measured magnetic moment (0.4 µB) at low temperature (65 K) is good
correspondence with the predicted values at T = 0 K. This demonstrated that the Co-capping
layer of 3 ML causes a magnetic transition from disorder to a long-range order state [123].
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Figure 2.9: a) shows the ferromagnetic hysteresis loop of MnSe2 and b) that of 2H-VSe2. In a)
the OoP hysteresis for MnSex/GaSe is shown (measured via SQUID at RT). The x
refers to the unknown ratio of Se, since the sample could also be a α-MnSe. In b) the
XMCD magnetization loop at RT for 2H-VSe2 is shown. The images are taken from
the papers [24] and [118], respectively.

Transition Metal Halides

The family of transition metal halides can be distinguished in TMDH and TMTH. TMDH are
binary compounds of one transition metal cation together with 2 halogen anions [124]. In the
following description we will focus only on the first-row transition metals from Ti to Ni (all with
partially filled 3d shells) in combination with three different halogens (Cl, Br and I). All these
materials are showing semiconducting to insulating properties [32], [33], [124], [125].

The here discussed TMDH have two different structure types. The materials can either appear
in the 1T configuration, which is referred to as the CdI2 structure, or in the 3R structure (CdCl2)
[124]. In both configurations the transition metal cations are ordered in a triangular structure with
an octahedral coordination [124]. This starting configuration is causing a spin-frustrated system in
the case of antiferromagnetic order [124], [126]–[129]. Figure 2.10 shows the two different structure
types. In the case of the CdI2 structure, the stacking order is repetitive (AA stacking), therefore
the distance between the first and second slab (c-axis) is 1 c from the centers of the transition
metal cations. The c-value is the distance between two overlaying layers, therefore the distance
definition is depending on the stacking order of the material. Since the CdCl2 structure consists
of an ABC stacking, the distance between two slabs is c

3 . For both structural configurations the
distance between the transition metal cations is identical to the distance between the halogen
anions (aM−M = aX−X), as shown in Fig. 2.10.

These compounds are known to form low-dimensional structures, such as 1D chains [124], [131],
2D layers [32], [33], [132] or even just molecular units [124].

In the case of TMTH, a different lattice structure can be observed (Fig. 2.10 d)-f)). For these
compounds an easier spin configuration can be observed, since the lattice forms a hexagonal
pattern, where no spin frustration can exist, therefore a normal antiferromagnet (AFM) order can
exist [124], [130]. In the case of CrI3, it was observed that the ML is ordered ferromagnetically
with AFM coupling between the layers [17], [26]. A similar behaviour has been observed for CrBr3
[133], [134] and CrCl3 [27], [134], [135]. As previously mentioned, the focus of this thesis will
only be on transition-metal cations of the first transition metal row and Cl and Br as the halogen
anions. For all TMTH, two different layer configurations can be observed. The first one is the BiI3
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Figure 2.10: The different TMDH and TMTH structures. From a)-c) the TMDH structures are
shown. a) displays the CdCl2 structure, which shows an ABC stacking order and
c) shows the CdI2 structure with an AA stacking order. In b) the top-view for
both structures is shown. In b) and c) the a-axis lattice constant is indicated for
the distance between the transition metal cations and for the distance between the
halogen anions. The different slab distances are indicated in a) and c) by the c-values.
In c) the value of c is identical for the layer and stacking distance, for a) the layer
distance is 1

3 of the stacking distance due to the ABC stacking. The subfigures d)-f)
show the two different structure types of the TMTH materials. In e) the top view
with the hexagonal transition metal ordering is shown. In d) and f) the different
structure types (BiI3 and AlCl3), which are all showing a form of ABC stacking are
displayed. For f) the ABC stacking is irregular, since the layer distance is changing
only along the c-axis [124]. The figure is a modified version of the one shown in [130],
[124].

structure with a with an ABC stacking like for the CdCl2 structure and the second structure type
is the AlCl3 structure, which also shows a form of ABC stacking [124]. The magnetic properties
of these materials are related to the partially filled d orbitals of the transition metal cations. In
the case of TMDH, both structures (CdI2 and CdCl2) result in an octahedral coordination of the
metal cation, therefore the energy levels are split in eg (higher energy) and t2g (lower energy)
orbitals. In Fig. 2.11, the general energy-level splitting including the electron distribution for
some transition metals is shown.

In the case of TMDH and TMTH materials, the magnetic nearest-neighbor interaction is
caused by superexchange via the halogen anions [124]. Superexchange means that a magnetic
coupling between two neighboring magnetic centers is appearing through a non-magnetic atom
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Figure 2.11: A small part of the periodic table with only the first row of transition metals and the
halogen row down to I. Below the transition metals the different TMDH compound
configurations are shown. On the left a schematic energy level scheme for a system
with octahedral coordination is displayed [136]. In the center and the bottom of the
Figure the energy levels schemes for the different TMDH compounds from Mn to Ni
in a 2+ oxidation state with high spin (HS) configurations are shown. The d-orbital
energy levels are filled according to Hund’s rule, by first filling all levels with parallel
spins and then filling the levels with spins with an opposing sign. If each t2g orbital
includes either only one or two spins, the system is quenched. In each element energy
scheme the total spin as well as the corresponding magnetic moment are shown. The
schematic energy level diagram for 3d orbitals with octahedral symmetry is based on
Ref. [124], [137].

[138]. In the case of TMDH these non-magnetic atoms are the halide atoms. Therefore, no wave
function overlap exists and in general, the superexchange is antiferromagnetic, however, by using
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the Goodenough-Kanamori (GK)-rules [139], we can define certain circumstances in which the
superexchange can be ferromagnetic. The predominant antiferromagnetic superexchange case is
based on the Pauli principle [139]. This is valid when the two magnetic atoms have half-filled
shells, like it is the case for Mn. This is the reason why MnO [138] as well as MnBr2 and MnCl2
are showing antiferromagnetic properties [140]. If the material contains different magnetic atoms,
which have fully filled shells or a mixture like Fe compounds, then the system is ferromagnetically
ordered [139]. In systems with only one atom type but nearly filled shells, the interaction is more
favorable to be ferromagnetic like for FeBr2 and FeCl2, since the antiferromagnetic interaction is
weakened [139]. The GK-rules are also predicting that for a 90 ◦ bonding angle between the two
magnetic atoms, the interaction is ferromagnetic [140].

It can be observed that both material classes (TMDH and TMTH) are not "air" stable, since
they are strongly hygroscopic, but in the case of heavier transition metal TMDH, the process
of hydratization was reversible by degassing (more detailed information in the experimental
chapters).

Another important feature of TMTH is that during the evaporation, the tri-halide compounds
are growing in two different phases, related to the decomposition of the material [141], [142].
The phases are the wanted TMTH phase and the decomposed more stable TMDH phase (for
evaporation from powder more stable). Sometimes even decomposes immediately to only the
TMDH compound. In the later chapters it will be shown that also a full decomposition from
TMTH to TMDH can appear. This is also the reason, why companies are using TMTH for
creating stoichiometric TMDH powder and materials [141].

A more detailed explanation of the physical properties of the used materials in this thesis is
written in each material-dependent evaluation chapter. Over the last couple of years the research
was mainly focused on ML TMTH and their magnetic properties. Only recently, the investigation
of ML TMDH has started with the structural and magnetic characterization of NiBr2 [33], FeBr2
[32], FeCl2 [132], FeI2 [143] and NiI2 [144]. The materials investigated in this thesis are FeBr2,
FeBr3, MnBr2, and MnCl2 on Au(111) and FeBr2 on Bi2Se3. Besides the NiBr2 compound all
other Br-based TMDH are growing in the CdI2 structure and are all showing AFM order with
either ferromagnetic (FM), helimagnetic (HM), or stripe antiferromagnetic order in the layer. In
the case of Cl-based compounds, this structure is identical to the one of CdCl2, except for TiCl2
and VCl2, which have a CdI2 structure.

Van der Waals Heterostructures

In the case of a bulk layered material a vdW homostructure exists, with each 2D layer coupled
to the same material via vdW interaction. A vdW heterostructure, on the other hand, has
weakly coupled layers of different 2D materials. This stacking is often described as a "lego"-style
stacking [76], [145]. These material combinations can open new physical properties. Nevertheless,
the creation of those heterostructures is not straightforward, since the stamping of different 2D
materials on top of each other would require that they survive ambient conditions, which is in
general only the case if they are passivated [76], [146], [147].

The epitaxial growth of other 2D materials on top of each other is limited, since the needed
growth temperatures can already affect the layer underneath. In the following different methods
for the creation of vdW heterostructures will be described. A commonly used technique to
create vdW heterostructures is the mechanical assembly [145], [148]. One way of the mechanical
assembly is the pick-and-lift technique [145], [149]. Here a 2D material is stored on a stationary
membrane and another 2D material with a bigger size is connected to a movable membrane .
By pushing the two membranes together, both 2D materials get in contact, so that during the
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removable of the topmost membrane also the 2D material, which was previously mounted on the
stationary membrane is removed [145], [149]. This process can be repeated several times with
different 2D materials, until the wanted heterostructure is created. Afterwards, the heterostructure
will be combined with the substrate. The membrane, which was used for the assembly of the
heterostructure, is removed by dissolving it [149]. This method is the repetitive way of the wet
transfer method [145], [150].

Other growth methods such as chemical vapor deposition (CVD) or vdW epitaxy are depending
on the robustness of the 2D materials [145]. During the CVD growth, the new 2D material
layer is evaporated on top of either an already grown layer or a mechanically assembled layer
like hBN/Graphene/hBN [145], [149], [150]. In the case of vdW epitaxy, the desired material is
evaporated directly on top of the other 2D material [150], where the vdW interaction defines the
preferential growth on top of the substrate or on another 2D layer [145]. However, there are more
methods to create vdW heterostructures, such as heated assembly [151] or dry pick-up assembly
[150], [152]. By opening this path in the creation of novel vdW heterostructures, new devices and
applications can be created such as new transistors [147], [150], tunneling devices [145], and many
more.
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3 Experimental techniques and experimental
setups

3.1 Experimental section

3.1.1 Substrate

In the follwoing sections, we will discuss the physical properties of different substrates like Au(111),
Bi2Se3 and SiC.

Au(111)

The primary substrate material used in this work is Au(111). Au is the 79th element of the
periodic table and has an electron configuration ([Xe] 4f14 5d10 6s1) that causes a low reactivity
with materials such as oxygen and carbon. Since the impurities are only adsorbed at the surface,
the cleaning processes described later are relatively quick and easy. The single crystal material is
arranged in a 3D lattice. In the case of materials such as Cu, Ag and Au, the lattice is a face
center cubic (FCC) (Fig. 3.1 a)) [153]. The FCC structure has an ABC stacking sequence in
the (111) direction [153], [154] and in the case of an hexagonal close packed (HCP) the stacking
sequence is ABAB [155]. The naming Au(111) is referring to the crystal plane and therefore are
described by the Miller indices. In the (111) case, a hexagonal surface structure is appearing
with an at RT stable surface reconstruction, the so-called herringbone reconstruction (Fig. 3.1 b))
[154].

The energetically most favorable state is achieved on the material surface by creating this
surface reconstruction [154]. In Fig. 3.1 b), the herringbone reconstruction is shown, which
can be distinguished in FCC and HCP stacking of the topmost atomic layer. The distance
between the narrow regions, which are a result of the HCP stacking, is 2.5 nm and between the
broad regions, which are related to the FCC stacking, is 3.8 nm, [156] (Fig. 3.1 d) and e)). The
periodicity for the narrow and broad structures is around 6 nm. In the case of transition metals
the coordination number of atoms, which are located at the surface is lower than in the bulk,
therefore a tensile stress is caused [157]. In the case of Au(111), there are two reasons for the
herringbone reconstruction. One part for the creation is based on the stress release of Au(111).
Since the stress is only released along the <110> direction, a surface instability is introduced,
which causes the herringbone reconstruction pattern [157]. Another reason for the creation of
the herringbone reconstruction is the high density of the surface, which creates the characteristic
22 ×

√
3 superstructure [156], [158], where an extra Au-atom is implemented every 22 lattice

constants along the <110> direction [157].
This substrate is an ideal platform for testing the growth of new 2D materials, since they are

growing vdW coupled between the layers and have stronger interaction between vdW materials
and the substrate surface. Therefore, the comparison between the first ML and the TL case
reveals important information about the material substrate interaction. The hexagonal surface is
also an ideal symmetry for the material growth. Another reason for using Au as a substrate is
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that the interface with Au needs to be investigated since it is used for the electronic connections
in devices [156], [159].

A
B
C

C
A

B

1 nm

FCC

HCP

20 nm

a)

b) c)

d) e)

Figure 3.1: a) 3D - view of the FCC lattice, with the red triangle representing the (111) plane.
On the right side of a) the stacking order (ABC) of the FCC lattice along the (111)
direction is displayed. In b) the observed LEED pattern of Au(111) at 25 eV is
displayed. The (1,0)-Au spot is surrounded by the spots caused by the herringbone
reconstruction. In c) a 3D view of the Au(111) surface with a terrace edge and the
herringbone reconstruction is displayed. d) and e) show STM images of the herringbone
reconstruction of a clean Au(111) sample, d) including atomic resolution. This sample
was measured at 77 K. As an insert, the FCC and HCP areas are indicated. e) shows
the herringbone reconstruction of clean Au(111) areas of a sub-ML FeBr2 sample
measured at 4.3 K. The insert is showing the measured distances over 8 herringbone
rows. The FCC structure showed a lattice constant of 4.56 ± 0.31 nm and for the
HCP region a lattice constant 2.68 ± 0.24 nm. The values are in good correspondence
with the measured values for clean Au(111) [156]. Part a) is based on the design of
[154], [160], [161]. The LEED measurement was performed at Centro de Física de
Materiales (CFM) in 2022 and the STM measurements were performed in 2020 (e))
and 2023 (d)).

Bi2Se3

Bi2Se3 is a 3D topological insulator (TI) [162], which belongs to the family of layered vdW
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materials. Therefore, the material does not fit in any of the conventional categories for solid
materials (conductor, semiconductor and insulator). A TI behaves in the bulk state like a
normal insulator with an energy band gap, but has gapless conducting surface states [163]. The
material composition ratio is Bi 40.02 ± 0.02 to Se 59.98 ± 0.02 [163], [164]. x-ray absorption
spectroscopy (XAS) measurements on Bi2Se3 revealed, that the Se atoms in this material are
present in two different species, which are specified as SeI and SeII [165]. The different species of
Se atoms are related to the position within the Bi2Se3 quintuple layer (Se-Bi-Se-Bi-Se) [166].

In Fig. 3.2 a), the structure of two layers of Bi2Se3 separated by the vdW gap is display. In

Figure 3.2: a) Schematic structure of two quintuple layers of Bi2Se3 separated by the vdW gap. b)
STM image of a freshly cleaved Bi2Se3 single crystal. The calculated lattice constant
is 4.1 ± 0.29 Å. Indicated in red and blue are the two different defect types, which
are related either too only one missing Se atom at the surface or several. As in insert
the measured LEED image at 70 eV is displayed, which shows a hexagonal pattern.
The STM parameter are UBias = -2 V and ITC = 100 pA. The measurements were
performed at the PEARL beamline at SLS in 2023. The lattice structure of Bi2Se3
was redesigned after Ref. [163], [166], and [167].

the case of a SeI atom the Se layer has only one Bi layer above or below it with a layer spacing
of 2.97 Å [163]. This results in a strong Bi, Se coupling, where the Se atom is coupled to three
metal atoms and weakly coupled to the other three Se atoms. In the case of SeII a nearly perfect
octahedral symmetry is present with the Se coupled to six Bi atoms with an interlayer spacing
of 3.04 Å [163]. Along the c-axis every third layer is aligned to each other (as indicated by the
dashed black lines in Fig. 3.2 a)) [163].

In b) the measured STM and LEED image of a freshly cleaved Bi2Se3 crystal is shown. The
measured lattice constant is 4.1 ± 0.29 Å, which matches perfectly with the literature value of
4.143 Å [163], [166]. The appropriate LEED image in b) was measured at 70 eV and shows the
expected hexagonal structure. The STM image shows also different defect types of Bi2Se3. In
Fig. 3.2 b), two different types of defects can be observed. The first one, which is marked with a
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red circle is related to a single atomic Se vacancy [168]. The second observed defect type, which
is marked in blue is related to several missing Se atoms [168].

Graphene on SiC

SiC crystals exist in different structural phases with a Si:C ratio of 1:1 [169]. The different
polytropes of SiC can be distinguished by the crystallographic order from hexagonal (H) to cubic
(C) to rhombohedral (R) [169]. The substrate used in this thesis to grow graphene is 6H-SiC(0001)
bought from SITUS Technicals GmbH. The numbering in front of the crystallographic phase
is related to the amount of layers needed to repeat the lattice stacking [169]. In the case of a
6H-SiC(0001) a lattice stacking order of ABCACB is present [169], [170].

In Fig. 3.3, the 6H-SiC structure is shown.

Si

Si

C
C

C

C
Si

Si

Figure 3.3: Material structure of 6H-SiC(0001). The blue spheres represent the carbon atoms and
the black ones the Si. With this structure, a stacking periodicity of 6 is achieved. The
figure is based on Ref. [169].

Since graphene was exfoliated in 2004, a way to create large-scale graphene films was in the
focus of research, since it can be used as a base for new transistor generations [171], [172]. To
achieve the large-scale production, it is very important to grow epitaxial graphene layers with
reproducable thickness.

In 2007, the epitaxial growth of graphene layers on 6H-SiC(0001) has been published in
Ref. [173]. By heating the substrate, different new phases of SiC can be achieved, until the
desired epitaxial graphene phase can be created. This process is possible because the substrate
starts to decompose and evaporates pure Si from the surface [174] until a carbon-rich surface
is achieved, which creates the graphene layers [172]–[174]. During the annealing process, the
graphene formation is not uniform and in different areas different amount of graphene is achieved
from ML to multilayer [174]. In Fig. 3.4, the LEED patterns of SiC are seen to be different at
different temperatures. The surface evolution of SiC is driven by the applied temperature. At low
temperatures around 600 ◦C, a clean surface can be achieved (Fig. 3.4 a)) and with increasing
temperature the growth of graphene is driven. At an intermediate temperature (around 950 ◦C),
the LEED pattern shows the first indication of the starting growth process. Now a structure of√

3 ×
√

3R30 ◦ [172] is appearing with a 30 ◦ rotation to the SiC (Fig. 3.4 b)). By increasing the
substrate temperature even higher via flashing or direct current heating, the buffer layer [173] and
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later the bilayer graphene (BLG) layer can be created. In Fig. 3.4 c) and d), both different layer
types are displayed. If the temperature is either increased even higher or the annealing process is
running for too long, multilayer graphene can be achieved [172]. In Fig. 3.4 c), the BLG structure
is visible. Here the main intensity is located at the graphene spots, which are rotated by 30 ◦ with
respect to the clean SiC (Fig. 3.3 a)). The measured pattern has a (6

√
3 × 6

√
3)R30 ◦ structure

[172], [175], [176]. In Fig. 3.3 c), the SiC and graphene spots are indicated with blue and green
circles, respectively. In d) the pattern of the buffer layer/nanomesh is displayed [175], [177], [178].
Both patterns were measured on the same sample. This is due to a non uniform growth of the
BLG. Another point is that the pattern displayed in d) was measured at a higher energy, which
makes it less surface sensitive. The displayed LEED images in Fig. 3.4 c) and d) were measured
after flashing the sample via direct current heating at 85-90 % of the needed temperature. A
temperature of around ≈ 1100 ◦C was reached.

Figure 3.4: LEED images of SiC were measured in different laboratories. a) Clean SiC. The
crystal was annealed to around 650 K at the XPS lab in Berlin in 2023. The surface
was heated by using the resistive heating (pyrolytic boron nitride (PBN)). In b-d) the
structural evolution of the LEED pattern of SiC for increasing flashing temperatures
is shown. In c) and d) the moiré pattern of the BLG film is observed. This sample was
heated by direct current heating at the PEARL beamline at Swiss Light Source (SLS)
in 2023. The direct current heating was used as a flashing process, so only for short
times the current was applied directly to the crystal. The blue circles are representing
the SiC LEED spots and the green circles the spots of the grown BLG pattern.

3.1.2 Cleaning of Au(111) via sputtering and annealing

The cleaning procedure for most single crystal substrates can be divided into two steps. The first
step is to remove the surface layers that contain the evaporants and adsorbed materials such as C
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and O. This first cleaning step is called sputtering and requires that the sample is close enough
to the sputter gun under an angle of θ ≈ 50 − 75 ◦ (Fig. 3.5) [179].

Sputtering parameter
Lab HV [kV] Em. [mA] ISample [µA] p [mbar]

CFM XPS 1.0-1.2 6.0 9.6 1.0 − 2.0 · 10−5

CFM Prep 1.0-1.2 6.0 9.6 1.0 − 2.0 · 10−5

APOLLO STM 1.5 10 2.5 2.0 · 10−5

FU XPS 1.5-1.9 20-25 2-4 6.5 − 9.0 · 10−5

VEKMAG 1.0 6 8 9.0 · 10−6

BOREAS 1.0 10 20 4.0 − 5.0 · 10−6

DEIMOS 1.5 9 5 3.1 · 10−6

PEARL 1.5 4.5 / 1.7 − 1.9 · 10−5

Table 3.1: Sputtering parameters for Au(111) in different labs and chambers, where the samples
were grown. The high sputtering parameter at the FU-lab are related to a problem
with the sputter gun. However, after sputtering XPS measurements where performed
to check the surface cleanliness.

Figure 3.5: Angle dependence of the normalized sputtering yield with a maximum value at ≈ 67 ◦.
The red line is representing Sigmund’s theory [180]. The figure was taken from
Ref. [179].

During the sputtering the chamber is filled with Ar gas at a nominal base pressure of 1.0 − 5.0 ·
10−5 mbar. The sputter gun contains a filament which is emitting electrons. By applying a high
voltage (HV) of 1-2 kV, the Ar atoms are getting ionized and guided to the sample surface. For
this whole process it is very important that the sample is grounded. In Tab. 3.1, the sputtering
parameters used in the different chambers are displayed. The sample, which is close to the sputter
gun, needs to be in the optimal position, such that the guided ion beam is covering the sample
surface completely. The optimization of the sputtering process is based on many different factors
like energy of the ions, angle between substrate and sputter gun, as well as on the mass of the
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materials atoms. Depending on the material, which needs to be sputtered different gas needs to be
used to achieve optimal results. The sputtering time and parameters must be adjusted for different
film materials and film thicknesses. In general the sputtering time for some ML to multilayer thick
samples is in the range of 30 min to some hours (depending also on the material). After sputtering,
the base pressure drops rapidly to the low 10−9 mbar if the Ar line was not contaminated with
water. At this low pressure, the ion getter pump of the ultra high vacuum (UHV) chamber can
be opened again. Before starting the next cleaning step, it is sometimes important to check if the
sample surface is clean, by XPS. This step is important if the sample was covered with materials,
which can diffuse inside the substrate material or if the sputtering procedure is not calibrated well.
The structural measurements such as LEED cannot reveal during that stage the cleanliness of the
surface, since during the sputtering the sample surface becomes rough, so that no sharp LEED
image can be taken. The second cleaning step is annealing. This process can be done in many
different ways by either a regular resistance heating system like PBN (Fig. 3.6 a)), a filament
heating system (Fig. 3.6 b)) or even by direct current heating (Fig. 3.6 c)). The filament heating
system can be used in different ways. Either the filament is used as a resistance heater, by just
applying a current or a HV is applied, so that the electrons are directly guided to the sample.

The HV supported heating is a more efficient way of heating, than only using the filament. In
contrast to the filament heating without HV the PBN system has the advantage of a fast and
uniform heating. If very high temperatures are required to flash the substrate, then the same
working principle as for HV supported filament heating is used, but with two differences. The
first one is that the sample plate has a hole in the back, so that the guided electrons are directly
hitting the substrate and the second part is that the flashing is only done for a short specific
amount of time depending on the substrate. In the case of a direct heating system, the current is
directly guided through the sample to reach very high temperatures, but without heating up the
sample plate. The annealing parameters and systems used are shown in Tab. 3.2. The annealing

Annealing parameter
Chamber Current [A] High Voltage [kV] Temperature [◦C]

CFM XPS 2.5 0.22 267/480
CFM Prep 7 - 262/414

APOLLO STM 3.67-4.32 / 495-550
FU XPS 1.83 A - 475
FU Prep 2.2 - 525

VEKMAG 2.06 / 427
BOREAS 2.3 0.5 500
DEIMOS 1.7 0.45 500
PEARL - - 530

Table 3.2: Annealing parameters for Au(111) in different labs and chambers. The temperatures,
which are displayed in red are the ones, which are displayed by the thermocouple
readout. The black temperatures behind are the real temperatures due to the calibration
measurements. The annealing at the PEARL beamline is computer controlled. The
parameters, which can be set are the total power, as well as chamber pressures and
ramp/hold time. For Au(111) a power of 30 W is used.

procedures, except for flashing, are all performed in a time frame from 10-15 min (fast annealing)
to 1 h (slow annealing). The maximum temperature used should always be lower than 2

3 of the
melting point, which for Au means to be in the range of 450-650 ◦C [182], [183], [184] (Au(111)
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Figure 3.6: Displayed are different types of sample heater designs. a) Resistive PBN heating
system. The PBN is directly contacted by the two connections in the bottom. By
increasing the current, the PBN heats the sample uniformly, since it covers the whole
back of the plate. On the left side a detailed schematic view of the sample holder
including the mounted PBN heater is displayed. On the right side the assembled
design and a schematic sketch of the PBN is shown. The PBN which is used inside
the preparation chamber at the university is from Scienta Omicron and can reach a
maximum power of 100 W. In b) a filament-heating sample holder is displayed. The
shields in the back of the sample holder are used to reduce the heating of the whole
chamber environment. Here the current is applied to the filament and an applied HV
is guiding the emitted electrons to the sample. In c) a combined design of resistive
(PBN) and direct current heating is shown. The direct current heating fork, which is
also used to hold the sample in place, is used to apply a current directly to the sample
plate. This heating method quickly heats the sample to high temperatures without
strongly affecting the temperature of the surrounding environment. Since this heating
method requires better sample isolation, the sample cooling takes more time. This
design is also sold by Scienta Omicron and was used at the PEARL beamline at SLS.
In a) the sketches are based on the used lab equipment. The direct current heating
system is based on the used system at the PEARL beamline at SLS and is sold by
Scienta Omicron [181].

1064 ◦C [185]). By overcoming this 2
3 , the sample surface starts to become rougher, since the

flat surface is an energetically meta-stable state. Therefore the sample temperature must always
be tracked via thermocouples (for regular single crystals K-type is sufficient) or even by using a
pyrometer with the correct emissivity and the correct window materials. For flashing, the sample
temperature is increased fast and stays at this value only for some seconds. This cleaning method
also requires a different type of sample holder (hole in the backside).

This cleaning procedure is performed 1-2 times to clean an already used crystal prior to
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evaporation. In the case of a fresh crystal that has never been used, this procedure must be
adapted and repeated several times. Therefore, the annealing must be done slowly in two steps (low
temperature annealing followed by target temperature annealing) with an additional sputtering
step in between.

3.1.3 Growth techniques

The production of 2D materials can be divided into two main principles. The first is the top-down
method and the second is the bottom-up method. A brief introduction to both methods is given
below. Figure 3.7 gives a general overview of the different bottom-up and top-down methods [80].

Figure 3.7: The circular diagram shows the different growth/preparation methods, with the most
common methods related to the bottom-up growth and top-down assembly mechanisms.
The figure is based on [186], [187], and [188] and is an adapted version of Figure 3 in
Ref. [187].

The mechanical exfoliation was first achieved in 2004 by Novoselev and Geim [80], [28]. This
method is using scotch tape or other types of tape such as Cu tape to remove layers from the
bulk material. In Fig. 3.8 a), the general principle of mechanical exfoliation is displayed. One of
the main disadvantages of mechanical exfoliation is that it is not controllable, so that the island
sizes are different and the surface is not perfectly flat everywhere [189]. The exfoliated layers can
be pressed on top of another substrate and by removing again the tape, some flakes of multilayer
thickness are staying on the new surface without major contamination [189]. The same method is
not only used to exfoliate layers from a bulk crystal to investigate the ML properties, but also to
remove the contaminated surface layers of a bulk crystal for experiments. In this thesis we only
used mechanical exfoliation for the second purpose, so that the substrate is clean [189]. Depending
on the used exfoliation method, the island size can be increased [190].

Recently the Au-assisted exfoliation was presented, where a layer of Au is deposited on a
substrate. On top of this layer a Ti or Cr layer is deposited before the 2D material is put in
contact with the surface [190]. The last step is to put the tape on the back of the 2D material
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and exfoliate it. This method has already been tested on several 2D materials and the results
were promising [190]. Another exfoliation technique, which is not only removing layers but is also
creating fragments with different thickness is the liquid exfoliation (Fig. 3.8 b)) [191]. For this
method the material is stored in a solution and by using an ultrasonic bath, the layers start to be
removed in different sizes and thicknesses [191]. The liquid exfoliation can be distinguished into
ion exchange and regular solution-based exfoliation via an ultrasonic bath [192]. In the case of
exchanging ions, the layer distance is increased, therefore the ultrasonic bath can remove easily
the layers [192]. In some cases the materials are already containing ions and by exchanging them,
the previously described scenario is recreated. For some materials the regular exfoliation inside
a solution is enough, here it can be distinguished between good and poor solutions. In a poor
solution the layers can be rearranging themself, so that the exfoliation did not work [192].

a)

b)

Figure 3.8: a) Mechanical exfoliation. Shown is the stepwise exfoliation and implementation of a
ML to multilayer vdW material on top of another surface. b) The liquid exfoliation
method by using ion exchange is shown. The designs are based on [189], [192].

These two techniques do not solve the ongoing problem of scalability and creating flat surfaces
over large areas with reproducible thickness. The next methods (bottom-up) are showing ways
to create relatively flat surfaces with the advantage of reproducible thickness. These deposition
techniques can be divided into physical vapor deposition (PVD) and CVD. In both processes,
the substrate is exposed to the vaporized material, resulting in the formation of a coating on the
surface [193]. In the case of PVD, the material source is in the same chamber as the substrate
[193]. Inside the evaporator, the material will be heated to its evaporation temperature. Now the
material can react with the surface and create the surface coating. This would be the process of
molecular beam epitaxy (MBE) [194]. In an MBE setup, several different materials are stored in
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either one or more evaporators to create either a layer-by-layer growth of different materials, or
two evaporators work in parallel to create the wanted stoichiometry during co-deposition. This
process requires, depending on the material, a heated substrate. A similar way to grow a thin
film is the sublimation process. This process also requires an evaporator, but for the most cases a
lower power is needed. Here the material is evaporated in a stoichiometric form onto the surface
to create the thin film. This method has the advantage of low substrate temperatures and that
the desired stoichiometry is already created. Another PVD process is magnetron sputtering, here
a target is sputtered by the constant bombardment of an ionized gas. By this process the material
is removed from the surface and guided to the substrate to create the thin film [195], [196]. In
Fig. 3.9, the different PVD methods are displayed.

Figure 3.9: Different PVD techniques are shown. In a) the MBE method in the setup of co-
deposition is displayed. Two evaporators are operated in parallel with the sample in a
central position. The evaporation has a Gaussian distribution, which is shown as a
insert in a). Here the overlap of the two Gaussian functions is shown. The sample is
placed at the spatial intersection point of the two Gaussian distributions. b) shows
the sublimation process of a stoichiometric powder. c) Magnetron sputtering process.
The Ar ions are accelerated onto the target surface and remove the target material.
The material is then directed onto the substrate surface to grow a thin film. The
magnetron sputtering design is based on [197].

In CVD, the vacuum chamber is filled with an atmosphere of precursors [198]. This process is
done stepwise, depending on the material that should be grown. In the case of a more complex
growth, the reaction chamber is separated into different areas [198]. A constant gas flow is injected
either with only a reacting gas or also with the material phase. In Fig. 3.10, a schematic principle
is displayed. The different substrates are heated either for creating an evaporation or for helping
the surface reaction process [198], [199]. This technique is also used to grow specific ceramics such
as crucibles, since the seeding substrate can be removed after the coating layers are thick enough
[200], [201].
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Figure 3.10: During the CVD process a constant flow of a reactive gas is introduced into the
reaction chamber. Since the chamber is pumped, always fresh gas is entering and
the waste products are removed. The design is based on [198], [199]. a) shows the
stepwise CVD. Here also some evaporants are heated and the material is transported
via the injected gas into the chamber part with the substrate. b) shows the CVD
mechanism with two gases injected into the chamber. A reaction appears between
gas one and two, so that the first gas is decomposed and the wanted material is
deposited onto the substrate. The new reacted atmosphere is constantly pumped
away.

Both techniques have advantages and disadvantages, as the CVD method allows large constant
surfaces to be grown. The advantage of PVD, and sublimation in particular, is that the substrate
surface does not need to be strongly heated [198]. This makes the technique very attractive for
future device growth applications.
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3.1.4 Experimental techniques
The experimental techniques used are explained in the following subchapters.

X-ray Photoelectron Spectroscopy

XPS is a non-destructive and element-sensitive measurement technique, which is used to investigate
the chemical composition and state of the investigated material [202]. The high resolution
spectrometer setup, which allowed for the first time the precise measurement of the element-
dependent binding energy EB, was developed and constantly further developed by K. Siegbahn
and his colleagues [203], [204]. This major contribution lead finally in 1981 to a Nobel Prize for
K. Siegbahn [203], [204]. This technique can be used for nearly all elements of the periodic table,
besides H and He, this is caused by their low number of electrons [205]. In general a XPS setup
only consists of three main components. The first one is the X-ray source, which usually consists
of two different anode materials Mg (EP hoton = 1253.6 eV) and Al (EP hoton = 1486.6 eV) [205],
[206]. In Fig. 3.11, the structure of a typical X-ray tube is displayed.

Mg

Al

Filament/Cathode
4.8-5.0 A

Anode 15 kV

Water cooling

e- e-

e-

1. 2.

Figure 3.11: Displayed is the working principle of an x-ray tube. The dual anode x-ray gun
consists of two filaments, which can sustain a current of max. 5.0 A. The emitted
electrons are guided to the anode, which is water-cooled and where a HV of 15 kV
is applied. The numbers 1. and 2. are describing the two possible emission cases
depending on the anode material. The design is based on [207], [208].

For the dual anode design, two filaments are mounted inside the x-ray gun head [209]. The
filament is emitting the electrons, which are accelerated onto the anode material (Mg or Al).
This is causing a core-level electron excitation, which emits x rays during the relaxation process.
However, the here described and used X-ray tube is not emitting monochromatic radiation. In
the case of an Al anode the FWHM is 0.9 eV and for a Mg-anode 0.7 eV [209], [210]. To achieve
fully monochromatic X rays, a monochromator (quartz crystal) must be used, which increases the
signal to noise (STN) ratio and decreases the FWHM [204] [209]. The reason that two different
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anode materials are used is that during the XPS measurements not only the wanted XPS peaks
are observed, but also Auger peaks resulting from secondary electron processes. By switching
the anode material from Mg to Al the XPS core-level peaks are stable in binding energy and
are not shifting. However, the Auger peaks do depend on the excitation energy, such that the
photoemission peaks change their energy position in a binding energy spectrum. The second and
third part are the analyzer and the detection systems (Fig. 3.12).
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X-ray gun
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Figure 3.12: A general XPS setup design. The x rays emitted from the x-ray gun onto the sample
release core-level electrons from the sample surface. These electrons are entering the
hemispherical analyzer and are focused by electrostatic lenses inside the analyzer
nose. The applied voltages allow only such electrons which are fulfilling the energy
restrictions to be refocused and to enter the detector system. The figure is based on
the design from [211] and [212].

Over the last decades, different analyzer designs have been developed and used. However,
the nowadays primarily used analyzer type is the hemispherical analyzer, which has the highest
resolution from all analyzer designs [209]. The emitted electrons from the sample surface reach
the entrance of the analyzer system, where they are either accelerated or decelerated and focused
by the electrostatic lenses. Inside the analyzer, an electric voltage is applied to the outer and
inner hemispheres (opposing signs). The applied voltage is used as a selection mechanism, so that
only electrons with the wanted pass energy (PE) (Epass) are refocused and reach the detector
[209]. The PE is set constant during the measurements, so that even for different kinetic energies
the analyzer resolution is independent of energy. The selection of the correct PE is important,
since for low pass energy the amount of counts is dropping and therefore the STN is getting worse.
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However, the decreased STN ratio can be fixed by increasing the measurement time (more scans
and higher dwell time), but the main advantage is the higher resolution [209], since the resolution
∆E ∝ Epass. As a detection system either channeltron or charge coupled device (CCD) detector
systems are used. Since this technique can resolve also low material amounts, it is very important
to keep the investigated sample in a clean environment, otherwise some materials like O and C can
contaminate the sample surface. This would cause wrong thickness estimation and the material
could also react with O, so that the properties could change. Therefore it is very important
that the measurements are performed at low pressures in the range from low 109 − 1011 mbar,
otherwise the ML formation of the contaminant material is very fast (Fig. 3.13) [209].

Ambient Pressure
1 bar

Rough Vacuum
>1 mbar

Ultra High Vacuum
10-8-10-11 mbar

High Vacuum – Very High
Vacuum

10-3-10-8 mbar

Figure 3.13: Schematic representation of the amount of atoms depending on the vacuum condition.
With decreasing amount of atoms inside the vacuum atmosphere, the formation time
of an adsorbed ML is increasing. The time for the formation of 1 ML with a sticking
coefficient of 1 to form 1 L (Langmuir) is 1 s at 10−6 mbar [213], [214]. The figure is
based on Ref. [215].

Not only that the sample surface would be contaminated at higher pressures, also the increased
amount of atoms inside the chamber atmosphere would interfere the traveling process, due to
scattering processes [209], [214]. In Fig. 3.14, the theoretical concept of XPS is shown.
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Figure 3.14: a) Inelastic mean free path λ of electrons in solids in nm as a function of the kinetic
energy. The displayed universal curve is based on the parameters for Au. However,
the shape and behavior is the same for other elements. b) Excitation process during
the illumination with Al Kα radiation. The x rays are exciting an electron from
the core-level so that it overcomes the vacuum level and leaves the atom (primary
electron). As a result, the secondary electron processes start. An electron from a
higher energy level is jumping to an energetically more favorable state and by this
process it is emitting radiation with a discrete energy, which is exciting another
electron from a higher energy level, which then leaves the atom as an Auger electron.
c) Energy level scheme as a base understanding for the binding energy equation.
The Fermi level of the sample and the spectrometer are equal, since the system is
grounded. The figure is based on designs from [204], [209], [216]–[218].

The emitted X-rays can penetrate deep into the sample, however not all excited electrons are
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reaching the sample surface and can be measured [209]. This is a direct consequence of the
energy-dependent inelastic mean free path λ, which is an average value for the expected decay
length before getting absorbed. In Fig. 3.14 a), the universal curve is displayed, which is based on
the following equation [219]:

λ = A

E2 + B ·
√

E (3.1)

= 177
E2 + 0.054 ·

√
E (3.2)

Here the values for A and B are related to Au, but they are not much different for other elements,
where A is 143 [219]. In the case of XPS measurements, the important energy region is in the
range from 200 eV-1476 eV (Al anode). This equation of the inelastic mean free path has to be
adapted in the case of a different emission angle θ.

λ(θ) = λ · cos(θ) (3.3)

Therefore only the topmost 5-10 nm (3 · λ · cos(θ = 0)) are contributing to the XPS spectra
[209], [220], [221]. In Fig. 3.14 b), the excitation and ejection process is displayed including the
secondary electron/Auger process. The emitted X-rays are exciting the core-level electrons, so
that they can leave the atom by overcoming the vacuum level. The binding energy EB of the
photoelectron can be calculated in the following way [206, p.10], [209]:

EB = EPhoton − Ekin − ΦSample − (ΦAnalyzer − ΦSample) (3.4)
EB = EPhoton − Ekin − ΦAnalyzer (3.5)

Here Ekin is the kinetic energy of the excited electron and Φ is the workfunction (WF) of the
detector and sample. In Fig. 3.14 c), the origin of the binding energy equation is schematically
displayed. Since the general working principle of XPS measurements is now explained, we can
start with the explanation of the information, which is embedded in the spectra. Within the full
spectral range of the measurement, different peaks can be observed, which have different origin.
In Fig. 3.15, a survey scan of Au(111) is displayed.
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Figure 3.15: Displayed is a survey spectra of Au(111), measured at CFM with a non-
monochromatic Al anode (Kα1,2 radiation). Indicated are an exemplary Auger
and XPS peak of Au as well as the background.

The background, which is indicated in Fig. 3.15, originates from inelastic scattering processes
of the excited/ejected electrons [217]. For later evaluation of the data, the background needs
to be subtracted from the measured spectral peaks. Several different background approaches
can be used, however, the physically most correct background subtraction is by using either a
Shirley [222] or a Tougaard-type background [223]–[226]. The first peak type is the XPS peak
(Fig. 3.15) from the first-order excitation. The peak shape is an convolution of Lorentzian and
Gaussian curve (the latter caused by the analyzer and the x-ray gun) [227], which results in the
typical Voigt profile. Depending on the measured material, the line shape and FWHM is changing,
however, the measured line width is always based on the system energy resolution and therefore it
is a convolution of several factors. The following equation is an approximation for a convolution
of Gaussian profiles [227].

∆E =
√

(∆E2
r + ∆E2

X + ∆E2
A) (3.6)

Here ∆Er is the natural FWHM of the elemental peak, ∆EX is the FWHM of the x-ray tube and
∆EA is the energy resolution of the analyzer [206], [227].

Except peaks, resulting from s orbitals, all other orbitals result in two peaks (doublet config-
urations) with the same FWHM, this is caused by the spin-orbit coupling (SOC). In Tab. 3.3,
the orbital configurations for each orbital are displayed as well as the area ratio between the
corresponding XPS peaks. If the XPS peaks are shifted compared to literature values, this can
have several reasons. The first could be that the sample is not grounded or an insulator, which
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Orbital Configurations lj Area Ratio ALB
AHB

s-Orbital s 1
2 /

p-Orbital Prep p 1
2 , p 3

2 2
1

d-orbital d 3
2 , d 5

2 3
2

f-orbital f 5
2 , f 7

2 4
3

Table 3.3: Orbitals and their configurations, which are measured in XPS, as well as the area ratio
between the two XPS peaks [210, p.4]. The area of the peaks are indicated by ALB

and AHB , where LB and HB are standing for lower and higher binding energy. l is the
orbital quantum number and j is the total angular momentum (j =| l ± s |) with s as
the spin quantum number [206, p.10]. The table is a modified version of the one in Ref.
[204].

causes therefore a charging shift. This can be easily checked by comparing the substrate peak
position of the main transition to literature values, since charging would affect all peaks equally.
Charging of a sample can also be identified by peak broadening [206], [209]. Another possibility
for a peak shift is a chemical shift [206], [209], which is caused if the material is reacting and
creating a different oxidation state. A positive oxidation state like Fe2+ is causing a shift to
higher binding energies compared to the Fe0 state. If the peak positions are starting to shift
with increasing sample thickness, it can be caused by a quasi WF change. This phenomenon
has been observed in the Ref. [32], [228], [229]. Here the shift has been observed due to the
interaction with the substrate material. Another possible reason is thickness dependent shift to
higher binding energies, due to the vdW behavior of multilayer materials. This shift can also be
observed in scanning tunneling spectroscopy (STS) measurements for different thicknesses. It has
been observed that the conduction band shifts with increasing thickness [33], [230].

The other peak type which is displayed in Fig. 3.15 are Auger peaks, which are a result of the
secondary electron process as described before. By changing the anode material, the XPS peaks
are staying at the same binding energy and the Auger peaks are moving to a new energy position
depending on the new photon energy. Satellite peaks can be distinguished into artificial peaks
(x-ray tube related) and process peaks (Shake up) [206]. By using a non-monochromatic X-ray
tube, not only the characteristic peak but also peaks from higher photon energies are visible.
Depending on the anode material also different minor intensity peaks are visible, which have all
very low intensity. In the case of an Al-anode, the second-most intense peak is shifted by 9.8 eV
to lower binding energies with an intensity of only 6.4 % of the main peak [206, p.17-18], [209].
The other type of satellite peaks are called shake-up peaks. In the case of an shake-up peak, the
created ion is staying in an excited state (ES) [206]. This ES is energetically some eV above the
ground state (GS), which causes a shift to higher binding energies [206, p.18-19]. These peak
types are normally nicely visible in lab XPS setups, however there are peaks (multiplet peaks),
which can only be observed in setups with very high resolution, since they are energetically very
close and have a small FWHM. The multiplet peaks are occurring in systems with partially filled
shells (unpaired valence electrons [231]). Here the unpaired electrons can couple to the unpaired
electrons in the core-level and therefore create different final states, which are broadening the
peak structure [232]. This is the reason why the XPS and XAS spectra of metallic Fe (Fe0) show
no multiplet peaks, but Fe2+ and Fe3+ does [233], [234]. These peaks can be resolved by using
synchrotron radiation, where the photon energy can tuned and the energy resolution is high
enough.

39



Experimental techniques

Synchrotron radiation

In Fig. 3.16, the general structure of a synchrotron is displayed.

End station

Linear Accelerator

Electron Gun

Booster ring

Storage ring

Figure 3.16: General structure of a synchrotron. It contains the electron gun, which is connected
to the Linear accelerator. From the linear accelerator the electrons are entering the
booster ring. From the booster the electrons are entering the final stage, the storage
ring. The endstations are directly connected to the storage ring and are containing
the measurement setups. Before each end station either an undulator or bending
magnet is mounted. The design is based on [235], [236].

The electrons are created by an electron gun, which is directly connected to the linear accelerator,
where the electrons are accelerated until they have the injection energy of around 100 MeV [237],
[238]. Now they are entering the booster ring, which is a circular accelerator, which is increasing
the electron energy by using an array of bending magnets, which are keeping the electrons on the
circular orbit [238], [239]. To reach the extraction energy, which is in the range of some thousand
MeV [239], [240], the magnetic field is constantly adapted. The electrons which are entering the
storage ring have relativistic energies Erel [237]. After the electrons have reached the maximum
energy they are extracted and entering the storage ring. The storage ring consists of different
magnet setups (undulator, wiggler and bending/dipole magnets), which are used to emit the X-ray
radiation by deflecting the electrons in the magnetic field. Each of these have own advantages
and disadvantages. Since the electrons have relativistic energies, the radiation cone is narrow and
is only emitted along the trajectory [237]. The performed synchrotron experiments always require
a high flux and a high degree of circular polarization (σ) as well as the possibility of switching
the polarization of the light depending on the performed experiment [237]. However, depending
on the magnet setup it is not always possible to have a high flux and high degree of polarization
[237]. In the following we will compare bending magnet setups with undulator and wiggler setups.
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Figure 3.17: a) Bending magnet setup. The electron beam is entering the bending magnet. The
deflection inside the magnetic field is causing the emission of X-ray radiation. On the
plane of the electron trajectory, the emitted X-ray radiation is linearly polarized and
above and below the plane the X rays are circular left and right polarized. b) Wiggler
setup. The electron beam is entering an array of bending magnets with opposing
signs. Due to the magnet array, an oscillation of the electron beam is achieved,
which is emitting at each bend X-ray radiation. Therefore the X-ray flux is higher
than for a single bending magnet. The radiation is summing up incoherently. Here
only linear polarized light is emitted. c) Undulator magnet setup. The structure of
the undulator setup is identical to the wiggler setup. The major difference is the
strength of the applied magnetic field. In the undulator the oscillation has a smaller
amplitude, so that the emitted X-ray radiation is adding coherently. Here horizontal
linear polarized light is emitted. d) Helical undulator. The helical undulator setup
is used to create circular polarized light, therefore two regular undulator setups
are shifted with respect to each other, so that a helical electron beam trajectory is
created. To create vertical linear polarized light a similar setup type is used, only
with a different shift between the two undulator arrays. The designs are based on
[236], [237], [241]–[244].
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In Fig. 3.17 a), the structure of a bending/dipole magnet is displayed. The electrons which
are entering the bending magnet are emitting X rays (Bremsstrahlung) [243]. For a bending
magnet setup, the X-ray polarization needs to be distinguished in on-axis and off-axis [237]. The
polarization on-axis is linearly and off-axis is circular left or right. Therefore, in experiments where
circular polarization is needed and a bending magnet setup is mounted the X-ray flux is strongly
reduced [237] by nearly a magnitude. Also the fact, that the two different degrees of circular
polarization are located at different off-axis positions is causing some problems, because the needed
movement of the measurement setup for switching the polarization can cause spectral shifts due
to a different incident angle on the monochromator [237], [245]. In Fig. 3.17 b), the structure of a
wiggler magnet setup is displayed. This setup consist of periodically ordered magnet arrays [241],
which are used to create an oscillation of the electron beam. The X-ray radiation which is obtained
by such a setup has a higher flux compared to the previously discussed setup. The structural
scheme of a wiggler setup is identical to the one of an undulator. These two magnet setups can
be distinguished by the oscillation amplitude and period. If the radiation from each separate
magnet system is adding up coherently the setup is called undulator (IFlux ∝ Nelectron · N2

Poles),
if not, it is a wiggler (IFlux ∝ Nelectron · NPoles) [237], [243]. The primarily used magnet setups
in this thesis are undulator setups. The setups described in Fig. 3.17 b) and c) are producing
only linear polarized light along the beam axis, since an equal amount of oscillation minima and
maxima is existing. To create circular polarized light with an undulator setup a helical path
needs to be created (Fig. 3.17 d)) [237]. This can be either achieved by using an alternating
array of permanent magnets, which has the disadvantage of slower polarization changes due to a
mechanical movement of the magnet arrays, or by two arrays of electromagnet setups, which are
shifted with respect to each other [237], [246], [247] [248]. This permanent magnet setup is found
at many beamlines. The majority of experiments in this thesis were performed at beamlines with
an APPLE II undulator (permanent magnet setup) [246]. At the DEIMOS beamline a setup
exists to achieve fast switching between the two polarization directions with a frequency around
10 Hz [249], [250].

X-ray Absorption Spectroscopy and X-ray Magnetic Circular Dichroism

XAS measurements are element-specific, due to the unique binding energy of each element. During
the measurements, x-ray radiation is absorbed by the atoms of the material, which results in an
excitation of a core electron into the unoccupied part of the valence band [251]. The excitation of
the core electron causes a strong increase of the absorption, which is called edge [251]. At the
core-level position a hole is created [252], which causes subsequent electron processes (Auger).
The XAS measurements are performed in total electron yield (TEY), which is proportional
to the absorption coefficient [252]. Since TEY measurements are dominated by scattered low
energy secondary electrons from the Auger process [253], this measurement technique is very
surface sensitive (range of some nm) [252], [254]. Depending on the measured energy range, two
experimental classes can be distinguished, the near edge x-ray absorption fine-structure (NEXAFS)
[255] and the extended x-ray absorption fine-structure (EXAFS) [256]. During the NEXAFS
measurements, the large post-edge energy range > 50 eV will be measured [257]. The XAS spectra,
which are presented in this thesis are all measured in NEXAFS mode, which is used to determine
the chemical oxidation state of the investigated material [258] as well as the coordination. Since
the XAS measurements were performed by using soft X-ray radiation, it is mandatory to have
a low pressure (max. 10−8 mbar). This restriction is related to the relatively low observable
thickness, therefore if the surface is contaminated (at higher pressures) it would not be possible
to characterize the sample properly. In Fig. 3.18, the working principle of XAS is displayed.
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Figure 3.18: Working principle of XAS measurements. On the left side the excitation process
is shown. A core-level electron (here 2p 3

2
) is absorbing the X-ray radiation and

the excitation process is moving it to an unoccupied state in the valence band. By
driving the photon energy from a pre-edge value (10 eV before the edge) to a post-edge
value (10-15 eV after the edge), the XAS spectra is measured. On the right side an
exemplary XAS image of FeBr2 on Au(111) is shown. Inside the figure the different
edge positions for Fe as well as the pre- and post-edge are indicated. The design is
based on [237], [244], [253], [257].

Depending on the oxidation state, the multiplet splitting, which is a consequence of the SOC
as well as exchange effects, can be observed. On the right side of Fig. 3.18, a XAS of FeBr2
is displayed. It can be observed that inside the main Fe L3 edge additional peaks are visible,
which are caused by the multiplet splitting. Depending on the measurement setup, there are two
different ways of characterizing the magnetic properties of a sample via XMCD. If the beamline
has a bending magnet setup in front, then XMCD measurements are performed by switching the
magnetic field, which is applied to the sample from +B to -B and keeping the polarization of the x
rays constant. If an undulator setup is in front of the measurement beamline, then the polarization
of the x-rays can just be changed and the field kept constant at a needed maximum level. The
data which are shown in this thesis were measured at different beamlines, but a majority of the
performed measurements were done by using an undulator setup. The energy range for XMCD is
always in the energy range of NEXAFS measurements. The XAS and XMCD measurements can
be performed at different geometries. If the x-ray beam is reaching the sample perpendicular to
the surface, then it is called normal incidence measurements (normal incidence (NI)=0/90 ◦). The
other possibility is to measure under an angle of 20/70 ◦, this is called grazing incidence (grazing
incidence (GI)). The importance of these two angles is that by measuring under both angles it
can be distinguished if the magnetic moments are aligned IP or OoP and therefore the anisotropy
of the sample can be probed. In Fig. 3.19, the working principle of XMCD is displayed as well
as an exemplary spectrum. XMCD measurements can be performed in different repetition ways
either in the zig-zag mode (circular right (CR)-circular left (CL)-CR-CL) or in the step-function
way (CR-CL-CL-CR).
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Figure 3.19: a) Working principle of XAS and XMCD measurements. Light with circular left
and right polarization is irradiated onto the sample and is causing an excitation
with different probabilities depending on the spin orientation. In b) the resulting
XAS spectra for σ+ and σ− are displayed. The green spectrum is representing the
average of the two polarization directions (isotropic XAS). In c) the resulting XMCD
spectrum, which is the subtraction of both polarization directions, is displayed. The
measurements for this sample were performed at the BOREAS beamline at ALBA
synchrotron on an FeBr2 on Au(111) sample. The design in a) is based on [253],
[257], [259], [260].

The XMCD signal strength depends on several internal and external parameters. The internal
ones are related to the properties of the investigated material (magnetic properties and amount of
material). The external ones are UHV conditions for soft X-ray measurements, degree of circular
polarization of the light, and relative magnetic saturation of the material. By using different
circular polarization (σ+ or σ−), different transition probabilities exist for the two specific spin
orientations. To calculate the transition probabilities, Fermi’s golden rule is used. However, not
all transitions are allowed and this can be checked by applying the dipole selection rules and the
conservation of the spin and the angular momentum [237].

∆ml = 0, ±1 (3.7)
∆ms = 0 (3.8)
∆l = ±1 (3.9)

For linear polarized light the case of ∆ml = 0 is valid [237]. The quantitative analysis of the
XMCD spectra is not only revealing preferential spin orientations in a sample, but also the
expectation value of the spin SZ and orbital moment LZ as well as the spin magnetic dipole TZ

along the z-direction. The dipole term includes charge transfer effects, crystal field strength, and
many more effects [261], however in the case of a system which does not contain strong anisotropy
the dipole term can be ignored, since it is very weak [237]. The magnetic moment information
can be extracted from the sum-rules [262], [263]. In the following the equation of the spin and
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orbital magnetic moments for the L2,3 edge are displayed [244], [253], [257], [264], [265].

mSz,Eff = 3 ·
∫

L3
XMCD · dE − 2 ·

∫
L2

XMCD · dE∫
L3+L2

XAS · dE
· NH (3.10)

µSz,Eff = −AL3 − 2 · AL2

AXAS
· NH · µB (3.11)

ml = 4
3 ·
∫

L3+L2
XMCD · dE∫

L3+L2
XAS · dE

· NH (3.12)

µl = −2
3 · AL3 + ·AL2

AXAS
· NH · µB (3.13)

Here NH is the element-specific number of holes in the d-shell. In the case of a HS Fe2+ state,
NH = 4. The terms AL3 , AL2 , and AXAS are representing the calculated area of the L3 and L2
edge of the XMCD spectrum and the total area of the normalized and background subtracted
XAS spectrum. Depending on the evaluation routine the equation can look slightly different. The
simplified version of Eq. (3.11) is displayed in the following and only using the values of the
integrated spectra [266].

mSz,Eff = mSz + 7
2 · Tz (3.14)

= 3 · p − 2 · q

r
· NH (3.15)

mL = 4 · q

3 · r
· NH (3.16)

Here r is the maximum value of the integrated XAS spectra and p, q are the distance of the
integrated XMCD L2 pre-edge and post edge to zero. In Fig. 3.20, the XAS and XMCD spectra
for applying the sum rules are displayed.
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Figure 3.20: a) Isotropic XAS together with its integrate. The arrow indicates the r value, which
can be extracted from the integrated spectrum. The isotropic XAS spectra was
background subtracted before integrating it. In b) the p and q values of the integrated
XMCD are explained. The displayed spectra were measured at the BOREAS beamline
at ALBA synchrotron on BL FeBr2 on Au(111).

However, sum-rule analysis is not giving for every material system the correct values. With
decreasing energetic separation between the L3 and L2 edge, the calculated values are getting
less precise. This is the case for lighter transition metals like Cr and V, but also for Mn [261].
Depending on the amount of material, also the substrate background needs to be taken into
account. In the case of a bulk or nm thick material, the substrate background can be neglected,
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however, with decreasing material amount down to the ML and sub-ML limit, the background
plays a more important role [237]. This is visible in the case of Au(111), which has a very dominant
curvature in the regions of the transition metals (Fig. 3.21).

Figure 3.21: In a) the XAS measurements of a sub-ML FeBr2/Au(111) and in b) BL FeBr2 on
Au(111) are displayed. Both measurements were performed at 2 K with an applied
field of 6 T at the BOREAS beamline at ALBA synchrotron. By comparing the
backgrounds it is visible, which strong influence the substrate has for low coverages.

At the beamlines not only static XMCD measurements can be performed, but also dynamic
and static magnetization curve measurements. For performing magnetization curve measurements,
it is important to measure the XMCD at least at two different energies. One needs to be located

47



Experimental techniques

at the pre-edge and the other at the region of maximum intensity of the XMCD signal. In
Fig. 3.22, a schematic magnetization loop measurement is displayed. After the two energies
are fixed, the magnetic field is moved from +B → −B → +B. By measuring in TEY mode, a
measurement-specific artifact peak at around 0 T is appearing. This artifact at around 0 T is
related to the reduced electron guidance at low fields.

Figure 3.22: XMCD spectra of a BL CoCl2/Au(111) measured at 2 K at the DEIMOS beamline
(SOLEIL synchrotron). The arrows are indicating the measurement position for
the magnetization loop. In b) the corresponding magnetization loop is displayed
including the TEY artifact peak. The CoCl2 spectra were measured together with
the Ph.D. student Samuel Kerschbaumer at SOLEIL. He will use the data inside his
thesis, therefore this figure is just an exemplary one to explain the principle of TEY
magnetization loop measurements and was used with the permission of his supervisor
Dr. Maxim Ilyn.
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X-ray Linear Dichroism and X-ray Magnetic Linear Dichroism

Equivalent to XAS and XMCD measurement, which are based on circular polarized light, there
exist also measurements based on linear polarized light. If the measurements using linear polarized
light are performed without applying an external field, they are called XLD [267] or x-ray natural
linear dichroism (XNLD) and with an external field XMLD [244]. In Fig. 3.23, the working
principle of XLD and XMLD is displayed.

K/1s

L1/2s

L2/2p1/2

Fermi level

L3/2p3/2

Unoccupied valence state

Occupied Valence state

DOS

LVLH

LVLH
Geometry: GI

a)

c)

b)

Figure 3.23: a) Working principle of XLD and XMLD measurements. b) Exemplary spectra of an
XLD measurement performed at the BOREAS beamline in ALBA at 2 K of MnCl2
(around 1.0 ML). The exemplary measurement geometry is displayed in c). Here the
sample is aligned in GI. The figure a) is based on [268], [269].

By radiating linear polarized light onto the material, the X rays are interacting with the
non-spherical charge distribution [267], this interaction acts as a probing mechanism for the
unoccupied states along the direction of the electric field (orientation of molecular orbitals [269]),
which is the reason to perform the measurements with vertical and horizontal linear polarized light.
The XLD effect, commonly also called search-light effect [269], is based on the different transition
probabilities for different electric field vectors [244]. In the case of XMLD measurements, the
sample magnetization is either IP or OoP. Therefore by irradiating the linear polarized light, the
magnetic anisotropy can be probed. A prominent example of using XMLD as a probe for anisotropy
and antiferromagnetic order is NiO [269], [270], and [271]. In NiO a cubic symmetry exists, which
is causing that no XLD effect can be measured [269], but since NiO is antiferromagnetic, the
cubic symmetry is broken and a small anisotropy is existing [269]. This anisotropy is causing that
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the material can be observed by the searchlight effect under the presence of a magnetic field [269].
With both methods, XMCD and XMLD, the material can be investigated and antiferromagnetism
can be detected [270]. The XLD and XMLD measurements, which will be shown in the later
evaluation chapters were performed by measuring the sample at GI with linear horizontal (LH)
and linear vertical (LV) polarized light with and without applying an external field.

Low-Energy Electron Diffraction

LEED is a technique for the structural analysis of the surface of single-crystalline samples. The
technique is based on the diffraction of electrons with a constant energy from surfaces in an
energy range of 10 eV to 1000 eV [272, p.72]. Since we want to observe the atomic structure, it is
necessary that the used wavelength is in the same regime as atomic lattice distances. By using
the de-Broglie wavelength equation [273] for an electron with 100 eV, a wavelength of 1.2 Å can
be calculated [274, p.92].

Figure 3.24: Schematic LEED setup. The central part shows the electron gun including the
electron optics. The sample is hit by the electrons and the diffracted electron beam is
reaching the fluorescent screen, where the diffracted image is displayed. In the lower
part, a Au(111) LEED pattern (green) including the herringbone reconstruction (red)
is displayed (measured at CFM). Design based on [272, p.72], [275].

λD = h

p
= h√

2 · m · Ekin
(3.17)

In Fig. 3.24, a schematic LEED setup is displayed, which consists of a fluorescence screen,
acceleration grids, electron optics (L2 and L1,3) and the electron gun. All these parts are inside
the vacuum at UHV conditions. The reason that these experiments are performed under UHV
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conditions are manifold. One reason is related to the electron gun system and the used filament.
Another reason is the surface contamination at higher pressures or ambient conditions [272, p.72].
The LEED image is captured by a CCD camera, which is mounted outside the vacuum. It is
important that no light can enter the chamber, otherwise artifacts are also displayed on the LEED
image. The electron gun (cathode) is emitting electrons from the filament, which are focused via
the electron optics onto the sample surface under an angle of 90 ◦ (perpendicular to the sample
surface). Before reaching the fluorescent screen, the diffracted electrons from the sample surface
are filtered by the acceleration grids. In Fig. 3.24, the LEED pattern (reciprocal lattice structure)
of Au(111) is displayed. The LEED pattern of Au(111) behaves special compared to other single
crystals. In general, the LEED pattern consists of very sharp spots, however since Au(111) shows
the herringbone reconstruction, the main spots are bigger and more blurry compared to other
materials with identical surface flatness. To identify the (0,0)-spot the electron energy needs to
varied. With varying energy, all diffraction spots besides the (0,0)-spot are moving.

Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) was invented in 1982 [276] and was rewarded later by a
Nobel price in 1986 [277]. This technique allows to characterize in real space the sample surface
(surface topology and atomic resolution) [276]. To achieve the needed resolution different external
factors (system noise, surface cleanness and measurement temperature) are playing an important
role [276]. However, one of the most important parts is to have a sharp tip [278], [279], [280].
Since the tip is attached to a piezo motor, it can be moved precisely in all three degrees of freedom
with a lateral resolution of a few Å [276]. In Fig. 3.25, the tunneling process is illustrated from
a classical and quantum mechanical point of view. In a) the classical view is shown, where the
particle cannot overcome the one-dimensional potential well because the energy of the particle is
lower than the potential energy (E < U0).

Figure 3.25: a) Classical description of an electron in a potential well system. In the case that the
electron energy is not higher than U0 (height of the potential well), it can not reach
the area behind the well. In b) the quantum-mechanical description is displayed. Here
the electron wave function can penetrate the potential well by a certain probability
and therefore reach the area behind. Design is based on [281].

In b) the electron is not described as a classical particle but as a wave function. Therefore,
the electron can to travel through the potential well, because it has a non-zero solution in the
classical forbidden region (inside and behind the potential well). The illustration in b) shows
three regions of interest, the first and third regions are related to the tip/sample surface and
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the second is the vacuum barrier between the sample and the tip. Since the tunneling current
depends exponentially on the distance between tip and sample only a few Å separate them in
the tunneling regime (overlap of tip and surface wave functions). Figure 3.26 shows the STM
tunneling process with Φ as the WF of the surface. In the case that no bias voltage is applied
between the tip and sample the net tunneling current vanishes (bidirectional tunneling) [282]. By
applying a bias voltage, the Fermi level of the tip is lowered or raised and the tunneling process
is going into the direction of the tip or the sample. The electron can tunnel either elastically
or inelastically [283], [284]. The inelastic tunneling process requires that the electron excites a
quasiparticle (phonon excitation) [284]. This process only occurs if the initial energy is larger
than the excitation energy [285]. In the elastic tunneling process there is no energy loss due to
quasiparticle excitation [286].

Figure 3.26: Potential between the sample surface and the STM tip (both metallic materials).
Without applying a bias voltage (VBias), the Fermi levels of surface and tip are aligned.
This would result in a tunneling process in both directions, with no net tunneling
current. To achieve the wanted tunneling process, the Fermi energy of the tip is
getting lowered or raised by applying VBias. The different colors are representing the
processes of elastic (red) and inelastic (purple) tunneling. Design is based on [282],
[287], [283].

The STM measurements can be performed in two different modes, either in constant current (CC)
or at constant height (CH). In the CH mode the tip does not approach the sample surface and
only the tunneling current is measured, therefore the measurements can only be performed on
relatively flat samples, since otherwise the tip would crash into the sample surface. In the CC
mode the z-piezo regulates the height of the tip, so that the tunneling current is kept constant,
therefore this mode is preferable for non-flat surfaces [276], [282], [284], [288]. In the case that
the substrate is a semiconductor or an insulator, the measured height between the material and
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surface is wrong. The reason for the height problem is that the relation between substrate surface
(metal) and tip are not identical to sample surface (semiconductor or insulator) and tip. However,
with increasing thickness of an insulator the STM measurements will get more difficult, until
they are impossible. Another measurement method, which can be performed at low temperatures
inside the same STM setup is STS. STS measurements are used to probe the local density of
state (DOS) of the investigated material [284], [289] and are used to obtain information about
the electronic properties. The STM measurements performed in this thesis were all measured at
low temperatures (4.3-77 K). In the temperature regime of 4.3 K the measurements have reduced
thermal noise and sample drift is suppressed.

Quartz Crystal Microbalance

A quartz crystal microbalance (QCM) is used to monitor and calibrate the amount of evaporated
material. It measures the eigenfrequency change (∆f) due to the mass change (∆m) during the
evaporation. The measured rate is displayed in units of Å

s or Å
min . This calibration procedure

needs to be redone before every evaporation, so that the evaporation conditions are reproducible.
The critical parameters to monitor the correct rate are the density of the material, the tooling
factor and the measured frequency change ∆f . The tooling factor needs to be determined before
the evaporation. If the value is 100 %, it means that the QCM is at the same position as the
sample holder during the evaporation. During the evaporation the eigenfrequency (f0) of the
quartz crystal is changing. In the following equation the relation between the frequency change
∆f and the increasing mass (∆m) is displayed [290]. The used quartz crystals inside the vacuum
chambers are protected by a Au coating layer. In the case of a QCM, which is implemented in
the evaporator setup (Fig. 3.28), a regular battery watch quartz crystal is used with f0 = 6 MHz.

∆f = −∆m · f0
A · ρ · d

(3.18)

Here ρ is the density of the material, A is the total area and d is the thickness of the crystal [290].
In Fig. 3.27, the working principle and structure of the QCM is displayed. After the material is
degassed and the temperature of the crucible and powder is equilibrated, the total rate (R) will
increase linearly with time and the eigenfrequency (f0) will drop constantly. To have an accurate
reading, the QCM needs to be cooled with water or air.
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Figure 3.27: Left: Top view of the QCM design inside the vacuum chamber. Middle: The upper
image shows the layers of the measuring unit divided in Au electrode, quartz crystal
and sensitive coating layer. The bottom image shows the evaporation of material on
top of the crystal. Right: Time evolution of the eigenfrequency (f0), the frequency
change (∆f), the evaporation rate (∆R) and the total rate (R). The design of the
QCM is based on the PREVAC design [291] and the image is a modified version of
the figure from my master thesis.

Crucible

Shutter
QCM

Figure 3.28: Home made single pocket evaporator. The evaporator is used for the evaporation
of stoichiometric powders. In the front a QCM with an eigenfrequncy of 6 MHz is
mounted. The Cu-block is used as a holding mechanism of QCM.
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3.2 Measurement setups

In the following sub-chapters the different laboratories and measurement chambers are described
in detail. Here only the setups where the majority of data was acquired will be described. In
all systems the preparation and measurement chambers were separated, since the analyzing
equipment can be damaged by the evaporated materials. The used measurement equipment,
besides the equipment and parts from synchrotron radiation sources, are listed in the Appendix
in Tab. 7.2. In the following the chamber designs are redesigned on the experience gained during
the beamtimes and laboratory measurements.

3.2.1 List of Laboratories

In Tab. 3.4 a location list of the different laboratories and synchrotron radiation sources where
the measurements were performed is given.

Measurement Labs
Country Facility Beamline/Lab Used Techniques
France SOLEIL DEIMOS Prep, LEED, XAS and XMCD

Germany FU-Berlin BESSY Lab Prep, LEED and XPS
Germany FU-Berlin Supra Fab Lab STM and STS
Germany BESSY II VEKMAG Prep, LEED, XAS, XMCD

Spain CFM XPS-Lab Prep, LEED, XPS
Spain CFM/CINN APOLLO Prep, LEED, STS and STM
Spain ALBA BOREAS Prep, LEED, XAS, XMCD, XMLD
Swiss SLS PEARL Prep, LEED, XPS and STM

Table 3.4: Displayed are the measurement locations, including the beamlines and labs, where the
measurements were performed. The abbreviation Prep stands for preparation. The list
is ordered alphabetically with the state name.

3.2.2 Preparation and measurement chamber FU-Berlin

The chamber setup at FU-Berlin contains a preparation and measurement chamber (XPS chamber).
Figure 3.29 shows the general overview as a 2D representation.
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Figure 3.29: Top view of the preparation and XPS chamber setup at FU-Berlin. Shown are the
two connected chambers with the different equipment parts.

Figure 7.1 a) shows the preparation chamber in more detail. The chamber contains of two
pumping systems, one permanently running (turbo pumps) and one which is started after the
evaporation (Cryopump). The permanently running system consists of three stages to reach UHV
conditions. The first two stages are the pre-pump system, which consists of a HiScroll6 pump
(10−2 mbar), which is connected to a 50 l barrel as a buffer volume and a HiPace80 turbo pump
(10−8 mbar). The main pump is a HiPace700, which is used to reach an end pressure of low
10−10 mbar. In general the second pre-pump system is not mandatory, however due to some of
the evaporated materials (Se) it is necessary, to reach faster low pressures. The second pumping
system is a cryopump (Fig. 7.1 c)). This system is only started after the evaporation is finished to
reach faster a lower pressure, so that the sample can be transferred to the XPS chamber (Fig. 7.1
b)). The chamber has three evaporation ports which are all aligned to the same focus point.
This allows a controllable co-evaporation of materials. The main evaporators of this chamber
are a four pocket metal evaporator (EBE-4), a Knudsen cell evaporator for the evaporation of
Se and a non-commercial Knudsen cell evaporator with a QCM system mounted in the front for
reproducible evaporation rates. The non-commercial evaporator is used to sublimate powders for
stoichiometric growth. The chamber also contains a QCM, which is aligned with the evaporation
position (tooling factor 100 %) and a PBN heating system which is mounted on the sample holder
of the manipulator. To transfer the sample between the chambers a 1 m transfer bar is used,
which has pincer grabbing system. The bar has two degrees of freedom, moving along the x-axis
and rotating around the x-axis. The XPS chamber consists of different characterization tools.
For chemical characterization an Auger and an XPS system are mounted and for the structural
investigation a spherical LEED setup is on the opposing side of the Auger system. The LEED
setup is using a hemispherical screen, which is mainly used to measure metallic surfaces. This
setup cannot be used for insulating substrates, since they would charge. The XPS chamber also
consists of the equipment for sample cleaning (sputter gun and PBN heater). The manipulator
can be cooled with liquid He down to low temperatures. The pumping system of the XPS chamber
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only consists of an Edwards scroll pump, which is connected to a 50 l barrel buffer volume and a
HiPace300 turbo pump. After the chamber is at UHV conditions, the ion getter pump together
with the implemented titanium sublimation pump (TSP) is used to keep the chamber at low
pressures (2.0 − 5.0 · 10−10 mbar).

3.2.3 CFM preparation and measurement chamber

Figure 3.30 shows a general overview of the measurement setup at CFM in Donostia.
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Figure 3.30: Top view of the whole measurement setup at CFM. On the right side the color code
explains the main parts.

The single-crystal samples are transferred from the load lock chamber transfer bar to the prep
chamber, via a transfer bar with bayonet grabber. The prep chamber (2.0 · 10−9 mbar) contains a
sputter gun with integrated Ar line and a filament heater for annealing the substrates during the
cleaning procedure. The air cooling system of the manipulator can also be used for cold deposition
by connecting it to the cold gas of liquid nitrogen. The sample holder of the manipulator has
two slots, one for storing the single crystal during evaporation and the other for inserting shadow
masks for device contact deposition. The calibration of the evaporation amount is performed by
a QCM, which can be moved to the same position as the sample will have during evaporation
(tooling factor 100 %). The chamber has in total four ports for mounting evaporators, however
one of the three lower ports, where the stoichiometric powder evaporators can mounted, is blocked
due to the surrounding. The last evaporator port is on top of the prep chamber and is used
for E-beam evaporators, where the material is a metallic rod like Co. This port is also used for
mounting the QMS when needed. After the sample is grown it is transferred via the bayonet
transfer arm to the transfer bar of the LEED chamber (5.0 · 10−10 mbar), where the sample
garage is also mounted. The used LEED system is a MCP LEED, which can be used also for
insulators. The LEED chamber consists a transfer bar, which is used as manipulator for the LEED
measurements. Therefore, the LEED image can be rotated along the z-axis. After the structural
characterization is finished the sample is transferred into the XPS chamber (2.0−9.0 ·10−10 mbar),
where the sample can be chemically characterized by using XPS and ultraviolet photoelectron
spectroscopy (UPS). The electron analyzer has a channelplate detector, which is exchanged every
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2-3 years, since it degrades. Inside the XPS chamber another sputter gun and filament heater is
mounted for cleaning the substrates. Connected to the XPS chamber are several small preparation
chambers and load locks for preparing molecule samples. In between the small chambers a plasma
chamber with a dry oxygen source is mounted. The majority of the mentioned parts are shown
also in the 3D view of the Nanophysics lab chamber in Fig. 7.3.

3.2.4 LT-STM setup at CFM and CINN
In Fig. 3.31 a), a schematic overview of the used low-temperature scanning tunneling microscope
(LT-STM) setup is displayed.
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Figure 3.31: a) Schematic top view of the APOLLO setup, which was until October 2022 at CFM
in San Sebastian and is now located at CINN in Oviedo. b) 3D view of the used low
temperature STM (LT-STM) setup. The numbers are indicating the main equipment
positions, which are listed in Tab. 3.5.

The setup consist of a preparation chamber and a LT-STM. The majority of the STM and
STS data which are shown in this thesis were measured at this setup either at 4.3 K or at 77 K.
Inside the preparation chamber the sample cleaning as well as growth take place. To calibrate the
evaporation rate, a QCM system is mounted and to characterize the surface, LEED measurements
can be performed before transferring the sample to the STM. In Fig. 3.31 b), a 3D view of the
LT-STM is displayed.

Equipment Part Equipment Equipment Part Equipment
1.) LL 5.) QCM
2.) PC 6.) LEED
3.) LT-STM 7.) Evaporator
4.) Cryostat 8.) Sputter Gun

Table 3.5: List of chamber parts of the APOLLO lab previously at CFM in Donostia and now
at Centro de Investigación en Nanomateriales y Nanotecnología (CINN) in Asturias.
The numbers are referring to the numbers in Fig. 3.31. The abbreviation LL stands for
Load Lock, and PC for prep chamber.
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3.2.5 Synchrotron light source setups
In the following sub-chapters the measurement setups at different synchrotron light sources will be
explained. All used measurements were performed at third generation synchrotron light sources.
The main difference between new and older synchrotron light sources is the brilliance, which is
describing by the brightness of the beam and how coherent the photon beam is. In Fig. 7.6, the
sample plate shuttles, which are used at different XMCD beamlines are displayed.

VEKMAG preparation and measurement chamber

In Fig. 3.32, a top view of the VEKMAG endstation at BESSY II synchrotron is shown.
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Figure 3.32: Top view of the VEKMAG setup including the different preparation chambers and
the magnet chamber. The color coding is listed on the right side. The displayed
measurement equipment in the main preparation chamber is an MCP-LEED.

This setup consists of a small and a main preparation chamber. The small chamber is used
for liquid depositions (atomic layer injection (ALI) [292]). In the main preparation chamber, the
stoichiometric powder is evaporated from a single-pocket evaporator with a QCM system mounted
in the front for reproducible evaporation. The main preparation chamber includes an MCP-LEED
setup for characterizing the metallic and insulating surfaces. To pre-characterize the evaporated
material, the x-ray beam can be guided directly to the preparation chamber. A detailed 3D view
is displayed in Fig. 7.7. The beam connection between the VEKMAG and the main preparation
chamber can be removed and replaced by a CCD camera, depending on the measurements which
need to be performed. After the samples are pre-characterized, they are mounted on the shuttle
system (Fig. 7.6 b)) and transferred via the transfer bar from the preparation chamber to the
transfer chamber below the magnet chamber [293]. The sample plate needs to sit tight inside the
shuttle for the optimal thermal conductance, otherwise the displayed temperature is not the real
sample temperature. Another reason that the shuttle needs to be tight is that vibration could
introduce additional noise to the measurements. Depending on the inserted variable temperature
insert (VTI), different base temperatures can be reached. In total three different VTI setups exist
at VEKMAG with temperature ranges from 2.5 K up to 10 K [294] as lowest temperature. For
the very low temperature VTIs it is important that every window and gate valve is closed and
Cu shields are inserted. In the future also a VTI system to reach 300 mK 3He with will be used
(information via internal communication).

59



Experimental techniques

The VEKMAG setup has a vector magnet setup, which allows to apply different field strength
in all three dimensions. The strongest field of ±9 T [293], [294] can be applied along the beam
direction. However, for nearly all measurements a maximal field of ±6 T was used. Along the x
and y-direction a maximum field of ±2 T and ±1 T can be applied [293]. In front of the VEKMAG
endstation a bending magnet is mounted, therefore the degree of circular polarized light is reduced
(77 % [294]) compared to regular undulator lines. The reason is that a maximum photon flux needs
to be reached and since the bending magnet is only producing off-axis circular polarized light, the
setup needs to be moved up or down. Due to the position change along the z-axis, the photon
flux reduces, therefore an intermediate position is used with high degree of circular polarized light
and high photon flux. At this beamline different measurements can be performed, however all
measurements in this thesis, which were performed at VEKMAG, are XAS and XMCD in TEY
mode. The performed XAS measurements were performed in NI and GI as well as at the magic
angle (55 ◦) for linear polarized light. The beam spot size on the sample can be varied in the
range from 120 × 50 µm2 (small spot) and 0.8 − 1 × 0.8 − 1 mm2 (large spot) and can be reduced
down to 20 × 60 µm2 if the smallest exist slit is used (information via internal communication).
The beamline at the VEKMAG chamber offers an energy range from 20-1600 eV with a photon
flux of around 5 · 109 Photons

s·mm2 at 700 eV [295], [296].

BOREAS preparation and measurement chamber

The majority of XAS and XMCD measurements in this thesis were performed at the BOREAS
beamline at ALBA. In Fig. 3.33, a top view of the BOREAS beamline is displayed.
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Figure 3.33: Top view of the BOREAS measurement setup. For completeness also the second
endstation (scattering chamber) is displayed. However, no data in this thesis was
acquired in this endstation chamber (scattering chamber).

The BOREAS beamline consists of two endstations with a shared beam, the magnet chamber
(HECTOR chamber) and the scattering chamber. Connected to the beamline are two preparation
chambers. The first one is the main preparation chamber, which was used to grow the 2D
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materials. The chamber consists of a sputtering and annealing system to clean the sample as well
as evaporator ports on the lower part of the chamber. The QCM is mounted on a linear motion
and can be moved to the sample holder position during evaporation (tooling factor 100 %). The
exfoliation of vdW substrates is performed inside the load lock chamber. After the sample is
grown, it can be pre-characterized by using a LEED with a hemispherical screen. The chamber
is connected to a half-automatized distribution chamber (UFO chamber). The transfer arm has
place for two sample plates. In general the samples can either be transferred from the distribution
chamber to the STM chamber or to the magnet chamber. However, in 2023 the STM setup was
not available, so the only measurements in this thesis which were performed at the STM are
from 2021. Behind the STM chamber, another prep-chamber is mounted, which also consists of a
sputtering and annealing system, as well as a LEED setup. From the distribution chamber, the
samples are transferred to the transfer chamber below the magnet chamber and mounted to the
shuttle system (Fig. 7.6 c)). After the samples are mounted to the shuttle, they are transferred to
the manipulator of the magnet chamber. At the front end of the magnet chamber, an APPLE II
undulator is mounted, which allows to have a degree of circular polarized light of nearly 100 %
[297]. The APPLE II undulator allows a fast switching between the different polarization’s. Inside
the magnet chamber a maximum field of ± 6 T can be applied along the beam direction with
a sweep rate of 2 T

min and a maximum field of ± 2 T (sweep rate 0.6 T
min) perpendicular to the

beam [298]. The pressure inside the magnet chamber is at low 10−10 mbar [298] . The sample
temperature can be varied between 1.8 K and 350 K [299], [298]. The lowest temperature can
only be reached by inserting a cryo shield at the beam port, therefore only a small aperture is left
where the x-ray radiation goes through. The photon energy at this beamline can be changed from
80-4000 eV, however, in the case of our measurements the photon energy was mainly varied in
the region of 500-1000 eV, and only changed to 1300-1700 eV for the Br-edge measurement. The
low-photon-energy measurements were performed by using the SM1 and MEG (grating and mirror
combination) with a photon flux of 1012 Photons

s at a resolving power of > 7000 for this energy range
[298] (maximum resolving power >10000 in the energy range 80-1500 eV). The measurements can
be performed with a variable spot size on the sample, ranging from 100 × 100 µm2 to 1 × 1 mm2

[298]. This is important, since some investigated materials are sensitive to x-ray radiation and
can easily be damaged.

DEIMOS preparation and measurement chamber

The DEIMOS beamline at SOLEIL synchrotron consists of six different chambers, one preparation
chamber, one loadlock chamber, one transfer/storage chamber, and three measurement chambers.
In Fig. 3.34, a top view of the whole setup is displayed [300].
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Figure 3.34: Top view of the DEIMOS beamline. This figure is an overview sketch to identify the
different chambers and their connections. The abbreviation TC and LC are staying
for transfer and loadlock chamber.

The loadlock chamber has space for four samples, which can also be exfoliated insitu by
connecting the tape to the chamber walls. During the transfer arm movement, the tape exfoliates
the top layer of the vdW material. After the substrates are loaded, they are transferred to the
storage chamber. Here the manipulator has space for several samples and the mounting system for
the shuttle exchange. The chamber is always in good vacuum (10−9 mbar). From this chamber,
the samples can either be transferred to the preparation chamber or to the magnet chamber.
In our case the samples are always transferred to the preparation chamber to either clean the
metallic surfaces by sputtering and annealing or by directly evaporating the material on top of
the vdW material. This preparation chamber is only used for inorganic materials. Inside the
chamber, the evaporation rate can be calibrated by using a QCM. The QCM is mounted in a way
that the manipulator is reaching the same position as the QCM (tooling factor 100 %). Before
and after the sample preparation, the surface can be checked by using LEED with a hemispherical
screen. In case a wedged sample or different thicknesses are needed to be evaporated, a shutter
can be moved in front of the sample plate. After the pre-characterization is finished, the sample
can either be transferred to the variable temperature STM (VT-STM) chamber, which has the
possibility of measuring at temperatures from 50-500 K [300]. In Fig. 7.8, a detailed 3D view of
the DEIMOS setup is shown.

The spectroscopic characterization is afterwards performed inside the magnet chamber with a
maximal field of ± 7 T along the beam direction and ± 2 T perpendicular to the beam [300], [301],
[302]. The advantage of the DEIMOS beamline compared to other beamlines is the possibility of
changing the used undulator from an APPLE II undulator [300], [303] with a permanent magnet
setup to an electromagnet undulator with a switching rate of 10 Hz (EMPHU-65) [300]. Therefore
the magnetization loop measurements can be performed in a static and dynamic sense. At this
beamline XAS, XMCD, XLD, XMLD, and magnetization loop measurements can be performed.
Depending on the inserted VTI setup a temperature range of 1.8-350 K or 0.2-350 K (dilution
manipulator) can be reached [300], [302]. The energy at the DEIMOS beamline can be varied in
a range from 350-2500 eV with an energy resolution of 6000-10000 over the whole energy range.
The sample spot size can be varied between 80 × 80 µm2 and 0.8 × 0.8 mm2 with a photon flux of
6 · 1012 Photons

s at 750 eV [300].
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PEARL preparation and measurement chamber

In Fig. 3.35, a top view of the whole PEARL endstation at SLS synchrotron is displayed. The
setup is separated in two growth chambers, one load lock chamber, one distribution chamber and
two measurement chambers for the structural and chemical characterization of the samples [304].
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Figure 3.35: Schematic top view of the PEARL beamline at the SLS synchrotron light source.
The abbreviation LC stands for loadlock chamber.

Inside the loadlock chamber, four substrates can be stored simultaneously. Additionally the
exfoliation of vdW substrates is performed inside. After the loadlock chamber has reached a
pressure of 10−8 mbar, the valve to the distribution chamber (1.8 · 10−10 mbar) can be opened.
This chamber has space for four samples on the transfer stage. From the distribution chamber,
the sample can be either transferred to one of the two prep chambers (5.0 − 9.8 · 10−10 mbar) or
to the XPS chamber (10−11 mbar). The main preparation chamber consists of a manipulator with
the possibility of resistive heating and direct current heating. In Fig. 3.6 c), the heating system is
displayed and in Fig. 3.36 the needed sample holder for direct current heating.

Mo sample plate
Mo-parts
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Figure 3.36: Sample plate design for the direct current heating system. The screws, which have a
connection to the sample plate, need to be isolated by ceramic spacers. The substrate
is mounted between the two clamps and has the electric contact only via the spring
mounting. The fin on the right side is the connection point to the fork on the direct
current sample holder. This figure is based on the sample plate for direct current
heating used at the PEARL beamline at SLS.

63



Experimental techniques

After the sample surface is clean, it can be checked by using a LEED setup with hemispherical
screen. The pressure for the LEED measurements needs to be good (low 10−9 mbar), since
otherwise the La-filament needs to be reformed. On the lower part of the chamber the evaporator
can be mounted. The chamber also consists of a thermal evaporator, which is located at the
bottom of the chamber and a QCM, which can be moved into the sample position for checking
the evaporation rate. The STM preparation chamber only consists of a sputtering and annealing
system as well as a QCM and evaporator port. After the samples were grown, they are transferred
to the LT-STM chamber (with a minimal temperature of 4.3 K) to characterize the sample surface
and investigate the structural properties of the material [304], [305]. Afterwards, the sample is
transferred to the XPS chamber, where XPS, angle resolved photoelectron spectroscopy (ARPES),
XAS, and x-ray photoelectron diffraction (XPD) [305]–[307] measurements can be performed. At
this beamline, the photon energy can be changed from 60-2000 eV with a maximum photon flux
of 2 · 1011 Photon

s at 1000 eV [306].
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4 Epitaxial growth and structural, chemical, and
magnetic characterization of FeBr2

4.1 Epitaxially grown monolayers of FeBr2 on Au(111) and Bi2Se3

In the following sections the structural, chemical, and magnetic characterization of FeBr2 on
Au(111) as well as on Bi2Se3 will be explained. In Tab. 7.19 the measurements that were performed
entirely by collaborators are listed. These were done in 2020, 2021, and 2023, in the beginning of
the collaboration and as additional part for the publication in 2023. For all the data that was
measured by collaborators I have the permission of the collaborators to evaluate and use them in
my thesis. All data in this thesis was evaluated by me. Part of the data of FeBr2 on Au(111) has
already been published in Ref. [32]. In the following chapter and the appendix some figures and
content is taken literally from Ref. [32]. A majority of the measurements in the paper were done
by the collaborators. My contribution to that paper was the full evaluation and explanation of
the XPS and XMCD data and the partial evaluation of the STM and LEED data. In addition, I
have written the paper drafts.

4.1.1 Material introduction

Over the last decades, FeBr2 has been a subject of many theoretical and experimental investigations
[308], [309], [310]. The bulk properties of FeBr2 show a 1T structure (CdI2) with a P3m1 point
group [124], [311]. For this 1T structure, the transition metal is sandwiched between two planes
of bromine atoms (MX2), where each Fe atom is coupled to six Br atoms [124]. This triangular
structure is rotated by 180 ◦ with respect to the bottom plane.

In Fig. 4.1, the structure of FeBr2 is shown, including a top and a side view of the material.
This material consists of equally spaced Br-Br and Fe-Fe bonds, with a lattice constant of
a = b =3.776 Å and a c-axis lattice spacing including the vdW-gap of 6.227 Å [314], [315]. The
height of a single slab is about 3 Å [316]. The atomic coordinates for the FeBr2 structure are
Fe (0,0,0) and for the two Br atoms ±(2

3 ,1
3 ,0.24) [309], [315] (Fig. 4.2). The material shows

semiconducting [32] properties for the ML and insulating properties for bulk [130] together with a
metamagnetic phase transition [124], [130] with an external field of 3.15 T [317]. The bulk material
consists of ferromagnetic layers which are coupled antiferromagnetically along the c-axis [318].
Each Fe atom is bonded to six surrounding Br atoms [317] by strong covalent bonds (intralayer
coupling). The coupling between the slabs is weaker than the intralayer coupling and is based on
vdW interactions [124]. The magnetic properties of the bulk material have been well studied and
it was found that the sample is fully saturated at about 3.15 T with a TN =14.2 K [311], [317],
[319], [320]. The material shows an Ising-type spin ordering with an easy axis along the c-axis
[316], [318]. In Fig. 4.3, the spin and magnetic structure of bulk FeBr2 is displayed. Inside the
slab two different types of interactions have been revealed.

The material exhibits ferromagnetic nearest-neighbor coupling with antiferromagnetic next
nearest- neighbor coupling [318]. It has been shown that the bulk material has a large magnetic
moment of 4.4 µB [309], which exceeds even the value of 4.0 µB predicted by Hund’s rule.
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Figure 4.1: a) Top view of the FeBr2 1T structure, b) 1T-structure of FeBr2, here the Br atoms
in the back plane are displayed in a less bright orange color. In c) the side view is
displayed including the red arrows between the Fe-Fe and Br-Br distance with a lattice
distance value of 3.776 Å for the bulk material. The image was created via Vesta [312]
and is based on the informations of Ref. [313].

θ=90°

Figure 4.2: Molecular structure of FeBr2. The angle between the two Br atoms is displayed with a
value of 90 ◦. The image was created via Vesta [312] and is based on the informations
of Ref. [313].

It was theoretically predicted that the orbital contribution to the total magnetic moment is
substantial with around 0.74 µB [317]. The moment and magnetic calculations for this material
were performed in different ways. Previously an effective spin of Seff = 1

2 or Seff = 1 was used for
the effective anisotropic Heisenberg Hamiltonian [318], however, this neglects the contribution of
the orbital moment, which exists for this material [317], since it is not fully quenched [124]. The
newer calculations are including the contribution of the orbital moment, therefore an effective
spin of Seff = 2 together with L = 2 is used, which are representing the orbital configuration of
the Fe2+ 3d6 system. In the paper by Ropka et al. [317] this situation was calculated, as well
as the influence of different distortions on the effective magnetic moment. For the undistorted
case they calculated a total magnetic moment of 4.26 µB with a large orbital contribution of 18 %
(ml=0.78 µB) [317]. Till now the properties at the ML limit are mainly investigated via DFT.
The DFT calculations were predicting that the magnetic properties of these materials are stable
down to the ML-limit with a layerwise antiferromagnetic order [131], [140] and a magnetic moment
of 4 µB including an orbital contribution of 0.1 − 0.2 µB [131]. From the DFT calculations a
lattice constant of 3.69 Å was extracted [131].
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Figure 4.3: a) and b) unit cell of FeBr2 in the BL case, displayed from the top and from the side
respectively. In b) the complete lattice distance c including the vdW gap and the slab
height c’ are indicated. In c) a side view of the BL structure is displayed including
the spin structure (green arrows). Inside each slab ferromagnetic (FM) interaction is
present with antiferromagnetic (AFM) interaction between the layers. The image was
created via Vesta [312] and additional modifications were performed on it. The figure
is based on the information of Ref. [313].

4.1.2 Experiments and Methods

Different coverages from sub-ML to multilayer of FeBr2 on Au(111) were grown by evaporating
stoichiometric powder and anhydrous beads from Sigma Aldrich with a purity of 98 % (powder)
[321] and 99.9 % (anhydrous beads) [322] from a Knudsen cell evaporator. The used evaporator
was a four pocket evaporator from Dodecon with quartz crucibles. The material was loaded into
the crucibles after they were cleaned twice by using ethanol and acetone in an ultrasonic bath and
dried. The loaded powder had an orange color, since the material is highly hygroscopic, however,
after a bakeout of the evaporator the material changed back to the wanted dry color (yellow)
[317], [323], which shows that the process of hydration is reversible. The anhydrous beads have a
orange to brown color, which changes also to yellowish during the degassing/evaporation. The
color is related to the hydrate shell of the beads [324], since the anhydrous beads only mean less
surface area, which can be hydratized. The different colors are displayed in Fig. 7.11.

The material was stepwise degassed until we reached the sublimation temperature ranging
from 390-430 ◦C depending on the growth rate, which is in good relation to the expected values
[325], [326]. The evaporation was performed under UHV conditions with an evaporation pressure
ranging from 10−8 − 10−9 mbar. In Fig. 4.4, a schematic growth process of FeBr2 on Au(111) is
displayed. All samples of FeBr2 on Au(111) were grown at RT, besides the samples for which
another temperature is explicitly mentioned. The RT growth is an approximation, since after
annealing the temperature can still be higher at the substrate, even if the thermocouple shows
already RT (between RT and 50 ◦C).

The rate was mainly checked via a thickness monitor (QCM) from Tectra. To have a more
accurate rate, monitoring the density was set to the minimum value 0.5 g

cm3 , which is around 10 %
of the FeBr2 density (4.63 g

cm3 ) [321]. This was done, since the monitor only displays nm and the
needed thickness for ML samples was in the Å regime. In the case of beamline samples a similar
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Figure 4.4: Schematic growth process of FeBr2 on Au(111). On the top a schematic representation
of the Dodecon evaporator is displayed.

procedure was performed, besides that here the cleaning chamber was the same as the growth
chamber. The rate calibration was performed for longer times, than at CFM, since the manipulator
at the BOREAS beamline has no air cooling system. Therefore, the sample temperature decreases
more slowly and the substrate could still be at slightly elevated temperature. The Au(111) samples
were cleaned by sputtering with Ar+ and subsequent annealing. This procedure was performed
depending on the sample conditions in cycles. Afterwards the LEED pattern before and after
the evaporation was checked. In the case of growing FeBr2 on Bi2Se3, the substrate was cleaved
in situ, so that the surface for growing FeBr2 was clean. Afterwards the sample was grown in
two different ways either by keeping the substrate at RT or by warming it to 100 ◦C. In most of
the cases the substrate (Bi2Se3) was heated, if some samples were grown at RT, this is explicitly
mentioned in the figure captions.

After the samples were grown, they were structurally, chemically, and magnetically characterized.
The structural characterization was performed via different LEED setups with and without an MCP
system. The LEED measurements were performed to track the thickness-dependent structural
changes. To have a detailed understanding of the sample surface, LT-STM measurements at
4.3 K and 77 K were performed. These measurements were performed at CFM, CINN and
at the BOREAS beamline at ALBA. To chemically characterize the samples XPS and XAS
measurements were performed. All characterization measurements were performed at a base
pressure ≈ 10−10 mbar.

The magnetic characterizations were performed either at the VEKMAG beamline [293] or at
the BOREAS beamline [297]. The measurements at VEKMAG were performed with a lowest
temperature of 10 ± 2.5 K and a bending magnet setup, which decreases the degree of circular
polarized light down to 77 % [294]. Since a bending magnet setup was used, the helicity was kept
constant and only the field was ramped ±6 T. At the BOREAS beamline, an undulator setup
(APPLE II) is used, which has permanent magnets mounted, therefore the field was kept constant
and the polarization of the light was switched between left and right (degree of circular polarized
light ≈ 100 %). The lowest reachable temperature is around 1.7 ± 0.5 K, this can be achieved
by inserting the last cryo-shield, which only allows the beam to enter the magnet chamber. The
XMCD spectra were measured at NI (0 ◦, out of plane) and GI (70 ◦, in plane). To measure the
XMCD magnetization curve, two energies were chosen (pre-edge and edge) and the field was
ramped in the range ± 6 T.
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4.1.3 Structural characterization
The epitaxial growth of FeBr2 thin films on Au(111) was characterized by using microscopic and
macroscopic surface sensitive techniques like LEED, LT-STM, low energy electron microscopy
(LEEM) and x-ray photo emission electron microscopy (XPEEM). Depending on the coverage
of FeBr2 on Au(111) the LEED pattern starts changing. In Fig. 4.5 (a-c), the LEED pattern
evolution for different thicknesses is displayed. All three images were measured at an energy of
137 eV. In Fig. 4.5 a), the LEED pattern of clean Au(111) is displayed, here the herringbone

Figure 4.5: LEED pattern measured at an energy of 137 eV. In a) the LEED patterns of clean
Au(111), in b) of a sub-ML (0.6 ML) and in c) of a BL of FeBr2 are displayed. In
red a half hexagon is indicating the hexagonal structure of Au(111) in all sub-figures
and a b) and c) a light blue hexagon is indicating the structure of FeBr2. The LEED
images were measured at CFM in 2022.

reconstruction is still slightly visible around the main diffraction spots. However, the weak
visibility of the herringbone reconstruction is a direct consequence of the higher measurement
energy, since at this energy a lower surface sensitivity is present. In b), the sub-ML pattern, spots
around the main diffraction spots of Au(111) are visible. It seems that the diffraction spots are
not equally distributed around the Au(111) spot, but this is only a consequence of the sensitivity
of the camera. In Fig. 4.6, the low energy pattern is displayed and all spots exhibit a symmetrical
distribution.

In Fig. 4.5 c), the BL pattern is displayed with a hexagonal structure, which is closer to the
(0,0)-spot. This is expected, since FeBr2 has a bigger lattice constant than Au(111) and therefore
the spots will be closer to the (0,0)-spot in reciprocal space. The orientation of the BL pattern
shows that the material grows along the main symmetry direction of the substrate. No additional
superstructure spots are visible anymore and no second rotational domain. This could indicate
that either the first layer structure changes when enough material is deposited on top of it or
that the additional material causes a push together and therefore the domains disappear and the
material is realigned to the substrate high-symmetry direction. At this coverage, the Au spots are
still slightly visible. The reason for using this high energy for the LEED measurements was that
an easy comparison between the pattern and distances is possible. However, for higher surface
sensitivity, LEED measurements were also performed at different low energies to characterize the
surface structure (Fig. 4.6). The samples were rotated in front of the LEED screen to compare
the Au(111) spots with the material diffraction spots. A structural transition appears from ML
to BL.

In the lower sub-ML case (Fig. 4.6 b)), the hexagonal main diffraction pattern is surrounded
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Clean

(0,0)

a) b) c)

0.4 ML 2.0 ML

(0,0)
(0,0)

Figure 4.6: LEED patterns measured at an energy of 62 eV. In a) the clean Au(111) pattern
including the herringbone reconstruction is displayed. The sample was rotated in front
of the LEED screen to have at this low energy the possibility to observe the material
diffraction spots as well as the herringbone reconstruction. In the figures b) and c)
the diffraction patterns for the sub-ML and BL case are displayed. For orientation
the (0,0)-spot is marked in every image due to the sample rotation. The samples were
all measured in the XPS lab at CFM in 2022.

by many spots, which are creating a circular structure, consisting of 12 spots around each main
diffraction spot. In between, parallel lines of each 2 spots are visible between the (0,0) spot and
the other first-order diffraction spots (Fig. 7.29 c)). By increasing the amount of material the
structure starts changing and a mixed phase appears, which ends in the new structure of the BL
sample. This new phase is only dominant in the case that the second layer is completely grown.
In Fig. 7.12 and 7.13, the mixed phase between first and second layer is displayed in detail. For
the BL case, the Au(111) diffraction spots are still visible, however with increasing coverage and
thickness they disappear. The inner hexagon in Fig. 4.6 is related to a moiré reconstruction. It
can be reported that in this coverage regime a moiré pattern can be observed at low coverages.
By increasing afterwards the coverage the multilayer structure appears with only one dominant
hexagon of the FeBr2 and no contribution of the Au diffraction spots anymore.

The coverage estimation was performed by using the isotropic XAS spectra. The complete
thickness calculation is displayed in subsection 4.1.5.

In Fig. 4.7, the moiré reconstruction of the second layer is displayed and compared to higher-
coverage LEED images. It can be observed that this moiré pattern is long range with a lattice
constant of around 1.3 nm (3.5 times the lattice constant of FeBr2). This pattern is even visible
for higher coverages, which is probably caused by a next-layer growth before finishing the layer
below. However, it is clearly visible that the Au spots disappear in the 3-ML sample and that
the moiré pattern is only slightly visible, which is caused by the previously discussed effect of
initiated next-layer growth. In Fig. 4.7, the FeBr2 and Au spots are indicated in the same color
coding as in Fig. 4.5. The purple spots indicate the spots of the moiré pattern. This pattern
shows strong and bright spots around the main diffraction spots of FeBr2, but weak intensity in
between the main diffraction spots. This indicates that the pattern is not continuous and uniform
over the whole sample surface. In the STM analysis discussed later we will see that for the BL
sample the moiré pattern is not observed. However, this could be related to the effect that STM
is a local technique and therefore this pattern could have been missed during the measurements.
Also only a small amount of BL samples were measured. A possible explanation for the absence
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of the moiré pattern in the STM measurements could be that the material grows in two different
phases. One phase which shows the moiré pattern and one without. This possibility is supported
by the fact that during the extensive STM measurements of CoBr2 on Au(111) performed by our
collaboration this moiré was not observed (internal communication). Therefore, the probability of
measuring the moiré pattern on the surface is small, but since the pattern is visible in LEED,
it is probably covering around 10-20 % of the surface. The observed structural phase from the

Figure 4.7: In a) and b) the LEED patterns of a BL and TL FeBr2 on Au(111) at 42-43 eV are
displayed. Here the moiré pattern is indicated by the purple circles around the spots.
In c) and d) the same samples as in a) and b) are displayed, but measured at 118 eV. In
the case of the BL sample the moiré pattern is still visible around the main diffraction
spots. The light blue circles indicate the position of the FeBr2 and the red circles the
one of the Au(111) spots. The two different thicknesses were not grown on the same
Au(111) crystals. Both substrates were cleaned by sputtering and annealing cycles
and checked via LEED before the evaporation. The different rotation of the Au(111)
crystal diffraction spots in a) and b) is caused by the fact, that two different Au(111)
crystals were used for the different samples. The same Au(111) crystal was used for a)
and c) and another Au(111) crystal for b) and d). The LEED images were measured
at CFM in 2022.

BL sample is different compared to the superstructure observed for the ML. In Fig. 4.8, the
superstructure at different low energies is displayed. The sample has a coverage of 0.3 ML and
the structure only shows the 12-spot rings around the diffraction spots. With increasing energy
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Figure 4.8: LEED patterns of a 0.3-ML sample of FeBr2 on Au(111) at different energies. At low
energy the 12-spot ring structure can be observed around the (0,0)-spot. From a)-d)
the patterns at different energies form 10-65 eV are displayed. The LEED images were
measured at CFM in 2023.

the full superstructure pattern can be observed with 12-spot ring structures around every main
diffraction spot. For this low coverage no additional spots were observed.

However, by increasing the coverage, the previously discussed third spot is appearing, which is
related to the second layer. Therefore, the measured LEED patterns, that are showing the third
spot are a mixture of the first layer and the second layer diffraction patterns. In Fig. 7.12 and
Fig. 7.13, the coverage-dependent evolution of the LEED pattern, as well as the energy dependent
pattern of a 1.1 ML sample are shown. Since with increasing coverage the second layer becomes
more dominant, the third spot becomes more intense and the superstructure of the first layer
starts to disappear.

The epitaxial growth of FeBr2 on Bi2Se3 is creating a completely new pattern. In Fig. 4.9 the
coverage-dependent LEED pattern is displayed. The exfoliated Bi2Se3 crystal shows a hexagonal
pattern, which is expected for this material. In b) and c) FeBr2 was grown on a heated substrate
and in d) the substrate was kept at RT. With increasing coverage a moiré pattern can be observed.
For the heated substrates, a lower amount of material was evaporated compared to the RT sample
in Fig. 4.9 d). The lower coverage, together with the increased mobility of FeBr2 on the heated
Bi2Se3 surface causes the weaker visibility of the moiré pattern in LEED. The FeBr2 grows
epitaxially on the vdW substrate with a moiré lattice constant of around 4 nm (extracted from
the LEED measurements). During the heating process less material sticks to the surface, which
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Figure 4.9: a) clean Bi2Se3, b)-d) epitaxial growth of FeBr2 on Bi2Se3. The substrate in b) and
c) was heated to 100 ◦C and in d) it was kept at RT. b) 0.5-1 ML, c) 1-1.5 ML and d)
1.5-2.0 ML. The LEED images were measured at CFM in 2023.

means that the coverage is probably lower than the one estimated via QCM of around 1 ML,
possibly in the region of 0.5 ML. The observed moiré LEED pattern can be simulated in real
space by overlaying the FeBr2 lattice with a lattice constant of 3.776 Å with the Bi2Se3 lattice
(lattice constant of 4.14 Å). Therefore, a moiré pattern with a periodicity of around 4.1-4.2 nm
can be extracted.

By comparing the orientation of the main LEED spots of FeBr2 with the ones of Bi2Se3, it
can be observed that they are aligned, which means that the atomic structure of FeBr2 has no
rotation to the one of Bi2Se3. The observed LEED pattern shows the same reconstruction as
observed for FeBr2 on Bi(111) [316], where a lattice coincidence of 13 × aFeBr2 to 11 × aBi(111)
was observed.

In Fig. 4.10, the simulated moiré pattern for FeBr2 on Bi2Se3 is displayed. Here, the simulation
contains that both lattices are without rotation on top of each other. This overlay of both lattices
causes a moiré pattern with a periodicity of 12 × aFeBr2 and 11 × aBi2Se3 . This change in the
periodicity compared to the lattice overlay in Ref. [316] can be explained by the difference of
the substrate lattice constants. In comparison to Bi2Se3, Bi(111) has a bigger lattice constant
of 4.48 Å, therefore, if a lattice of 13 Br atoms would like to align on the surface, it would need
11.85 Se atoms in Bi2Se3. This would not create a commensurate overlay of the FeBr2 and Bi2Se3
lattices. Therefore, a smaller periodicity of the FeBr2 is needed with a repetition of 12 Br atoms on
11 Se atoms. The observed structure is nearly identical to the one observed on Bi(111). However,
since the lattice constant of Bi2Se3 is smaller by nearly 10 % compared to Bi(111), a smaller unit
cell for the moiré pattern is observed.

In Fig. 4.11, the moiré pattern as observed in STM together with an atomic-resolution image
is displayed. From the atomic-resolution image, a maximum distance of the moiré pattern of
12 × aFeBr2 can be extracted (13 Br atoms). This would be a lattice constant of 4.53 nm. The
measured average lattice constant of FeBr2 is 3.71 ± 0.06 Å, which is in good agreement with
the literature value. The lattice constant error only includes the standard deviation error. By
including the other error sources for the atomic resolution, an additional lattice constant error
of 7 % is introduced. The atomic lattice constant is therefore 3.71 ± 0.32 Å. In a) an island of
FeBr2, with the long range moiré pattern is displayed, together with the start of the second layer
growth. Therefore, the second-layer growth starts immediately after the first-layer island size is
big enough. As observed, the second layer does not show any reconstruction pattern, therefore
the lattice constants are nearly identical, which means, that the first layer has no strain effects.
The lattice constant of the moiré pattern is around 4.19 ± 0.13 nm, which matches the extracted
value from the LEED measurements. Since the periodic distance error for the moiré pattern is
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Figure 4.10: Simulated moiré pattern of FeBr2 (red) on Bi2Se3 (green). For the simulation, the
literature lattice constants of FeBr2 and Bi2Se3 were used. In black the unit cell of
the moiré pattern is shown. By aligning the atomic lattice of FeBr2 with the one
of Bi2Se3 a commensurate structure of (12 × 12) FeBr2= (11 × 11) Bi2Se3 can be
observed.

Figure 4.11: a) Island of FeBr2 on Bi2Se3, which shows a long-range moiré pattern. b) Atomic-
resolution image of FeBr2. a) UBias = 1.2 V and ITC = 20 pA and b) UBias = -900 mV
and ITC = 150 pA. The STM images were measured at the PEARL beamline at SLS
in 2023.

in the nm regime, the other error sources are smaller and can be neglected. The periodicity of
the moiré pattern was extracted from an average of 16 different profiles. The extracted lattice
constant matches roughly the simulated distance of ≈ 4.5 nm. By using the atomic-resolution
STM image, 12 Br atoms can be counted between the centerrs of the moiré pattern, which would
be ≈ 4.53 nm with a FeBr2 lattice constant of 3.776 Å. From the STM image, we only measured
3.71 ± 0.32 Å for FeBr2, which results in a moiré lattice constant of 4.45 nm. This offset could
also indicate a possible rotation of the FeBr2 lattice on top of the Bi2Se3. By using the atomic
resolution image in Fig. 4.11 b) and measuring the distance between the moiré pattern maxima in
numbers of Br atoms, a value of 4.4 − 4.5 nm can be extracted. In addition to the main phase,
a second type of moiré pattern with a smaller periodicity has been observed (Fig. 4.12). Here
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Figure 4.12: a) Topographic image, with several FeBr2 islands, which are showing the big-
periodicity moiré pattern. In the top left corner the second moiré pattern type
is visible. b) Domain boundary between big- and small-periodicity moiré patterns.
c) Atomic resolution of FeBr2 on the small periodicity moiré pattern. a) UBias =
-900 mV and ITC = 10 pA, b) UBias = -900 mV and ITC = 60 pA, and c) UBias =
-300 mV and ITC = 100 pA. The STM images were measured at the PEARL beamline
at SLS in 2023.

the second type of pattern grows at a boundary of the main pattern. The smaller moiré pattern
has a periodicity of 1.60 ± 0.18 nm. The periodic lattice distance of the moiré pattern has been
averaged over 10 moiré spot distances. From the observed LEED pattern no structure which
would correspond to the second pattern type can be extracted, therefore it is most likely that the
small periodicity moiré pattern does not occur often. The atomic resolution in Fig. 4.12 reveals
an average lattice constant of 3.72 ± 0.07 Å (error from standard deviation) or 3.72 ± 0.33 Å
(including the 7 % due to other error sources), which is still in good agreement with the literature
value and the one observed for the big moiré pattern. The reason for the reduced periodicity is a
rotation of the FeBr2 on top of Bi2Se3. From a simulation of the second moiré pattern in Fig. 4.13
a rotation of around 30 ◦ can be extracted. In the following, the simulation of the superstructure

Figure 4.13: Simulated moiré pattern for a 30 ◦ rotated FeBr2 (red) layer on top of Bi2Se3 (green).
In black the unit cell of the moiré pattern is indicated.

pattern on Au(111) as well as the third spot pattern will be stepwise explained including the
corresponding vector calculations. To fully understand the origin of the sub-ML LEED pattern,
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LT-STM measurements were performed at a temperature of 4.3 K. In Fig. 4.14, the different
LT-STM measurements are displayed. In Fig. 4.14 a) the clean Au(111) substrate including the

a) b) c) d)

Figure 4.14: LT-STM measurements performed on Au(111) and the sub-ML FeBr2 sample on
Au(111). a) Clean Au(111) surface together with the herringbone reconstruction and
two terraces. b) Sub-ML sample with two FeBr2 islands and the clean Au(111) surface
in between. The clean Au surface still displays the herringbone reconstruction with
distortion regions close to the material islands. c) Sub-ML FeBr2 on Au(111) sample
with a domain boundary between the two FeBr2 orientations. d) Atomic resolution of
FeBr2 on Au(111) together with the superstructure pattern (dark spots). The panels
a) and c) were measured at 77 K and b) and d) at 4.3 K. The STM parameters are
the following: a) UBias = -500 mV and ITC = 0.5 nA, b) UBias = 1000 mV and ITC =
0.1 nA, c) UBias = 1200 mV and ITC = 0.02 nA and d) UBias = 10 mV and ITC =
1 nA. The STM measurements at 77 K and 4.3 K were all performed in the same
machine (APOLLO) STM but at different locations. The 77 K were measured in
2023 at CINN and the 4.3 K in 2020 at CFM.

herringbone reconstruction is shown. This sample was measured at 77 K. In b) and d) different
sub-ML samples are shown which were measured at 4.3 K. In b) the clean Au(111) surface between
two islands of FeBr2 shows mostly the regular herringbone reconstruction. However, close to
the FeBr2 island, the herringbone pattern starts to distort. As a possible part of the growth
mechanism it can be observed that at the elbow sides of the herringbone material is concentrated
(Fig. 4.14 b)). Therefore, these areas can be seeding points or growth centers. Another possible
explanation can be, that the elbows are the energetically favorable nucleation sites for free Br
atoms. The possibility of free Br atoms becomes more likely, since the nearly full ML sample
shows areas with Br meshes (Fig. 4.15), as observed for pure Br on Au(111) [327].

In Fig. 4.15 a), b) and c), STM images of 0.9 ML FeBr2 on Au(111) are displayed. Besides
the regular superstructure pattern, also free Br on the Au(111) surface can be observed. The Br
forms the characteristic meshes (Fig. 4.15 b)) [328], [329], [330] if the amount is high enough.
This can have different reasons, either this is related to the evaporation, the sample temperature,
or to the amount of material. The first parameter, the evaporation temperature, was kept the
same as in the other samples, the only difference is that another type of evaporator was used
(higher temperature effusion cell [331]). The second possibility is the sample temperature. The
sample was kept at RT, however, since the manipulator is connected to a liquid nitrogen dewar,
this could have affected the substrate temperature to be in the range of perhaps below 0 ◦C
even if no active liquid nitrogen flow was present. The more plausible explanation is that the
previously discussed elbow nucleation sides are free Br centers. Therefore, with increasing amount
of deposited material the Br atoms are pushed together and are creating the meshes. The case
that this was not observed previously can be based on the fact that the Br is very mobile and
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Figure 4.15: STM images of 0.9 ML FeBr2 on Au(111). In a) a topographic overview of a larger
area is shown. In b) a zoomed-in view of a) is shown, where the superstructure
pattern can be observed as well as the Br mesh, which is indicated by the green
rectangle. In c) a closer view of free Br and part of the superstructure pattern
is displayed. The measurements were performed at SLS at the PEARL beamline
in 2023. The STM parameters are: a) and b) UBias = 1.3 V and ITC = 0.05 nA,
and c) UBias = 1.5 V and ITC = 0.2 nA. The sample was grown at 2 ◦C and the
measurements were performed at 4.3 K.

therefore distributes better over the whole free Au surface for lower coverages. In Fig. 4.14 c) a
domain boundary inside the FeBr2 island is displayed. The boundary is part of the explanation
of the LEED pattern. Fig. 4.14 d) shows the atomic resolution of the FeBr2 sample on Au(111).
Here two different dominant structures can be observed. The first is the pure FeBr2 structure
and the second is the superstructure (dark spots). The measured lattice constant for the FeBr2
structure is 3.66 ± 0.3 Å and for the superstructure 9.7 ± 0.72 Å (Fig. 7.14). The error of these
measurements includes the error from standard deviation and the measurement related STM
error. By using Fig. 4.14 d), the angles and the structural matrix can be extracted. Between the
black superstructure spots the vectors C⃗1 and C⃗2 can be drawn, which can be used together with
the unit vectors b⃗1 and b⃗2 of the Br plane to calculate one structural matrix of the system. The
top and bottom Br plane have the same orientation of the high-symmetry directions but due to
the 1T-symmetry of FeBr2, the lateral position is shifted along the b1-b2 direction.(
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To calculate the structural matrix for the relation between the superstructure pattern and the
Au surface, the same procedure as previously for the relation between the Br layer and the
superstructure is used. (
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Due to the symmetry of the system, a rotational domain exists. Therefore, the FeBr2 can have
two different orientations with respect to Au.(
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These matrices can be used to simulate the LEED pattern via LEEDpat [332] and are giving an
indication about the angles between the structures and the substrate.

In Fig. 4.16 b), the Fourier-transformation of the atomic-resolution STM image is displayed
(Fig. 4.16 a)). As an insert, the matrix for the relation between the superstructure and the Br
plane is displayed. The matrix was used to simulate the pattern, which is used as an overlay of a
2D-fast fourier transformation (FFT) image.

Figure 4.16: a) Atomic-resolution STM image of the 0.6-ML FeBr2 on Au(111) sample. As an
insert, the structural matrix is included and the blue lines represent the path of
extracting the structural matrix. b) 2D-FFT of the STM image from a). The FFT
image is overlayed by the simulated LEED pattern (only one domain). The STM
image was measured with UBias = 10 mV and ITC = 1.0 nA. The STM measurements
were performed in 2020 at CFM.

In Fig. 4.17 a), the atomic-resolution image of the first layer of FeBr2 on Au(111) is displayed,
together with the material lattice vectors of Au(111), FeBr2, and the superstructure. By using
the information extracted from this STM image, together with the measured LEED patterns,
the origin of the observed pattern can by simulated and recreated. The black arrows indicate
the closed-packed Au[11̄0] direction. From the displayed STM image, the angles between the
material and superstructure, as well as between material and substrate, can be extracted. The
angle between the Br and Au(111) symmetry directions is ≈ 5 ± 0.5 ◦ and between the Br and the
superstructure ≈ 19 ± 0.5 ◦. The simulation in b) is used to calculate the accurate angle between
the structures as well as the vectors and the corresponding vector length. The displayed structure
is adapted to the correct lattice constant ratio between the Au(111) surface lattice constant and
the one of FeBr2. The magenta-colored structure represents the top most Br layer of FeBr2 and
the orange structure represents the Au(111). In black the superstructure is indicated, which forms
a hexagon at the coincidence points of the Br layer and the Au(111). Now we will discuss step by
step how to extract the angle between the different lattices and the vector length. The vector a⃗
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Figure 4.17: a) Atomic-resolution STM image of the 0.6-ML FeBr2 on Au(111) sample. The
black arrows indicate the close-packed Au[11̄0] and equivalent directions. The arrows
which are marked in green and blue are representing the superstructure unit cell
and the hexagonal Br lattice unit cell respectively. b) Structural overlay of FeBr2
(magenta) and Au(111) (orange). In black the hexagon of the superstructure is
displayed. The numbers inside the figure (yellow and black) are referring to the Au
atom and Br atom steps to reach a point of the superstructure. Part b) is an adapted
version of [32]. The STM parameters are UBias = 10 mV and ITC = 1 nA. The STM
measurements were performed in 2020 at CFM. The image is a modified version of
the one in Ref. [32].

represents the orientation of the superstructure to the substrate.
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The value of ax corresponds to the 3.5 steps along the x-direction. Theses steps are indicated as
yellow numbers in b). The ay value is just corresponding to the regular triangle height. From
this vector the length of |⃗a| can be calculated, which is later used to determine the strain of the
structure. From a⃗ the angle α can be extracted, which has a value of ≈ 13.9 ± 0.5 ◦, which is good
agreement with the extracted value from the STM measurement. The next vector is representing
the relation between the superstructure and the FeBr2.
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Here only 2.5 steps along the x-axis need to be done to reach the position of the superstructure
spot. Here an angle of ≈ 19.1 ± 0.5 ◦ can be extracted between the FeBr2 and the superstructure.
To now finally extract the vector between the FeBr2 and the substrate, we can either subtract the
angle α from β or calculate the scalar product between a⃗ and b⃗.
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The calculated angle γ fits with the extracted angle from the STM measurements. To identify now
the strain of the FeBr2 lattice caused by the lattice mismatch, the ratio of |⃗a| and |⃗b| needs to be
calculated. As a result a value of 1.36 is obtained, which is 3 % higher than the ratio expected from
the theoretical values and 6 % higher than the one extracted from the STM measurements using
a surface lattice constant of Au(111) of 2.86 Å. As previously already mentioned, the rotation of
≈ 5 ◦ needs to be symmetric in both directions. Therefore, the observed 12-spot LEED pattern
can be explained by two different rotational domains of ≈ ±5 ◦ with respect to the Au direction.
These domain structures are visible in Fig. 4.14 c). By knowing the angles between the different
structures, the LEED pattern can be simulated by using the software LEEDpat [332]. For the
beginning of the LEED pattern simulation we need to introduce the substrate. In Fig. 4.18 and
Fig. 7.16, the simulation steps are displayed. The Au(111) substrate is constructed by using a

Figure 4.18: a) Simulated LEED pattern of Au(111). b)-c) Combination of the FeBr2 structure
at ≈ ±5 ◦ on top of Au(111). Here the Au spots are represented as hollow circles
and the FeBr2 is represented with white circles. d) High-energy pattern of FeBr2
on Au(111) including both rotational domains. The simulation of the pattern was
performed by using LEEDpat [332].

P3m1 point group and a hexagonal lattice with a lattice constant (a) of 2.86 Å. Now the material
needs to be introduced by using the theoretical lattice constant of aFeBr2 =3.776 Å. This value
will be used for r1 and r2, since it is identical for both distances. By using the strained value, the
superstructure pattern can be simulated. However, the unstrained version shows that the domain
structure is appearing. The simulation which includes strain is displayed in Fig. 4.20. From
the LEED calculation and the STM evaluation the angle between material and substrate was
extracted. By using now for α1 = 5 ◦ and for α2 = 125 ◦, the FeBr2 lattice is rotated on top of the
Au substrate. The LEED pattern displayed in Fig. 4.18, which is based on the literature lattice
constants, represents the high-energy LEED images. Here no superstructure can be observed,
since the lattice constant is too small for the corresponding pattern around the (0,0) spot. By
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using now the two domains with ±5 ◦ and overlaying the simulated patterns on top of each other,
the measured high-energy LEED pattern can be reproduced.

Another way to simulate the superstructure pattern at low energies is to use the periodic
distance between the dark spots (Fig. 4.17 a)). Therefore, the extracted periodic distance of the
dark spots in STM (9.7 Å) is used for r1 and r2. The angle used for the simulation is the one
extracted previously, therefore we use α1 = 13.9 ◦ and α2 = 133.9 ◦. By rotating both domains
with respect to each other, the low-energy LEED pattern is visible (Fig. 4.19 d)). The appearance
of the third outer spot (Fig. 7.13) is related to the growth of the second layer and can be observed
by overlaying the LEED pattern of the first and second layer. The corresponding step by step
simulation for the real-space image is displayed in Fig. 7.16. The simulated pattern of one ML

Figure 4.19: a) Simulated LEED pattern of Au(111). b)-c) Combination of the superstructure at
±13.9 ◦ on top of Au(111). d) Simulated pattern for both rotational domains. The
simulation of the pattern was done by using LEEDpat [332].

of FeBr2 on top of Au(111) in Fig. 4.20 was simulated simultaneously in VESTA [312], [313].
Both Br layers are still visible and are indicated in red (bottom layer) and green (top layer). The
coincidence points can be visualized by following the structural matrix and including a lattice
strain as discussed before. For this simulation, the Br-bottom and top layer atoms are displayed
with different sizes. The different colors of the Br atoms (top- and bottom-layer) are just for a
better visualization of the pattern, since a Br atom from the top-layer was removed to demonstrate
the coincidence pattern, where the Br atom is sitting directly on top of a Au atom.

The superstructure of the first layer was measured with different bias voltages to investigate
if the structure is a purely electronic effect or if it is a real structural effect. In Fig. 4.21, the
first-layer superstructure is displayed for different bias voltages. It can be observed that the
superstructure is not changing for the displayed bias voltages except for -3 V. However, the change
for the high negative bias voltage can also be tip-related. The only real difference for different
bias voltages is that the triangular defects are changing in the linking area, but not the position
or visualization of the dark spots. Therefore, the dark spots are most likely a structural feature
rather than purely electronic. This could be an indication that the first layer shows some Br
vacancies. Another possible explanation is based on the Ullmann-coupling between the halide and
the noble metal Au. However, it is not clear how the coupling of the bottom layer and the surface
can create this kind of structure.

In addition to the already discussed superstructure, the first layer shows also two different kinds
of defects, the dark triangular defects and the circular bright defects. In Fig. 4.22 an overview,
together with a zoomed in image are displayed. In the case of the dark triangular defects, around
the central dark spots Br atoms are centered (Fig. 4.22 b)). The triangular defects are probably
related to a missing Br atom in the bottom plane, since the top layer seems unaffected in between
the dark spots. As observed from the LEED measurements (Fig. 4.5 c)), the structure of the
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Figure 4.20: The upper part of the image shows the top view of FeBr2 on the Au(111) surface.
Following the FeBr2 superstructure with respect to the Au(111) matrix, the top-layer
Br atoms (in green) were removed to show the position of the Au atoms underneath.
Therefore, the observed superstructure is appearing. However, it is not 100 % clear, if
the superstructure is related to missing top-layer Br atoms or only stronger attracted
Br atoms, which causes this periodic pattern. The lower image is showing the side
view of FeBr2 on the Au(111) surface. The FeBr2 lattice is strained to match the
LEED simulation. The simulation was done by using VESTA [312]. The parameter
are from Ref. [333] and [313].

second layer is different and the superstructure as well as the rotational domains are disappearing.
In Fig. 4.23, the BL sample including atomic-resolution measurements of the second and third
layer are displayed. For the second layer, a lattice constant of 3.68 ± 0.11 Å (error from standard
deviation) can be extracted and by including the other error sources from STM (systematic error
of 7 %), a lattice constant of 3.68 ± 0.37 Å is obtained. For the third layer, a lattice constant
of 3.69 ± 0.08 Å (error from standard deviation) can be extracted and by including the other

82



4.1 Epitaxially grown monolayers of FeBr2 on Au(111) and Bi2Se3

Figure 4.21: Bias dependence of STM images of the first layer of FeBr2 on Au(111), with bias
voltages ranging from 3.3 V down to -3 V. All images were taken at nearly the same
sample position except j). The tunneling current for all images is ITC=0.1 · 10−9 A.
The measurements were performed at 4.3 K. The STM measurements were performed
in 2023 at the PEARL beamline of the SLS synchrotron radiation source. Image has
been taken out of Ref. [32].

error sources a lattice constant of 3.69 ± 0.34 Å is obtained. These values are very close to the
theoretical bulk value from DFT [131]. By comparing the first and second layer structure it
is visible that the Au(111) surface has a big influence on the structure of the material, since
the first layer shows a superstructure pattern, which disappears for the second and all following
layers. This indicates a different growth mechanism, due to the different surface underneath the
material. The observed corrugation of the second layer can be caused by strain effects on top of
the underneath-lying material, since the first layer shows strain on top of the Au(111) surface. In
Fig. 4.24, STM images of a 1.8 ML sample are displayed. On this sample different local coverages
can be observed, ranging from the first layer in b) till second and third layer (c) and d)). In b)
the two different rotational domains can be observed. The domain boundary is indicated by a red
rectangle in the upper right corner of the figure. It can be observed that the first and second
layer are co-existing in the same topographic area, but they are never measured on top of the
same terrace.

After the second layer is grown, the third and following layers are growing on top after the
needed critical area of the layer underneath is big enough. In c) the corrugation phase can be
observed, which is characteristic for Br-based TMDH (maze structures). This corrugation phase
looks different in the case of Cl-based TMDH, as observed for FeCl2 on Au(111) [132] and in our
own measurements for CoCl2 on Au(111) (internal communication). However, as later shown,
those corrugations were not observed for MnBr2 and MnCl2, which indicates a specific reason for
the corrugation phases like a possible lattice constant mismatch. An important parameter for the
growth of FeBr2 is the substrate temperature. In Fig. 7.17, STM images for different coverages of
FeBr2 on Au(111) are displayed. All samples are grown without heating the substrate, however, c)
was grown on a manipulator which was still connected to the liquid nitrogen cooling. The cooling
itself was off, however the manipulator was still around 270-273 K (thermocouple). Therefore, the
growth of FeBr2 on Au(111) can be affected by low temperatures. By comparing the different
coverages and the two different growth temperatures, it can be observed that the material is
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Figure 4.22: a) Large-area scan with atomic-resolution of 0.6 ML FeBr2 on Au(111). Here the
two different defect types are visible together with the regular material structure. b)
Atomic-resolution image of the first layer together with the triangular dark defects.
It can be observed that around the central dark spot three Br atoms are ordered. a)
was measured with UBias = 0.01 V and ITC = 0.5 nA, and b) with UBias = 0.002 V
and ITC = 0.38 nA. The STM measurements were performed in 2020 at CFM.

still growing with the same reconstruction, therefore the reduced mobility of the material on the
surface is not strongly affecting the growth. However, in the case of the colder growth defect areas
can be found, where the superstructure is not appearing. These defect areas can also be found on
the RT-grown sample, but they are in general less often appearing and smaller. This observation
implies that even if the growth works at RT and lower temperatures more optimal results can be
achieved by growing at slightly elevated temperatures so that bigger and potentially defect area
free islands/terraces are grown.

Another important information which can be extracted from the displayed STM images is
the coverage behavior. The samples displayed in Fig. 7.17 a), b), and d) were calibrated and
evaporated under the same conditions. This reveals that even if the growth is uniform all over
the substrate, locally the coverage is varying. Due to a high surface mobility, the local coverage
is changing, since the material seems only to stop at terrace edges or at the elbow sites of
the Au(111) herringbone structure. However, with increasing coverage the lateral island size is
increasing. In the range of around 0.6 ML the lateral island size is ≈ 70 nm. Since the LEED and
STM measurements are representing a more global and local view of the sample surface, other
techniques were used to observe if the material grows uniform on the substrate. By using LEEM
and XPEEM measurements, the uniform epitaxial growth was characterized on a mesoscopic scale.
In Ref. [32] the performed LEEM and XPEEM measurements are shown. The measurements
revealed a uniform growth on a µ-scale with first and second layer areas, which correspond to
the observed 1.5 ML µ-LEED image. The different coverage regions were also proven by the
performed XAS spectra, which showed a higher Fe L3 edge peak intensity in the BL region.
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Figure 4.23: STM measurements of a BL FeBr2/Au(111). a) Topographic overview of the BL
FeBr2 on Au(111) sample. On top of the second layer, the third layer shows the
previously observed corrugation (weaker than for the second layer) of the second
layer, as well as triangular islands of the third layer. b) and c) Atomic-resolution
images of the second and third layer. The measurements were performed at 4.3 K.
a) was measured at UBias= 1.7 V and ITC = 0.04 · 10−9 A, b) at UBias= -0.2 V and
ITC = 0.4 · 10−9 A, and c) at UBias= 1.6 V and ITC = 0.1 · 10−9 A. The second and
third layer are indicated by red and blue dots in a). The corresponding atomic-
resolution images have a red and blue frame for the second and third layer. The
STM measurements were performed in 2023 at the PEARL beamline of the SLS
synchrotron. Image has been taken out of Ref. [32].

4.1.4 Chemical characterization
The chemical characterization of FeBr2 on Au(111) and Bi2Se3 was performed by using XPS and
XAS measurements. For the XPS fitting routine a Shirley-background-correction is performed.
Afterwards, for the investigated element core-level a specific amount of Voigt profiles is used in
addition to a linear fit. The XPS measurements of FeBr2 on Au(111) and Bi2Se3 were performed
in the Nanophysics XPS lab at CFM in 2020, 2022, and 2023. Additionally some measurements
were performed at the PEARL beamline, which will be indicated in the figure caption.

XPS measurements

The majority of XPS measurements was performed by using the Al anode of a non-monochromatic
x-ray gun at CFM. The other measurements were performed by using either a high resolution
synchrotron-radiation XPS (PEARL beamline at SLS synchrotron) or the Mg anode of the
non-monochromatic gun at CFM. Before evaporating FeBr2 on Au(111) the substrate surface
was investigated always by measuring LEED and sometimes XPS on clean Au(111) and Bi2Se3.
In Fig. 4.25 a) and b), the survey spectra of a clean Au(111) and of 0.95 ML FeBr2 on Au(111)
are shown. The measurement of the clean Au(111) crystal was performed at CFM by using
a non-monochromatic x-ray source (Al anode) and the survey scan of the 0.95 ML FeBr2 was
performed with a photon energy of 950 eV at RT at the PEARL beamline. All important core-level
peaks for our material are indicated by the vertical lines. The small C and O peak in the survey
spectrum (Fig. 4.25 b)) are related to the long exposure time of the sample inside the XPS
chamber. Therefore, C and O was physisorbed on the surface. The only visible core-level peaks
in Fig. 4.25 a) are the ones of the Au(111) substrate, therefore the sample surface is completely
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Figure 4.24: a) Topographic overview STM image of the a 1.8-ML sample. The second layer grows
over the terraces of the Au(111) substrate and the third layer grows as islands on
top of the second layer. b) Topographic image of different coverages ranging from
sub-ML to TL on different terraces. Here the first layer and second layer are growing
side by side, but not on the same terrace. In the upper right corner the two different
(±5 ◦) domains are visible with the domain boundary (red rectangle). In c) a closer
look on the second layer is displayed, which shows strong corrugation and in d) a
closer look on the 3rd layer is displayed. The STM measurements were performed
at 77 K. The STM parameter are UBias = 1.3 V and ITC = 0.01 nA for a), for b)
UBias = 1.2 V and ITC = 0.1 nA, for c) UBias = 1 V and ITC = 0.03 nA, and for d)
UBias =1 V and ITC = 0.04 nA. The STM measurements were performed in 2023 at
CINN.

clean from any contamination. The survey scan was measured in a binding energy range from
-4-1100 eV. In b) the Fe 2p (blue lines), Br 3p and Br 3d (orange lines) core-level peaks are visible
as well as the core-level peaks related to the Au(111) substrate.
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Figure 4.25: a) XPS survey spectrum of clean Au(111) measured at CFM by using a non-
monochromatic x-ray source (Al anode). b) Survey spectrum of 0.95 ML FeBr2
on Au(111). The yellow, blue, red, black, orange, and grey lines are indicating the
core-level peaks of Au, Fe, O, C, Br, and Mo/Ta, respectively. The measurement
was performed at the PEARL beamline at SLS in August 2023.

The physisorbed material is not affecting the FeBr2 on Au(111) as later shown (Fig. 4.29). In
Tab. 7.7 the binding energies for the different core-level peaks are listed. To compare the FWHM
and the spectral shape of the Au 4d peaks after the material is evaporated on top of Au(111), the
clean Au 4d spectrum was measured and fitted (Fig. 4.26). In a) the clean Au 4d spectrum is
shown, together with the Shirley background, which needs to be removed for further evaluation.
In b) the fitted spectra is shown, therefore four Voigt profiles were used. Two fits for the main
core-level peaks and two fits for the satellite peaks caused by the non-monochromatic Al anode
(shifted by about 9.8 eV). In Tab. 4.1 the fitting parameter for Fig. 4.26 b) are shown.
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Figure 4.26: Au 4d XPS spectrum. a) Raw data in blue together with the calculated Shirley
background. b) Fitted background-subtracted spectrum. The full fit is displayed in
red and the single peak fits are displayed in black and magenta.

Element Core-level Peak position (eV) FWHM (eV)
Au 4d 3

2
353.14 5.72

Au 4d 5
2

335.18 5.35
Au Al Anode 4d 3

2
343.34 6.00

Au Al Anode 4d 5
2

325.25 6.00

Table 4.1: Fitting parameters for the core-level peaks of Au 4d together with the satellite peaks
caused by the Al anode of the non-monochromatic x-ray gun.

By comparing the fit parameter with the theoretically expected peak positions, we observe that
the measured peaks are exactly at the expected positions for the Au 4d core-levels. The area
of the fitted core-level peaks is afterwards used to calculate the peak ratio and to check if the
expected value for d-orbital splitting is reached.

R =
A4d5/2
A4d3/2

= 1.48 (4.13)

The extracted ratio is matching with the expected value of 1.5 and has only an offset of 1.3 %.
Since the substrate surface cleanliness was checked via LEED and XPS, the material evaporation
was started.

In Fig. 4.27, the XPS spectra for the sub-ML and BL sample are displayed. The measurements
at different thicknesses were performed to observe that the chemical composition remains constant
and to discard the presence of different phases besides the proper FeBr2 phase. Both samples were
grown inside the same chamber at CFM under the same conditions. After the sub-ML sample was
prepared and characterized, the substrate was sputtered and annealed and the BL sample was
prepared. In between each step (after annealing and after growth) LEED measurements of the
clean Au(111) and of the sample were performed. The XPS measurements were performed with a
pass energy (Epass) of 30 eV, a lens mode of medium area (MA), an applied HV of 1.5 kV and an
analyzer work function of 4.309 eV. The same amount of scans was used for each energy region at
the two different thicknesses. A Shirley background was subtracted before fitting the data via
Voigt profiles using the python lmfit routine [334]. In total four Voigt fits were used to fit the
Fe 2p spectra (two for the Fe2+ peaks and two for the satellite peaks). The measured spin-orbit
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Figure 4.27: Fe 2p, Br 3p, and Au 4d spectra for a sub-ML (0.6 ML) and BL (2.0 ML) sample of
FeBr2 on Au(111), including the spectra fit. In a) the Fe 2p, in b) the Br 3p and in
c) the Au 4d core-level spectra are shown. The Fe 2p spectra are confirming a Fe2+

oxidation state. The cyan- colored vertical lines are used as a guide to the eye and
are indicating the core-level peaks for the different elements. For the Fe 2p spectrum
black lines are included, which indicate the satellite peak positions. For all spectra
of the sub-ML sample, the single-peak fits are shown by black dotted lines and the
full fit is displayed in red. The shown data are published in Ref. [32]. The Fe and
Br spectra are normalized to the Au 4d 5

2
peak intensity.

(SO) splitting of around 13 eV for the Fe 2p spectra are matching the literature values [335]. The
spectra also includes the contribution of the shifted Fe peaks due to the non-monochromatic Al
anode. However, due to the low signal intensity for the ML and BL samples it has been ignored
for the fit. Since no additional peaks are needed to fit the data, the sample has no other oxidation
state. By comparing the fitting parameters of the element-specific spectra (Tab. 4.2), it can
be observed that the peak structure matches with the literature structure as well as with the
literature values of the peak positions for an Fe2+ state. The peaks for FeBr2 are shifted to higher
binding energies with respect to the reported values for bulk FeBr2 (2p3/2 708 eV), coinciding
with the Fe2+ oxidation state for FeO (709.7 eV) [335], [336]. In Fig. 4.27, the BL Fe 2p and Br
3p spectra are shifted for the evaluation by 0.2 eV to lower binding energies, therefore the peak
maxima are matching again. The fact that for the thicker sample the peak position is shifted to
higher binding energies is not related to any chemical shifts like in the case by comparing C-O
and C-C bonding system, but due to shifts to the reference work function [228], [229]. In the
case of a chemical shift both contributions should still be visible. Also the shift is not related to
charging, since the Au 4d and 4f spectra are not shifted for different sample thicknesses (Fig. 4.27
c) and Fig. 4.28 c)). The full width at half maximum (FWHM) used for the fit of the Fe2+ peaks
is 3.7 eV, as reported in Ref. [335], [337] for FeO.

However, due to the resolution of the lab XPS caused by the non-monochromatic gun, we could
not resolve the multiplet splitting peaks (result of the high-spin state, HS, of the Fe) for the

89



4 Epitaxial growth and structural, chemical, and magnetic characterization of FeBr2

Coverage Element Peaks FWHM (eV) Peak position (eV) Amplitude (arb. units)

sub-ML Br 3p 3/2 3.00±0.05 182.35±0.03 1602.16±39.35
3p 1/2 2.89±0.09 188.97±0.05 800.00± 33.59

sub-ML Au 4d 3/2 5.73±0.18 353.16±0.03 53228.12±704.15
4d 5/2 5.66±0.03 335.25±0.02 80988.04±653.07

sub-ML

Fe 2p 3/2 3.59±0.11 709.38±0.06 2121.41±173.07
Fe 2p 1/2 3.78± 0.21 722.64±0.11 1147.94±104.84

Fe Sat. 2p 3/2 7.10±0.31 714.57±0.16 3435.25±261.87
Fe Sat. 2p 1/2 7.20± 0.40 728.87±0.26 1503.78±97.71

BL Br 3p 3/2 2.78±0.02 182.69±0.01 3682.57±42.09
3p 1/2 2.81±0.04 189.30±0.02 1800.00±40.48

BL Au 4d 3/2 5.510±0.004 353.18±0.03 43264.20±570.11
4d 5/2 5.48±0.03 335.27±0.02 63097±532.28

BL Fe 2p 3/2 3.60±0.09 709.87±0.03 4651.17±159.05
Fe 2p 1/2 3.82±0.09 723.18±0.05 2754.43±119.41

Fe Sat. 2p 3/2 6.92±0.13 715.13±0.07 7149.08±242.87
Fe Sat. 2p 1/2 6.61±0.18 729.38±0.08 3701.90±181.61

Table 4.2: Fit parameters for the different elemental lines and coverages. Shown are the fitted
FWHM and the peak position. The data was fitted by using the fitting routine lmfit
[334]. The more detailed version of this table is shown in Tab. 7.8.

fitting. This causes a multiplet broadening of the FWHM. The observed strong peak intensity of
the Fe 2p satellite peaks arises due to the decreased electronegativity of the ligand (Br) compared
to, for example, oxygen [338]. These satellite peaks are related to the shake-up process, due to
the electron transfer from a 3d orbital to the empty 4s orbital during ejection of the core 2p
photoelectron [336], [232]. The satellite FWHM is around 1.8 times bigger than the core-level
FWHM and is in good correspondence to [335]. The Au 4d and Br 3p core-level peaks are not
shifted with respect to the literature values for Br (EB =182 eV for 3p 3

2
and EB =189 eV for 3p 1

2
)

and Au (EB =335 eV for 4d 5
2

and EB =353 eV for 4d 3
2
) [206]. The extracted area ratios for the

Au 4d, Br 3p and Fe 2p peaks are mostly matching with the expected results (Tab. 4.3). In the
case of the BL Fe 2p peak, the strong difference is caused by the fitting routine. The fit was
optimized for matching FWHM for the two p-orbital peaks.

Element Area 1/Area 2 Ratio Literature
Sub-ML Br 3p 1536.77/769.33 1.99 2.0
BL Br 3p 3545.55/1730.90 2.05 2.0
Sub-ML Au 4d 79185.13/51795.23 1.53 1.5
BL Au 4d 67326.69/46789.91 1.44 1.5
Sub-ML Fe 2p 2064.69/1114.03 1.85 2.0
BL Fe 2p 4527.35/2670.97 1.69 2.0

Table 4.3: Measured area ratios for the different core-levels. The sometimes strong variation from
the expected value is based on the fit. Here the fit was optimized to have nearly equal
FWHM.

The peak height ratio of the core-level to the corresponding satellite peaks of Fe 2p is nearly
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constant. The ratio for the Fe 2p 3
2

and the corresponding satellite peak is for the sub-ML sample
1.95 and for the BL 1.79. The two ratios are off by around 8 %, therefore they can be considered as
nearly identical. The ratio between the 2p 1

2
and the corresponding satellite peak is not constant,

since the sub-ML sample has more noise and a weaker signal for this peak. However, by using
the background-corrected spectra and not the single fits, a ratio offset of 1.5 %

(
1.447
1.425

)
can be

achieved for the Fe 2p 3
2

and the corresponding satellite peak for both coverages. By using the
element-specific sensitivity factors, the ratio between Br and Fe can be roughly calculated. From
the stoichiometry of the material, a ratio of 1 : 2 is expected for Fe:Br. Shown is the used ratio
equation

R = AF e2p/SF e2p

ABr3p/SBr3p
(4.14)

, where R is the ratio between Fe and Br and S is the element specific sensitivity factor (atomic
sensitivity factor) for an angle of 55 ◦ (SF e2p = 2.957 and SBr3p = 1.279) [32], [206], [339]. For
the sub-ML sample a ratio of 0.60 and for the BL sample a ratio of 0.59 was obtained. By using
the bulk (S = 1.14) and surface (S = 0.79) Br values Ref. [340], [341] we obtain R = 0.53 and
R = 0.37 for the sub-ML sample. In the case of the BL sample, values of R = 0.53 and R = 0.36
were obtained. Another sensitivity factor list is provided in Ref. [342], here the sensitivity factor of
Fe 2p and Br 3p are S = 11.33 and S = 5.38 respectively (combination of the core-level sensitivity
factors), with an error of 10 %. By using these values a ratio for the sub-ML and the BL sample
of R = 0.65 is obtained. Besides the surface approximation in the Wagner paper, all ratios are
in good agreement with the expected value of 0.5. A reason for the imperfection is the use of a
non-monochromatic x-ray gun, which results in doublet peaks where the extra peaks are displaced
towards lower binding energies by 9.8 eV with an intensity percentage of 6.4 % of the real peaks
[206].

In Fig. 7.18, the survey spectra for the two different samples are displayed. From these spectra
it is clear that the samples have no oxygen or carbon contamination. The shown survey spectra
confirm that only the wanted material (FeBr2) is on top of the Au(111) substrate. This is why an
increase of intensity can be observed in the Br 3p and Fe 2p region. In the case of the BL sample,
an additional peak structure can be observed between 800-900 eV. These peaks are related to
the Auger peaks of Fe. In the following an overview of the performed XPS measurements for
different sample thicknesses on Au(111) is shown. In Fig. 4.28, the thickness-dependent shift of
the photoemission lines of FeBr2 on Au(111) is displayed. Since the XPS measurements are not
all taken in the same year, a normalization to the maximum of the Au 4d 5

2
peak was performed.

Therefore, the maximum intensity of the Fe 2p and Br 3p spectra are normalized to the maximum
intensity of the Au 4d peak. This normalization allows the direct comparison of the different
coverages of FeBr2 on Au(111), which were measured at different times (necessary because the
XPS used at CFM has a channeltron detector, which degrades over time). Also a different lens
setting was used for the newer measurements. In Fig. 4.28 b), the Br 3p spectra for various
different coverages are displayed. The coverages presented in a) for the Fe 2p spectra are lower,
since the background affects the spectra more strongly for lower coverages and therefore the
Shirley background subtraction of the Fe 2p did not work. In Fig. 4.28, the thickness-dependent
Fe and Br intensities are displayed. The spectra are all averaged spectra of multiple iterations
and normalized by the Au 4d 5

2
peak intensity. With increasing amount of FeBr2, the intensity of

the Au 4d peaks is decreasing. As previously discussed, no shift of the Au 4d spectra is observed,
but for the Fe 2p and Br 3p above the ML coverage (Fig. 4.28 d)). The displayed Au position is
also moving (only minor shifts), but not as much as for Br and Fe. The reason for the Au shift
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Figure 4.28: a) Fe 2p , b) Br 3p, and c) Au 4d core-level peaks of FeBr2 on Au(111). The
cyan-colored lines are indicating the core-level peaks and the black lines the satellite
peak position. The vertical lines are used as a guide to the eye and are based on
Ref. [206], together with the sub-ML (0.6 ML) measurements. In the case of the
Au 4d peaks no shift is observed, but the thicker the sample is, the stronger are the
shifts of the Fe 2p and Br 3p lines to higher binding energies. d) shows the relative
shift for the different coverages with respect to the lowest coverage position. The
displayed shifts are calculated for Au 4d 5

2
, Fe 2p 3

2
, and Br 3p 3

2
. The coverage error

in d) is 10 % and the binding energy shift error is 5 %.

could be the noise of the scan as well as the background subtraction.
In Tab. 7.8, the fitting parameters for the spectra of Br, Fe and Au are listed. In the case of

the higher coverages (3.0 and 5.0 ML), the fit of the Au 4d spectra did not work perfectly due
to a small background correction problem. Therefore, the FWHM values are affected, also the
Au 4d spectra is only fitted with the two main peaks and not with the two additional x-ray gun
related peaks. This can also cause a different FWHM value for the higher coverage values. In
Tab. 7.8 it can be observed that with increasing thickness, the FWHM of the Br 3p core-level
peaks are decreasing. This decrease in FWHM can be related to the reduced interaction between
FeBr2 and the substrate (Au(111)), since the second layer has a bigger distance to the substrate.

In Fig. 7.19, the ≈1.5 ML FeBr2 on Au(111) is shown. It can be observed that with increasing
temperature the peak intensity starts to reduce instantly at around 200 ◦C. At this temperature,
the material reevaporates from the surface. The measurements were performed by using the
filament heater of the CFM XPS chamber, without applying HV. The temperature was increased
every 18 min by 8 K. In Fig. 7.19 d), the temperature calibration curve of the filament heater
is displayed. In Fig. 7.21, the oxidation behavior for a ≈ 0.7 ML FeBr2 film on Au(111) has
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been investigated by XPS. Here, no different Fe oxidation state has been observed for different
amounts of oxygen. However, by keeping a high pressure (10−3 mbar) inside the plasma chamber
and running the plasma source, the FeBr2 film was completely covered with oxygen and oxidized
through. Therefore, it seems like that the FeBr2 film is protective against oxygen (without starting
the plasma source) and does not allow the oxygen to physisorb in big amounts on the surface.
This was expected, since the oxidation state is very stable for the heavier transition metals like Fe,
Co and Ni. However, by running the plasma source at high oxygen pressures the Br is substituted
with O and the FeBr2 changes.

The XPS coverage calibration was performed by cross checking the STM images with high-
resolution XPS at the PEARL beamline at SLS. The XPS measurements were performed on
the 0.95 ML FeBr2 on Au(111) sample. Since the Br 3d peak can not be perfectly resolved on
Au(111) with the lab XPS the measurement was performed with the high-resolution XPS at the
PEARL beamline. Therefore, not only the main core-level transition of Br in FeBr2 was measured
but also the correlation of peak intensity to material coverage was achieved. In Fig. 4.29, the
high-resolution spectra of Fe 2p, Br 3p and 3d as well as the Au 4d spectra are displayed. It can
be observed that the peak structure as well as the fits are nearly identical to the one performed at
CFM. The used photon energy is 950 eV with a work function of 4.5 eV. All scans where recorded
with a pass energy of 50 eV and the lens setting DSF14081. The measured FWHM for the sample
are nearly identical to the ones measured at CFM, however, in the case of the Fe 2p spectra
(Fig. 4.29 a)), a second peak was needed to fit the Fe 2p 3

2
signal, since it shows a shoulder. This

extra peak indicated the presence of the second layer, which energetically shifts to higher binding
energies. Therefore the 0.95 ML (STM calibration) delivers also information about the second
layer, which already exists in parallel on the sample even if some parts are still first layer. These
are the same results as observed via STM for the 1.75 ML sample.

The core-level ratios are matching the theoretical prediction for the p- and d-orbitals. To
calculate the material ratio Fe:Br, a single fit function for each peak is used. Here we only assume
the pure Fe 2p 1

2
single peak for the calculation and not a mixed state. By using these values

we receive a Fe:Br ratio of 0.66 for Fe 2p to Br 3p (SBr3p = 1.279 and SF e2p = 2.957) and 0.62
for Fe 2p to Br 3d (SBr3d = 1.053 and SF e2p = 2.957). The ratio is still in good correspondance
with the expected value of 0.5. The reason for the different ratios could be in the low growth
temperature (around 0-2 ◦C).

However, the material still shows a stoichiometric growth. A good fit of ML to BL FeBr2 on
Au(111) requires five Voigt profiles, which indicates that the second layer is already growing. By
only using the main peaks of the first layer without satellite peaks, a Fe:Br ratio of 0.56 for Fe
2p to Br 3p (SBr3p = 1.279 and SF e2p = 2.957) and 0.53 for Fe 2p to Br 3d (SBr3d = 1.053 and
SF e2p = 2.957) can be calculated. However, all these calculations are still within the error range
of the expected stoichiometry, since the fits are not perfect and include, for the case of Br 3p and
3d, only two Voigt profiles, which corresponds only to the first layer.

In the case of the XPS measurements with a non-monochromatic x-ray gun, the different layers
can not be distinguished. However, the fluctuation in the Fe:Br ratio is a direct consequence of
the different layers, but not related to the stoichiometry of FeBr2 on Au(111). In the case of
a different stoichiometry, the oxidation states of FeBr2 on Au(111) would be different and this
would be recognized by XAS measurements. The only possible Fe and Br compound which has
the calculated ratio and is not FeBr2 would be Fe2Br3, which has a Br1− state and Fe2+ and Fe3+

oxidation states. Also the lattice constant measured via STM and LEED would be different as
well as the areal density. Therefore, this proves that the material has only one single stoichiometric
phase (the one of FeBr2 with Fe2+). Tab. 4.4 the Br 3p:Au 4d and Fe 2p:Au 4d ratios for the
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a) Fe 2p Au 4db)

Br 3dd)Br 3pc)

Figure 4.29: a) Fe 2p, b) Au 4d, c) Br 3p, and d) Br 3d core-level peaks of FeBr2 on Au(111).
The sample was measured with a photon energy of 950 eV at the PEARL beamline.
The final signal at PEARL is not automatically averaged, only added. Therefore,
the intensity is afterwards normalized by the number of scans. The vertical lines are
guides to the eye and indicate the core-level peak positions of FeBr2 on Au(111).

different coverages.

Coverage Br 3p : Au 4d Fe 2p : Au 4d
0.4-0.6 ML 0.025 -
0.7-0.9 ML 0.037 0.049
0.9-1.2 ML 0.053 -
0.95 ML-1.6 0.111 0.132
1.3-2.0 ML 0.101 0.115
2.0-2.3 ML 0.150 0.188
4.0-5.0 ML 0.360 0.397

Table 4.4: Calculated coverage-dependent intensity ratios between the material core-levels and the
substrate core-level. As the substrate core-level the Au 4d peaks and for the material
the Br 3p and Fe 2p peaks are used. To calculate the ratio, the maximum intensity at
the lowest binding energy peak was used.

In Fig. 4.30, the survey spectra of Bi2Se3 measured with an Al and a Mg anode are displayed.
For the measurement with either the Al or the Mg anode it can be observed that the substrate
peaks of Bi2Se3 are interfering with the Br peaks of FeBr2. In Fig. 4.30, the substrate-related
core-level peaks as well as the core-level peaks related to FeBr2 are displayed by the vertical lines.
As a result of the measurements with both anodes, it can be observed that a strong C 1s core-level
peak is visible as well as a small O 1s peak. The reason for the strong carbon signal is related to
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BiFe O C Ta SeBr

Figure 4.30: Survey spectra for in-situ-cleaved Bi2Se3 crystals measured with two different anodes.
The vertical lines are guides to the eye and indicate the main core-level positions.
Each element has a specific color, which is represented in the fontcolor of the element.

the exfoliation method. Since the exfoliation process can never be perfect, small areas at the edge
of the sample are not well cleaved. Therefore, the carbon peaks are only related to the edges of
the Bi2Se3 crystal and not a surface contamination. Additionally, Ta 4d and Mo 3d peaks can be
observed in the spectra, which also contribute to the C 1s and O 1s core-level peaks since the
sample plate is never 100 % clean from carbon for an exfoliated sample. On the other hand, a
time-dependent oxidation of the Bi2Se3 surface has already been studied.

In Ref. [343], it was observed that with increasing time the surface of Bi2Se3 starts to oxidize.
With increasing oxidation also the top Se layer starts to change and SeO2 can be observed. In
Fig. 4.31, the element-specific measurements of 2 ML FeBr2 on Bi2Se3 are shown. In the specific
energy range of SeO2 (Se 3d 58-60 eV), no peak is observed, therefore the measured oxygen peak
is not a result of surface contamination, but of either a not perfectly cleaved Bi2Se3 crystal (in the
crystal corners) or related to the sample plate (including the Ta mounting). In a) and b) the Fe
2p and Br 3d peaks of a 1.5 ML FeBr2 on Bi2Se3 sample are displayed. The Fe 2p peaks show the
same strength of the satellite peaks for the 2p 3

2
and 2p 1

2
core-level peaks as on Au(111). All spectra

are fitted by using Voigt profiles with a previously subtracted Shirley background. In the case of
the Fe 2p spectra, four Voigt profiles were needed to fit the data, as already previously observed
for FeBr2 on Au(111). In b) the Br 3d region is displayed, which consists of an additional peak,
which is substrate-related, at higher binding energies. In c) and d) the substrate-related main
core-level peaks (Bi 4d and Se 3d) are displayed. As previously discussed, no additional peaks
in the energy range of the Se 3d peaks can be observed, which confirms the surface cleanliness.
The positions of the Bi 4d and Se 3d core-level peaks are matching with the literature values for
Bi2Se3 [343], [344]. In Tab. 4.5, the fitting parameters for FeBr2 on Bi2Se3 are displayed. It can
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Figure 4.31: a)-d) XPS core-level peaks of 1.5 ML FeBr2 on Bi2Se3. a) Fe 2p, b) Br 3d, c) Bi 4d
and d) Se 3d. All spectra were measured with the Al-anode of a non-monochromatic
x-ray gun. The vertical lines are guides to the eye and indicate the core-level positions.
The mentioned coverage is the estimated maximum value of FeBr2 on Bi2Se3. The
real coverage can vary by around ±0.5 ML.

be observed that the values are nearly identical to the ones observed for FeBr2 on Au(111). By
comparing the fitting parameters with the ones calculated on Au(111), it can be observed that
the energy position as well as the FWHM are matching the values observed for high coverages
on Au(111). By comparing different coverages of FeBr2 on Bi2Se3, no thickness-related shift or
change of FWHM in the Fe 2p peaks can be observed. In Fig. 4.32, the different coverages of
FeBr2 are compared. To compare the intensities, the material peaks were normalized to the Bi
4d peak of the substrate. The Fe 2p peaks are continuously rising in intensity with increasing
FeBr2 thickness for different growth conditions. The ML and 1.5 ML sample are grown at 100 ◦C
substrate temperature and the 2 ML was grown at RT. Therefore, the substrate temperature
is not affecting the chemical properties like composition of the material. The coverages are an
estimation from the observed LEED patterns. However, for these coverages an error of ± 0.5 ML
can be assumed. The growth temperature of 100 ◦C allows an island growth with bigger island
sizes, without decomposing the material. This non-destructive effect of the growth temperature
was also observed on Au(111), where during the post-annealing the material does not decompose
or reevaporate from the surface until reaching around 200 ◦C (Fig. 7.19). However, the major
difference between the substrates can be observed in the peak position as well as in the FWHM
of the Fe 2p satellite peaks. On the Au(111) substrate, a constant shift to higher binding energies
was observed as a function of coverage until a critical coverage was reached, which was in the
multilayer regime. Additionally to the shift to higher binding energies, the FWHM of the Fe 2p
satellite peaks are narrowing down by around 1.5 eV. All these effects are not observed on Bi2Se3,
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Element Core-level Peak position (eV) FWHM (eV) Amplitude (arb.
units)

Bi 4d 5
2

441.47±0.03 3.43±0.06 2669.53±74.75
Bi 4d 3

2
465.02±0.04 3.60±0.12 2367.62±60.95

Fe 2p 3
2

710.49±0.04 3.12±0.08 317.77±20.77
Fe 2p 1

2
723.68±0.06 3.17±0.23 185.68±13.06

Fe 2p 3
2

satellite 715.38±0.13 7.57±0.24 626.25±38.56
Fe 2p 1

2
satellite 729.66±0.16 7.27±0.44 296.04±41.15

Br 3d 5
2

69.64 1.62 157.14
Br 3d 3

2
70.70 1.80 100.00

Substrate peak - 72.98 3.60 171.39
Se 3d 5

2
53.75±0.08 1.51±0.05 505.32±85.09

Se 3d 3
2

54.64±0.11 1.37±0.08 259.99±399.86

Table 4.5: Fitting parameters for the main core-level peaks of Bi, Se, Fe, and Br of the 1.5 ML
FeBr2 on Bi2Se3 sample. The mentioned coverage is the estimated maximum value
of FeBr2 on Bi2Se3. The real coverage can vary by around ±0.5 ML. The fitting for
the Br 3d spectrum was not giving a error bar, since the peaks are very close and
the additional substrate peak is also interfering. The origin of the substrate peak is
unknown.

Figure 4.32: a)-c) Coverage-dependent core-level peaks of Fe 2p, Br 3d, and Se 3d of FeBr2 on
Bi2Se3. In b) and c) the ML and 1.5 ML coverage are compared to the clean substrate.
All spectra are normalized to the maximum peak intensity of the Bi 4d 5

2
peak. The

ML and 1.5-ML samples were grown at elevated temperatures of ≈ 100 ◦C, and the
2-ML sample at RT. The vertical lines in a) are a guide to the eye and indicate the
core-level binding energy positions. For all coverages the peak maxima do not shift
to higher binding energies. The mentioned coverages are the estimated maximum
value of FeBr2 on Bi2Se3. The real coverage can vary by around ±0.5 ML.

which means that the material grows identical in electronic properties for all coverages from
sub-ML to multilayer samples. As a direct consequence of the observation on a vdW substrate,
the Au(111) substrate causes changes of the material properties as also visible in the first-layer
LEED and STM images. Therefore, the observed shift is not only the indication of the work
function change, since the sample is behaving more insulating, but also shows that the electronic
properties of the first layer are strongly affected by the Au(111) substrate.
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4.1.5 Magnetic characterization

In the following sections, the performed magnetic measurements as well as the XAS cross check of
the material coverage will be explained. The majority of samples were measured at the BOREAS
beamline at ALBA.

Thickness calibration via XAS

For the sample thickness determination, different structural techniques (LEED and STM) were
used. To calibrate the thickness from spectroscopic techniques, we cross-correlated the coverage
information measured at the beamlines with the XAS whiteline height or the normalized peak
intensity in XPS. The XAS calibration is based on the comparison with another Fe2+ molecule
on Au(111) (Ref. [345]). The first step to calculate the sample coverage is to calculate the areal
density of Fe in FeBr2. Therefore, an equilateral triangle with a length of 3.776 Å is used, since
the Br-Br or Fe-Fe distances are equal [124], no difference between the different part of the slab
needs to be considered.

Each triangle contains 0.5 Fe atoms. Therefore, the geometrically calculated areal density of
8.344 Atoms

nm2 by using the literature lattice constant of a = 3.776 Å for FeBr2. When using the
measured lattice constant of a =3.66 Å, an areal density of 8.098 Atoms

nm2 is calculated. For the
following calibrations, we used the areal density based on the measured lattice constant. To
calibrate the thickness, the areal density in Ref. [345] is used to calculate the conversion factor
(9.87 ( FeBr2 8.10

Fe molecule 0.82)). Since the measurements in Ref. [345] were performed with linear polarized
light under an angle of 54.7 ≈ 55 ◦ (magic angle for linear polarized light), the same conditions
were reproduced for our measurements.

The calibration measurement was performed at both beamlines to check the method, since the
needed measurement at the VEKMAG beamline was performed inside the preparation chamber.
The sub-ML FeBr2 sample was measured by using linear polarized light under an angle of 55 ◦

(magic angle) at RT and without applying an external field. Therefore, no contribution of different
polarization’s on the different d-orbitals is contributing to the spectrum, since they are all equal
at this angle. In Fig. 4.33, the magic-angle measurement performed at the VEKMAG beamline is
shown. The calculated coverage of the sub-ML sample is in good agreement with the expected
coverage from LEED.

The VEKMAG sample showed a peak intensity of around 11 % for the pre-edge normalized Fe
L3 peak. In the case of the Fe(bpz)2(phen) molecule measured in Ref. [345], an edge jump of 1.2 %
was determined for a 0.8-ML sample. Therefore, the approximated peak height for the sample
measured at BESSY is 0.7 ML. However, this does not mean that the sample has exactly this
thickness, since the second-layer growth can already have started in some regions of the sample
(since the third set of LEED spots was observed). This is based on the fact that the material likes
to grow in compact islands and not perfectly uniform all over the sample. In Fig. 7.27, the angle
dependence of the isotropic XAS spectra with linear polarized light is shown. It reveals, that the
peak intensity does not strongly depend on the angle for Fe2+. The assumed θ angle error is 1 ◦,
since the angle calibration at NI is based on the sample alignment by eye. For the intensity error,
10 % is assumed, since for low coverage the background correction can affect the signal intensity
in this range. The calculated coverages for all FeBr2 samples on Au(111) mentioned in this thesis
which were measured via XAS are displayed in Tab. 4.6, together with the corresponding peak
height of the isotropic XAS spectra. The performed coverage calibration at 55 ◦ is afterwards
adjusted to the low-temperature spectra of the sample. Therefore, the 0.7-ML sample which was
measured at VEKMAG has a peak height of 14 %. Since the coverage error for the material is
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Figure 4.33: Sub-ML FeBr2 on Au(111) XAS spectrum measured with linear polarized light at RT
without applying an external field under an angle of 55 ◦ at the VEKMAG beamline
in 2021. The figure is adapted from Ref. [32].

composed of different errors, like the background subtraction and the resulting XAS height as
well as the used lattice constant, a relative error of around 20-25 % is assumed.

Beamline Year C (ML) PH
BOREAS October 2020 0.6 0.12
BOREAS May 2021 0.15 0.029
BOREAS May 2021 1.5 0.30
BOREAS May 2021 2.0 0.4
VEKMAG April 2021 0.7 0.14
VEKMAG April 2021 2.9 0.58
BOREAS March 2023 0.3 0.058
BOREAS March 2023 0.5 0.105
BOREAS March 2023 0.3 0.051
BOREAS March 2023 2.9 0.57
BOREAS July 2023 0.8 0.156
BOREAS July 2023 0.7 0.1311

Table 4.6: Coverages of the different samples of FeBr2 on Au(111) measured at the BOREAS
and VEKMAG beamlines. The abbreviation C stands for coverage and PH for peak
height. The peak height is measured relative to the normalized pre-edge intensity of
the average XAS spectrum for each sample measured at NI and lowest temperature. In
the case of the BOREAS and VEKMAG samples the lowest temperature is nominally
2 K and 10 K, respectively.

Magnetic properties of FeBr2 on Au(111)

The magnetic properties for different coverages of FeBr2 on Au(111) were investigated via XAS
and XMCD. In Fig. 4.34 a), the average/isotropic XAS spectra for different coverages are shown.
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In the following parts the helicity-averaged XAS spectra are named "isotropic". In general this
naming would not be correct, since the XAS spectra at NI and GI are changing as for Fe OEP
on Cu(001) [346] or FePc on Au(111) [347]. However, in the case of FeBr2 on Au(111) as well
as on Bi2Se3, no difference between the two geometries can be observed. A similar phenomenon
has been observed for molecules with an octahedral symmetry. The isotropic XAS spectrum is
the average of the two different circular polarization’s at 6 T

(
σ++σ−

2

)
, which corresponds to the

XAS spectra, without magnetic contributions. Since the samples were measured in different years,

Figure 4.34: a) Isotropic XAS spectra of the Fe L2,3 edges of FeBr2 on Au(111) for different
coverages ranging from 0.25 ML to 2.9 ML. b) and c) Zoomed-in region of the Fe L3
and L2 edge, respectively. d) Applied shift corrections for all spectra. All displayed
spectra were measured at NI and at 2 K, with an applied external field of 6 T. The
energy shift has a relative error of 10 % and the coverage of 20 %. The measurements
were all performed at the BOREAS beamline at ALBA. All spectra are corrected to
the position of the Fe L3 edge for the 0.6 ML coverage as in Ref [32]. The sample
with a coverage of 0.6 ML was measured in 2020, the ones with 1.5, and 2.0 ML
were measured in 2021, and the other samples were all measured in 2023 during two
beamtimes in March and July.

the edge position needed to be aligned, due to minor energy shifts in the beamlines. The samples
with a coverage of 0.6 ML, 1.5 ML and 2.0 ML were measured in the years 2020 and 2021. These
samples needed to be aligned the strongest with an energy shift ranging from -0.75 eV to 0.5 eV.
The samples are all aligned to the 0.6-ML sample like in Ref. [32]. The mentioned coverages are
based on the VEKMAG calibration. In b) and c) only the Fe L3 and L2 edges for the different
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sample coverages are shown. Here it can be observed that the peak/multiplet structure as well as
the peak ratios are not changing for the different coverages, only the intensity due to the different
amount of material.

In Ref. [348] the identical peak structure was observed for FeCl2 which has a Fe2+ oxidation
state [349], [350]. Since the peak structure does not vary for different thicknesses or as a function
of temperature, this confirms the observation of the XPS analysis. Therefore, the films are
growing uniformly with Fe2+ ions in a octahedral coordination and with only one composition
[32]. In Fig. 4.35 a), the XAS spectra of a sub-ML, BL, and TL sample are displayed together
with the nominal energy position of the Fe L3 and L2 edges for an Fe2+ oxidation state with
octahedral symmetry. The spectra in this figure are aligned to the 2.0 ML sample, since the peak
structure is better resolved for a higher coverage and the material is still less insulating than
the 2.9-ML sample. However, the energy position is less indicative, since the shift correction is
performed in relation to one spectra and since the shifts can have multiple reasons. Nevertheless,
the peak structure is giving an indication about the oxidation state with octahedral symmetry.
This information together with the fact that the peak structure does not change for first and
second-layer and that no different phases within each layer have been observed, are leading to
the conclusion that the material is present in an Fe2+ oxidation state. In b) the simulated XAS

Figure 4.35: a) Isotropic XAS spectra for different coverages. The spectra were measured at 2 K
and 6 T at NI. The vertical red and black lines correspond to the multiplet and edge
peaks of Fe2+. All samples were measured at the BOREAS beamline at ALBA. b)
Simulated XAS spectra for Fe2+ and Fe3+ states with octahedral symmetry. The red
and black lines are corresponding to the ones in a). The simulations were performed
by using a crystal electric field (10 Dq) of 1 eV. As environmental parameter, an
external field of 6 T OoP and a temperature of 2 K is used. The used scale factors
for Fe are Fk = 0.8 (Slater radial direct integral), Gk = 0.8 (Slater radial exchange
integral), and χ = 1.0 (Spin-orbit coupling integrals). The final parameters are
F2(3d, 3d) = 11.780, F4(3d, 3d) = 7.328, Γ(3d) = 0.067, and Γ(2p) = 8.201.

spectra for an Fe2+ and Fe3+ state with octahedral symmetry are displayed. The simulation
was performed by using the software Crispy [351]. It is visible that in the case of an Fe3+ state,
the L2 edge shows a completely different peak structure than for the Fe2+ state. By comparing
the main peak features and the energy distances for the measured spectra with the simulated
Fe2+ state, a similarity can be observed, which leads to the interpretation of a Fe2+ state with
octahedral symmetry. However, a main difference between the simulation and the measured
spectra are the intensities of the multiplet side peaks. Nevertheless, the simulation can not exactly
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identify the symmetry of the material, therefore, the octahedral symmetry (same as for the bulk
material) is used as default. The red and black lines in Fig. 4.35 a) and b) are representing
the side peaks which are known for an Fe2+ state with octahedral symmetry [345], [352]–[355].
Another important information which can be extracted from the XAS spectra is the spin state of
the material, which is necessary to pre-evaluate the possible magnetic moment of the material. In
the case of FeBr2, the XAS spectra are showing the peak structure for an Fe2+ HS state [356].
Therefore, a magnetic moment of µs = 4 µB can be expected as a result from Hund’s rule.

In Fig. 4.34 d), the beamline-dependent energy shifts are displayed. Since the spectra were
measured at different beamtimes ranging from 2020-2023, the beamline energy calibration may
have changed during this time. In Tab. 4.6, the beamtime-related measured coverages are
listed. Another possible reason for the observed shifts can be that the work function changed.
These possible reasons, together with the constant monochromator movement during XAS and
magnetization curve measurements, are the most probable reasons for the shift. The background
subtraction, which was performed for the isotropic XAS spectra, is based on an asymmetrically
reweighted penalized least-squares smoothing [357].

In Fig. 4.36, the temperature-dependent XMCD spectra of the 2.0-ML sample are displayed
together with the corresponding isotropic XAS spectrum. It can be observed that the XMCD

Figure 4.36: a) Isotropic XAS spectra for the different temperature ranging from 2 K to 40 K. b)
XMCD spectra of the 2.0-ML sample at different temperatures. The spectra were all
measured at NI and 6 T. All measurements displayed in a) and b) were performed at
the BOREAS beamline in 2021.

spectra in the low-temperature range between 2-7 K (shown are the spectra for 2-4 K) are stable.
In Fig. 4.36 b), this stability of the XMCD signal is displayed for 2 K and 4 K. However, by
exceeding the antiferromagnetic ordering temperature around 10 K, the intensity of the XMCD
spectra is continuously dropping, as displayed for the temperatures of 25 and 40 K. To confirm
that the intensity decrease is purely temperature-related and not related to any x-ray damage or
to a different sample position, the isotropic XAS spectra for the same temperatures are displayed.
Here it is visible that the peak structure as well as the peak intensity are not changing for the
different temperatures. In Fig. 4.37 a), the XMCD spectra for different coverages are shown. It
can be observed that with increasing coverage the XMCD intensity is also increasing, which is
expected due to the increased amount of Fe. In b) and c) the signal strength of the Fe XMCD at
the L3 and L2 edges is displayed as a function of coverage. It can be observed that the behavior
is linear for both edges as well as for the corresponding area in d). All displayed spectra where
measured at 6 T and NI. By using the sum rules, we can calculate the magnetic moment at 6 T.
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Figure 4.37: a) XMCD spectra for different coverages of FeBr2 on Au(111). The XMCD spectra
are all aligned with respect to the 0.6-ML sample and the coverages are based on
the VEKMAG calibration. The coverages in this figure are ranging from 0.25 ML to
2.9 ML. In b), c), and d) the XMCD intensity at the L3 and L2 edges as well as the
respective areas at the two edges are displayed as a function of coverage. All XMCD
spectra are normalized to the XAS peak height. The coverage error is 20 % and for
the intensity of the XMCD, a 10 % error is used due the spectral background.

In Fig. 4.38, the effective spin, orbital, and total moment for all different coverages at lowest
temperature and 6 T are displayed. By comparing the behavior of the calculated moment values
with the behavior of the XMCD intensity (Fig. 4.37), it is visible that they are different. In the
case of the XMCD intensity, a linear trend can be observed, which is a direct consequence of the
increased amount of material. Here, the XMCD spectra are normalized to the maximum peak
height of the XAS signal. For the calculated moments, two trends are visible. The first trend is
related to low coverages, here the calculated moments are very weak, which can be a combination
of several factors. For coverages of around 0.25 ML, superparamagnetism can play a role in the
moment reduction, however, with increasing amount, this can not be the case anymore. For higher
coverages starting from 0.4-0.5 ML, the island size is big enough to neglect the contribution of
superparamagnetism. Therefore, the behavior is probably more related to spin frustrations. If the
coverage overcomes the ML regime and is closer to the BL case, the moment saturates to a value
around mseff = 2.2 µB, which is only around 50 % of the expected value by Hund’s rule for a
HS Fe2+ state with octahedral symmetry for a magnetically saturated system. Nevertheless, in
a purely octahedral system, the orbital magnetic moment contribution should be zero, which is
not the case for this material at any coverage. In Fig. 4.39, the total magnetic moment of the
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Figure 4.38: Coverage-dependent effective spin, orbital and total magnetic moment at 6 T, 2 K
and NI. All moments were calculated from measurements performed at the BOREAS
beamline at ALBA. The error for the effective spin and orbital moment is 10 % and
for the total moment the error was calculated via Gauss error calculation. The x-axis
error is around 20 %.

2.0 ML FeBr2 on Au(111) sample as function of temperature is shown. Since the 2.0 ML sample
contains magnetic information of the first and second layer, the analysis of this heterogeneous
magnetic system is not straightforward. However, some information about the magnetic order can
be already extracted from the temperature dependence of the magnetic properties. In Fig. 4.39
a) and b), the expectation value of the total magnetic moment of the 2.0 ML sample and the
corresponding inverse total magnetic moment as a function of temperature are displayed. The
calculated values where extracted via sum rules under the assumption of an calculation error
of 10 % [358] in the case of the Fe L edge. In the case of the paramagnetic state, 1/mtotal is
proportional to the susceptibility measured in the field 6 T [32]. This is the case if the temperature
is high enough, so that the magnetization curve behaves linear as a function of the field, as shown
in Fig. 4.40 b) for J = 2 at T ≥ 17 K. The linear fit of the inverse total magnetic moment (4.39
b)) in the high-temperature regime above 17 K leads via extrapolation to an ordering temperature
of ∼ −10 K, well below the reported value for the bulk material of 3.5 K [32], [124]. Therefore,
the negative sign could be an indication of an antiferromagnetic behaviour of the material. In
Fig. 4.39, the total magnetic moment of the 2.0 ML FeBr2 on Au(111) sample is compared to the
Brillouin function. In a) the total magnetic moment data were fitted by the Brillouin function
for two different starting temperatures. By only using the expectation value of the magnetic
moment above the ordering temperature the Brillouin function fits to the experimental results in
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AO

a) b)

Figure 4.39: a) Total magnetic moment values extracted from the XMCD and isotropic XAS
spectra of the 2.0-ML sample at NI and 6 T. The moments were calculated by using
the sum-rule equations Eq. (4.17). The blue and orange lines show Brillouin function
fits for different N values with J = 2. The blue fit is using the data starting at
12 K and the orange one includes the measurements at lower temperatures (down
to 2 K). b) Inverse total magnetic moment values as a function of temperature.
The hollow blue circles represent the data which were used for the linear fit of
the high-temperature regime (17-100 K > TAO). The excluded data points are
displayed in red. A slope of 0.017 ± 0.001

(
K·µB

Fe atom

)−1
and a linear intercept of

−0.198 ± 0.049
( µB

Fe atom
)−1 (χ2 = 0.01) give the estimation of an antiferromagnetic

ordering temperature of −10 ± 1 K [32]. The chosen temperature range for the
performed fit was based on the fact that the lowest used temperature is far away
from saturation of a Brillouin function in a J = 2 system. At 17 K, x would be 1.9
(not in saturation, see Fig. 4.40 b)). The figure is taken from Ref. [32] and was
slightly modified. The displayed coverage error is 20 % together with 10 % error for
the effective spin magnetic moment and the orbital moment. The error for the total
moment is calculated via Gaussian error propagation.

the temperature regime from 12-100 K (Fig. 4.39 a) blue curve). We observe a slope change of
the mtotal vs. T curve at ∼ 7 − 8 K, in contrast to the behavior expected from a paramagnetic
system with S = 2, supporting the presence of magnetic correlations in the 2.0 ML sample [32].
By assuming a simple antiferromagnetic model, where 1

χ (χ is the susceptibility) is proportional
to T + TC , an antiferromagnetic ordering temperature TC can be extracted as 10 K (Fig. 4.39 b)).
This is in good agreement with the measured data, since the slope change of 1

mtotal
is appearing in

this temperature regime. In Fig. 4.40 a), the Brillouin functions for four different J values ranging
from 1 to 4 at temperatures of 17 and 25 K as a function of field are displayed. Besides for J = 4,
all Brillouin function curves show at these temperatures a linear behavior in the field range up to
6 T. The N value is the scaling factor, which is reduced for J = 4 to have an easier comparison
for the different J values. In b) an exemplary Brillouin function for J = 2 and a maximal field
strength of 6 T is displayed. The vertical lines in b) and c) indicate the x values for a field of 6 T
at different temperatures. The previously discussed temperature of 17 K is far from saturation, as
shown in b). In c) the Brillouin function for different J values is plotted and the vertical lines,
which are corresponding to the calculated x values, are inserted. It is visible that the x value for
17 K at J = 1 is closer to saturation. However, since the value of J = 1 is physically unreasonable,
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b) c)a)

Figure 4.40: a) Brillouin functions for J = 1, J = 2, and J = 4 for a temperature of 17 K as
well as for J = 2 and 25 K as a function of magnetic field. b) Brillouin function for
J = 2 as a function of x. The vertical lines represent the values of x for a field of 6 T
and temperatures of 10 K, 17 K, 25 K, and 70 K. c) Brillouin functions for different
J-values. The vertical lines mark the x values for the field of 6 T at temperatures of
10 K, 12 K, and 17 K. It is clearly seen that at 17 K the field of 6 T is not enough to
come close to saturation. The figure is taken from Ref. [32].

this system can be ignored. The x values are calculated via equation (4.15).

x = J · g · B · µB

kB · T
(4.15)

, where J is the total angular momentum quantum number, g is the g-factor, B the magnetic
field, T the temperature, kB the Boltzmann constant, and µB the Bohr magneton. In Fig. 4.39
a), the calculated total magnetic moment values at 6 T for the 2.0-ML sample as a function
of temperature are fitted with the Brillouin function for two different temperature ranges (Eq.
(4.16)).

M = N · g · J ·
(2 · J + 1

2 · J
· coth

(2 · J + 1
2 · J

· x

)
− 1

2 · J
· coth

( 1
2 · J

· x

))
(4.16)

, where M is the magnetization and N is the scaling factor. The orange curve uses a temperature
range starting from 2 K and the blue from 12 K for the fit. It can be observed that the decrease of
the magnetization as a function of temperature is always steeper for the Brillouin function than for
the experimental data, which points towards antiferromagnetic interactions in the experimental
data. In Tab. 7.9 the calculated expectation values at 6 T at different coverages and temperatures
of the effective spin, orbital, and total magnetic moment are listed. The expectation values for the
effective spin (ms eff), orbital magnetic (ml), and total magnetic moment (mtotal) were obtained
by using the sum-rule calculation based on the area of the isotropic XAS spectra (AIsotropic) and
the L3 and L2 -edge of the XMCD spectra (AL3 and AL2). In equation (4.17) and equation (4.18)
the sum rule equations for the magnetic moments are shown [262]–[264], [266].

ms,eff = −AL3 − 2 · AL2

AIsotropic
· NH · 1

σ
(4.17)

ml = −2
3 · AL3 + AL2

AIsotropic
· NH · 1

σ
(4.18)

The term NH stands for the number of holes (= 4 for Fe2+ in FeBr2) and σ stands for the degree
of circular polarization, which is beamline-dependent (VEKMAG 77 % [294] and BOREAS 99.9 %
[297]). The used equation for the expectation value of the spin magnetic moment at 6 T does not
include the dipole term 7

2 · Tz, that is why the calculated values are called effective spin magnetic

106



4.1 Epitaxially grown monolayers of FeBr2 on Au(111) and Bi2Se3

moment. The calculated moments for different coverages and temperatures show a trend. The
moment for samples with an increased coverage (above one ML or mixture of first and second
layer) show a stabilization of the total magnetic moment of around 3 µB and the effective spin
magnetic moment of around 2 µB. The obtained antiferromagnetic ordering temperature, which
can be extracted from Tab. 7.9, is around 10 K, which was also visually observed in Fig. 4.39.

In Fig. 7.31, the field-dependent XMCD measurements at a temperature of 10 K are displayed.
Here, it can be observed that above the antiferromagnetic ordering temperature of 10 K the
material becomes paramagnetic. Between the lowest temperature and the temperature around 8 K,
the calculated moments are relatively stable within the error. In Fig. 7.33 b), the magnetization
curve of the 2.0-ML sample shows also a stable magnetic behavior for the measured temperature
range up to 7 K. In the case of lower coverages (0.6-1.5 ML), the magnetic moment is a mixture of
the moments obtained for the first and the second layer. This is a direct consequence of the fact
that XMCD measurements are probing the information of a big surface area, which only yields
to an averaged value. Even if the listed coverage values are indicating no second layer growth,
it needs to be taken into account that the material coverage is not perfectly uniform and the
next-layer growth can already start in some places. The mentioned coverage values are related to
the STM and LEED calibration, but are also taking the VEKMAG and BOREAS measurements
into account. Therefore, these values have, like previously mentioned, an error of 20 % for the
high-coverage samples, but a higher error of 0.4 ML is assumed for lower coverages. This is also
confirmed by the LEED measurements performed on these samples, where the third set of spots
of the (1,0)-spot as well as the start of the moiré pattern can be observed. The samples with an
even lower coverage are only showing the properties of the first layer, which is affected by the
substrate interaction. For lower coverages the moments are way lower and are even not completely
stable in similar coverage regimes. However, the difference in the strength can have different
reasons, starting with superparamagnetic properties for very low coverages, which cause a strong
reduction of the expectation value of the magnetic moment at 6 T. Another possible reason for
this strong reduction is the substrate interaction. Here the electrons of the first layer can be
strongly delocalized due to the Br-Au interaction.

In addition the metallic substrate can also cause shielding effects, which are reducing the
observed moments. In the case of TMDH with Br as halide material, this Br-Au interaction
cannot be neglected, since the Ullmann coupling between Au and Br was well investigated over
the last decades [33], [327], [359], [360]. A reason for the moment fluctuation is the low peak
intensity and the strong background, which can cause errors bigger than the typical 10 %, which
are always valid for the moment calculation of Fe. By comparing the strongly reduced moments
with the multiplet peak structure of FeBr2 for different coverages, it can be observed that for the
low-coverage samples below 0.7 ML one of the multiplet peaks at higher photon energies compared
to the L3 main peak is not visible. This peak starts to appear clearly for samples with a larger
second-layer coverage (1.5 ML), which is an FeBr2 layer with less or no substrate interaction.

However, this peak has been observed for other samples with an Fe2+ oxidation state and
octahedral symmetry on HOPG [295], even for samples with less coverage and even less Fe.
Therefore, the weak intensity of this peak is not related to the measurement technique nor the
material amount. The reason for the peak intensity reduction is related to the Au(111) substrate.
Either the interaction of Au(111) with the material is changing the electronic properties or
the suppression of the peak intensity is background-related. From the fact that the Au(111)
background in this energy range is nearly linear, the background should not be the reason for this
change. Since the same peak is suppressed for some Fe spin-crossover molecules on Au(111) (Ref.
[345]), the substrate interaction is the probable reason.

In Fig. 4.34 b), the coverage-dependent peak evolution for different FeBr2 coverages can be
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observed. The calculated moment for the different sub-ML samples are all in the same range and
are not affected by a longer storage time (0.6 ML transferred via vacuum suitcase to the beamline
at ≈ 1.5 · 10−9 mbar). This was tested by comparing samples which where grown in situ directly
at the BOREAS beamline with a sub-ML that was transferred from a suitcase (prepared at CFM).
Since the properties were identical, we can exclude that the reduced moments or magnetization is
the result of any surface contamination, since oxygen would create a mixture of different oxidation
states and as previous shown only substitutes Br in plasma environment.

The expected spin magnetic moment values based on Hund’s rule are larger by a factor of
around 2 compared to the BL sample. Since the magnetic moment of the first layer is affecting
the moment results, the pure moment of the second layer can be calculated. This calculation is
only valid in the case that the first and second layer are treated as the material with the same
structure and that the reduction of the moment is a pure interaction effect. For the case of the
1.5 ML sample, the calculation reveals under the assumption of identical first and second layer a
moment of 3.3 µB (Eq. (4.19)).

mseff,1.5ML = 2
3 · mseff,0.6ML + 1

3 · x (4.19)

, where x is the effective spin magnetic moment at 6 T for the second layer. By inserting the
calculated moment values for the 1.5 ML sample as well as for the 0.6 ML sample, a magnetic
moment of 3.3 µB can be calculated for the second layer. This value is already very close to the
expectation from Hund’s rule. In the case of the pure BL sample, a magnetic moment of 3.2 µB
can be extracted for the second-layer. However, this assumption is properly not valid, since the
material structure visibly changes from the first to the second-layer. Also it can be observed
that even for higher coverage the magnetic moment is not rising strongly. Therefore, the more
probable explanation is that the effective spin moment for the material is around 2 µB, which
is until now not fully explained. The calculation of 4 µB would also only be valid in a system
with pure octahedral symmetry, which would mean that no orbital moment could exist, since
it would be fully quenched [124]. The theoretical calculation by Ropka et al. (Ref. [317]) was
already predicting a reduced moment (2.7 µB) for a system where the structure is distorted. In
the previous STM and LEED analysis, a strain of the material on Au(111) was observed for the
first layer. This could still affect the second and third layer of the material.

The different magnetic properties of the first layer on Au(111) compared to the second or third
layer can also be observed via the XMCD magnetization curve measurements. In Fig. 4.41, the
magnetization curves for a sub-ML and a BL sample measured at NI and GI are shown. The
magnetization curves for both coverages are behaving equal. For both coverages no preference
between NI or GI can be extracted. This is also visible in the measured XMCD spectra, where
the peak structure as well as the intensity are equal. By comparing the sub-ML measurements
with the BL, it can be observed that the curvature is way more shallow for the sub-ML sample.
For both coverages the magnetization still shows a linear slope even at high fields. In Fig. 4.42,
the magnetization-curve measurements for different sample coverages are displayed. The magnetic
behavior of the ML FeBr2 films on Au(111) is strongly different from the ones with higher coverage.
Not only that the magnetic moments are decreased by 50-75 % (75 % for sub-ML) from the bulk
value (Tab. 7.9), but also the magnetization curves are more shallow for both measured geometries
(NI and GI at sub-ML coverage) compared to the ones at higher thickness (Fig. 4.42). Starting
from a nominal coverage of 0.7 ML, the magnetization curves are showing a kind of saturating
behavior. This behavior is most likely related to the onset of the second-layer growth in some
areas of the sample (as observed by the third set of spots in the LEED measurements). Figure 4.43
a) demonstrates that fitting of the NI 0.6-ML sample loop to the Brillouin function does not yield

108



4.1 Epitaxially grown monolayers of FeBr2 on Au(111) and Bi2Se3

a) b)

Figure 4.41: a) Magnetization curves of the sub-ML (0.7 ML) and the 2.0-ML FeBr2 on Au(111)
sample. Both coverages are measured at NI and GI. The magnetization curves
are scalled to the peak height of the isotropic XAS signal. b) NI and GI XMCD
spectra of the 2.0 ML sample. The displayed measurements were all performed at
2 K and the XMCD spectra are measured at 6 T. The magnetization curves a) and
XMCD spectra were measured in 2021 (2.0 ML) and 2023 (0.7 ML) at the BOREAS
beamline.

Figure 4.42: a) and b) Magnetization curves for different coverages of FeBr2 on Au(111) measured
at 2 K at NI and GI. The magnetization curves in a) and b) are scaled by the peak
height of the isotropic XAS signal. In a) and b) the magnetization curves were
measured in 2021 (0.6, 1.5, 2.0 ML) and 2023 (0.25, 0.3, 0.5, 0.7, 0.8 ML) at the
BOREAS beamline.

a satisfactory result. The 0.6-ML sample was transferred via vacuum suitcase (p=1.5 · 10−9 mbar)
to the BOREAS beamline. However, for excluding effects of the transfer, a sample with similar
coverage was directly grown at the beamline (0.5 to 0.8 ML coverage, shown in Fig. 4.42).

These coverages show a similar behavior of the magnetization curves as the 0.6-ML sample.
The difference in the values of the magnetic moment is a result of the different coverages and
the third set of spot LEED pattern. This together with the shallow shape of the magnetization
curve implies a magnetic behavior that is neither paramagnetic nor ferromagnetic. The sub-ML
magnetization curve was fitted by using different boundaries for the values of J and N (0 to 2
and 1 - 10) by using a temperature of 2 K and g = 2. In b) the three different main coverages
(0.6 ML, 1.5 ML and BL) are compared to the pure Brillouin function without adapting the
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scaling factor. This was calculated for a system which reaches a total magnetic moment of 4 µB
like expected from Hund’s rule. By comparing the paramagnetic curve without assuming OoP

Figure 4.43: a) Overlay of the sub-ML magnetization curve (red) with fitted Brillouin functions
for different J values (J = 0.5-2). b) Magnetization curves for different coverages
of FeBr2 on Au(111) overlayed with an unscaled Brillouin function for J = 2. All
measurements were performed at 2 K and NI. The figure is taken from Ref. [32]. The
magnetization curves a) and b) were measured in 2021 at the BOREAS beamline.

anisotropy with the measured magnetization curve, a steeper increase can be observed, which
would be even stronger if anisotropy would be considered for FeBr2. As a consequence of this,
the magnetic behavior cannot be explained by nonexisting long-range magnetic order of the first
layer. The performed STM and LEED measurements reveal, that the grown islands for 0.5 ML
and larger coverages are large enough with a value of around 100 nm (Fig. 7.17) to neglect size
effects like superparamagnetic behaviour. The published neutron diffraction data give also no
hint, since antiferromagnetism inside the layers of FeBr2 was never observed [309], [311], [314]. As
a result of the neutron diffraction measurements a nearest-neighbour coupling J1 with equal signs,
which indicates ferromagnetic order, and a next-nearest-neigbor coupling J2 with opposing sign
(antiferromagnetic order) was extracted. These two competing interactions lead to a frustrated
behavior, which can cause a complex magnetic structure [32], [361]. In Ref. [361], the phase
diagram for FeBr2 shows that the magnetic structure changes depending on the J1/J2 ratio, but
also depending on the anisotropy of the system, which can be affected by different coverages and
island sizes [32]. As previously discussed, the first layer of FeBr2 on Au(111) shows a strain of 3 %,
which leads to the different lattice constant observed in LEED. Therefore, the superexchange
interaction will be affected, since it strongly depends on the angle between the Fe-Br-Fe bonds
[32].

The origin of the complex magnetic behavior, which is different compared to the second layer,
can be caused by either a spin-glass phase but also by a non-collinear magnetic texture due to
frustration. However, the magnetic behavior is purely related to the transition metal and not
to the halide (Fig. 7.32). Here the XMCD measurements only revealed a very weak signal for
Br. In Fig. 4.44, the magnetization curves for the 1.5-ML and BL samples are displayed after the
contribution of the first layer was removed. This procedure was done since the structural phase
and magnetic behavior for the first and second layer are different. Especially in the case of the
1.5 ML sample, both, first and second layer, are still present on the surface, which leads to a
mixed magnetic behavior. Also in the BL case the magnetic properties are still affected by the
layer underneath or affected by the existence of only the first layer in some regions of the samples.
As a result of the removal, it can be observed that the magnetization curves look more flat and
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seem to saturate for higher fields. The subtraction of the sub-ML magnetic contribution can to
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Figure 4.44: 1.5 ML and BL magnetization curves, from which the first-layer curve has been
subtracted. The resulting magnetization curves are scaled to the peak height of the
corresponding isotropic XAS spectra. The displayed measurements were performed
at 2 K and NI. The magnetization curves a) and b) were measured in 2021 at the
BOREAS beamline.

be performed, since the magnetic response measured via XMCD is an average of both layers.

Magnetic properties of FeBr2 on Bi2Se3

In the following section the magnetic properties of FeBr2 on Bi2Se3 are characterized by using
XAS and XMCD. Before growing the sample on Bi2Se3, 0.7 ML FeBr2 was grown on Au(111)
and characterized by LEED and spectroscopic techniques (XAS, XMLD and XMCD). Afterwards
all growth parameters were kept constant and the material was evaporated on a freshly cleaved
Bi2Se3 surface, which was kept at RT. The isotropic XAS peak height was then used for the
coverage estimation of all other samples. In the case of 0.7 ML FeBr2, the peak height of the
isotropic XAS is around 13 % on Au(111) and 32 % on Bi2Se3, which means the scaling factor is
around 2.5 . In Fig. 4.45, the coverage-dependent XAS and XMCD spectra as well as the resulting
expectation values of the magnetic moment at 6 T are displayed. It can be observed that with
increasing coverage the multiplet peak structure of the isotropic XAS (a)) at NI and 2 K is not
changing, and therefore also the corresponding XMCD (b)) does not change in shape. In c) the
calculated expectation values of the magnetic moments at 6 T are displayed. The values change
only slightly for the different coverages and are starting even for lower coverages at the same value
as the ones calculated for higher coverages on Au(111).
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a) c)b)
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Figure 4.45: a) Isotropic XAS spectra for different coverages ranging from sub-ML to multilayer
of FeBr2 on Bi2Se3. b) XMCD spectra scaled to the peak height of the isotropic
XAS spectra. c) Calculated expectation values of the magnetic moment at 6 T. All
displayed spectra were measured at NI and 2 K, with an applied external field of
6 T and were grown at RT. The measurements were performed at the BOREAS
beamline in 2023.

In Fig. 7.41 and Fig. 7.42, the corresponding LEED images for the different samples measured
at the BOREAS beamline are displayed. Since the LEED pattern were not very sharp and showed
more smeared-out structures after the evaporation at RT, the temperature during the growth
was increased to 100-150 ◦C. By increasing the growth temperature, the island size will increase
and form less but bigger islands on the substrate surface, which are contributing to a sharper
LEED pattern. To identify how strong the sticking coefficient is affected by the growth on a
heated substrate, the peak height for a RT sample of one ML can be compared to the one of
a sample grown at 100-150 ◦C. For a not heated sample, the peak height would reach around
47 %, but by heating the substrate only a peak height of 41 % can be extracted. Therefore, it
indicates that with increased temperature around 13 % of the material does not stay on the
crystal surface. However, this is not related to a reevaporation process like on Au(111) at around
200 ◦C, since the FeBr2 is not coupled to the substrate material. In Fig 4.46, the isotropic XAS
spectra for the different coverages of FeBr2 on Bi2Se3 as well as the XMCD spectra, and the
magnetic moments at 6 T are displayed. By comparing the calculated values with the ones
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Figure 4.46: a) Isotropic XAS spectra for different coverages ranging from sub-ML to multilayer
of FeBr2 on Bi2Se3. b) XMCD spectra scaled to the peak height of the isotropic
XAS spectra. c) Calculated expectation values of the magnetic moment at 6 T. All
the samples were grown at 100-150 ◦C. The measurements were performed at the
BOREAS beamline in 2023.

measured at RT it is visible that no change appears and that for all coverages, independent of the
growth temperature, the moment stays stable. This proves the assumption, which was already
previously mentioned in the chemical characterization section, that the first layer on Au(111)
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behaves completely different in the electronic and magnetic properties. By measuring the sample
under different incidence angles, no strong difference of the L3 edge nor the structure of the
XMCD can be observed. In Fig. 4.47, the isotropic XAS and the corresponding XMCD spectra of
the 1.1-ML sample at 2 K are displayed. The intensity difference of the L2 edge is related to the

1

1

a) b)
1

1

Figure 4.47: a) and b) Isotopic XAS and normalized XMCD spectra of the 1.1-ML sample for
NI and GI. The sample was grown while heating the substrate to 100-150 ◦C. The
measurements were performed at 6 T and 2 K. The measurements were performed at
the BOREAS beamline in 2023.

applied background subtraction. The only relevant change between NI and GI is visible in the
multiplet peak structure of the L3 edge. Since the peak structure besides the one multiplet peak
at lower photon energies next to the main Fe L3 edge is identical between NI and GI, no strong
anisotropy can be present in the film, which is also visible in the not changing calculated magnetic
moment values at 6 T (Tab. 7.10 and Tab. 7.11). To identify if the ordering temperature of FeBr2
changes with the substrate, temperature-dependent spectra of the 0.3- and 2.8-ML samples were
acquired (Fig. 4.48). As observed in Fig. 4.48, the XAS spectra are not changing in intensity for
the different temperatures and over time, therefore, the sample does not show any indications of
x-ray damage. The XMCD spectra at 6 T show a stable intensity in the range from 2-10 K and
start to decrease in intensity at 15 K, which matches with the literature critical temperature of
14.2 K [124]. This behavior can also be observed in c), where all the magnetic moment values
are nearly stable up to a temperature of 15 K. Therefore, the ordering temperature of FeBr2 on
Bi2Se3 reaches the literature value. Since the same magnetic behavior is also observed for 0.3
ML, which was grown at 100-150 ◦C, we can assume that no structural difference exists between
the first and second layer. The difference of the extracted ordering temperature compared to the
2.0-ML sample on Au(111) is caused by the used measurement temperatures.

In Fig. 4.49, the XMCD magnetization curves at NI and GI of the ML sample are shown.
For both geometries, no strong difference, besides a slightly shallower curvature at GI, can be
observed, but this difference can be a consequence of the measurement noise. By comparing
the magnetization curves for both geometries, the saturation appears at around 2.0-3.0 T and is
therefore faster than in bulk, which needed 3.5 T. Since no significant difference between the two
curvatures at NI and GI is observed, no magnetic anisotropy is present. In Fig. 7.37 and 4.50,
the temperature-dependent magnetization curves for different thicknesses of FeBr2 on Bi2Se3 are
displayed. From the temperature-dependent magnetization curves, a different critical temperature
can be extracted. For all coverages and growth procedures, the 2 K and 4 K measurements are
nearly identical, but for all 10 K measurements a way more shallow curvature and a different
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Figure 4.48: a)-c) 2.8-ML sample, d)-f) 0.3 ML sample. a) and d) Isotropic XAS spectra, b) and
e) temperature-dependent XMCD spectra. c) and f) calculated magnetic moment
values as a function of temperature for both coverages. The magnetic moments as
well as the XMCD strength stays nearly stable until 10 K. The measurements were
performed at the BOREAS beamline in 2023.

1.1 ML

Figure 4.49: Magnetization curve of the ML FeBr2 on Bi2Se3 measured at 2 K in NI and GI.
Both magnetization curves are not showing any significant difference between the
saturation values nor in the magnetization behavior. The magnetization curves are
scaled by the corresponding isotropic XAS peak height. The measurements were
performed at the BOREAS beamline in 2023.

saturation magnetization is present. This can either be related to a higher noise level, but most
likely is that the ordering temperature is around 10 K. In 4.50 d), the multilayer magnetization
curves are displayed, which are behaving different compared to all other coverages. For this sample
the magnetization curves are not saturating up to 6 T. By comparing the slopes in b), a slightly
steeper slope at 2 K can be observed, which indicates that the saturation will be reached faster
at 2 K. No difference between the 2 K and 10 K measurements can be observed. This magnetic
behavior is also independent from the growth temperature (Fig. 7.36). Therefore, it could show a
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Figure 4.50: a)-d) Temperature-dependent magnetization curves for different coverages ranging
from sub-ML to multilayer of FeBr2 on Bi2Se3. All samples were grown on a heated
substrate (100-150 ◦C) and measurements done at NI. The magnetization curves are
all scaled to the peak height of the corresponding isotropic XAS. The measurements
were performed at the BOREAS beamline in 2023.

transition phase from the 2D properties to the bulk properties. For all samples including this
coverage the moments are identical, therefore no antiferromagnetic interlayer coupling is observed.
The most probable answer for the change in saturation behavior is a change of structure, which
causes the transition to bulk behavior. A possibility of the structural change can be that the
material changes from 1H to the bulk 1T phase. This hypothesis is also supported by the fact
that for all different coverages on Bi2Se3, the magnetic moment values are nearly identical at each
temperature (Tab. 7.10 and Tab. 7.11).

In Fig. 4.51, the magnetization curves at 2 K for different coverages normalized to the maximum
peak height of the isotropic XAS and the expectation value of the effective spin magnetic moment
at 6 T are displayed. By comparing the different magnetization curves at 2 K normalized either
to the peak height (a) and b)) or to the moment (c) and d)), it is visible that all coverages are
saturating at the same field value and are behaving similar (differences are caused by the noise).
Only for high coverages, where the structural phase transition is supposed to be, the difference is
obvious.
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Figure 4.51: a) and b) Coverage-dependent magnetization curves scaled to the maximum peak
height of the isotropic XAS measured at NI and GI. c) and d) Coverage-dependent
magnetization curves scaled to the expectation value of the spin effective magnetic
moment at 6 T. All measurements were performed at the BOREAS beamline at
ALBA at a temperature of 2 K in 2023.

4.1.6 Summary

In the last sections, the structural, chemical, and magnetic properties of FeBr2 on Au(111) and
Bi2Se3 have been analyzed and discussed. By comparing the sub-ML behavior on Au(111) with
Bi2Se3, it is visible that the material grows in a different structural phase in the first ML on
Au(111), which changes for higher coverages. During the phase change the two rotational domains
of a moiré superstructure disappear and only one domain is left, which is oriented along the main
symmetry direction of Au(111). Additionally, the lattice constant is changing to literature values,
which indicates that the first layer on Au(111) is strained, which causes the superstructure pattern
of the first layer. By growing FeBr2 in different coverages on Bi2Se3, no structural changes can be
observed between the layers in STM and LEED for the first- to second-layer. Here, the lattice
constant matches the literature value starting from the first layer.

The LEED pattern only shows contributions of the main moiré pattern, which indicates that
on Bi2Se3 the second moiré with the smaller periodicity is less probable on the surface. The
long-range moiré, which causes the LEED pattern, shows that the FeBr2 grows from the start
along the main symmetry direction of Bi2Se3.

By comparing the chemical properties of FeBr2 on Au(111) and Bi2Se3, no dominant peak-shape
changes in XPS or XAS can be observed for the main transitions. However, in the case of Au(111),
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the FWHM of the main core-level peaks in XPS do not change. Nevertheless, the satellite peaks
which are related to the low electronegativity of Br are decreasing in FWHM for higher coverages
on Au(111). Additionally, the XAS spectra change in the multiplet peaks at higher photon
energies as observed on Au(111) for the transition from ML to BL systems. In comparison, all
these changes are not happening on Bi2Se3. Therefore, the changes of the FWHM, peak shift for
higher coverages in XPS, and multiplet peak structure are related only to the different properties
of the first layer on Au(111), since the higher coverages on Au(111) are behaving identical to all
coverages on Bi2Se3 (Fig. 7.47 shows the comparison of the XAS, XMCD, and XLD spectra ).

The magnetic properties of FeBr2 on the two different substrates are identical in the case
of higher coverages on Au(111). However, for low coverages, the superstructure has different
magnetic properties, which can indicate a spinglass behavior or a frustrated AFM system within
the layer. Nevertheless, the reduced moments of the first layer as well as the structural change
between first and second layer on Au(111) could either be caused by the alignment of FeBr2 on
the substrate, which causes a strong strain, or by a different growth mechanism. In Fig. 4.20, the
superstructure appearance is visible by applying a strain of 3 % to the material lattice. It could
be that the top-layer Br atoms are sitting directly on top of Au atoms, which would cause -due
to strong interactions- a higher attraction of the Br atoms. Nevertheless, also other origins of
the superstructure cannot be neglected, like that the Br atoms are sitting in a 3-fold hollow site.
These two possibilities would mean that the superstructure is not defect based but a periodic
pattern due to stronger interaction zones. By overlaying the FeBr2 structure with the measured
STM image, the origin of the triangular defects can also possibly be identified. Here it seems,
that the center of the triangular defects is caused by a missing transition metal atom (Fig. 7.15).
Nevertheless, even if the superstructure pattern is caused by missing Br, this would create a
ratio of 7 Fe atoms to 13 Br atoms, which is still 1.86 and could be hardly visible in the XPS
element ratio. The performed bias-dependent measurements of the first-layer of FeBr2 on Au(111)
clarifies, that the superstructure pattern is no electronic effect. However, the vacancy theory
would include a different oxidation state, which should be easily detectable via XAS. Therefore,
the most likely possibility for the first growth mechanism is the stronger attraction case with an
unchanged configuration. Since the Br and Au are interacting via Ullmann coupling, a charge
transfer could already decrease the observed magnetic moment.

In the case of bulk FeBr2, a literature value of 4 µB is expected for the Fe magnetic moment for
an octahedral symmetry with S = 2. However, the ML to multilayer samples are not behaving as
the bulk, since already a strong orbital moment exists for both substrates. Therefore, a purely
octahedral symmetry can not exist for the thin layers, since the system should be quenched and
therefore the orbital moment should be zero. Since the orbital moment is not negligible and for
sub-ML coverages is in the region of 10-35 % of the effective spin moment, an unquenched orbital
moment is the reason. This can be caused by SOC or a weak crystal-electric field (CEF) [362].
The low values in the case of the sub-ML (0.25 ML) FeBr2 on Au(111) (Tab. 7.9) are caused by
the low intensity of the spectra, which increases the error for the moment calculation. However,
for all samples with higher coverages around or above one ML, the orbital moment is not small
anymore and is in the range of 30 % of the effective spin magnetic moment. It seems that the
saturation moment for FeBr2 in the 2D limit is around 2 µB for the effective spin moment. On
the other hand, the Tz term is ignored for the calculation of the spin moment, nevertheless, since
nearly no difference for the calculated moments at 6 T for NI and GI has been observed, the
contribution of the dipole term can be neglected. The fact that the second layer on Au(111) grows
identical to the first and next layers on vdW substrates is also confirmed by the XLD and XMLD
measurements (Fig. 7.34, 7.38, and 7.39). The reduced moment of the first layer on Au(111) can
have similar reason as for FePc on Au(111), where the magnetic moment is decreased to 1 µB
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on the Au(111) surface and reaches 2 µB if it is not interacting with Au(111) [363], [347]. For
both substrates (for the second layer on Au(111) and first layer on Bi2Se3) a critical temperature
of around 8-10 K was extracted, since at higher temperatures the expectation value of the total
magnetic moment at 6 T follows the Brillouin function (Fig. 4.39 and Fig. 7.43)

The strong reduction can result from the interaction Br-Au, which causes a charge transfer. On
the other hand also the Fe could interact with the Au atoms and therefore causes an additional
effect, also reducing the moment. This interaction could be perhaps visible in the XAS spectra
for low coverages, where the multiplet peak at lower photon energies close to the L3 edge is not
visible. This has been also observed for other Fe molecules with an Fe2+ octahedral environment
on Au(111) [364]–[366]. However, the multiplet peaks are visible on Bi2Se3 for all coverages, even
for 0.26 ML.
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5 Characterization of epitaxially grown MnBr2
and MnCl2 on Au(111)

5.1 Epitaxially grown monolayers of MnBr2 and MnCl2 on Au(111)
In the following sections the properties of MnBr2 and MnCl2 on Au(111) are characterized by
using different structural, chemical, and magnetic measurement techniques.

5.1.1 Material introduction

For decades, MnBr2 and MnCl2 have been studied for their structural, optical and magnetic
properties [367]–[378]. However, these investigations have focused exclusively on the properties
of the bulk crystals. The materials are part of the TMDH family, which has recently seen a
strong increase in interest. Over the past years several publication about different ML TMDH
like NiBr2 [33], NiI2 [144], [379], [380], FeBr2 [32], [142], [316], and FeCl2 [132], [348], [381] has
been published. MnBr2 and MnCl2 have both a 1T structure, just with different layer repetitions.
MnBr2 has, like FeBr2, a CdI2 structure with a symmetric layer repetition c and with a P3m1
point group [124], [374]. In the case of MnCl2, a CdCl2 structure is present, which has a symmetric
layer repetition of 3 · c and an R3m point group [124], [376]. For both materials, the transition
metal is sandwiched between two Br or Cl planes (Fig. 5.1 a) and b)).

MnBr2 and MnCl2 consist of equally distanced Br-Br/Cl-Cl and Mn-Mn bonds, with a lattice
constant of a = b = 3.89 Å (MnBr2) and a = b = 3.71 Å (MnCl2) and a layer spacing cStacking =
6.27 Å and clayer = 5.86 Å, which results in c = 17.58 Å [124], [374], [376], [382]. For both materials,
the Mn atoms have a HS 3d5 configuration, which leads to a total spin of S = 5

2 , resulting in an
expected total spin magnetic moment of 5 µB [124], [367], [382]. From DFT calculations, a bond
length of around 2.703 Å [382] was extracted for 2D MnBr2, which is close to the literature values
obtained from bulk measurements. Additionally, the calculation predicted that MnBr2 should be
thermally stable and therefore possible to be exfoliated from the bulk crystal [382].

In the case of MnBr2, heat capacity measurements revealed that the material undergoes two
phase transitions by increasing the temperature, until reaching the paramagnetic phase. The low-
temperature phase consists of stripe domains, were the domains show parallel ferromagnetically
coupled spins, with antiferromagnetic coupling inbetween (Fig. 5.1 d)). This phase exists until
reaching the first-order phase transition temperature of 2.17 K, where the material changes from
the low-temperature phase to the intermediate-temperature phase. The intermediate state shows
the same stripe behavior as the low-temperature phase, just the moment strength varies along the
stripes [368], [383]. At 2.32 K, a second-order phase transition happens for the transition from
the intermediate state to the paramagnetic phase [124], [368].

A similar effect was also observed for MnCl2, where two second-order phase transitions are
happening. The first transition is between low temperature and an intermediate temperature at
1.81 K, where the spins reorder and change from a low-temperature antiferromagnetic state to a
different antiferromagnetic state. The difference between the two states are only minor and related
to the domain structure as well as changes of the magnetization direction [384]. By only increasing
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the temperature about 0.15 K, the second transition from the intermediate to the paramagnetic
state occurs [124], [372], [384]. The two critical temperatures were obtained without external field.
However, by increasing the external field, the transition temperature at 1.81 K decreases and the one
for the second transition at 1.96 K increases [384]. This increase of the transition temperature was
unexpected, since for other materials the paramagnetic-antiferromagnetic transition temperature
does not increase with increasing external field. A possible explanation for this phenomenon is
that the domain size, by increasing the external field, increases and therefore a higher temperature
is needed to cause the transition [384].

The magnetic structure for both materials is very complicated and also changes between the
different transition temperatures. In Fig. 5.1 c) and d), the magnetic structure of MnBr2 at a tem-
perature below 2.2 K is displayed. In the case of MnBr2, the structure contains ferromagnetically
aligned moments which are oriented in-plane as stripes along the easy axis. The ferromagnetic
stripes are coupled antiferromagnetically to neighboring stripes. Between the material layers, also
an antiferromagnetic order has been observed [124], [374]. A similar stripe structure has been
investigated via neutron diffraction for MnCl2 [384].

Figure 5.1: a) Top view of the MnBr2 and MnCl2 surface. The Mn atoms are indicated in purple
and the Br/Cl atoms of the top and bottom layer in orange and brown. b) and c) Side
view of a BL and multilayer system of MnBr2 and MnCl2. The multilayer system for
MnCl2 represents the lattice distance and the stacking distance. In the case of MnBr2,
the stacking distance and lattice distance are identical due to the CdI2 structure. The
unit cell is displayed as black and orange lines for MnBr2 and MnCl2. d) Magnetic
structure of MnBr2 for temperatures below 2.2 K. The magnetic moments are aligned
IP along the easy axis. The green and purple spheres are only representing the Mn
atoms, without the surrounding halide atoms. e) Top view of magnetic ML of MnBr2.
The stripes have an antiferromagnetic interlayer coupling and periodically changing
ferromagnetic and antiferromagnetic intralayer coupling, which is shown in d). The
red rectangle visualizes the repetition cell for the ferromagnetic order in one direction.
The panel a) was created partly by using VESTA [312] and is based on the information
of Ref. [385]. The panels in this figure are based [124].
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5.1.2 Experiments and Methods

The different coverages of MnBr2 and MnCl2 were grown from stoichiometric powders bought
at Sigma Aldrich. The used powder purity of MnBr2 was 98 % [386] and for MnCl2 ≧ 99 %
[387]. The powder was evaporated from quartz crucibles inside a Dodecon four pocket evaporator
[388]. The crucibles were cleaned several times with ethanol and acetone in an ultrasonic bath
before loading the powders. MnBr2 has a white to light pinkish color, similar to MnCl2 [389],
[390]. During the degassing process, the powder colors did not change. The crucible temperature
was slowly increased during the degassing procedure, which allowed a base pressure during the
evaporation in the HV to UHV pressure regime (10−8 − 10−9 mbar). The evaporation temperature
for both compounds is in the regime of 450-480 ◦C. This temperature was measured via a
K-type thermocouple, which has always an offset compared to the real temperature, since the
thermocouple position is not at the same position as the powder. The samples were grown under
various different substrate temperature conditions.

The structural and chemical characterization was performed for substrate temperatures ranging
from RT to ≈ 130 ◦C for both materials. The measurements performed at the different beamlines
(XPS, STM, and XAS) always used MnBr2 and MnCl2 samples evaporated at RT on Au(111).
The MnBr2 sample thickness was determined by cross checking with the previous calibration of
FeBr2 on Au(111) and for MnCl2 the calibration was based on MnBr2. Additionally to the cross
checking mechanism, the coverage was determined by a QCM. The powder was evaporated for
20-30 min to achieve a stable evaporation rate due to an equilibrated temperature before growing
the sample on the substrate. The density of MnBr2 is 4.38 g

cm3 [386], which is similar to the one
of FeBr2. In the case of MnCl2 the density is reduced to a value of 2.98 g

cm3 [387].
The LEED measurements were performed at two different locations. At CFM, an MCP-LEED

setup is used and at the BOREAS beamline a hemispherical LEED. The XPS measurements were
performed by using the Al-anode of a non-monochromatic x-ray gun together with a Phoibos
100 hemispherical analyzer. To complete the structural characterization LT-STM measurements
at 4.3 K were performed at the PEARL beamline at the SLS. At the BOREAS beamline, a full
magnetic characterization was performed. The Au(111) single crystals were cleaned via sputtering
and annealing procedures.

5.1.3 Structural characterization

The structural properties of MnBr2 and MnCl2 on Au(111) were characterized by LEED and
LT-STM. Depending on the growth temperature as well as the coverage, the surface structure
starts to change (Tab. 5.1 and Tab. 5.2). For both materials a temperature-dependent structure
with only specific domain directions can be observed. In the case of MnBr2 on Au(111), the
high-temperature growth creates a superstructure pattern and in the case of MnCl2, a pattern
with specific rotational domains. For both materials a ring structure is observed for low growth
temperatures, which means that many small islands with different rotations are grown. In the
following the different coverage- and temperature-dependent structures will be explained. Nearly
all shown LEED and XPS measurements on MnBr2 and MnCl2 on Au(111) were performed at the
Nanophysics XPS lab at CFM in 2022 and 2023. The STM measurements of MnBr2 and MnCl2
on Au(111) were measured at the PEARL beamline in 2023 and the magnetic measurements were
performed at the BOREAS beamline in 2023.
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Coverage/ Tem-
perature

0.4 ML 0.9 ML 1.1 ML 4.2 ML

RT Ring structure
with three do-
mains

- - -

50 ◦C Ring structure
with three do-
mains

- - -

93 ◦C Superstructure
and three domain
phase

- - -

120 ◦C Superstructure Superstructure Mixed phase Hexagonal pat-
tern

Table 5.1: LEED pattern of MnBr2 on Au(111) depending on the growth temperature and coverage.
The temperatures are measured via K-type thermocouple.

Coverage/ Tem-
perature

RT 50 ◦C 100 ◦C

0.9 ML Ring structure - -
1.0 ML - - Ring structure
1.4 ML Ring structure - -
1.5 ML - - Three domains
1.7 ML - Ring structure Rings structure

(with domains)

Table 5.2: LEED pattern of MnBr2 on Au(111) depending on the growth temperature and coverage.
The temperatures are measured via K-type thermocouple.

In Fig. 5.2 and Fig. 5.4, the temperature-dependent LEED patterns of both materials on
Au(111) are displayed. The estimated coverages for the LEED measurements are extracted from
XPS measurements and will be explained in the chemical characterization chapter. In Fig. 5.2,
the samples were grown at elevated temperatures in the range from 117-128 ◦C (measured at
the thermocouple). It can be observed that for the first layer (a)) a kind of superstructure at
42 eV around the (0,0)-spot appears. This superstructure pattern shows similarities with the
superstructure observed for 1 ML FeBr2 and CoBr2 on Au(111) (CoBr2 internal communication).
The pattern observed for MnBr2 on Au(111) shows a 12-spot structure (purple circles in Fig. 5.2
a)) with another hexagonal structure closer to the (0,0)-spot (green circles in Fig. 5.2 a)), which
indicates a bigger lattice constant for the MnBr2 hexagonal pattern (green circles in Fig. 5.2 a))
aligned to the Au(111) surface normal. In the case of the 12-spot structure, the spots are not
equally distributed.

By comparing the observed structure with the one of FeBr2 on Au(111), it can be seen that
the superstructure pattern has a larger angle of azimuthal rotation to the substrate lattice. This
bigger rotation leads to the non-equal distribution of spots with the appearing double hexagon
structure as shown in Fig. 5.2 a). By extracting the lattice constants from the LEED images, a
superstructure periodicity of ≈ 11 Å can be extracted for the split structure. The lattice constant
corresponding to the central MnBr2 spots close to the (1,0)-diffraction spot of Au(111) is ≈ 3.91 Å,
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Figure 5.2: Coverage-dependent LEED patterns of MnBr2 on Au(111). a)-c) shows the 0.9-, 1.1-,
and 4.2-ML samples measured at 42 eV and d)-f) at 118 eV. All samples were grown
at elevated temperatures between 117-128 ◦C (measured at the thermocouple). The
green circles in a) indicate the third set of spots of the MnBr2 superstructure and the
purple spots indicate the superstructure. In d), the purple circles indicate the MnBr2
spots and the golden circles the Au diffraction spots.

which is in good agreement with the literature value. For increasing coverage, in b) and c) the
split hexagonal pattern disappears and a moiré pattern can be observed. This pattern could
indicate that already for ≈ 1.1 ML bigger islands of the second layer exist.

At a coverage of ≈ 4.2 ML, the hexagonal pattern around (0,0) is still visible, but less intense.
However, since the coverages are extracted by XPS, the real coverage could be significantly lower,
since, as shown later, the background correction for Au was not working perfectly at higher
coverages. Therefore, the error could be around −1 ML and therefore the moiré pattern would
still be visible, since islands of the second layer might not yet be fully covered. For higher energies,
the LEED pattern shows a structure mainly aligned to the close-packed Au[1-10] direction of
Au(111), with a possible splitting of the LEED spots for the 0.9 ML sample. In Fig. 5.3, the
energy-dependent LEED patterns of a sub-ML MnBr2 sample on Au(111) are shown. The energy-
dependent LEED pattern, are very similar to FeBr2 and CoBr2 for higher energies on Au(111)
(CoBr2 internal communication). However, the pattern around the (0,0)-spot varies strongly
from the previously observed pattern, since the rotation angle is different. In Fig. 5.4 a), the
LEED pattern of the clean Au(111) surface is shown. Here the typical surface reconstruction
(herringbone) around the first-order diffraction spots as well as the (0,0)-spot are visible. In c)-d)
the coverage of MnCl2 was continuously increased by keeping the substrate temperature nearly
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a) 42 eV 51 eV 78 eVb) c)

Figure 5.3: LEED patterns of a sub-ML of MnBr2 on Au(111) measured at different energies. In
b) a similar pattern as for FeBr2 on Au(111) can be observed, where the three-spot
structure close to the (1,0) diffraction spot of Au(111) appears. From c) a lattice
constant of ≈ 3.91 Å for the central MnBr2 spots can be extracted, by using for Au a
lattice constant of 2.86 Å. The sample has a coverage of around 0.6 ML according to
the XPS measurements, by using the calibration via the Mn peak.

Figure 5.4: Coverage-dependent LEED pattern of MnCl2 on Au(111). a) Clean Au(111) with
the herringbone surface reconstruction spots. b)-d) Different coverages of MnCl2 on
Au(111) ranging from 1.0 to 1.7 ML. The samples were all grown at elevated surface
temperatures of 101-106 ◦C (measured at the thermocouple).

identical for each sample. In the case of the 1.0-ML sample, the LEED pattern shows a ring
structure with one predominant rotational domain, which is aligned to the close-packed Au[1-10]
direction. This indicates that the material mainly grows in this direction with many additional
small islands, which are growing under different angles, so that the ring appears as shown in
Fig. 5.4 b). Therefore, by completing the first ML, domains should be visible by STM.

However, since the material starts very early the growth of the second layer (shown later in the
STM measurements), this ring can also be caused by rotated layers on top of each other like in
HOPG. Therefore, no domains would be visible in STM. For increasing coverage (c)-d)), the ring
starts to loose intensity and only ring patches are visible. In c) the ring disappeared and only a
structure with three spots, all with the same lattice constant, is left. This sample should have
been the highest coverage with a targeted coverage of BL to TL, however, from the XPS analysis
this sample has only a coverage of 1.5 ML. Nevertheless, since the coverage is estimated via XPS
and based on the Shirley background subtraction of the Au 4d 5

2
peak, the error can be estimated

with ≈ 1.0 ML. This would also match the coverage estimation, which was targeted by using the
QCM.

Additionally, since the samples were all grown at the same temperature, only two possible
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explanations for the not matching coverage but different pattern can be found. The first is that
at this temperature regime the sticking coefficient is lower, so that the next layer growth for the
Cl compounds does not start or that the coverage is actually higher and that for higher coverages
only three rotational domains are dominant at higher temperatures. For this triple-spot structure,
all three rotational domains have the same lattice constant, since they are on the same radius.
To observe if this structural change in MnCl2 is temperature- or coverage-related, a sub-ML and
BL sample were grown at RT (Fig. 5.5). Here, it can be seen that the triple-spot structure does
not appear for high coverages if they are grown at RT, therefore this transition to only three
rotational domains is temperature- and not coverage-driven. A similar effect can be observed

Figure 5.5: a)-c) LEED images of MnCl2 on Au(111) measured at 65 eV. a) Clean Au(111) surface
with the herringbone reconstruction, b) sub-ML sample with the herringbone structure
still visible and the ring for sub-ML MnCl2 appearing. c) BL sample with one preferred
rotational domain and the ring structure. Both samples were grown at RT.

for MnBr2 on Au(111), but here the three-domain structure is growing at RT with a change to
the superstructure pattern for higher temperatures. In Fig. 5.6, the LEED patterns for different
growth temperatures of a sub-ML are shown. For all three samples the evaporated coverage is
identical and controlled by using the QCM inside the preparation chamber. After growth at 50 ◦C,
the superstructure pattern is not visible, however a ring structure with three rotational domains
is visible in Fig. 5.6 a) and d). Since the spots of the three rotational domain LEED pattern have
all the same distance to the (0,0)-spot, the same lattice constant is present. Therefore, no strain
effects can be observed since the extracted lattice constant for MnBr2 matches the literature
value. By increasing the temperature to more than ≈ 90 ◦C, the pattern of the three rotational
domains becomes less dominant and the previously discussed superstructure pattern starts to
appear (Fig. 5.6 b) and e)).

At 48 eV, the superstructure pattern points towards a strain effect for the first-layer, which is
visible by the different distances of the central MnBr2 spot for the first-order diffraction spots
and the two rotational domains in Fig. 5.6 b). The superstructure becomes the more dominant
contribution at 120 ◦C. In Fig. 5.7, the LEED patterns for different growth temperatures for 1.5
ML MnCl2 on Au(111) are shown. The LEED pattern does not show significant changes until
a growth temperature of ≈ 100 ◦C is reached. Then the ring pattern changes into a domain
structure. However, all the coverages are extracted from XPS measurements and therefore are
not necessarily correct. In the chemical characterization chapter, the detailed method to calculate
the coverage and the possible source of error are explained. Both materials, MnBr2 and MnCl2,
have a temperature-dependent growth on Au(111), but in the case of MnBr2 the material forms a
superstructure with a strained lattice for high growth temperatures. This superstructure could
be related to the higher interaction of Br with Au compared to Cl. For both materials, the
higher temperature causes a reduction of the ring-pattern intensity for low coverages, since less
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Figure 5.6: LEED patterns of MnBr2 on Au(111) for different growth temperature a)-c) 40-48 eV
electron energy and d)-f) 100 eV electron energy. All samples have nominally the
same coverage and are in the sub-ML regime (around 0.4-0.6 ML). The growth rate
was calibrated by a QCM in the preparation chamber and the coverage is estimated
via XPS. The temperature between the three samples was continuously increased,
to observe the transition temperature of the LEED pattern. A full transition of the
ring pattern to the superstructure can be observed at 120 ◦C (0.4 ML). Two of the
three different samples were grown on the same Au(111) single crystal, therefore the
rotation of the Au(111) hexagon is identical. The third sample at 120 ◦C was grown
on another Au(111) single crystal, with a different mounting orientation on the sample
plate.

small islands are growing. In Fig. 5.8, the simulation for the LEED pattern with three rotational
domains is displayed. By simulating the pattern for MnBr2 on Au(111), a rotation of ±10 ◦ can be
extracted. Since the LEED measurements are an average of the surface structure of MnBr2 and
MnCl2 on Au(111), STM measurements needed to be performed to characterize the surface more
locally. In the following, LT-STM measurements of MnBr2 and MnCl2 on Au(111) performed at
the PEARL beamline at SLS are shown. All samples, except where mentioned explicitly, were
grown at RT. In Fig. 5.9 and Fig. 5.10, the STM images of the first and second-layer of MnBr2 on
Au(111), respectively, are shown. In Fig. 5.9, a topographic image of a sub-ML MnBr2 on Au(111)
is shown. The different dots indicate specific coverages on the sample. The surface contains first-
and second-layer islands of MnBr2 on Au(111) as well as clean Au. This is indicated by the green
and magenta dots in Fig. 5.9 a) and b). Since the sample was grown at RT, no superstructure is
visible in STM, therefore the second layer starts to grow early on top of the first layer, which
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a)

RT 35 eV 45 eV 35 eV50°C 100°C

b) c)

Figure 5.7: a)-c) LEED pattern of MnCl2 on Au(111). The growth rate was calibrated by using a
QCM in the preparation chamber and the coverage is estimated via XPS. The growth
temperature between the three samples was continuously increased, to observe the
transition temperature of the LEED pattern. The coverages range from 1.4 ML to 1.7
ML.

Figure 5.8: a) Simulated LEED pattern via LEEDpat [332]. Here the surface lattice constant of
Au and the bulk lattice constant of MnBr2 were used. The hollow circles in a) are
the Au(111) diffraction spots and the blue, orange, and brown circles are spots of
the three domains of MnBr2 on Au(111) with a rotation of ±10 ◦ and 0 ◦. In b) the
overlay of a LEED pattern of MnBr2 on Au(111) with the simulated pattern is shown.
The LEED image was acquired at 45 eV on a sample grown at RT.

could cause the ring structure. In addition to the first and second layer of MnBr2 on Au(111),
still clean Au areas are visible, where the typical herringbone reconstruction with adatoms sitting
in the elbow sites are still visible (a) yellow circle). For the first layer, a shining through of the
herringbone reconstruction is visible, which was also seen for MnCl2 (Fig. 5.12 e)) and for FeCl2
on Au(111) [132]. The second layer does not show this shining through of the herringbone, but
a surface with some defects, which can be related to the low growth temperature. In c) the
atomic-resolution image of the first layer of MnBr2 on Au(111) is shown. Here a lattice constant
of 3.91 ± 0.13 Å can be extracted, which matches the literature value of 3.89 Å [124]. The error
was calculated via standard deviation. In Fig. 5.10, the BL to TL sample of MnBr2 is displayed.
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a) b)

100 nm 30 nm 4 nm

c)

Figure 5.9: a) Topographic STM image of a sub-ML sample of MnBr2 on Au(111). The surface
contains areas with clean Au indicated by the yellow dot in a), first- (green dot), and
second-layer (purple dot) of MnBr2. In b) a region with first- and second-layer of
MnBr2 on Au(111) is shown. Here the herringbone shines through the MnBr2 layer in
the upper part of the image. c) Atomic-resolution image of the first layer. a) UBias =
1.8 V and ITC = 0.05 nA, b) UBias = 1.8 V and ITC = 0.05 nA, and c) UBias = 1.8 V
and ITC = 0.95 nA. The measurements were performed at 4.5 K.

Here the topographic image shows that many different coverages are coexisting on the surface.
The increased roughness of the surface is a consequence of the RT growth. However, even at
RT big islands are growing (5.10 a)), which is important for the later spectroscopic analysis. In
b) the zoomed-in region of a second-layer defect area is shown (indicated by the red dot). In c)
and d) the atomic-resolution images of the second-layer and the layer underneath (marked in
purple) are displayed. The second-layer has a lattice constant of 4.1 ± 0.3 Å, which is still close
to the literature value. The reason that the atoms are visualized as triangles is the tip during
the measurements. Since the tip is also probed by the surface, a visualization of the tip shape is
present. Therefore, it seems that the tip had more a triangular shape, due to a functionalization.
Additionally, the image shows also a creep motion of the positioning piezos, which caused the
non-symmetric elongation. For the layer underneath a lattice constant of 4.08 ± 0.24 Å was
extracted, which matches the previous value of the ML sample.

In Figs. 5.11 and 5.12, the first layer of MnCl2 on Au(111), grown at RT and elevated
temperatures (≈ 100 ◦C), is shown. By comparing the different growth temperatures, it is visible
that the surface grows smoother with less defects at elevated temperatures. In Fig. 5.11, STM
images of the sample grown at RT are displayed. Here it was not possible to measure the atomic
resolution of the first layer. However, in a)-c) topographic images of the first-layer growth are
shown, and it is visible that besides an island growth also ribbon-like structures are grown on the
surface. These ribbon structures are not following any preferential orientation, but they seem
to consist of two different species. In e) and f) atomic-resolution images of the ribbon structure
are shown and it seems that the MnCl2 starts to align along the Cl rows, forming this ribbon
structure. It has been observed that Cl is forming stripe structures on Au(111), which could act
like centers for the MnCl2 attachment. However, since the structures are all over the surface and
are forming the ribbons, the possibility of a surface contamination with some other molecules can
be excluded (Fig. 5.11 e)). The Cl rows have a separation distance of ≈ 5.6 Å.

The ribbon structure can be separated in two distances. The first is ≈ 4.20 Å, which is coming
from the atomic resolution of the outer boundaries of the ribbon (Fig. 5.11 e) red oval shape).
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Figure 5.10: a) Topograpic overview of the BL to TL sample. The red circle in a) indicates
the position of the surface area defect, which is shown in b). b) Zoomed in region
to a defect area of the second layer, due to the RT growth. The purple rectangle
indicates the area where the atomic-resolution image d) was measured. The hole of
the second layer makes the first layer underneath accessible for STM measurements.
c) Atomic-resolution measurement of the second layer of MnBr2 on Au(111). d)
Atomic-resolution image of the first layer of MnBr2 on Au(111) inside the hole of
the second layer. a) UBias = 1.8 V and ITC = 0.01 nA, b) UBias = 1.8 V and ITC =
0.01 nA, c) UBias = 1.8 V and ITC = 0.02 nA, and d) UBias = 1.8 V and ITC =
0.53 nA. The measurements were performed at 4.5 K.

The second distance is related to the inner ribbon part, indicated by the green oval shape, which
has a lattice constant of ≈ 3.3 Å and a separation between the double atom structure (black oval
shape) of ≈ 5.3 Å. Without the atomic-resolution image, the lattice distance between the ribbon
dots is ≈ 8.5 Å in Fig. 5.11 c). In f) the Cl rows are atomically resolved. The row spacing is
around 5.4 Å (dark blue oval shape) with an inner lattice periodicity parallel to the Cl rows of
2.57 Å (light blue oval shape). In Fig. 5.12, the sub-ML MnCl2 on Au(111), which was grown at
elevated temperatures is shown. In a) and e) the topographic overview of a ML patch is shown.
The surface consists of bigger first-layer islands with small second-layer islands growing on top of
it. In c) the atomic resolution of the first layer of MnCl2 on Au(111) is shown. Here some defects
are visible on the surface, but not periodically arranged. As observed for other Cl compounds,
the herringbone reconstruction is visible through the first layer [132]. From c), a lattice constant
of 3.84 ± 0.32 Å can be extracted, which is in good agreement with the literature value for MnCl2
of 3.71 Å [124]. In d) the Cl row structure, which was more prominent on the RT sample, can
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Figure 5.11: a) and b) Topographic overview images of a sub-ML of MnCl2 on Au(111) grown at
RT. In b) a green rectangle is used to indicate the position of the ribbon structure,
which is shown in more detail in e). c) and d) Single Au terrace with islands of MnCl2
connected to the ribbon structures and the Cl rows. e) and f) Atomic-resolution
images of the ribbon structures. a) UBias = 2.0 V and ITC = 0.03 nA, b) UBias =
1.8 V and ITC = 0.1 nA, c) UBias = 1.8 V and ITC = 0.02 nA, d) UBias = 1.8 V and
ITC = 0.02 nA, e) UBias = 1.8 V and ITC = 0.5 nA, and f) UBias = 0.2 V and ITC =
1.5 nA. The oval shapes in e) indicate the positions of the differnt lattice distances
of the ribbon-like structures. In f) the oval shapes are used to indicate the lattice
periodicity in vertical and horizontal direction for the possible Cl islands on Au(111).
The measurements were performed at 4.5 K at the PEARL beamline at SLS.

be observed. Here the row distance is 5.4 ± 0.013 Å, which is in the same range as before on
the sub-ML sample grown at RT. Due to the fact that some Cl rows are still visible, it means
that the sample was not grown at temperatures high enough so that the Cl does not stick to
the Au(111) surface anymore. However, the higher temperature caused a higher surface mobility,
which results in a dense area of Cl rows at the Au terrace edge. In Fig. 5.13, the BL sample of
MnCl2 on Au(111) is shown. Here the surface contains a lot of defects and shows several different
local coverages. This is completely related to the RT growth. In b) the atomic-resolution image
of the second layer MnCl2 on Au(111) is shown and the extracted lattice constant of 4.0 ± 0.26 Å
is in good agreement with the literature value.

MnBr2 and MnCl2 grow epitaxially on Au(111). The extracted lattice constants are in good
agreement with the literature values for both materials. The RT growth causes a shining though
of the herringbone reconstruction for both materials. This is also visible in LEED where no
superstructure is visible for both materials. Additionally, the STM measurements of MnCl2
grown at ≈100 ◦C reveal a smoother growth with bigger islands and less defect areas. Therefore,
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Figure 5.12: a) Topographic image of the first layer of MnCl2 on Au(111) grown at elevated
temperatures. b) Clean Au(111) surface area. c) Atomic-resolution of the first layer.
d) Zoomed-in image on a Au terrace with some Cl rows attached to them, and e)
topographic images over many terraces of Au(111), with some islands of MnCl2. a)
UBias = 2.1 V and ITC = 0.02 nA, b) UBias = 2.2 V and ITC = 0.01 nA, c) UBias =
2.1 V and ITC = 0.7 nA, d) UBias = 2.1 V and ITC = 0.02 nA, and e) UBias = 2.2 V
and ITC = 0.01 nA. The blue and red rectangle in e) indicate the position of the
MnCl2 island (blue) and the clean Au(111) surface (red). The clean Au surface can be
identified by the nucleation zones at the elbow sites of the herringbone reconstruction.
The measurements were performed at 4.5 K at the PEARL beamline at SLS.

a) b)

50 nm 1 nm

Figure 5.13: a) Topographic overview of the BL sample of MnCl2 on Au(111) grown at RT. b)
Atomic-resolution image of the second layer of MnCl2. a) UBias = 1.8 V and ITC =
0.01 nA and b) UBias = 1.8 V and ITC = 0.22 nA. The measurements were performed
at 4.5 K at the PEARL beamline at SLS.

the elevated temperature growth is preferred for MnCl2 on Au(111) since it does not affect the
structural properties by introducing any strain effects as also observed in LEED.
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5.1.4 Chemical characterization
In the following part the chemical characterization via XPS of MnBr2 and MnCl2 on Au(111),
including the coverage calculation, will be shown. All measurements were performed by using
the Al anode of the x-ray gun. In Fig. 5.14, the XPS spectra for different coverages of MnBr2
on Au(111) are shown. The Mn 2p and Br 3p spectra are normalized to the Au 4d peak. This

Figure 5.14: a)-c) Coverage-dependent XPS spectra of MnBr2 on Au(111). a) Overlay of the
Mn 2p spectra for different coverages. b) Overlay of the Br 3p spectra for different
coverages, and c) overlay of the Au 4d spectra for different coverages. The Mn and
Br spectra are normalized to the Au 4d main peak. All samples were grown in
the temperature range between 117-128 ◦C as measured on the manipulator with a
K-type thermocouple. The red dotted fit in panel a) shows the fit of the Au 4p 1

2
peak, which overlays with the Mn 2p 3

2
peak.

normalization allows that the peak intensities and therefore the coverages can be set into relation.
For both film peaks (Mn and Br) a shift to higher binding energies for increasing coverage can be
observed. This phenomenon was also seen for FeBr2 on Au(111) and indicates a possible property
change in the material, since the superstructure pattern for the sub-ML sample is starting to
disappear for higher coverages. Like for FeBr2 on Au(111), the Au 4d spectra are not shifting. To
estimate the coverage of the MnBr2 compound, the peak intensity of the normalized Br peak is
used. In the case of FeBr2, the normalized Br peak has a peak height of 0.039 for a coverage of
0.6 ML, therefore the coverage of the MnBr2 can be set into relation. This coverage estimation of
MnBr2 can be later used for estimating the MnCl2 coverage, by comparing the normalized Mn
peak heights. Since the Au 4p 1

2
peak is sitting at the Mn 2p 3

2
energy position, a perfect fit of

the system is more difficult and includes a higher error. The intensity of the sum of the Mn 2p 3
2

and Au 4p 1
2

is around 0.0185 for 0.1 ML after normalization to the Au 4d 5
2

peak. In Tab. 7.12
and Tab. 7.13, the Br, Cl and Mn normalized peak heights are mentioned, together with the
corresponding coverage.

However, these coverage calculations are based on the normalization to the Shirley-background-
corrected Au 4d 5

2
peak, which, depending on the material coverage, was not always yielding to

a perfect background subtraction. Therefore, the coverage error for samples with an increased
coverage is higher. In Tab. 7.14 and Tab. 7.15, the fitting parameters which were used for MnBr2
are displayed. The Shirley-background-corrected spectra of the Au 4d peak at highest coverage
in Fig. 5.14 cause a higher coverage error, since it was not possible to perfectly subtract the
background. In Fig. 5.15, the XPS spectra of MnBr2 on Au(111) for different growth temperatures
are shown. The growth temperature of a sub-ML MnBr2 sample was varried from RT to 150 ◦C.

In Fig. 5.15, the spectra for 50 ◦C, 58 ◦C, 90 ◦C, and 120 ◦C growth temperature are displayed.
Since the Br and Mn spectra are all normalized to the Au 4d spectra, the peak positions can
be directly compared for the different growth temperatures, since the coverages are nearly the
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Figure 5.15: a)-c) Growth-temperature-dependent XPS spectra of MnBr2 on Au(111). a) Overlay
of the Mn 2p spectra, b) overlay of the Br 3p spectra, and c) overlay of the Au 4d
spectra for different growth temperatures. The Mn and Br spectra are normalized to
the Au 4d main peak. The coverage of the samples are 0.6, 0.9, 0.6, and 0.4 ML for
increasing temperature.

same. For all growth temperatures the spectra are not shifting and the peak structure seems
not to change, besides for the 120 ◦C sample. Therefore no property changes can be observed
for the different growth temperatures, where the superstructure does not appear dominantly.
At 120 ◦C growth temperature the Mn and Br peaks are shifted to lower binding energies, as
seen for sub-ML FeBr2 on Au(111). From the fits of the data, the material ratio of Mn:Br can
be extracted by using the sensitivity factors of both materials. In the case of Br 3p, the same
sensitivity factor as for FeBr2 is used. The sensitivity factor for Mn 2p is thus SMn2p = 2.659
and for Br 3p SBr3p = 1.279 [32], [206], [339]. The used sensitivity factor from the handbook
[206] is for an emission angle of 54.7 ◦, which is same for Br and is the emission angle used in
the XPS setup. By using these factors, a Mn:Br ratio of 0.68 for the 0.9 ML and 0.63 for the 4.2
ML sample can be extracted. For the other samples, especially the low-coverage sample in the
range 0.5-0.6 ML, the XPS signal was weaker, and therefore the ratio calculation did not work.
The peak position of the Mn 2p peaks and the Br 3p peaks are matching the literature value of a
Mn2+ and a Br1− state [206]. As previously observed for FeBr2 on Au(111), the satellite peaks
have a strong intensity, which also for MnBr2 could be caused by the low electronegativity of Br.

In Fig. 5.16, the coverage-dependent XPS spectra of MnCl2 on Au(111) are shown. In comparison

Figure 5.16: a)-c) Coverage-dependent XPS spectra of MnCl2 on Au(111). a) Overlay of the Mn
2p spectra, b) overlay of the Cl 2p spectra, and c) overlay of the Au 4d spectra for
different growth temperatures. The Mn and Cl spectra are normalized to the Au 4d
main peak. All samples were grown in the temperature range 101-106 ◦C.

to MnBr2 no shifts of the Mn 2p and Cl 2p peaks can be observed. Since the energy position is not
changing, it indicates that, in contrast to the Br compounds the Cl compounds are not changing
their properties depending on the coverage. This was kind of expected, since in comparison to
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the Br compounds, no strong structural changes or strain effects were observed for any coverage.
As observed in the LEED measurements, the only structural change is a more dominant domain
structure, but without changing the lattice constant.

In Figs. 5.17 and 5.18, the coverage of MnCl2 was varied from sub-ML to BL and the growth
temperature was varied for the same sub-ML coverage. By growing the sample at RT, for all
coverages a typical ring structure, where the sample contains multiple domains with different
orientations and intensities on the Au(111) substrate, appears in LEED images. Here, no change
between the spectra, besides the intensity, can be observed, therefore the increasing MnCl2 coverage
for samples grown at RT or elevated temperatures does not change their chemical properties (no
binding energy shift), compared to Br TMDH compounds on Au(111). In Fig. 5.18, the XPS

Figure 5.17: a)-c) XPS spectra for different coverages of MnCl2 on Au(111). Both samples were
grown at RT. a) Mn 2p spectra, b) Cl 2p spectra, and c) Au 4d spectra. The fit of
the Mn spectra is for the 1.4 ML sample.

spectra of a BL MnCl2 on Au(111) grown at different temperatures varying from RT to 102 ◦C
are shown. As already extracted from the results for RT growth and higher-temperature growth
for varying coverages, the properties of MnCl2 are also not changing by growing a BL sample
at different temperatures. The only observed change was that in LEED preferential domains
are growing and the ring structure starts to disappear. However, in XPS, the BL coverage was
chosen for the temperature-dependent growth study, since for smaller coverages the Au 4p 1

2
peak

would interfere strongly with the Mn 2p 3
2

peak and could hide changes in the peak structure. The

Figure 5.18: a)-c) XPS spectra for different coverages of MnCl2 on Au(111). All samples were
grown with nearly the same coverage at varying temperatures. a) Mn 2p spectra, b)
Cl 2p spectra, and c) Au 4d spectra. The coverage extracted from the Mn spectra
reveals a coverage of 1.4 ML for the sample grown at 102 ◦C and 1.7 ML for the
sample grown at RT. The Au 4d spectra are not fitted, since due to the not optimal
background subtraction the FWHM as well as the other fit parameters would not be
perfect.

coverage for these samples is around 1.5 ML. The fitting parameters for the different coverages
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are shown in Tab. 7.16. As observed before for higher coverages of MnBr2, the Mn peaks are
matching with the positions for Mn2+. In the case of MnCl2, all coverages have matching peak
positions for Mn2+ and the Cl peaks are matching with the positions of Cl1− [206]. Because of the
overlapping of the Au and Mn peaks, it was not possible to extract the ratio. The configuration
can thus only be MnCl2, since other configurations would lead to additional peaks and a different
peak structure.

5.1.5 Magnetic characterization

In the following chapter the magnetic characterization of MnBr2 and MnCl2 on Au(111) will be
shown. All samples were grown at RT and the corresponding LEED images are shown in Fig 7.44
and Fig. 7.45. As previously observed for FeBr2 on Au(111) and on Bi2Se3, MnBr2 and MnCl2
do not show a strong magnetic anisotropy or in the case of MnBr2 a preferential easy axis. In
Fig. 5.19 and Fig. 5.20, the XAS and XMCD measurement of MnBr2 and MnCl2 on Au(111)
at NI and GI are shown. In Fig. 5.19, no difference between the measurements at NI and GI

Figure 5.19: a) Isotropic XAS spectra performed at NI and GI of 1 ML MnBr2 on Au(111). b)
XMCD spectra for NI and GI measurements. c) XMCD magnetization curves of
MnBr2 at NI and GI. The sample was grown at RT and the measurements were
performed at 1.7 K and 6 T. The magnetization curves are scaled to the peak height
of the isotropic XAS.

can be observed, for both geometries the XAS and XMCD signals are not varying strongly. The
minor variation in intensity can either be an effect of an easy axis, which is IP, as expected for
this material, or just a result of the background correction. The magnetization curves in c) also
show that between NI and GI no strong difference can be observed. However, it seems that the
material shows a saturating behavior at higher field, but similar to the measurements on FeBr2
on Au(111), a slope is still visible even at high fields for the Br compound. This phenomenon has
been now observed for nearly all Br-based halides besides NiBr2 [33]. However, for CoBr2, FeBr2,
and MnBr2, this slope behavior even at high fields has been observed, which indicates that the
magnetic properties of the Br compounds are directly related to the Au(111) substrate, since this
behavior has not been observed for CoCl2 (paper in preparation, Samuel Kerschbaumer at CFM
is the first author), FeCl2 (paper in preparation, information received via internal communication)
or MnCl2.

In Fig. 5.20, the XAS, XMCD and magnetization curves for 1 ML of MnCl2 on Au(111)
are shown. By comparing the XAS and XMCD spectra for both materials and measurement
geometries, no difference can be observed. Nevertheless, the magnetization curves of MnCl2 on
Au(111) for NI and GI are more different from each other than observed for MnBr2 on Au(111).
Here the magnetization curve starts saturating at 3.5 T and is stable at 6 T. The fact that the
saturation occurs for the GI measurements shows that the easy axis of this material is IP. The
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Figure 5.20: a) Isotropic XAS spectra performed at NI and GI of 1 ML MnCl2 on Au(111). b)
XMCD spectra for NI and GI measurements. c) XMCD magnetization curves of
MnCl2 at NI and GI. The sample was grown at RT and the measurements were
performed at 1.7 K and 6 T. The magnetization curves are scaled to the peak height
of the isotropic XAS.

coverage of MnCl2 and MnBr2 is estimated from the measured peak height of the isotropic XAS
spectra. By using the Henke table [391], the Au substrate has a similar background with a
different slope in the region of Mn and Fe. Additionally, Au has its N2-edge peak at 642.7 eV,
which overlaps with the Mn L3 edge [392]. Therefore, the coverage was estimated by comparing
the Mn peak height to the Fe peak height for a known sample coverage of FeBr2 on Au(111). By
using that a 0.6 ML FeBr2 sample on Au(111) has a peak height of 12 %, the coverage for the
peak height of 16.2 % of MnCl2 on Au(111) would be 0.65 ML, due to the applied conversion
factor considering the ratio of the number of holes for Mn and Fe (the conversion factor is 0.8). In
the following, the 0.65-ML sample will be considered as 1.0-ML due to the coverage error, which
was already present for FeBr2 on Au(111). The coverage of 0.3 ML will be used in the follwoing
as 0.5 ML. This coverage is identical to the one of MnBr2 on Au(111) shown in Fig. 5.19 a).
By comparing the 1.0 ML sample with a sub-ML one, the change in magnetic properties can
be investigated, since the 1.0-ML sample contains also second-layer contributions. In Fig. 5.21
and Fig. 5.22, the coverage-dependent measurements for both Mn compounds are displayed.
In Fig. 5.21, the spectra of the 0.5-ML and 1.0-ML samples of MnBr2 on Au(111) are shown.
By comparing the XAS and XMCD spectra for both coverages, no difference in the multiplet

Figure 5.21: Comparison of XAS and XMCD measurements of 0.5 ML and 1.0 ML MnBr2 on
Au(111). a) Isotropic XAS, b) XMCD, and c) magnetization curves. Both samples
were grown at RT and measured at 1.7 K and 6 T. The magnetization curves and
XMCD spectra are scaled to the peak height of the isotropic XAS. The XMCD
spectra are aligned by a small shift of 0.15 eV.

structure or XMCD spectra can be observed. This indicates that for RT growth no structural
nor electronic property changes appear. The magnetization curves for both coverages are similar
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and even a possible saturating behavior for the 0.5 ML sample can be observed. However, since
the spectra are more noisy than for the ML sample, the possible saturation for MnBr2 could be
an artifact, but since the saturation occurs for both field directions at the same field strength,
it is probably real. In Fig. 5.22, the coverage-dependent measurements of MnCl2 on Au(111)
are displayed. As for MnBr2, no change in the XAS or XMCD spectra can be observed. In c)

Figure 5.22: Comparison of XAS and XMCD measurements of 0.5 ML and 1.0 ML MnCl2 on
Au(111). a) Isotropic XAS, b) XMCD, and c) magnetization curves. Both samples
were grown at RT and measured at 1.7 K and 6 T. The magnetization curves and
XMCD spectra are scaled to the peak height of the isotropic XAS. The XMCD
spectra are aligned by a small shift of 0.15 eV.

the magnetization curves for both samples show the same trend and start to staurate around
3.5 T. Therefore, no coverage-dependent magnetic property changes are observed. However, for a
more detailed understanding of possible property changes, a higher coverage than 1.0 ML would
be needed, around 2.0-3.0 ML. For MnBr2 and MnCl2 the evaluation of the magnetic moments
via sum-rule calculation was not useful, since the L3 and L2-edge peaks are so close that they
overlap. Therefore, the extracted values would be strongly affected by this overlap and cause
wrong moments.

In Tab. 7.17 and Tab. 7.18 the extracted moments including the corresponding errors are
displayed. Since the materials show a phase transition at low temperatures in the range of
2-2.5 K, these changes of the magnetic properties from the low-temperature AFM phase to
the intermediate AFM phase, cannot be resolved by the XMCD measurements. However, the
temperature-dependent measurements of MnBr2 and MnCl2 are displayed in Figs. 5.23 and 5.24,
where the temperature-related decay of the XMCD signal as well as the temperature-dependent
magnetization curves are shown.

In Fig. 5.23, the temperature-dependent XMCD and magnetization curve measurements for
0.5 ML and 1.0 ML MnBr2 on Au(111) are shown. In both cases the saturation behavior of
the magnetization curves completely disappears after reaching a temperature of 4 K and the
intensity of the XMCD spectra is dropping continuously as expected for increasing temperatures.
By comparing the MnBr2 measurements with the ones on MnCl2, the magnetization curves are
still showing a saturation behavior up to 4 K for MnCl2 on Au(111). Additionally, the magnetic
moments are similar for 1.7 K and 4 K, which could mean that for MnCl2 the saturation at
6 T survives at higher temperatures than for MnBr2. This has also been observed for other
previously mentioned Cl-based TMDH (papers in preparation, CoCl2 on Au(111), FeCl2 and
NiCl2 on Au(111), internal communication). Nevertheless, since the moment error for Mn is
around 30 %, the stability of the effective spin moment at 4 K can be just an error-related artifact.
The major difference to FeBr2 on Au(111) is that in the case of MnCl2 grown at RT on Au(111),
no orbital magnetic moment was measured. This indicates a purely octahedral symmetry of the
material. Therefore, the growth temperature seems to play a significant role not only in the

137



5 Characterization of epitaxially grown MnBr2 and MnCl2 on Au(111)

Figure 5.23: a)-b) 0.5 ML MnBr2 on Au(111) and c)-d) 1.0 ML MnBr2 on Au(111). a) and c)
Temperature-dependent XMCD spectra. b) and d) Temperature-dependent mag-
netization curves. Both samples were grown at RT and the XMCD spectra were
measured at 6 T. The magnetization curves are scaled to the temperature-dependent
intensity of the XMCD signal.

Figure 5.24: a)-c) 0.5 ML MnCl2 on Au(111) and d)-f) 1.0 ML MnCl2 on Au(111). For both
coverages the temperature-dependent XMCD spectra as well as the magnetization
curves are displayed in (a), d), and c), f)). In b) and e) the extracted magnetic
moments for an external field of 6 T are shown. The magnetization curves are scaled
to the temperature-dependent intensity of the XMCD signal.

surface structure, but also in the resulting symmetry changes of these materials. In the case
of MnBr2, the orbital moment is not zero and the system does not contain probably a purely
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octahedral symmetry. By comparing the measured XAS spectra in Fig. 5.25 for one ML of MnBr2
and MnCl2 on Au(111) with the simulated XAS multiplet spectra (Fig. 5.25 and Fig. 7.48), it
can be observed that for both materials no difference in the multiplet structure exists, and that
they are very similar to a Mn2+ spectrum with purely octahedral symmetry. The sub-ML and
ML XAS measurements of MnBr2 and MnCl2 are matching with the measured XAS spectra in
Ref. [393] were a difference of the multiplet structure (ratio between main peak and multiplet
peak) at higher photon energies (below the L3 peak) has been observed. The only difference
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Figure 5.25: Comparison of the simulated multiplet structure for an isotropic Mn2+ system with
octahedral symmetry and the Slater scaling factors Fk = 0.8, Gk = 0.8, and Γ = 1.0
for a Mn2+ oxidation state with octahedral symmetry at 2 K and 6 T. The simulations
were performed by using a crystal electric field (10 Dq) of 1 eV. The final parameters
are F2(3d, 3d) = 11.155, F4(3d, 3d) = 6.943, Γ(3d) = 0.053, and Γ(2p) = 6.847. The
MnBr2 and MnCl2 spectra used for comparison are the ones of the ML samples
measured at 1.7 K and 6 T. The signals are all normalized to 1 for better comparison.
The multiplet simulation was performed by using Crispy [351].

is in the detailed multiplet splitting around the L2 edge, which could possibly not be resolved.
The magnetic properties of both Mn compounds could not fully be investigated, since the phase
transition temperatures of MnBr2 and MnCl2 in bulk are in the regime of the lowest reachable
temperature at the beamline. However, the measurements at 1.7 K revealed a saturating behavior
for MnCl2, which shows the possibility of aligning the moments along the easy axis at 6 T. The
structure could potentially be antiferromagnetically ordered.

However, due to the measurement temperature close to the transition temperature, a para-
magnetic behavior can not be excluded. In the case of MnBr2, the magnetization curves are
not saturating even for high fields, which could indicate that the material does not behave
paramagnetically. By comparing the L3 edge for MnBr2 and MnCl2, a multiplet peak at low
binding energies is more intense for MnCl2 than for MnBr2 on Au(111). Since the coverages in the
case of MnBr2 were all below a BL, it is not possible to judge if this peak, like in the case of FeBr2
on Au(111), will regain strength for higher coverages. However, it can be concluded that the
different interaction strength of Cl and Au compared to Br and Au is a driving factor for the peak
suppression, since this multiplet peak is strongly visible for similar coverages on MnCl2. The same
effect has been observed for FeCl2 on Au(111) (information through internal communication).
This change in the electronic properties of the material is observable for RT growth of MnBr2,
even if no superstructure appears on the surface. Therefore, this peak suppression can be an
indicator for the interaction of Au also with Br and not only with the transition metal.
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5.1.6 Summary

Over the last sections, the structural, chemical, and magnetic properties of MnBr2 and MnCl2 on
Au(111) have been analyzed, discussed, and compared. In the case of MnBr2 grown at elevated
temperatures (≈120 ◦C), a similar behavior as for FeBr2 has been observed. If the MnBr2 is grown
at these elevated temperatures, a structural transition of the LEED pattern has been observed.
This new structure showed a similar three-spot structure close to the first-order diffraction spots
as observed for FeBr2 on Au(111), with a strained lattice constant for the domain spots, which
are under an angle to the main symmetry direction of Au(111). Additionally, a new type of
superstructure around the (0,0)-spot has been observed. Here, the 12-spot structure as for FeBr2
on Au(111) exists, however, the rotation of the layer to the substrate is higher, which causes a
non-equal distribution of the 12 spots. This structure only appears for higher growth temperatures
of MnBr2 on Au(111), which was not the case for FeBr2 on Au(111). If MnBr2 is grown at RT
on Au(111), then a ring structure appears close to the first-order diffraction spots, since many
smaller islands are grown with many different rotations. Nevertheless, even by growing at RT,
some dominant domain directions are still visible causing a three-spot pattern on top of the ring
structure. Therefore, growing the material at elevated temperatures causes not only a structural
change, but also introduces strain. This strain disappears for higher coverages, since the next
layers can align to the MnBr2 underneath.

From the chemical analysis of MnBr2 on Au(111), a shift to higher binding energies for increasing
coverages has been observed, but only if the sample was grown at elevated temperatures. In the
case of RT growth, this shift has not been observed. This indicates that the structural transition
which introduces strain also causes the electronic property changes that drive the binding energy
shift. The STM measurements which were performed on samples grown at RT showed for
MnBr2 the herringbone shining through, which was previously only observed for Cl compounds.
However, this can be expected, since the material shows also in the LEED measurement the typical
ring structure with no lattice-constant strain effects. For MnCl2, the LEED analysis revealed,
similar to MnBr2, a growth-temperature-dependent pattern change, but only for higher coverages.
Nevertheless, this change only consists of a main symmetry direction growth, so that the ring
structure disappears, but no lattice strain is introduced. The STM measurements revealed that
the material grows more smoothly and nicely if the growth temperature is increased.

However, during the growth at RT, the low-coverage sample showed not only island growth
of MnCl2, but also ribbon-like structures. Some of these structures can be related to pure Cl
on Au(111), which has been already observed for some other Cl-based TMDH compounds. The
other ribbon-like structure can not be fully explained. From the extracted lattice constants it
seems like a different structural phase of MnCl2 on Au(111) and not like some molecules on the
surface. Additionally, this kind of strip growth is not very common for molecules. The most
similar structure are graphene nanoribbons. Therefore, a possible growth of MnCl2 ribbons has
been observed, but this would need to be investigated in more detail, for now it seems unlikely
that a surface contamination, causes this structure. During the growth at elevated temperatures
the MnCl2 formed nice islands and still free Cl stayed on the surface (in minor amounts). In
summary, the growth of MnBr2 and MnCl2 is smoother at elevated temperatures, but in the case
of MnBr2, this causes the growth of the superstructure phase. The chemical characterization for
MnCl2 did not show any shifts in binding energy for elevated-temperature or RT growth, which
allows the conclusion that the material does not undergo any property changes related to the
growth temperature.

In Fig. 7.46, the comparison of a high coverage of MnBr2 and a high coverage of MnCl2 is
shown. In the case of MnBr2, the satellite peaks are more pronounced, which could be related
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5.1 Epitaxially grown monolayers of MnBr2 and MnCl2 on Au(111)

to the higher coverage, but could also be an effect of the lower electronegativity of Br. The
high-coverage MnBr2 layer is nearly at the same binding energy position, which indicates that
higher coverages of MnBr2 grown at elevated temperatures behave like MnCl2. This behavior
has been expected, since it was also observed for FeBr2 on Au(111) in comparison to FeBr2 on
Bi2Se3. The magnetic characterization of MnBr2 and MnCl2 was performed on samples grown
at RT. Therefore, no changes in the XAS spectra or XMCD have been observed. The main
difference between both compounds is that MnCl2 shows nearly no orbital moment and a distinct
saturation of the magnetization curve at 1.7 K. However, the magnetic characterization would
need to be performed at lower temperatures and with a more precise temperature control, since
the transition temperatures are very close to each other and are in the range of the lowest possible
temperature reachable at the beamline.

In summary, both materials show similar properties compared to the other Br and Cl TMDH
compounds (FeBr2, FeCl2, CoCl2, and CoBr2), with some interesting structural phenomena and
transitions. By increasing the mobility of MnBr2 on the Au(111) surface, the superstructure is
formed. At this moment the chemical and structural properties of MnBr2 are changing, due to
the introduced strain. For MnCl2 and MnBr2, the magnetic properties are very similar at low
temperatures and high fields. Therefore, MnBr2, unlike FeBr2, does not show a change in the
magnetic properties for sub-ML coverages compared to the corresponding Cl TMDH compounds.
In the case of both Br compounds a less saturating magnetization curve has been observed with
a slope even for high fields. This could indicate that by forming the superstructure, a stronger
interaction between the Br atoms and the Au appears, due to the orientation on the surface.
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In this thesis, materials from the family of TMDH were investigated. These materials had
previously in bulk forms already shown promising magnetic properties and the ability to be
exfoliated to the 2D limit, due to the vdW interlayer coupling. During this work, FeBr2, MnBr2,
and MnCl2 where grown on Au(111) and Bi2Se3 by using the corresponding stoichiometric powders.
When sublimating the powder, it was possible to grow these materials epitaxially on Au(111) and
Bi2Se3. The Br compounds on Au(111) show some property changes as a function of coverage. In
the case of the first layer of FeBr2 on Au(111), a dominant superstructure with a periodicity of ≈
1 nm has been observed, which disappears for higher coverages. In addition to the different surface
structure, a strong suppression of the magnetic properties, like the reduction of the expectation
value of the spin magnetic moment at 6 T and 2 K and the magnetic spin ordering, was observed
for the first-layer. This suppression of the saturation of the magnetization curve is indicative for a
frustrated antiferromagnetic order in the first-layer or a spin-glass behavior. By Hund’s rule, this
material should have a magnetic spin moment of 4 µB, which was not observed for any coverage
from ML to multilayer. In comparison to the first ML, the second-layer showed at 6 T and 2 K
saturating magnetization curves and a higher expectation value of the magnetic spin moment.
This change of the magnetic moment is related to a lower interaction of the second layer with the
substrate. However, the observed moments are still ≈50 % weaker than predicted. Nevertheless,
even if the magnetic properties and the surface structure are changing, no different oxidation
state or composition of the material has been observed. The only change which was visible in
XPS was a shift of the Fe and Br peaks to higher binding energies for increasing coverages with a
saturating behavior around 5 ML.

These property changes are related to the Au(111) surface, which is strongly interacting with
the Br atoms of FeBr2. The fact that no moiré pattern for FeBr2 on Au(111) was observed could
be related to the herringbone reconstruction of Au. As a comparison, FeBr2 was also evaporated
on Bi2Se3, which is a vdW material. Here, no differences between the first and second-layer were
observed, but a higher substrate temperature during growth was required to obtain bigger islands
and the long-range moiré pattern. The higher coverages of FeBr2 on Au(111) and any coverage on
Bi2Se3 are only showing an effective spin moment of ≈ 2µB at 6 T and 2 K, which is far away from
the expected value. This reduction seems to be an effect of the thin films, which exhibit different
properties than the bulk. In Bi2Se3, a possible transition from thin film to bulk properties has
been observed for higher coverages.

In the case of MnBr2, similar phenomena as for FeBr2 on Au(111) has been observed. The
major difference between the observations of FeBr2 and MnBr2 on Au(111) are that MnBr2 needed
to be grown at elevated temperatures (120-150 ◦C) in order to create a dominant superstructure.
Even if the superstructure is similar, it has a different lattice constant and rotation angle, so that
the inner 12 additional spots of the LEED pattern around the (0,0)-spot are more compressed.
This reconstruction is caused by a two rotational domains, which are rotated against the main
symmetry direction of Au(111). If MnBr2 is grown at low temperatures, only a ring structure
appeared with three main rotational domains. In contrast to MnBr2, MnCl2 only shows a ring
structure with one specific domain for low growth temperatures (≈ RT) and only by heating
the substrate to ≈ 120 ◦C, a pattern with three rotational domains appears. This indicates
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already that a weaker interaction between the Au(111) substrate and the Cl atoms of MnCl2 is
present, which causes a growth without a dominant superstructure and strain. For the magnetic
characterization of both materials on Au(111), a difference in the magnetization curves has been
observed, with a faster saturation for MnCl2. However, due to the small energy separation between
the L3 and L2 edges of Mn, a precise evaluation of the corresponding magnetic moments was not
possible.

By comparing both compounds chemically via XPS and XAS, no difference in the oxidation
state is visible. By comparing the different coverages of MnBr2 on Au(111) grown at elevated
temperatures a shift to higher binding energies for increasing coverages has been observed, which
is not present in MnCl2. A possible driving mechanism behind the superstructure and the
corresponding strain can also be the growth speed in combination with the growth temperature.
These two parameters are strongly influencing the kinetics of the deposited material on the
Au(111) surface. In addition, the Au(111) surface consists normally of many terraces, which
are working as accumulation zones, similar to the elbow site nucleation centers on Au(111). In
comparison, Bi2Se3 and other vdW materials have a flatter surface, with less terraces if they are
grown nicely or the exfoliation worked perfectly. However, in the case of Cl-based compounds, a
possible explanation for the non-existing superstructure or the magnetic and chemical property
changes compared to Br compounds can be the weaker interaction of Cl atoms with the Au(111)
surface.

As a conclusion of the experimental work in this thesis, it was possible to epitaxially grow FeBr2,
MnBr2, and MnCl2 on different substrates in the 2D limit and to characterize the structural,
chemical, and magnetic properties of these materials. This work can be used as a starting point
for possible later device applications, since the materials are growing on vdW substrates like
Bi2Se3, which may become the base for new device generations. The growth on Au(111) showed
some changed properties for the first-layer. However, the materials properties stabilized for higher
coverages therefore, the use of Au contacts is possible since the material will be grown with nm
thickness and therefore the effect of the Au interaction is reduced.

As next steps, these materials should be grown under different conditions, by varying also the
evaporation rate drastically to observe how the kinetics plays a role in the growth mechanism. To
investigate the growth procedure, additional measurements like atomic force microscopy (AFM)
and cryo transmission electron microscopy (Cryo-TEM) could be performed to get a more detailed
understanding of the growth procedure and the structural symmetry of the materials. Since the
XMCD measurements only show an average of the magnetic properties and therefore an average
value of the spin magnetic moment, it would be helpful to perform the magnetic characterization
more locally via spin-polarized STM measurements. These measurements would result in a nearly
full understanding of the material and therefore would need to be performed on Bi2Se3 or graphene,
which are the most common materials for devices. Therefore, a possible next substrate would be
BLG, which can be grown easily on SiC as previously shown.
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7.1 Appendix

7.1.1 Intel Devices

Company Model name Year Transistor Counts Size [nm] Source
Intel Intel4004 1971 2300 10000 [2], [394], [395]
Intel Intel8008 1972 3500 10000 [394], [396]
Intel Intel8080 1974 6000 6000 [394], [397]
Intel Intel8085 1977 6500 3000 [394], [398]
Intel Intel8086 1978 29000 3000 [394], [399]
Intel Intel8088 1979 29000 3000 [394], [400]
Intel Intel80186 1982 55000 3000 [4], [394]
Intel Intel80286 1982 134000 1500 [394], [401]
Intel Intel80386 1985 275000 1500 [394], [402]
Intel Inteli960 1988 250000 1500 [394], [403]
Intel Inteli960CA 1989 600000 800 [394], [403]
Intel Intel80486 1993 1180235 1000 [394], [404]
Intel IntelPentiumPro 1995 5500000 500 [394], [405]
Intel IntelPentiumII 1997 7500000 350 [394], [406]
Intel IntelPentiumIII 1999 9500000 250 [394], [407]
Intel IntelPentium4 2000 42000000 180 [394], [408]
Intel IntelItanium2 2003 410000000 130 [394], [409]
Intel Pentium 4 Prescott 2004 112000000 90 [394], [408]
Intel IntelCore2 Duo 2006 291000000 65 [394], [410]
Intel Six-core Xeon 7400 2008 1900000000 45 [394], [411]
Intel Xeon Nehalem-EX 2010 230000000 45 [394], [411]
Intel IntelItaniumPoulson 2012 3100000000 32 [394], [409]
Intel Xeon Haswell-E5 2014 5560000000 22 [394], [412]
Intel Core i7 Broadwell-U 2015 1900000000 14 [394], [413]
Intel Core i7 Broadwell-E 2016 3200000000 14 [394], [413]
Intel Xeon Broadwell-E5 2016 7200000000 14 [394], [413]
Intel Xeon Platinum 8180 2017 8000000000 14 [394], [414]
Intel Core 11th gen Rocket Lake 2021 6000000000 14 [394], [415]
Intel Sapphire Rapids 2023 44000000000 10 [394], [416]

Table 7.1: Displayed is a selection of Intel chips, with the corresponding transistor counts and the
size of the transistor. This table is graphically plotted in Fig. 1.1.
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7.1.2 Used Equipment

Company Equipment Location
SPECS EBE-4 FU-Berlin

Feinwerktechnik Single Pocket FU-Berlin
Prevac EF 40C1 FU-Berlin
Prevac HEAT3-PS FU-Berlin
Prevac QO 40A1 FU-Berlin
Prevac TM14 FU-Berlin
Prevac TMC-13 FU-Berlin

Scienta Omicron PBN 5 A FU-Berlin
Feinwerktechnik Cryostage FU-Berlin

Pfeiffer HiScoll6 FU-Berlin
Pfeiffer HiPace80 FU-Berlin
Pfeiffer HiPace700 FU-Berlin

AML/Arunmicro NGC2D FU-Berlin
Statron 3252.3 FU-Berlin
Statron 3250 FU-Berlin

Heinzinger LNC3000-20 pos. FU-Berlin
Keysight S3220A FU-Berlin
SPECS Phoibos 150 FU-Berlin
SPECS 2D CCD-Detector FU-Berlin
SPECS HSA3500 FU-Berlin

Fision Instruments XR3E2 FU-Berlin
Fision Instruments 8025 X-ray Power Supply FU-Berlin
AML/Arunmicro NGC2 FU-Berlin

Heinzinger LNG32-3. FU-Berlin
Omicron SPECTALEED CONTROL Unit FU-Berlin

Creekside Technologies Ion Bombardement Gun FU-Berlin
Pfeiffer HiPace300 FU-Berlin

Stanford Research Systems SR830 DSP FU-Berlin
STAIB Instruments NESA2500 FU-Berlin
STAIB Instruments NEK-310-IK FU-Berlin

LEYBOLD Netzgerät NV12 FU-Berlin
Dotecon 4x OMBE Source CFM

MBE Komponenten QCS CFM
SPECS IQE 11/35 CFM
SPECS COSCON IS CFM

Vacuum Micro Engeneering MCP Power Supply CFM
Vacuum Micro Engeneering Digital LEED-AES Controller CFM

SPECS Phoibos 100 Analyzer CFM
SPECS HSA3500 plus CFM
SPECS CCX 60 CFM
SPECS XRC 1000 CFM
SPECS XR 50 CFM
SPECS COSCON IS CFM
SPECS PCS-ECR-AO CFM

Delta Elektronika ES 030-10 CFM
Delta Elektronika SM100-AR-75 CFM
Delta Elektronika ES015-10 S108-10 CFM

Table 7.2: Equipment list of the different non-synchrotron labs. At CFM the measurements were
performed in the XPS Nanophysics Lab and at FU-Berlin in the BESSY lab.
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7.1.3 Preparation and measurement chamber at FU-Berlin

Detailed 3D image of the setup at FU-Berlin in room -1.2.03/BESSY lab (Fig. 7.1). Tab. 7.3 lists
the mounted and used equipment parts. In Fig. 7.2, the new design of a direct current heating

Equipment Part
PC

Equipment

1.) PC Manipulator
2.) QCM
3.) Metal Evaporator
4.) Powder Evapora-

tor
5.) Se Evaporator
6.) Cryopump
7.) Turbopump
8.) Sample holder
9.) Viewport

Equipment Part
XC

Equipment

1.) XC Manipulator
2.) X-ray tube
3.) Phoibos 150
4.) 2D-CCD
5.) Sputter gun
6.) Auger
7.) LEED
8.) Getter pump
9.) Turbopump

Table 7.3: In both tables the important equipment parts of the preparation chamber (PC) and
XPS chamber (XP) at FU Berlin are listed. The corresponding figure is Fig. 7.1. The
table on the left lists the equipment of the preparation chamber and the one the right
of the XPS chamber.
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Figure 7.1: a) Setup of the preparation chamber and b) the one of the XPS chamber. The degrees
of freedom of the manipulators are indicated in the right corner. The list of the
mounted equipment is found in Tab. 7.3. In c) the cryopump in the preparation
chamber for liquid-nitrogen cooling is displayed. The two Cu shields are creating a
bigger area to attract the evaporated materials for faster pressure decrease due to the
strong thermal gradient. The cryopump design was build and designed together with
our engineer Uwe Lipowski. The displayed size differences are just schematic and do
not represent the real ratio.

system is displayed. The previously shown direct current heater is a design by the company
Scienta Omicron, which was used at the PEARL beamline for some first tests for the preparation
of SiC.
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Figure 7.2: Direct current heater design. The current is guided through the Cu pins onto the
sample plate. By moving in the direct current sample plate, the Cu pins slide along
the connectors and are creating a contact area, where the current will flow through.
The Cu pins are mounted with a spring mechanism, which allows that the sample plate
can be easily moved in and out with an optimal contact of the Cu pins. The sample
plate itself is of Mo and Ta. The mounting screws are decoupled from the current flow
via Al2O3 connectors. The maximal dimensions of the used SiC crystals for optimal
results is related to the used clamping mechanism size (yellow). The design was drawn
by Uwe Lipowski the engineer of the AG Kuch and AG Weinelt at FU Berlin and the
design iterations were performed by Marcel Walter, Uwe Lipowski, and me.

The design in Fig. 7.2 was successfully working in the preparation chamber at FU-Berlin.
However, the design has again changed and was removed from the preparation chamber into
a separate chamber, due to problems during the transfer from the preparation chamber to the
analysis chamber (XPS chamber).

7.1.4 Preparation and measurement chamber at CFM

Detailed 3D image of the setup at CFM (Fig. 7.3). Tab. 7.4 lists the mounted equipment parts.
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Equipment Part Equipment Equipment Part Equipment
1.) PC Manipulator 12.) MCP LEED
2.) LL 13.) Getter pump
3.) Transfer bar 14.) Transfer bar
4.) QCM 15.) LC PC connection
5.) Sputter Gun PC 16.) LC XC connection
6.) Evaporator 1 17.) Sputter gun
7.) Evaporator 2 18.) Getter pump
8.) QMS/Evaporator

3
19.) Transfer bar

9.) Turbopump 20.) Phoibos 100
10.) Ion Gauge 21.) X-ray tube
11.) Sample Garage

PC
22.) XC manipulator

Table 7.4: List of chamber parts of the Nanophysics lab at CFM in Donostia. The numbers are
referring to the numbers in Fig. 7.3. The abbreviation LL stands for Load Lock, PC
for preparation chamber, LC for LEED chamber, and XC for XPS chamber.

13.)

16.)

7.)6.)

1.) 2.) 3.)

8.)

9.)

10.)

15.)
12.)

11.)

14.)

5.)

4.)

17.)

18.)

19.) 22.)

21.)

20.)

Figure 7.3: 3D view of the chamber used at CFM including a position-related description of each
part. The red numbers indicate the position of the main equipment parts, which
are listed in Tab. 7.4. The displayed size differences are just schematic and do not
represent the real ratio.

For the majority of experiments, the Dodecon four-pocket evaporator is used in single-pocket
operation mode. In Fig. 7.5, the temperature increase of a single-pocket is shown. The water
cooling system is sufficient to keep the other pockets at RT [388] even for an crucible temperature
of ≈700 ◦C of the heated pocket.

150



7.1 Appendix

1 2 3 4 5 6 7
Current (A)

100

200

300

400

Te
m

pe
ra

tu
re

 (°
C

)

Sample temperature
Manipulator temperature

Figure 7.4: Temperature calibration of the preparation chamber at CFM. The measured temper-
ature of the manipulator is compared to the temperature directly measured on top
of a sample plate. The manipulator uses a filament heating system and has a liquid
nitrogen cooling system, which is also used to cool the samples with compressed air,
for a faster cooling after annealing. The temperature calibration of the preparation
chamber heating system was performed at CFM in 2023 by Samuel Kerschbaumer.

In Fig. 7.4, the temperature calibration inside the preparation chamber is shown. The sample
temperature was measured by a thermocouple, which was mounted directly onto an Omicron
sample plate.
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Figure 7.5: Temperature evolution of all four pockets of the Dodecon evaporator, during the
heating process of pocket 1. The calibration informations are obtained from [388]. In
the case of the used evaporator, the shutter is removed.
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7.1.5 Beamline Sample shuttle
In Fig. 7.6, the different sample shuttle designs used at the different beamlines are shown.

a) b) c)

Figure 7.6: Different sample shuttle designs. a) Front and back view of the regular shuttle design
for low-temperature and high-field measurements. This design is used at the DEIMOS
and XTreme beamlines. On the back, a hexagonal screw is used to press the inserted
sample plate against the front plates, so that it has an ideal thermal contact. b)
Sample shuttle design of the VEKMAG beamline. Here the thermal contact is achieved
by tightening the four small screws. c) BOREAS beamline shuttle design, which is
a mixture of the VEKMAG and DEIMOS approach using a front tightening system
with hexagonal screws. On top, all shuttles have a mounting system to screw it into
the main-chamber manipulator. This needs to be tight for the ideal thermal contact
and to avoid vibrations.
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7.1.6 VEKMAG setup
In Fig. 7.7, the 3D image of the VEKMAG setup is shown. Tab. 7.5 shows the equipment list of

Figure 7.7: 3D view of the VEKMAG setup. In red, the gate valve positions are indicated. All
important chamber parts are numbered and named in Tab. 7.5. The displayed sizes
are not up to scale.

the VEKMAG station (preparation chamber and endstation).

Equipment Part Equipment Equipment Part Equipment
1.) Transfer bar LL 14.) Transfer bar MC
2.) LL 15.) X-ray beam port
3.) ALI 16.) Turbopump PC
4.) ALI PC 17.) Getter PC
5.) Transfer bar PC 18.) Ion gauge
6.) Evaporator 1 19.) Sputter gun
7.) Evaporator 2 20.) TC
8.) Evaporator 3 21.) Manipulator MC
9.) QCM 22.) MC LL
10.) LEED 23.) X-ray beam port
11.) Manipulator PC 24.) Transfer bar MC

LL
12.) Screw driver 25.) MC
13.) Flashing stage 26.) View port

Table 7.5: List of chamber parts of the VEKMAG setup at BESSY II. The numbers are referring to
the numbers in Fig. 7.7. The abbreviation LL stands for Load Lock, PC for preparation
chamber, ALI for the atomic layer injection system chamber, TC for transfer chamber,
and MC for magnet chamber.
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7.1.7 DEIMOS setup
In Fig. 7.8, the 3D image of the DEIMOS setup is shown. Tab. 7.6 shows the equipment list of

6.)

3.)

1.)

2.)

20.)

13.) 14.)

12.)

21.)

5.)8.)

7.)

16.)
17.)

18.)

19.)

4.)

15.)

10.)

9.)22.)

11.)

Figure 7.8: Detailed 3D image of the DEIMOS beamline including all connections and the main
components. The positions of gate valves are indicated as red cylinders. The numbers
refer to Tab. 7.6.

the DEIMOS station (preparation chambers and endstation).

Equipment Part Equipment Equipment Part Equipment
1.) MC Manipulator 12.) Needle Valve
2.) Beam port 13.) Ion Gauge
3.) Shuttle mounting 14.) QCM
4.) Transfer connec-

tion
15.) Evaporator

5.) TC 16.) Transfer bar
6.) LL 1 17.) Transfer STM PC
7.) Shuttle holder 2 18.) VT-STM
8.) Sample garage 3 19.) View Port
9.) PC Manipulator 20.) PC Getter
10.) Needle Valve O2 21.) Auger
11.) Needle Valve Ar 22.) Sample Shutter

Table 7.6: List of chamber parts of the DEIMOS setup at SOLEIL. The numbers refer to the
numbers in Fig. 7.8. The abbreviation LL stands for Load Lock, PC for preparation
chamber, TC for transfer chamber, and MC for magnet chamber.
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7.1.8 Crystals

In Fig. 7.9 a), a Au(111) single crystal and in b) a Bi2Se3 single crystal with spot-weld mounting
are displayed. The mounting of the Au(111) crystal which was used for the majority of experiments

a) b)

Figure 7.9: a) Au(111) single crystal mounted in a sample shuttle at the BOREAS beamline
(the crystal belongs to CFM). b) Bi2Se3 single crystal from CFM mounted inside
the sample shuttle at the XTreme beamline. The photos were taken by Samuel
Kerschbaumer during our joint beamtime at BOREAS in 2023 and XTreme in 2023.

is a screwed shield mounting. Therefore, the sample plate has a small groove inside, so that
the crystal can be positioned nicely. The single-crystal shape which is needed for this mounting
system is hat shape. In Fig. 7.10, the screw mounting mechanism is displayed on a VEKMAG
sample shuttle.

7.1.9 Material colors

In Fig. 7.11, the different powder colors are displayed. The numbers 2-4 are referring to the used
pockets inside the Dodecon evaporator. In the case of MnBr2 and MnCl2, no difference in color
can be observed. The powder stays in a white to light pinkish color. The FeBr2 powder evolves
depending on the environmental conditions. In a) the powder shows a red-orange color, which is
related to a hydratization phase. After mounting the evaporator and pumping the chamber the
powder color changes from orange to a mixture of yellow and gray. After the degassing process is
finished the FeBr2 powder is yellow. However, the powder color can also differ depending on the
conditions and not always follows the same scheme (since the color also strongly depends on the
hydratization state). If the powder stays in an environment with dry air, they can be used for a
long time. The best conditions for these materials are a desiccator environment. For the used
material in this thesis, the hydratization process is reversible. This was observed for NiBr2, NiCl2,
CoBr2, CoCl2, FeBr2, FeCl2, MnBr2, and MnCl2 [32], [33], (information about CoBr2, CoCl2,
FeCl2, and NiCl2 are from internal communications).
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Figure 7.10: Screw mounting mechanism for single crystals mounted inside the VEKMAG sample
shuttle. The photo was taken by Dr. Sangeeta Thakur in 2021 during the beamtime
preparation of a joint beamtime to check if the new sample plate mounting fit into
the VEKMAG sample shuttles.

(2) FeBr2

(3) MnCl2
(4) MnBr2

(2) FeBr2

(3) MnCl2

(4) MnBr2

a) b) c)

Figure 7.11: a)-c) Different stages of powder colors, depending on the environmental conditions.
In a) the three loaded pockets are indicated by the numbering in front of the material
name. The powder colors refer to a stage after hydratization. In b) the evaporator
was mounted inside the pumped vacuum chamber, without degassing or baking the
evaporator. In c) the evaporator was removed after finishing the experiment. The
images a) and b) were taken at CFM and c) at the BOREAS beamline. The material
loaded in c) is not the same powder as in a) and b). The photos were taken by
Samuel Kerschbaumer during our joint beamtime at BOREAS in 2023 and the stays
in Donostia at CFM during my experiments.

7.1.10 Coverage-dependent LEED pattern evolution of FeBr2 on Au(111)

In Fig. 7.12, the coverage-dependent evolution of the LEED pattern of FeBr2 on Au(111) is shown.
All displayed images, were measured at 45 eV. It can be observed that with increasing coverage,
the spot intensity of the sub-ML pattern is getting more intense. For this low-coverage regime
the third set of spots around the main diffraction spot and around the (0,0)-spot is not visible.
After overcoming a critical coverage around 0.6 ML to 1.6 ML, a mixed LEED pattern can be
observed, which is caused by two competing material structures (sub-ML and the BL). For this
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coverage regime, the third set of spots appears. By further increasing the coverage, the regions
with a sub-ML structure are vanishing and only the second layer pattern can be observed, which
consists of a moiré pattern. The new structure shows a non rotated hexagonal pattern, which is
aligned with the Au(111) structure. In Fig. 7.13, different LEED energies for the ML sample of

Figure 7.12: Different coverages ranging from 0.2 to 3.5 ML at 45 eV of FeBr2 on Au(111). At
coverages of around 1 ML, the third set of spots appears. The LEED images were
measured at CFM in 2022 and 2023 in the Nanophysics XPS lab.

FeBr2 on Au(111) are displayed. The dominant structure type is related to the FeBr2 sub-ML
sample and the two different third-spot types (moiré pattern and second-layer spots) are related
to the next-layer growth. At 25 eV, the third set of spots, inside the ring structure around the
(0,0)-spot can be observed (indicated by the red circles). By increasing the energy further, a third
spot around the (1,0)-spot can be observed. The calculated lattice constant based on the third set
of spots has a smaller lattice constant than the one related to the two rotational domains. This
indicates that the introduced strain of the first layer on Au(111) is not present for the second
layer and that the material is growing with the expected lattice constant.

Figure 7.13: LEED patterns of the 1.1-ML sample of FeBr2 on Au(111) measured at different
energies ranging from 9 eV to 75 eV. The dark red circles indicate the third set of
spots related to the observed moiré pattern and at 75 eV in turquoise the next-layer
growth of FeBr2 on Au(111) is indicated. Here the next-layer spots are aligned to the
symmetry direction of the Au(111) surface layer. The LEED images were measured
at CFM in 2022 and 2023 in the Nanophysics XPS lab.

157



7 Appendix

7.1.11 Atomic-resolution images of FeBr2 on Au(111)
In Fig. 7.14, the atomic-resolution STM image of FeBr2 on Au(111) is displayed. In a) and b)
the atomic structure as well as the superstructure and the two different defect types are shown.
The inserts in both subfigures show the lattice-constant measurements for FeBr2 (a)) and the
superstructure (b)). In b) the two different defect types can be observed. The triangular defects
are likely a result of a missing Br atom in the bottom layer, since the three surrounding Br atoms
are visible. The second defect type are the bright hexagons, however, the origin of this type
of defect is still not understood. In Fig. 7.15, the overlay of the FeBr2 structure ontop of the

Figure 7.14: Exemplary lattice-constant measurements of the atomically resolved STM images of
a sub-ML FeBr2 on Au(111) sample. In a) the lattice constant of FeBr2 is measured
and in b) the superstructure lattice constant. The inserts in a) and b) are visualizing
the line profiles. The measurement parameters are UBias = 2 mV and ITC = 0.39 nA.
The STM measurements were performed in 2020 at CFM. The images is a modified
version of the figure shown in Ref. [32].

measured STM image is displayed. Indicated in green and magenta are the defect/superstructure
zones. The green circle corresponds to a Br atom directly sitting on top of a Au atom or in a
3-fold hollow site. The magenta circle is indicating the center of the triangular defects, where
possibly a transition metal atom is missing.
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Figure 7.15: The measured STM structure is overlayed with the FeBr2 structure. The green and
magenta circle are indicating the atoms which are corresponding to the superstructure
position and the center of the triangular defect, respectively. The measurement
parameters are UBias = 0.01 V and ITC = 1 nA. The STM image was measured at
CFM in 2020.

7.1.12 Real-space simulation of FeBr2 on Au(111)
In Fig. 7.16, the stepwise simulation of the observed structure is displayed. The upper row shows
in a) the real-space structure of only Au(111). At each crossing point of the grey grid, there
is a Au atom. In b) and c) the FeBr2 is simulated on top of the Au(111) structure. The two
different images display the two rotational domains rotated by ±5 ◦. In this large-scale view
the points where the Br atoms of FeBr2 are sitting on top of Au(111) atoms are indicated by
the red dots. This could be a possible explanation of the creation of the superstructure pattern,
another possibility is, that the Br atom of the FeBr2 is sitting in a 3-fold hollow site. In e) and
f) the superstructure pattern for the case that the Br atom is sitting on top of a Au atom is
displayed. Here the overlay matches the observed superstructure pattern. The pattern in real
space is simulated by using the geometric matrices.
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Figure 7.16: a) and d) Real-space grid of the Au(111) lattice. The atom positions are at the
crossing points of the gray lines. In all figures the surface lattice vectors are displayed.
Besides in a) and d), the Au(111) lattice vectors are marked in gray and the FeBr2
and superstructure vectors are marked in red and green. In b) and c) the real-space
image of the FeBr2 lattice on top of Au(111) is displayed for both rotational domains
(±5◦) and in e) and f) for the superstructure on Au(111). The simulation was
performed by using LEEDpat [332].

7.1.13 Coverage- and temperature-dependent growth of FeBr2 on Au(111)

In Fig. 7.17, STM images of different coverages of FeBr2 on Au(111) are displayed. The samples
in a), b), and d) were all grown at RT and the one in c) was grown at slightly lower temperatures
(around 275 K). The amount of FeBr2 was calibrated during previous evaporations. In a) a
nominally 0.1-0.2-ML sample was grown. The reason for the locally low-coverage is related to the
high mobility of the material on the Au(111) surface. Therefore, the material only stops at terrace
edges, so that the islands are relatively small for low coverages (not equal size over the whole
sample) and not equally distributed over the whole surface. By increasing the amount of material,
the islands are becoming bigger and more equally distributed over the whole sample surface. The
bigger defect areas which are visible in b) can be related to a low growth temperature, as also
visible in c). Since the growth temperature is measured via a thermocouple, a difference between
the actual sample temperature and the displayed temperature is possible, also keeping in mind
that the substrate was annealed before the growth (during the cleaning process).

Therefore, the growth temperature is probably in the region between 30-70 ◦C (called RT in
this thesis). In c) the sample with close to one ML coverage is displayed. This sample shows as
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Figure 7.17: Different coverages of FeBr2 on Au(111). The panels a), b), and d) were all measured
at 77 K at CINN in 2023. The panel c) was measured at 4.3 K at the PEARL
beamline at SLS in 2023. In the lower left corner, the nominal coverage of FeBr2 on
Au(111) is given and in the upper right corner a zoomed-in image with the first-layer
reconstruction is displayed. The green circle in d) indicates the area of the first-layer
growth and the turquoise rectangle indicates the position of a domain boundary
between two first-layer regions with ±5 ◦. The samples a), b), and d) were grown at
RT and the sample c) was grown in the temperature range between 270-290 K. The
STM parameters are UBias = 1.3 V and ITC = 0.01 nA (UBias = 1.3 V and ITC =
0.01 nA for the insert) for a), for b) UBias = 1.2 V and ITC = 0.04 nA (UBias = 1.5 V
and ITC = 0.02 nA for the insert), for c) UBias = 1.3 V and ITC = 0.05 nA (UBias =
1.8 V and ITC = 0.1 nA for the insert), and for d) UBias = 1.2 V and ITC = 0.1 nA
(UBias = 1 V and ITC = 0.03 nA for the insert).

the only sample the Br-meshes previously observed for NiBr2 on Au(111) observed. The reason
for the appearance of these meshes can be various. The two major factors are the lower growth
temperature (2 ◦C) as well as the high-coverage, which can push free Br atoms together. Another
possible reason is the evaporation temperature of the material. During the evaporation, a different
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evaporator was used, which can reach higher temperatures. In d) the 1.75 ML sample is displayed.
Here different important features can be observed. The first are the boundaries of the rotational
domains in the bottom right corner. Here the two rotational domains of the sub-ML sample are
visible. Second the ML structure growth along the terrace edges of Au(111). Third, it shows no
second-layer growth directly on top of the first-layer structure and only third-layer growth on
top of the second-layer. The reason for this phenomenon could be that the terrace with the first
layer needs to be firstly fully filled before the next layer can grow on the surface. In the case of
the second layer the properties have probably already changed, so that the material can easier
accumulate on top of the second layer and create the next layer.
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7.1.14 XPS core-level table
In Tab. 7.7, the important binding energies for the main core-level peaks are displayed. The
binding energies are extracted from Ref. [206] and are sometimes related to the pure material like
in the case of Fe (Fe0 oxidation state).

Element Core-level Binding energy
(eV)

Core-level Binding energy
(eV)

Au 4s 763 - -
Au 4p 1

2
643 4p 3

2
547

Au 4d 3
2

353 4d 5
2

335
Au 4f 5

2
88 4f 7

2
84

Au 5s 110 - -
Au 5p 1

2
74 5p 3

2
57

O 1s 531 - -
C 1s 285 - -
Fe 2s 845 - -
Fe 2p 1

2
720 2p 3

2
707

Br 3p 1
2

189 3p 3
2

182
Br 3d 3

2
70 3d 5

2
69

Mo 3p 1
2

412 3p 3
2

394
Mo 3d 3

2
231 3d 5

2
228

Ta 4p 1
2

463 4d 3
2

401
Ta 4d 3

2
238 4d 5

2
226

Ta 5s 69 - -

Table 7.7: The element-specific core-level peaks with the corresponding binding energies. The
displayed values are extracted from Ref. [206].
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7.1.15 XPS FWHM of FeBr2 on Au(111)

Coverage Element-Peaks FWHM (eV) Peak position (eV) Amplitude (arb. units)

0.3 ML Br 3p 3/2 2.99±0.11 182.36±0.06 206.15±11.14
3p 1/2 3.03±0.19 188.8±0.10 131.99±11.51

0.3 ML Au 4d 3/2 5.76±0.01 353.32±0.03 14078.1±193.0
4d 5/2 5.87±0.04 335.40±0.02 22130.0±182.18

0.6 ML Br 3p 3/2 3.00±0.05 182.35±0.03 1602.16±39.35
3p 1/2 2.89±0.09 188.97±0.05 800.00± 33.59

0.6 ML Au 4d 3/2 5.73±0.18 353.16±0.03 53228.12±704.15
4d 5/2 5.66±0.03 335.25±0.02 80988.04±653.07

0.6 ML

Fe 2p 3/2 3.59±0.11 709.38±0.06 2121.41±173.07
Fe 2p 1/2 3.78± 0.21 722.64±0.11 1147.94±104.84

Fe Sat. 2p 3/2 7.10±0.31 714.57±0.16 3435.25±261.87
Fe Sat. 2p 1/2 7.20± 0.40 728.87±0.26 1503.78±97.71

0.7 ML Br 3p 3/2 3.28±0.08 182.62±0.05 631.60±22.83
3p 1/2 3.03±0.19 189.09±0.08 305.89±22.22

0.7 ML Au 4d 3/2 5.726±0.001 353.34±0.03 16239.19±237.06
4d 5/2 5.76±0.04 335.43±0.02 25322.43±233.76

2.0 ML Br 3p 3/2 2.78±0.02 182.69±0.01 3682.57±42.09
3p 1/2 2.81±0.04 189.30±0.02 1800.00±40.48

2.0 ML Au 4d 3/2 5.510±0.004 353.18±0.03 43264.20±570.11
4d 5/2 5.48±0.03 335.27±0.02 63097±532.28

2.0 ML Fe 2p 3/2 3.60±0.09 709.87±0.03 4651.17±159.05
Fe 2p 1/2 3.82±0.09 723.18±0.05 2754.43±119.41

Fe Sat. 2p 3/2 6.92±0.13 715.13±0.07 7149.08±242.87
Fe Sat. 2p 1/2 6.61±0.18 729.38±0.08 3701.90±181.61

3.0 ML Br 3p 3/2 2.87±0.01 182.870±0.007 1761.99±10.98
3p 1/2 3.025±0.002 189.49±0.02 889.18±11.93

3.0 ML Au 4d 3/2 4.71±0.05 353.70±0.03 12244.87±178.74
4d 5/2 4.36±0.03 335.09±0.02 17404.09±160.83

3.0 ML Fe 2p 3/2 3.59±0.03 710.02±0.02 2608.74±39.36
Fe 2p 1/2 3.27±0.05 723.45±0.03 1100.31±26.38

Fe Sat. 2p 3/2 6.00±0.07 715.22±0.04 2609.51±53.48
Fe Sat. 2p 1/2 5.62±0.12 729.60±0.05 1182.90±53.83

5.0 ML Br 3p 3/2 2.797±0.009 182.929±0.005 3228.98±14.44
3p 1/2 2.85±0.02 189.58±0.01 1510.73±15.19

5.0 ML Au 4d 3/2 4.69±0.06 353.76±0.03 9622.58±168.14
4d 5/2 4.09±0.04 335.07±0.02 12546.92±145.95

5.0 ML Fe 2p 3/2 3.28±0.03 710.12±0.01 3847.57±64.18
Fe 2p 1/2 3.18±0.04 723.51±0.02 5010.99±99.16

Fe Sat. 2p 3/2 6.00±0.07 715.22±0.04 1856.26±40.67
Fe Sat. 2p 1/2 6.08±0.12 729.60±0.05 2529.62±108.33

Table 7.8: Fitting parameters of the Au 4d, Br 3p, and Fe 2p core-level peaks for different coverages
of FeBr2 on Au(111) ranging from 0.3-5.0 ML. The x-ray gun related peaks for the Au
4d spectra are not included. All profiles are fitted by using Voigt profiles. Therefore, the
amplitude is not to the actual peak intensity of the fitted spectrum. For the coverages
of above 2.0 ML the Shirley background routine did not worked perfectly for the Au
4d peaks. Therefore, the fit parameter for Au could change, as visible in the FWHM
values. 165
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During the fitting procedure the shirley background was removed from the XPS spectra.
Afterwards the spectra were fitted with a specific amount of Voigt profiles. The amplitude, which
is given in Tab. 7.8 is correlated to the peak height of the fit. In the following the equations for a
Voigt profile are shown:

f(x; A, µ, σγ) = ARe[w(z)]
σ

√
2π

(7.1)

w(z) = e−z2
erfc(−iz) (7.2)

z = x − µ + iγ

σ
√

2π
(7.3)

FWHM = 3.6013 · σ (7.4)

Here erfc() is the error function, A the amplitude, µ the center, σ the sigma value, and γ
corresponds to the gamma parameter, which is as default identical to σ.
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7.1.16 XPS Survey spectra of FeBr2 on Au(111)
In Fig. 7.18, the survey spectra for a sub-ML and BL sample of FeBr2 on Au(111) are shown. Both
survey spectra are only showing the substrate related Au peaks as well as Fe and Br core-level
peaks. No contamination of the surface with other materials is visible.

Figure 7.18: Measured survey spectra for the sub-ML (a)) and BL-sample of FeBr2 on Au(111).
For both spectra, an intensity increase at the Fe 2p and Br 3p position can be
observed. In the BL case this is more pronounced. The vertical lines in a) and b)
are guides to the eye and indicate the elemental core-level peaks. The yellow lines
correspond to Au, the blue lines to Fe, the orange ones to Br, the black ones to C,
red to O, and the grey lines to Mo and Ta. The measurements were performed at
CFM in the Nanophysics XPS lab in 2020.
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7.1.17 Temperature-dependent XPS of FeBr2 on Au(111)
In Fig. 7.19, the XPS spectra for a ≈ 1.5 ML FeBr2 sample on Au(111) are displayed. During
the measurements, the temperature was continuously increased to observe the critical growth
temperature for the first- and second-layer. At each temperature a total of four Br 3p, two Fe 2p
and one Au 4d core-level spectra have been measured. The current was increased by 0.04 A every
18 min (in the beginning the current was stabilized to 0.5 A for 20 min without measuring XPS).
Each 0.04 A are corresponding to around 8 ◦C (the temperature was extracted from the plot). The
maximum reached current value was 2.18 A, which corresponded to a thermocouple temperature
of 350 ◦C. By overcoming a temperature of around 200 ◦C, the material is reevaporated from the

a)

b)

c)

Au 4d

4d5/24d3/2

2p3/2

3p3/2

2p1/2

3p1/2

Fe 2p

Br 3p cps

cps

cps

4d5/24d3/2

2p3/2

3p3/2

2p1/2

3p1/2

cps

cps

cps

Figure 7.19: a), b), and c) 3D intensity plot as a function of the binding energy and the time.
The data of Au 4d, Fe 2p and Br 3p are displayed from the side and top. The
measurements were performed at CFM in the Nanophysics XPS lab in 2023. On the
right side the temperature-dependent elemental XPS core-level spectra are shown.

surface and only the clean Au(111) surface is left. The small remaining amount of intensity in
the Fe 2p region is related to an Auger peak of Au while measuring with the Al anode, as later
discussed in sec. 7.1.20. The current needed for reevaporate FeBr2 on Au(111) is 1.4 A, which
corresponds to ≈ 200 ◦C.
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7.1.18 Oxidation tests of FeBr2 on Au(111)

In Fig. 7.21, the performed oxidation tests with a ≈ 0.7 ML FeBr2 sample are displayed. The
performed XPS measurements were only done with a low amount of scan repetitions. Therefore,
some features are perhaps not fully observed. The ≈ 0.7 ML sample is subject to different amount
of oxygen exposures.

In Fig. 7.21 a), the Fe 2p spectra for different oxygen concentrations and exposure times are
displayed. In the case of ≈ 10 L, the sample was exposed for 12 s to a dry oxygen pressure of
10−6 mbar. For this exposure time, no additional oxygen has been observed as well as no change
in peak intensity or shape of Br 3p, Fe 2p and O 1s. By exposing the sample to an atmosphere
of 3 · 10−3 mbar for 2 s, also no change has been observed. However, by keeping the oxygen
condition the same as for the 1000 L case and starting the plasma source (3.8 kV with 50 mV at
4.3 · 10−3 mbar for 2 min), the Br 3p peaks are disappearing and a strong oxygen peak can be
observed. Additionally, the Fe spectrum shifts and changes the shape. The reason is that the
FeBr2 is oxidized and the Br has been removed.

In Fig. 7.21 b), the different shapes of FeBr2 on Au(111) can be observed. The Fe 2p 3
2

peak is
shifted and changed shape, additionally the dominant satellite peaks of FeBr2 disappear. The
satellite peaks of FeBr2 are visible in the red spectrum in b). This is caused by the effect of the
increased electronegativity of oxygen compared to Br. Therefore, the Br was substituted with
O and the Br coupled with H to HBr. The post-annealing process at 100 ◦C lowered the peak
intensity and removed surface-coupled oxygen (Fig. 7.21 c), comparison between orange and black
lines). The observed spectral shape and missing satellite peaks as well as vanished Br signal
lead to the conclusion that the plasma procedure created an FeO film, which does not show any
Fe 2p satellite peaks. The sample thickness is ≈ 0.7 ML and the LEED in Fig. 7.20 a) shows
the third set of spots. The plasma source is ≈ 10-15 cm away from the sample position. The
plasma source is a PS PCS-ECR H/I from SPECS [417] and used for 2 min at 3.8 kV and 50 mA
at ≈ 4.2 · 10−3 mbar.

Figure 7.20: a)-c) LEED images measured at 45 eV. a) 0.7 ML of FeBr2, b) 0.7 ML of FeBr2 after
exposure to 10 L (10 Langmuir) of dry oxygen and c) after the plasma procedure.
The measurements were performed at CFM in the Nanophysics XPS lab in 2023.
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b)

c) d)

a)

Figure 7.21: a) Overlay of the Fe 2p peaks of FeBr2 on Au(111) for different oxygen concentration
and plasma procedures. b) Comparison of the pure FeBr2 Fe 2p spectra with the
one after plasma exposure. Here the different shape as well as the disappearing
satellite peaks can be observed. c) O 1s evolution for different exposure times. d)
Br 3p peaks for different oxygen exposure times. After the plasma procedure, the
Br peaks completely disappear. The measurements were performed at CFM in the
Nanophysics XPS lab in 2023.

In Fig. 7.20, the LEED images of the ≈ 0.7 ML sample for different procedure steps are displayed.
The superstructure LEED pattern stays visible for an exposure of 10 L, however, after the plasma
procedure no pattern is visible anymore. Since the XPS measurements are still showing an Fe
peak, it indicates that a new compound (FeO) was created with an amorphous pattern or just
covered with oxygen from the surface, so that no superstructure is visible anymore.

7.1.19 Low-coverage XPS measurements of FeBr2 on Au(111)

In Fig. 7.22, the different sub-ML and ML XPS measurements of FeBr2 on Au(111) are shown. The
measurements in 2020 were performed with an x-ray gun which had still the ability of approaching
the sample. For later measurements the approaching of the x-ray gun was not possible and
therefore the counts for later measurements were reduced. Additionally to the reduction in the
counts per second (cps) due to the different x-ray gun distance, the aging of the channeltron also
reduces the measured counts. The channeltron is checked every half year and the voltages are
consequently adjusted. In a) the Fe 2p XPS spectra before background correction are shown.
Due to the high intensity difference, only the Fe 2p 3

2
and the corresponding satellite peak were

used for later analysis. After the background was removed, the peaks are normalized to the main
Au 4d intensity. It can be seen that the intensity is not strongly different for Fe 2p as well as
Br 3p between the 0.5 and 1 ML sample after the normalization to the Au intensity. The Fe 2p
signal for the measurements in 2020 has been removed from the normalized figure, since due the
different backgrounds it seems that the signal intensity is lower than 0.5 ML, which does not fit
the normalized Br 3p results as well as the corresponding LEED images. The strong different
background between the 2020 sample and the other low coverage samples is causing the issue
with the normalization. This is also visible in the previously performed comparison for higher
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coverages, since here the substrate background plays a lower role and the background gets flatter.
This can be also obtained by higher count numbers for the signal, which decreases the noise faster
as well as the background.

Figure 7.22: a), c), and e) Raw data of the different coverage- and growth-temperature core-level
spectra. b), d), and f) Fe 2p, Br 3p, and Au 4d normalized core-level spectra. The
Br and Fe spectra are normalized to the maximum intensity of the Au 4d spectra.
Therefore the spectra are comparable even if they were measured in different years and
for different coverage. The measurements were performed at CFM in the Nanophysics
XPS lab in 2022 and 2023.

Therefore, even if the LEED (Fig. 7.23) shows that the third set of spots does not appear, the
samples are nearly identical in coverage, which means that the transition to the third set of spots
has a narrow starting window. Additionally, no difference between the ML FeBr2 on Au(111)
samples grown at RT and 50 ◦C can be observed. The 50 ◦C was measured via the thermocouple
on the sample holder, which corresponds to a real sample temperature (from the calibration see
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Fig. 7.4) of 60-70 ◦C on the sample plate. It is visible that even for a slightly elevated growth
temperature, the growth of FeBr2 on Au(111) is the same as for RT. The third set of spots is not
visible for the sample with 0.5 ML coverage.

1 ML at 43 eV0.5 ML at 45 eV

1 ML at 45 eV1 ML at 45 eV

a) b)

c) d)RT

RT RT

50°C

Figure 7.23: a)-d) LEED images for the different coverages and different growth temperatures.
All images were measured at CFM in the Nanophysics XPS lab, by using an MCP
LEED system. a) and d) were measured in 2023, b) in 2020 and c) in 2022.
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7.1.20 Different anodes
In Fig. 7.24, the XPS spectra for clean Au(111) measured with two different anode materials (Mg,
Al) are displayed. In a) the survey spectra for both anode materials are overlayed and it is visible
that besides the Au peaks also peaks at around 220 eV are visible, which are related to the sample
plate out of Mo and Ta (Ta shield for screw mounting mechanism). At higher binding energies
(around 1000 eV), the Auger peak of Au can be observed. Since it is an Auger peak, it is not at
the same position for both anode materials. In b) the clean Fe region is displayed. The small
bump which is visible by using the Al anode is not visible for Mg, therefore it is related to an
Auger peak.

Figure 7.24: a) Survey spectra of clean Au(111) measured by using an Al and a Mg anode. b)
Fe region measured with both anodes. By using the Al anode, a small bump is
visible, which is probably related to an Auger peak of Au. The measurements were
performed at CFM in the Nanophysics XPS lab in 2022.
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7.1.21 XPS and LEED characterization of FeBr3

In Fig. 7.25, the XPS and LEED measurements of FeBr3 on Au(111) are displayed. The Dodecon
evaporator was loaded with FeBr3 powder with a purity of 98 % bought from Sigma Aldrich [418].
Already during the loading process, the powder started to react with the atmosphere and changed
to a wet powder form. However, after loading and pumping the evaporator, the powder changed
color into grey/yellow. The XPS and LEED measurements revealed that the powder changed
from FeBr3 to FeBr2 probably already during the bakeout process. The same superstructure and
XPS core-level peak positions have been observed, which means the material on Au(111) was in a
Fe2+ oxidation state. The result was expected, since the powder strongly reacts to water and
since the more stable form for these heavier TMDH based on transition metals from Mn-Ni is a
2+ oxidation state. The sample was grown under the same conditions as FeBr2, which means that
the Au(111) substrate was kept at RT. This behavior was also observed in Ref. [142]. Therefore,
the TMDH is the more stable form of the halide compounds.

Figure 7.25: a) LEED image of a deposition of FeBr3 on Au(111) measured at 42 eV. b)-d) XPS
core-level peaks of Fe 2p, Br 3p, and Au 4d. The peaks are at the same position
and show the same structure as the ones measured for FeBr2 on Au(111). The
XPS measurements were performed by using an Al anode. The measurements were
performed at CFM in the Nanophysics XPS lab in 2022.
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7.1.22 Thickness calibration of FeBr2 on Au(111)
In Fig. 7.26, the isotropic XAS spectra of FeBr2 on Au(111) are displayed. All measurements were
performed at RT and with linear polarization in the absence of an external field. The three different
coverages were measured at an angle of 55 ◦. In a) and c) the magic-angle measurements which
where performed at the BOREAS beamline are shown and in b) the one which was performed
at the VEKMAG beamline. To compare the consistence of the calibration via Ref. [345], the
BOREAS sub-ML and BL samples were used. The VEKMAG sub-ML sample has a coverage of
0.7 ML with a peak height of 14 % at 10 K. Since the peak intensity increased at the VEKMAG
station between the RT and 10- K measurements, due to a different measurement position, the
measurements were repeated at the BOREAS beamline at ALBA. The BOREAS samples were
cross checked with a new magic-angle measurement. In the case of the BOREAS sub-ML, a
peak height of 5 % is related to 0.3 ML. Therefore, the peak height for the same coverage as the
VEKMAG sample would be around 12 %, which means a 17 % error for the coverage needs to be
assumed, which leads for the highest coverage to an error of 0.5 ML, and for 2.0 ML to an error
of 0.34 ML. Together with all other potential error sources the coverage error can be assumed to
be around 20-25 %. The sample in a) showed no third set of spots in the LEED pattern, which
indicates that the material only consists of the first-layer. The LEED pattern for the sample in b)
already showed the third set of spots, which is related to the start of the second-layer growth.
Therefore, the varying peak intensity at different sample positions can be explained, with the
contribution of the second layer in a different sample area. All coverage values extracted from
the magic-angle measurements are matching the expected coverages via STM and LEED. In

Figure 7.26: a), b), and c) XAS spectra measured with linear polarized light at RT without
applying an external field under an angle of 55 ◦. a) and b) spectra of the sub-ML
samples measured at BOREAS (performed in 2023) and VEKMAG (performed in
2021) and c) BL sample measured at BOREAS. The sub-ML sample measured at
BOREAS showed no third set of LEED spots, therefore probably only consists of
the first-layer.

Fig. 7.27, the angle-dependent (NI (0 ◦), MA (55 ◦), and GI (70 ◦)) XAS spectra at RT and with
linearly polarized light of the two sub-ML samples are displayed. As an insert, the peak intensity
is plotted as a function of the incidence angle. The thickness was afterwards also compared to
a sub-ML sample measured at the BOREAS beamline in 2021. In Fig. 7.28, the STM image of
a sub-ML FeBr2 on Au(111) sample measured in 2021 is displayed. Here the superstructure is
visible with the characteristic ≈1 nm lattice constant. In panel b) the corresponding RT isotropic
XAS is shown, which has a peak height of 4 %, and therefore corresponds to a coverage of 0.2
ML, the same the STM image shows.
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Figure 7.27: XLD measurements for different coverages at RT and 0 T. a) Sub-ML sample
measured at the BOREAS beamline at ALBA (in 2023). The measurements were
performed at two different incidence angles (MA and GI). The insert shows the
angle-dependent intensity. b) sub-ML sample measured at the VEKMAG beamline
at BESSY II (in 2021). The sample was measured in the preparation chamber at
two different incidence angles (NI and MA). For both beamlines an angle error of 1 ◦

and an intensity error of 10 % is assumed.

Figure 7.28: a) STM image of ≈ 0.2 ML FeBr2 on Au(111) measured at 77 K. b) circular polarized
XAS measurement measured at RT and NI. The STM parameters are UBias = 1.39 V
and ITC = 0.35·10−9 A. The measurements were performed at the BOREAS beamline
in 2021 at the ALBA synchrotron radiation source.
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7.1.23 Coverage dependent magnetic moments

C (ML) T (K)
µ (µB/Fe at)

NI GI
ms eff ml mtotal ms eff ml mtotal

0.25

1.7 0.32 0.08 0.40 0.45 0.12 0.57
2.5 0.55 0.07 0.62 - - -
4.0 0.36 0.04 0.40 - - -
12.0 0.50 0.19 0.69 - - -
16.0 0.27 0.22 0.49 - - -
20.0 0.54 0.07 0.61 - - -

0.3 2.5 0.57 0.10 0.67 0.53 0.18 0.71

0.5

1.7 0.65 0.16 0.81 0.52 0.15 0.67
2.5 0.69 0.14 0.83 0.51 0.18 0.69
4 0.49 0.16 0.65 0.54 0.16 0.70
12 0.52 0.15 0.67 - - -
16 0.44 0.10 0.54 - - -
20 0.47 0.06 0.53 - - -

0.7 2.5 1.46 0.42 1.88 1.61 0.45 2.06
0.8 2.5 1.5 0.41 1.96 1.62 0.57 2.19
2.9 2.5 2.34 0.66 3.02 2.02 0.47 2.49
0.6 2 1.13 0.30 1.43 1.05 0.36 1.41

0.7

10 0.93 0.25 1.18 1.00 0.16 1.16
12 - - - 1.25 0.23 1.48
18 - - - 0.81 0.33 1.14
25 - - - 0.54 0.18 0.72
30 - - - 0.33 0.04 0.37
35 - - - 0.52 0.11 0.63

1.5 2 1.814 0.60 2.414 2.03 0.45 2.48

2.0

2 2.15 0.70 2.85 1.91 0.47 2.38
4 2.05 0.72 2.77 - - -
7 1.97 0.66 2.63 - - -
12 1.87 0.65 2.52 - - -
17 1.69 0.47 2.16 - - -
25 1.23 0.38 1.61 - - -
40 0.88 0.23 1.11 - - -
65 0.54 0.17 0.71 - - -
100 0.39 0.14 0.53 - - -

2.9

10 2.12 0.79 2.91 1.21 0.40 1.61
12 1.93 0.58 2.51 1.51 0.42 1.93
16 - - - 1.05 0.33 1.38
20 - - - 1.00 0.31 1.31

Table 7.9: Evaluated magnetic moment values at NI and GI for different temperatures. The
degree of polarization is 77 % for the VEKMAG data (starting from 10 K) [294] and
100 % for the BOREAS data, C stands for the coverage in ML, T is the temperature
and mtotal is the expectation value of the total magnetic moment at 6 T. The error of
ms eff, ml is ±10 %, and for mtotal it is the calculated value via error propagation. The
BOREAS measurements were performed in 2020, 2021, 2023 and VEKMAG in 2021.
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7.1.24 LEED images of the FeBr2 on Au(111) sample prepared at the BOREAS
beamline

In Fig. 7.29, the measured LEED images of the FeBr2 on Au(111) samples which were characterized
by XAS and XMCD are shown. In the case of the low coverages (0.25 ML and 0.3 ML), the

0.6 ML

48 eV

2.9 ML

48 eV

0.3 ML

45 eV

0.25 ML

45 eV

0.5 ML

45 eV

0.8 ML

45 eV

1.5 ML

43 eV
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45 eV
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d) e) f) f)

b) c) d)

Figure 7.29: a)-f) LEED images at ≈45 eV for different coverages. All measurements were per-
formed at the BOREAS beamline in 2021 (1.5 ML) and 2023, besides the 0.6 ML
sample which was measured at CFM in the Nanophysics XPS Lab in 2020.

third-spot pattern is not visible. However, it could be that also these samples have small areas
with second-layer contributions. This can happen, if the terrace sizes of the Au(111) crystal
are not big enough and therefore can be quickly filled by the first layer which results in a
possible second layer growth. The 0.8-ML and 0.7-ML samples, were grown during the same
beamtime. The only difference between the two samples is the growth speed. This could be an
indication that the structure which is observed depends on the growth rate and therefore can
be influenced by kinematic effects. However, the previously discussed magnetic properties are
not different. Therefore the different patterns can also be a consequence of other reasons like
position during the LEED measurements. All other samples which were grown at the BOREAS
beamline were evaporated under the similar conditions as the 0.8 ML, but they showed the
expected pattern. Another possible explanation could be that two competing structures with
and without superstructure are on the Au(111) surface. For the 2.9-ML sample, the regular
hexagonal pattern is measured, but also a ring like structure. This structure is a consequence of
the next-layer growth, which seems to grow with different domain rotations.

7.1.25 STM measurements of FeBr2 on Au(111) at the BOREAS beamline

The STM measurements of the 1.5 and 2.0 ML FeBr2 on Au(111) samples in Fig. 7.30 were
performed at 77 K at the BOREAS beamline at ALBA before measuring XAS and XMCD. In a)
the 1.5 ML sample shows triangular second and third layer islands on top of the ML. The blue
rectangle indicates the area which is shown in the insert. Here some defect areas can be observed,
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which shows the substrate underneath the first layer. In b) the 2.0 ML sample is shown, here
carpeting effects for the different heights can be observed.

Figure 7.30: a) Topographic STM image of the 1.5 ML sample measured at 77 K at the BOREAS
beamline at ALBA synchrotron. The dark blue rectangle indicate the position,
which is shown in the insert as a zoomed-in sample region. b) Topographic STM
image of the BL sample measured at the BOREAS beamline. In a) and b) the
different dot colors (yellow, green, red, and light blue) are indicating the different
observed coverages (Au surface, first-, second-, and third-layer). a) UBias = 1 V and
ITC = 0.3 · 10−9 A, b) UBias = 1 V and ITC = 0.3 · 10−9 A. The measurements were
performed at the BOREAS beamline in 2021. The image is a modified version of the
figure shown in Ref. [32].
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7.1.26 Field-dependent XMCD of FeBr2 on Au(111) measured at the VEKMAG
beamline

In Fig. 7.31, the XMCD measurements of a multilayer FeBr2 on Au(111) for different field strengths
are displayed. In a) and b) the isotropic XAS and XMCD measurements are displayed. It can be

Figure 7.31: a) Isotropic XAS and b) XMCD measurements of a multilayer (2.9 ML) FeBr2 on
Au(111) sample for varying field strength. c) peak height of the isotropic XAS
spectra for the different field strength and d) maximum intensity of the XMCD signal
for decreasing maximal fields. The decreasing XMCD intensity is fitted by using a
Brillouin function. The temperature at which the measurements were performed is
10 K at NI at the VEKMAG beamline in 2021.

observed that for all different field strengths the isotropic XAS stays constant, which is expected,
but also indicates that the sample has no x-ray damage. The measured XMCD signal continuously
decreases with decreassing field strength. In d) the XMCD intensity is shown as a function of field
and fitted by a T = 10 K Brillouin function. The result is a scaling factor of N=0.20 and J=2.
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7.1.27 XMCD measurements of FeBr2 on Au(111) at the Br L2,3 edge
In Fig. 7.32, the measured XAS and XMCD spectra for the Br L2,3 edge are displayed. Here a
different mirror setting needed to be used, since the Br L2,3 edge is at higher photon energies. In
a) the XAS spectra for Br are showing the expected step-like behavior due to the filled d orbitals.
In b) the corresponding XMCD spectra is shown. Therefore, the decreased expectation value of
the spin effective magnetic moment of Fe is not caused by the Br, since the measured Br XMCD
signal is very weak.
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Figure 7.32: In the top, the Br L2,3 edge for both circular polarization’s is displayed. In the
bottom figure, the corresponding XMCD is displayed, which only shows a weak
magnetic contrast. The measurements were performed on the 1.5 ML sample at
2 K,6 T and NI at the BOREAS beamline in 2021. The image was taken from Ref.
[32].
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7.1.28 Temperature-dependent magnetization curves of FeBr2 on Au(111)
In Fig. 7.33, the temperature-dependent magnetization curves for a sub-ML (a)) and a 2.0-ML
sample (b)) of FeBr2 on Au(111) are displayed. For the sub-ML, the magnetization curves nearly
no curvature is visible, due to the complex magnetic properties of the material. With increasing
temperature, a slight curvature that might be present at 2 K disappears. In the case of the 2.0-ML
sample, the measured magnetization curves were acquired from the lowest temperature of 2 K up
to 7 K (below the critical temperature). As previously observed for the expectation value of the
magnetic moment in the temperature range between 2-7 K, are stable within the error, since the
XMCD intensity at 6 T also does not vary strongly. Therefore, the magnetization curves are also
not changing strongly.

Figure 7.33: a) Magnetization curves of the 0.5 ML of FeBr2 on Au(111) for different temperatures.
In the low-temperature regime, the magnetization curve shows a slight curvature,
which disappears above the critical temperature/antiferromagnetic ordering tem-
perature. b) Magnetization curves of the 2.0-ML sample for different temperatures.
All temperatures are below the critical temperature. The magnetization curves are
scaled to the peak height of the corresponding isotropic XAS measurements. The
measurements were performed at the BOREAS beamline in 2023 (a)) and 2021 (b)).

7.1.29 Comparison of XLD and XMLD measurements of FeBr2 on Au(111)
In Fig. 7.34, the coverage-dependent XLD and XMLD spectra measured at 2 K are displayed.
Both measurement types were performed by using horizontally and vertically linear polarized
light. The difference between them is that an external magnetic field is applied. By comparing
the spectra for the 0.3-ML and 0.5-ML samples it can be observed that the spectra do not show
any peak-structure differences. Therefore, the first-layer samples are not showing coverage- or
island-size-dependent properties. Even if the 0.5 ML shows in LEED a small indication of the
second layer (third set of spots), the majority of signal is contributed by the first-layer. By
comparing the sub-ML samples with the multilayer samples (c) and d)), it can be observed that
the peak structure changes. These changes are a consequence of the second-layer growth, which
has different magnetic properties. By comparing the two multilayer samples (1.5 ML and 2.9 ML)
with each other, the change of the peak strength of the multiplet structure at the L3 edge can
be observed. Both samples show the same main peak structure, only the multiplet structure is
weaker for the 1.5 ML sample, which can be a consequence of either the first-layer contribution or
by interactions between the second layer and the first layer, which is coupled to the substrate.
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d)c)

a) b)

Figure 7.34: a)-d) Comparison of the measured XLD and XMLD spectra for different coverages
(0.3 ML, 0.5 ML, 1.5 ML, and 2.9 ML). The measurements were performed at GI
and 2 K at 0 T and 6 T. As an insert of each figure the related isotropic XAS spectra
measured with linear polarization are displayed. The measurements were performed
at the BOREAS beamline in 2023 (a), b), and d)) and 2021 (c)).

These interactions are weaker in the 2.9-ML sample, which already consists of the third and
fourth layer. In Fig. 7.35, only the magnetic contribution of the XMLD measurements are shown.
Here the XLD signal was removed from the XMLD signal, since the non-magnetic contribution is
overlapped with the magnetic one. It is visible, that for lower coverages the magnetic contribution
around the L2-edge is mainly affected by the background, and only for higher coverages the L2
edge signal can be extracted more precisely.
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a) b)

c) d)

Figure 7.35: a)-d) Magnetic contribution of the coverage-dependent XMLD signal of FeBr2 on
Au(111).

7.1.30 Coverage-dependent magnetic moments of FeBr2 on Bi2Se3

In Tab. 7.10, the expectation values of the effective spin, orbital and total magnetic moment at
6 T for all different coverages of FeBr2 on Bi2Se3 are displayed, together with the temperature-
dependence. All samples displayed in this table were grown at RT.

184



7.1 Appendix

C (ML) T (K)
µ (µB/Fe at)

NI GI
ms eff ml mtotal ms eff ml mtotal

0.7

2 1.58 0.49 2.07 1.65 0.22 1.87
4 1.63 0.40 2.03 - - -
10 1.10 0.29 1.39 - - -
15 0.77 0.31 1.08 - - -
20 0.85 0.22 1.07 - - -

2.8

2 2.34 0.68 3.02 2.02 0.48 2.50
4 1.98 0.73 2.71 - - -
10 1.86 0.70 2.56 - - -
15 1.92 0.59 2.51 - - -
20 1.47 0.54 2.01 - - -
25 1.42 0.46 1.88 - - -
35 1.00 0.32 1.32 - - -
45 0.93 0.21 1.14 - - -
55 0.64 0.21 0.85 - - -
65 0.52 0.17 0.69 - - -

5.3 2 1.80 0.66 2.46 1.74 0.44 2.18

Table 7.10: Magnetic moment values for different coverages of FeBr2 on Bi2Se3 at NI and GI. All
moments were extracted via sum-rules from samples grown at RT. The expectation
values of the spin effective moment and orbital moment at 6 T have an error of 10 %
from the sum-rule evaluation. However, since the material has an easy axis OoP, the
majority of measurements were performed at NI.

7.1.31 Coverage-dependent magnetic moments of FeBr2 on Bi2Se3 grown at 100°C

In Tab. 7.11, the expectation values of the effective spin, orbital and total magnetic moment at
6 T for all different coverages of FeBr2 on Bi2Se3 are displayed, together with the temperature
dependence. All samples displayed in this table were grown at 100-150 ◦C.
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C (ML) T (K)
µ (µB/Fe at)

NI GI
ms eff ml mtotal ms eff ml mtotal

0.27

2 2.37 0.79 3.07 1.98 0.59 2.57
4 2.24 0.71 2.95 - - -
10 2.04 0.74 2.78 - - -
15 1.86 0.70 2.56 - - -
20 1.61 0.55 2.16 - - -
25 1.41 0.47 1.88 - - -

0.53

2 2.26 0.82 3.08 2.04 0.62 2.66
4 2.16 0.71 2.87 - - -
10 1.60 0.23 1.83 - - -
15 1.88 0.64 2.52 - - -
20 1.66 0.51 2.17 - - -
25 1.41 0.51 1.92 - - -
35 1.00 0.41 1.41 - - -
45 0.78 0.23 1.01 - - -
55 0.66 0.29 0.95 - - -
65 0.28 0.26 0.54 - - -

1.05

2 2.36 0.81 3.17 2.35 0.53 2.88
4 2.34 0.83 3.17 - - -
10 2.41 0.68 3.09 - - -
15 2.16 0.63 2.79 - - -
20 1.93 0.52 2.45 - - -
25 1.69 0.42 2.11 - - -
35 1.28 0.27 1.55 - - -
45 0.78 0.27 1.05 - - -
55 0.66 0.24 0.90 - - -
65 0.52 0.20 0.72 - - -

5.3 2 2.00 0.78 2.78 1.94 0.42 2.36
10 1.87 0.73 2.60 - - -

Table 7.11: Magnetic moment values for different coverages of FeBr2 on Bi2Se3 at NI and GI. All
moments were extracted via sum-rules from samples grown at temperatures around
100-150 ◦C. The expectation value of the spin effective moment and orbital moment at
6 T have an error of 10 % from the sum-rule evaluation. However, since the material
has an easy axis OoP, the majority of measurements were performed at NI.
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7.1.32 Comparison of the high-coverage magnetization loops of FeBr2 on Bi2Se3 at
different growth temperatures

In Fig. 7.36, XMCD magnetization loops of the two 5-ML samples grown at RT and at 100-150 ◦C
are shown. For either peak-height scaling or moment scaling the loops are very similar. The only
exception is the saturation field, but due to the noise level it could be identical as well. The small
difference between the curvatures can be caused by the higher coverage at RT growth, therefore a
slightly faster saturation can be caused by a higher amount of material (next-layer growth).

Figure 7.36: a) and b) Magnetization curves of two multilayer samples of FeBr2 on Bi2Se3. In a)
the magnetization curves are scaled to the maximum isotropic XAS peak height and
in b) to the expectation value of the spin effective magnetic moment at 6 T. The
measurements were performed at the BOREAS beamline in 2023.
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7.1.33 Temperature-dependent magnetization curves for different coverages of
FeBr2 on Bi2Se3

In Fig. 7.37, the temperature-dependent magnetization curves of 0.7 ML and 2.8 ML FeBr2
on Bi2Se3 are displayed. In the case of RT growth, the low-coverage sample does not show
the normal magnetization curve behavior that was observed for the samples grown at elevated
temperatures. Here, the magnetization curve does not saturate until 6 T. At 2 K, the curvature
looks saturating in the negative field regime, but not for positive fields, which indicates that the
behavior is measurement-related, not sample-related. After increasing the temperature to 4 K, no
indication of any saturation is visible. However, in comparison to 0.7 ML, in the 2.8-ML sample
the saturation behavior survives until 10 K. This could be related to the growth temperature,
which would indicate that at RT only small islands are growing on the sample. In the case of
higher coverages of FeBr2 on Bi2Se3, the same magnetic properties as for smaller coverages on
heated substrates are observed. This could be an indication, that the material starts to form larger
islands only for heated growth or high coverages at RT. Therefore, the mobility of FeBr2 on Bi2Se3
at RT seems to be lower than on Au(111), were at RT bigger islands are forming also for lower
coverages. This possible explanation is also visible in the extracted magnetic moments, where
the first layer grown at RT has a reduced moment by around 35 % compared to the multilayer
samples or the sub-ML samples grown at elevated temperatures.

a)

0.7 ML 2.8 ML

b)

Figure 7.37: a)-b) Temperature-dependent magnetization curves for 0.7 and 2.8 ML of FeBr2 on
Bi2Se3. Both samples were grown at RT and measured at NI. The measurements
were performed at the BOREAS beamline in 2023. The displayed magnetization
curves are scaled to the isotropic XAS spectra of the corresponding coverage for a
better comparability.
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7.1.34 XLD and XMLD FeBr2 on Bi2Se3

In Fig. 7.38 and 7.39, the measured XLD and XMLD spectra of different coverages of FeBr2 on
Bi2Se3 are shown. The performed XMLD measurements mainly consist of the structural dichroism
from XLD, since the same parameters for XLD and XMLD were used, with the only difference of
applying an external magnetic field of 6 T for XMLD. In Fig. 7.38, the comparison of the XLD
and XMLD spectra for samples grown at RT is displayed. Here, a strong difference between the
0.7-ML and 2.8-ML samples can be observed at the L3 and L2 edge. For both samples the triple
peak structure is visible at the L3 edge only with a different background contribution. The main
difference is the structure of the L2 edge. Since the XAS and XMCD spectra are identical no
structural or chemical change is expected. The change is most probably related to small island
growth at RT for the sub-ML sample. For the multilayer grown at RT the same peak structure as
for samples grown at elevated temperatures has been observed (Fig. 7.38 b)). In Fig. 7.39, the

Figure 7.38: a) and b) Comparison of the XLD and XMLD spectra for different coverages of
FeBr2 grown on Bi2Se3 at RT. The spectra were all measured at 2 K and GI. The
measurements were performed at the BOREAS beamline in 2023.

XLD and XMLD spectra for different coverages grown at 100-150 ◦C are shown. It is observed
that for all samples ranging from very low to very high coverages the spectral shape and peak
ratios are the same. The only strong difference occurs in the 5.3-ML sample, which also shows a
different behavior of the magnetization curve. Here the L3 edge shows a difference at ≈ 708 eV,
where the peak intensities between the first and the second peak of the the triple-peak set are
changing. This change could be an indication of the starting structural change. By comparing

Figure 7.39: a) and b) comparison of the XLD and XMLD spectra for different coverages of FeBr2
grown at 100-150 ◦C on Bi2Se3. The spectra were all measured at 2 K and GI. The
measurements were performed at the BOREAS beamline in 2023.

the two different growth temperatures with the samples on Au(111), it is observed that for BL
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coverages on Au(111), the spectral shape is identical to the one on heated Bi2Se3 or multilayer
coverage on not-heated Bi2Se3. Therefore, a different first-layer structure on Au(111) is present
compared to on other substrates. Also the island size could affect the peak structure of FeBr2
grown at RT on Bi2Se3. In Fig. 7.40 a)-c), the magnetic signal for the three different coverages is
displayed. The magnetic contribution spectra are showing the same peak structure, therefore also
the magnetic properties are identical from sub-ML to multilayer. In d), the overlay of the XLD

Figure 7.40: a)-c) Magnetic contribution of the XMLD spectra for different coverages of FeBr2 on
Bi2Se3. The magnetic contribution was extracted by subtracting the XLD spectra at
6 T and 2 K from the XLD spectra at 0 T. All spectra were measured at GI. In d),
the comparison of the different XLD spectra for coverages ranging from sub-ML to
multilayer is shown. The spectra are all normalized for a better comparison of the
peak structure.

spectra for different coverages is displayed. The spectra are all normalized to 1, so that the peak
structure can be easily compared. It is visible that for the different coverages grown at elevated
temperature (100-150 ◦C), the XLD structure is not changing from sub-ML to multilayer samples.
This shows that the properties and the structure of the layers for different coverages are identical.
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7.1.35 LEED images of FeBr2 on Bi2Se3 measured at the BOREAS beamline
In Fig. 7.41 and 7.42, the LEED images of FeBr2 on Bi2Se3 for the different coverages and growth
temperatures are displayed. In the case of RT growth (Fig. 7.41), the first layer does not show
the moiré pattern and for even higher coverages, the pattern is smeared out and more difficult
to recognize. In the low-coverage regime, the moiré pattern is not visible, since the islands are
probably too small, as previously discussed. With increasing coverage, the pattern appears, but
still does not create sharp spots. In contrast, the samples which were grown at higher temperatures

Figure 7.41: LEED images for different coverages of FeBr2 grown on Bi2Se3 at RT compared
to clean Bi2Se3 after in situ exfoliation. All images are measured at 46 eV. The
measurements were performed at the BOREAS beamline in 2023.

(Fig. 7.42), start already to show at around 0.5 ML the moiré pattern, which could be related to
the growth of bigger islands. By comparing the LEED pattern in Fig. 7.41 and Fig. 7.42 it can
be observed, that in the case of growing FeBr2 on Bi2Se3 at RT a higher amount of material is
needed to create the moiré pattern. For the heated samples this pattern starts to be weakly visible
at around 0.5 ML with a strong visibility at 1.05 ML. For the growth at RT no moiré pattern
has been observed for 0.7 ML. However, the pattern does probably not only appear at coverages
above 2 ML, since besides a higher mobility the heated growth does not affect the material. The
reason for the appearing of the moiré pattern for higher coverages at RT is, that FeBr2 probably
forms smaller islands at RT, which suppresses the creation of the moiré pattern until a specific
lateral size is reached.
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Figure 7.42: LEED images for different coverages of FeBr2 grown on Bi2Se3 at 100-150 ◦C, com-
pared to clean Bi2Se3 after in-situ exfoliation. All images are measured at 46 eV.
The measurements were performed at the BOREAS beamline in 2023.

7.1.36 Brillouin function fit for FeBr2 on Bi2Se3

In Fig. 7.43, the inverted expectation values of the total magnetic moment for 2.8 ML and 0.3 ML
FeBr2 on Bi2Se3 are displayed. As extracted from the magnetization loop, a critical temperature
in the range of 10 K can be determined for both sample thicknesses (Fig. 7.43 a) and c)). In b)
and d), the total magnetic moment values were fitted by using the Brillouin function, however, if
the data from the full temperature range was used (starting from 2 K), the Brillouin function
does not fit the experimental data. This is only achieved if the temperature range is reduced to
temperatures above 10 K. Therefore, the magnetic behavior for low temperatures does not follow
the paramagnetic behavior of the Brillouin function and therefore shows a magnetic ordering.
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a) b)

c) d)

Figure 7.43: a) and c) Inverted expectation values of the total magnetic moment of 2.8 and
0.3 ML FeBr2 on Bi2Se3. By using a linear fit, a critical/ordering temperature
(TO) is extracted. For both a) and c), the moment values for the temperatures
ranging from 15-65 K and 15-25 K were used for the linear fit. For the 2.8-ML
sample, the linear intercept value is −0.0498 ± 0.0541 µB/Fe atom−1 and the slope
is 0.0205 ± 0.0013 K · µB/Fe atom−1 with χ2 = 0.018. In the case of the 0.3-ML
sample, the values for linear intercept are −0.178 ± 0.003 µB/Fe atom−1 and for
the slope 0.014 ± 0.00002 K · µB/Fe atom−1 with χ2 = 1.4 · 10−6. b) and d): total
magnetic moment fitted with a Brillouin function. In the corresponding inserts,
the Brillouin-function fit for a reduced temperature range is displayed (the same as
for the linear fits). The 2.8-ML sample was grown at RT and the 0.3-ML one at
100-150 ◦C.

7.1.37 Coverage estimations by XPS

In Tab. 7.12 and 7.13, the estimated coverages of MnBr2 and MnCl2 are displayed. The calibration
factor from the Br 3p peak of FeBr2 on Au(111) is 0.0065 arb. units (XPS peak intensity of the
Br 3p 3

2
after normalization to Au 4d 5

2
) per 0.1 ML. By using the calibration for Br an estimated

calibration for Mn would be 0.0167 arb. units per 0.1 ML (XPS peak intensity of the Mn 2p 3
2

after
normalization to Au 4d 5

2
). For the calibration, via XPS the 0.6-ML FeBr2 on Au(111) sample

has been used and for the Mn calibration the 0.8 ML MnBr2 on Au(111) has been used.
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IBr (arb. units) IMn (arb. units) Coverage (ML) TGrowth ( ◦C)
0.03 - 0.5±0.36 120
0.04 - 0.6±0.24 50
0.04 - 0.6±0.24 90
0.055 0.15 0.85± 0.34 121
0.06 - 0.9±0.2 58
0.069 0.17 1.1± 0.44 117
0.27 0.4 4.2± 1.7 128

Table 7.12: Estimated coverages of the MnBr2 samples on Au(111) by XPS. All given intensity
values are normalized to the Au 4d 5

2
peak. For the coverage estimation, the normalized

Br 3p 3
2

of 0.6 ML FeBr2 is used, which had an intensity of 0.039 for 0.6 ML. Already
this coverage had an error of 20 %, which causes even higher error for the Mn coverages.

The high coverage error for the 4.2 ML sample is also strongly visible by using the Mn calibration
of the 0.8-ML sample for the 4.2 ML sample. Then, only a coverage of 2.1 ML would be calculated.

IMn (arb. units) Coverage (ML) TGrowth ( ◦C)
0.16 1.0± 0.4 106
0.24 1.5± 0.6 101
0.28 1.7± 0.68 103

Table 7.13: Estimated coverages of the MnCl2 samples on Au(111) by XPS. All given intensity
values are normalized to the Au 4d 5

2
peak. For the coverage estimation, the Mn

intensities for MnBr2 are compared to the ones of MnCl2. The error from the
calculation is mentioned in the table, but additionally, due to the problem with the
Au background another ±0.5 ML needs to be taken into account.
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7.1.38 Fitting parameters of XPS spectra of MnBr2 on Au(111)

Coverage TGrowth Peaks FWHM (eV) Peak position (eV) Amplitude (arb. units)

0.8 ML 121 ◦C Br 3p 3/2 2.93 182.71 1066
3p 1/2 3.03 189.28 590

0.8 ML 121 ◦C Au 4d 3/2 6.05 353.37 26172
4d 5/2 5.21 335.36 35637

0.8 ML 121 ◦C

Mn 2p 3/2 3.60 642.5 1550
2p 1/2 3.66 653.47 800

2p 3/2 sat 3.96 647.37 1000
2p 1/2 sat 4.29 658.13 500
Au 4p 1/2 7.20 642.80 4802

1.0 ML 117 ◦C Br 3p 3/2 2.88 182.94 1273
3p 1/2 3.03 189.51 706

1.0 ML 117 ◦C Au 4d 3/2 6.10 353.40 22788
4d 5/2 5.16 335.37 30176

1.0 ML 117 ◦C

Mn 2p 3/2 4.10 642.5 2850
2p 1/2 4.24 653.85 1100

2p 3/2 sat 4.01 647.21 1400
2p 1/2 sat 3.90 658.89 544
Au 4p 1/2 7.20 642.50 2643

4.2 ML 128 ◦C Br 3p 3/2 2.81 183.01 3449
3p 1/2 2.87 189.65 1639

4.2 ML 128 ◦C Au 4d 3/2 4.87 353.72 14402
4d 5/2 4.15 335.09 18327

4.2 ML 128 ◦C

Mn 2p 3/2 4.10 642.52 4500
2p 1/2 3.36 654.00 2200

2p 3/2 sat 3.96 647.21 3074
2p 1/2 sat 3.96 659.05 1755
Au 4p 1/2 6.12 642.80 2621

Table 7.14: Fitting parameters of the Au 4d, Br 3p, and Mn 2p core-level peaks for different
coverages of MnBr2 on Au(111) ranging from 0.8-4.2 ML. In this table only the fitting
parameter related to the material peaks and not to the x-ray gun are shown. No
error-bar is mentioned for the fits, since the Mn and Au core-level peaks are overlaping.
As a maximum approximation a FWHM error of 10 %, an position error of 0.5 eV and
an amplitude error of 10 % can be assumed.
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7.1.39 Fitting parameters of XPS spectra of MnBr2 on Au(111) grown at different
temperatures

Coverage TGrowth Element-Peaks FWHM (eV) Peak position (eV)

0.6 ML 50 ◦C Br 3p 3/2 2.85 182.99 596
3p 1/2 3.03 189.50 342

0.6 ML 50 ◦C Au 4d 3/2 6.12 353.38 18365
4d 5/2 5.10 335.33 23956

0.6 ML 50 ◦C

Mn 2p 3/2 3.24 642.5 900.
2p 1/2 3.06 653.34 394

2p 3/2 sat 3.96 647.17 950
2p 1/2 sat 3.96 658.00 180
Au 4p 1/2 5.40 642.50 3080

0.6 ML 90 ◦C Br 3p 3/2 2.88 182.94 639
3p 1/2 3.03 189.51 365

0.6 ML 90 ◦C Au 4d 3/2 5.98 353.38 17962
4d 5/2 5.19 335.35 24688

0.6 ML 90 ◦C

Mn 2p 3/2 3.24 642.5 900
2p 1/2 3.06 653.08 550

2p 3/2 sat 3.96 646.63 950
2p 1/2 sat 3.96 658.00 450
Au 4p 1/2 5.40 642.50 3427

0.5 ML 120 ◦C Br 3p 3/2 2.72 182.71 410
3p 1/2 3.03 189.24 273

0.5 ML 120 ◦C Au 4d 3/2 6.07 353.38 18690
4d 5/2 5.23 335.36 25593

0.5 ML 120 ◦C

Mn 2p 3/2 3.06 642.50 900
2p 1/2 3.06 653.0 399

2p 3/2 sat 3.96 647.11 950
2p 1/2 sat 3.96 658.00 450
Au 4p 1/2 5.40 642.50 2985

Table 7.15: Fitting parameters of the Au 4d, Br 3p, and Mn 2p core-level peaks for different
growth temperatures of MnBr2 on Au(111) ranging from 50-120 ◦C. No error-bar is
mentioned for the fits, since the Mn and Au core-level peaks are overlapping. As a
maximum approximation a FWHM error of 10 %, an position error of 0.5 eV and an
amplitude error of 10 % can be assumed.
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7.1.40 Fitting parameters of XPS spectra of MnCl2 on Au(111)

Coverage TGrowth Element-Peaks FWHM (eV) Peak position (eV) Amplitude (arb. units)

1.0 ML 106 ◦C Cl 2p 3/2 1.81 199.57 517
2p 1/2 1.94 201.21 300

1.0 ML 106 ◦C Au 4d 3/2 6.04 353.386 26200
4d 5/2 5.17 335.36 35951

1.0 ML 106 ◦C

Mn 2p 3/2 3.40 642.86 1550
2p 1/2 3.32 654.53 800.0

2p 3/2 sat 3.96 648.31 824
2p 1/2 sat 4.32 659.42 500
Au 4p 1/2 7.20 643.12 5026

1.5 ML 101 ◦C Cl 2p 3/2 1.67 199.42 977
2p 1/2 2.07 200.95 775

1.5 ML 101 ◦C Au 4d 3/2 4.27 353.32 14895
4d 5/2 4.31 335.16 22962

1.5 ML 101 ◦C

Mn 2p 3/2 3.24 642.97 2900
2p 1/2 3.24 654.48 1450

2p 3/2 sat 4.32 647.74 1900
2p 1/2 sat 4.68 659.15 850
Au 4p 1/2 6.12 642.7 4000

1.7 ML 103 ◦C Cl 2p 3/2 1.70 199.50 754
2p 1/2 2.07 201.01 607

1.7 ML 103 ◦C Au 4d 3/2 4.95 353.70 16916
4d 5/2 4.43 335.14 24578

1.7 ML 103 ◦C

Mn 2p 3/2 3.67 643.08 2700
2p 1/2 3.96 654.50 1500

2p 3/2 sat 4.28 647.50 1618
2p 1/2 sat 4.14 659.59 765
Au 4p 1/2 6.12 642.69 4000

Table 7.16: Fitting parameters of the Au 4d, Cl 2p, and Mn 2p core-level peaks for different
coverages of MnCl2 on Au(111) ranging from 0.8-1.5 ML. No error-bar is mentioned
for the fits, since the Mn and Au core-level peaks are overlapping. As a maximum
approximation a FWHM error of 10 %, an position error of 0.5 eV and an amplitude
error of 10 % can be assumed.
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7.1.41 LEED measurements of MnBr2 and MnCl2 on Au(111) measured at the
BOREAS beamline

In Fig. 7.44 and Fig. 7.45, the two MnBr2 and MnCl2 samples grown at RT on Au(111) are shown.
In the case of MnBr2 a hexagonal pattern around the (0,0)-spot can be observed for a nominal
coverage of one ML. In the case of MnBr2 a ring structure as expected for the RT growth can be

Figure 7.44: a)-c) Low energy LEED images of the 0.5 ML MnBr2 on Au(111) sample. d)-f)
Low energy LEED images of the 1.0 ML MnBr2 on Au(111) sample. The LEED
measurements were performed at the BOREAS beamline at ALBA in 2023. Both
samples were grown at RT.

observed, with a sharp spot for the MnBr2 aligned directly with the main symmetry direction of
Au. As previously observed the samples grown at RT normally have three spots (3 rotational
domains). However, the reason for not seeing these spots can be manifold starting from potential
different growth rates to a LEED system, which does resolve the spots nicely. Nevertheless, the
sharpness of these spots is a feature of MnBr2, which does not exist on MnCl2 at RT. For the 1.0
ML sample of MnBr2 the hexagonal pattern around the (0,0)-spot can be observed, which was
also visible for the other MnBr2 samples with low coverages. In Fig. 7.45, the LEED images of
the 0.5 and 1.0 ML MnCl2 on Au(111) samples are shown. Here the dominant ring structure is
visible, with a more smeared out main diffraction spot of MnCl2.
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Figure 7.45: a)-c) Low energy LEED images of the 0.5 ML MnCl2 on Au(111) sample. d)-f)
Low energy LEED images of the 1.0 ML MnCl2 on Au(111) sample. The LEED
measurements were performed at the BOREAS beamline at ALBA in 2023. Both
samples were grown at RT.

7.1.42 Magnetic moment values for different coverages of MnBr2 on Au(111)
In Tab. 7.17, the expectation values of the magnetic moments from a sum-rule analysis of MnBr2
on Au(111) are shown. They were calculated by using a Mn2+ system with NH = 5 at 6 T.

C (ML) T (K)
µ (µB/Mn at)

NI GI
ms eff ml mtotal ms eff ml mtotal

0.5
1.7 1.30 - 1.30 1.20 0.19 1.39
4 - - - 1.05 0.19 1.24
12 - - - 0.83 0.13 0.96

1.0

1.7 1.10 - - 1.35 0.07 1.42
4 - - - 1.11 0.21 1.32
12 - - - 1.01 0.10 1.11
16 - - - 0.85 0.07 0.92
20 - - - 0.74 0.08 0.82

Table 7.17: Magnetic moment values for different coverages of MnBr2 on Au(111). All moments
were extracted via sum-rules from samples grown at RT. The expectation value of
the spin effective moment and orbital moment at 6 T have an error of ≈30 % from
the sum-rule evaluation [261]. For the orbital moment values at NI no value could be
extracted.
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7.1.43 Magnetic moment values for different coverages of MnCl2 on Au(111)
In Tab. 7.18, the expectation values for the magnetic moments from sum-rule analysis of MnCl2
on Au(111) are shown. They were calculated by using a Mn2+ system with NH = 5 at 6 T.

C (ML) T (K)
µ (µB/Mn at)

NI GI
ms eff ml mtotal ms eff ml mtotal

0.5

1.7 1.96 0.06 2.02 1.77 -0.01 1.76
4 - - - 1.55 0.03 1.58
12 - - - 0.88 0.01 0.89
16 - - - 0.85 -0.05 0.80
20 - - - 0.923 -0.001 0.922

1.0

1.7 1.60 0.1 1.7 1.68 0.01 1.69
4 - - - 1.87 -0.09 1.78
12 - - - 0.89 0.22 1.11
16 - - - 1.346 0.002 1.348
20 - - - 0.85 0.06 0.91

Table 7.18: Magnetic moment values for different coverages of MnCl2 on Au(111). All moments
were extracted via sum-rules from samples grown at RT. The expectation value of
the spin effective moment and orbital moment at 6 T have an error of ≈30 % from
the sum-rule evaluation [261].
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7.1.44 Comparison of the XPS spectra of MnBr2 and MnCl2
In Fig. 7.46, the XPS spectra of 4.2 ML MnBr2 and 1.7 ML MnCl2 are compared. Both spectra
are normalized to 1 for a better comparison. The peak positions for MnBr2 and MnCl2 are nearly
identical, however this small shift can be still related to the substrate interaction. Since the
estimated coverage of MnBr2 has an error it is possible that for increasing amount of MnBr2
the spectra would still continue to shift to higher binding energies till the spectra of MnBr2 and
MnCl2 on Au(111) are overlapping. The major difference between the two spectra is the intensity
of the satellite peaks, which could be related to the higher electronegativity of Cl, which causes
therefore a reduction of the peak intensity.
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Figure 7.46: Comparison of the XPS spectra of 4.2 ML MnBr2 and 1.7 ML MnCl2. Both samples
were grown at elevated temperatures (128 ◦C and 103 ◦C) and normalized to 1 for a
better comparison of the peak structure. The XPS measurements were performed in
2022 at CFM in the Nanophysics XPS lab.
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7.1.45 Comparison of the magnetic properties of FeBr2 on Au(111) and on Bi2Se3

In Fig. 7.47, the XAS, XMCD and XLD spectra of FeBr2 on Au(111) and on Bi2Se3 are shown.
By comparing the high-coverage spectra of FeBr2 on Au(111) with the ones on Bi2Se3, it can be

Figure 7.47: Comparison of the XAS a), XMCD b), and XLD c) spectra of FeBr2 on Au(111)
and Bi2Se3. The spectra are all normalized to 1, so that the spectral shape can be
compared directly. All XAS and XMCD spectra were measured at 2 K and 6 T in NI.
The XLD spectra in c) are measured in GI at 2 K and 0 T. The FeBr2 samples with
a coverage of 0.3, 1.1, and 5.3 ML were grown on Bi2Se3 at elevated temperatures
(100-150 ◦C). The 0.6-, 1.5-, and 2.9-ML samples were grown at RT on Au(111).

observed that the peak structures for all spectroscopic techniques (XAS, XMCD and XLD) are
identical, as well as the calculated expectation values of the magnetic moments. However, by
comparing the XAS spectra of 0.6 ML and 1.5 ML FeBr2 on Au(111) with the ones on Bi2Se3, a
change of the peak structure at low photon energies (≈ 706 eV) is observed. Also the magnetic
properties of the 0.6-ML sample are completely different compared to the ones on Bi2Se3. However,
these changes can be related to the strong interaction with the Au(111) surface, which is also the
reason for the different peak structure at around 706 eV. The comparison of the XLD spectra
shows that for high coverages on Au(111), the spectral shape is identical to the ones on Bi2Se3
(ML to multilayer).
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7.1.46 Multiplet spectra comparison for Mn2+

In Fig. 7.48, the isotropic XAS spectra of 1 ML of MnCl2 and MnBr2 on Au(111) are compared
to the simulated multiplet spectra of Mn2+ with octahedral symmetry at 2 K and 6 T. The used
crystal electric field values were obtained from Ref. [393]. The simulated spectra are in good
agreement with the measured spectra on Au(111). The offset in the background of the L3 edge
can be related to the background correction routine.
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Figure 7.48: Comparison of the simulated Mn2+ spectra for different CEF values with the measured
XAS spectra of MnBr2 and MnCl2 on Au(111). The simulations were calculated via
Crispy [351].
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7.1.47 Collaboration measurements
In Tab. 7.19 and Tab. 7.20, the measurements which were entirely performed by collaborators
are listed. The mentioned data was measured by the collaboration partners. As part of the

Measurement Date Sample Location Performed by
LT-STM 2020 0.6 ML of FeBr2

on Au(111)
(Figs. 4.14, 4.16,
4.17, 4.22), 7.14
and 7.15

CFM Apollo Lab
(till Oct. 2022 at
CFM)

Dr. James
Lawrence and
Prof. Dr. Dimas
G. de Oteyza

LT-STM 2020 clean Au(111)
(Figs. 4.14)

CFM Apollo Lab
(till Oct. 2022 at
CFM)

Dr. James
Lawrence and
Prof. Dr. Dimas
G. de Oteyza

LEED 2020 0.6 ML of FeBr2
on Au(111)
(Figs. 4.5 and
7.23)

CFM Nanophysics
Lab

Dr. Carmen
González-
Orellana and
Dr. Djuro Bikalje-
vić

XPS 2020 0.6 and 2.0 ML of
FeBr2 on Au(111)
(Fig. 4.27)

CFM Nanophysics
Lab

Dr. Carmen
González-
Orellana and
Dr. Djuro Bikalje-
vić

XMCD 2020 and 2021 0.6, 1.5 and 2.0
ML of FeBr2
on Au(111)
(Figs. 4.44, 7.32,
4.36, 4.35, and
4.34)

BOREAS beam-
line ALBA

Dr. Carmen
González-
Orellana and
Dr. Maxim Ilyn

VT-STM 2021 0.6, 1.5 and 2.0
ML of FeBr2
on Au(111)
(Figs. 7.30 and
7.28)

BOREAS beam-
line ALBA

Dr. Carmen
González-
Orellana and
Dr. Maxim Ilyn

Table 7.19: Data measured by collaboration partners. In the case of the XMCD measurements, it
was not possible to join at the beamline due to Covid restrictions.

resulting publication (Ref. [32]), the data evaluation was discussed with all collaborators. All
data in this thesis was evaluated and analyzed by me. The 1.5 ML XAS and XMCD data in this
thesis has also been used by Dr. Carmen González-Orellana in her Ph.D. thesis. Additionally, the
topographic STM image of 0.6 ML FeBr2 on Au(111) (Fig. 4.14 b)) and the XPS data of the 0.6
and 2.0 ML FeBr2 on Au(111) (only the Fe spectra) have been also used in the Ph.D. thesis of
Dr. Carmen González-Orellana [419]. The data of FeBr2 on Au(111) in Carmen’s Ph.D. thesis
are only used as a comparison to FeBr2 on NbSe2.
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Measurement Date Sample Location Performed by
STM 2023 0.1, 0.75, and

1.75 ML of
FeBr2 on Au(111)
(Figs. 4.24 and
7.17)

CINN Apollo Lab
(since Oct. 2022
at CINN)

Andrea Aguirre
Banos and Prof.
Dr. Dimas G. de
Oteyza

LEED 2023 0.0, 1.0 and 1.5
ML of FeBr2 on
Bi2Se3 (Fig. 4.31)

CFM Nanophysics
Lab

Samuel Ker-
schbaumer and
Dr. Maxim Ilyn

XPS 2023 0.0, 1.0 and 1.5
ML of FeBr2 on
Bi2Se3 (Fig. 4.31)

CFM Nanophysics
Lab

Samuel Ker-
schbaumer and
Dr. Maxim Ilyn

LEED 2023 0.6 ML of MnBr2
on Au(111)
(Fig. 5.3)

CFM Nanophysics
Lab

Dr. Maxim Ilyn

Table 7.20: Data measured by collaboration partners. In the case of the XMCD measurements, it
was not possible to join at the beamline due to Covid restrictions.
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