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Summary 
 
 
Endogenous retroviruses (ERVs) are repetitive elements that constitute around 10 

percent of mammalian genomes. ERVs need to be kept transcriptionally silenced during 

development and ERV upregulation is linked to loss of pluripotency and mouse 

embryonic lethality. Precise mechanistic understanding of this process remains 

incomplete. To investigate effects of ERV derepression, I utilized degradation tag 

(dTAG) system to acutely deplete endogenous levels of TRIM28, a heterochromatin 

protein that recruits silencing machinery to ERVs in mouse embryonic stem cells 

(mESCs). Nascent transcriptome sequencing indicated TRIM28 depletion induces 

acute transcriptomic changes: upregulation of ERVs and other targets of TRIM28-

mediated repression and simultaneous downregulation of key pluripotency super 

enhancers (SEs) and associated genes. High-resolution microscopy data indicated ERV 

derepression reduces association of SEs with RNA polymerase II (RNAPII) and 

Mediator (MED1), the key components of transcriptional condensates. In turn, 

derepressed ERVs associated with RNAPII and MED1, indicating transcriptional 

condensate components are redistributed upon TRIM28 depletion. Presence of 

transcriptional machinery at derepressed ERV loci upregulated nearby genes, including 

Cthrc1. Ectopic overexpression of pluripotency factors enriched at SEs prevented the 

reduction in transcriptional condensate association with SEs. ERV knockdown rescued 

transcriptional condensate localization indicating RNAs produced at ERV play an 

important in transcriptional condensate redistribution. Evidence presented here shows 

derepressed ERVs have the capacity to ‘hijack’ transcriptional condensates from key 

pluripotency genes upon TRIM28 degradation. This may be the molecular mechanism 

contributing to embryonic lethality associated with ERV derepression in TRIM28 

knockout mice. 
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Zusammenfassung 
 
 
Endogene Retroviren (ERVs) sind repetitive Elemente, die etwa 10 Prozent des 

Säugetiergenoms ausmachen. ERVs müssen während der Entwicklung transkriptionell 

heruntergeregelt werden. In der Maus geht eine Hochregelung von ERVs mit dem 

Verlust der Pluripotenz und embryonaler Letalität einher. Das Verständnis des 

zugrunde liegenden Mechanismus ist jedoch unvollständig. Um die Auswirkungen der 

ERV-Hochregelung zu untersuchen, habe ich das Degradations-Tag (dTAG)-System 

verwendet, um die endogenen Level von TRIM28, einem Heterochromatin-Protein, das 

ERVs in embryonalen Stammzellen von Mäusen (mESCs) stummschaltet, akut zu 

verringern. Die Sequenzierung des entstehenden Transkriptoms deutete darauf hin, 

dass die TRIM28-Depletion akute transkriptomische Veränderungen induziert: 

Hochregelung von ERVs und anderen Zielen der TRIM28-vermittelten Repression und 

die gleichzeitige Herunterregelung wichtiger Pluripotenz-Super-Enhancer (SEs) und 

ihrer assoziierten Gene. Hochauflösende Mikroskopiedaten deuten darauf hin, dass die 

ERV-Hochregelung die Assoziation von SEs mit der RNA-Polymerase II (RNAPII) 

und Mediator (MED1), den Schlüsselkomponenten von Transkriptionskondensaten, 

verringert. Allerdings assoziierten ERVs mit RNAPII und MED, was darauf hinweist, 

dass sich Transkriptionskondensatkomponenten bei TRIM28-Depletion neu verteilen. 

Das Vorhandensein einer Transkriptionsmaschinerie an hochgeregelten ERV-Loci 

führte zu einer Hochregelung benachbarter Gene, einschließlich Cthrc1. Die ektopische 

Überexpression von Pluripotenzfaktoren die vermehrt an SEs binden, verhinderte die 

Verringerung der assoziation von Transkriptionskondensatkomponenten mit SEs. 

ERV-Knockdown rettete die Lokalisierung des Transkriptionskondensats, was darauf 

hindeutet, dass am ERV produzierte RNAs eine wichtige Rolle bei der Umverteilung 

des Transkriptionskondensats spielen. Die hier präsentierten Daten zeigen, dass 

hochgeregelte ERVs die Fähigkeit haben, Transkriptionskondensate von wichtigen 

Pluripotenzgenen beim Abbau „kapern“, wenn TRIM28 nicht vorhanden ist. Dies 
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könnte der molekulare Mechanismus sein, der zu embryonaler Letalität im 

Zusammenhang mit der ERV-Hochregelung bei TRIM28-Knockout-Mäusen beiträgt. 

  



10 
 

 

 

 
  



11 
 

1 Introduction 

 

1.1 Membraneless organelles 

 

Functional compartmentalization of cellular processes is achieved through the 

formation of dedicated organelles, typically separated by a lipid bilayer membrane. 

Metabolic and gene regulatory pathways concentrate their catalytic and other 

functional constituents in mitochondria and nuclei, thereby decreasing distances 

between these constituents, reducing biological noise and maximizing efficiency 

(Sawyer et al., 2019). In addition to these and other canonical organelles, such as 

endoplasmic reticulum and the Golgi apparatus, cells comprise numerous other 

organelles that lack membranes completely. Some of these membranelles structures 

have been known to biologists for over a century, since they showed a granulated 

pattern in electron microscopy or enriched immunofluorescence signal of their protein 

components in fluorescence microscopy (Hirose et al., 2023). Nucleoli were first 

formally described in 1830s, and in 1903 neurobiologist Ramón y Cajal identified 

membraneless nuclear spots we now call Cajal bodies (Cajal, 1903; Pederson, 2011). 

To date, multiple other membraneless organelles have been described and investigated, 

including nuclear speckles, paraspeckles, processing bodies (P bodies), stress granules 

and promyelocytic leukemia protein (PML) nuclear bodies (Fig. 1.1) (Hirose et al., 

2023).  

 

Recent developments in the field suggest that for processes such as gene transcription 

in the nucleus it may be advantageous to crowd functionally related macromolecules 

without forming a distinct membrane. Spontaneous self-assembly of these 

membraneless organelles is suggested to occur by demixing from the solution, through 

a process called liquid-liquid phase separation (LLPS) (Courchaine et al., 2016; Shin 

& Brangwynne, 2017). Resulting structures are also known as droplets, coacervates, 

cellular/nuclear bodies, or biomolecular condensates (Hirose et al., 2023). 
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Figure 1.1. Membraneless organelles in eukaryotic cells. Membraneless organelles 

(MLOs) in the nucleus and cytoplasm, and the biological functions they participate in. Figure 

extracted from Hirose et al., 2023. Figure created using Adobe Illustrator. 

 
1.2 Liquid-liquid phase separation 

 

First evidence to demonstrate the formation of biomolecular condensates by aqueous 

phase separation came from Cliff Brangwynne, Tony Hyman and colleagues. Using 

Caenorhabditis elegans P granules as a model, they showed these protein-RNA 

assemblies exhibit liquid-like properties in cells, including fusion, wetting and dripping 

(Brangwynne et al., 2009). Same team later demonstrated this phenomenon is not 

unique to P granules – nucleoli in Xenopus laevis oocytes were similarly found to 

behave as viscous fluids through an adenosine triphosphate (ATP)-dependent process 
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(Brangwynne et al., 2011). These examples indicated cytoplasmic organelles are 

dynamic assemblies composed of protein and RNA that concentrate through transient 

molecular interactions, and liquid phase separation is not an isolated occurrence but 

rather a fundamental mechanism in cellular biology (Hyman & Brangwynne, 2011; 

Hyman & Simons, 2012).      

 

Further work in characterizing ribonucleoproteins (RNPs) showed that RNAs found 

in cellular granules isolated from mouse brain extracts and human cell lysates phase 

separate together with low-complexity sequence domains of RNA binding proteins (for 

example, Fused in sarcoma (FUS)) (T. W. Han et al., 2012). Weak multivalent 

interactions and low-complexity, intrinsically disordered regions (IDRs) emerged as 

possible drivers of phase separation in cells (Hyman & Simons, 2012; Kato et al., 2012; 

P. Li et al., 2012). Interestingly, low complexity sequences and disorder are 

overrepresented in proteins shown to phase separate in vitro (Elbaum-Garfinkle et al., 

2015; Kato et al., 2012; Kwon et al., 2013; Mitrea & Kriwacki, 2016; Nott et al., 2015). 

Low complexity domains are enriched for amino acids featuring polar residues such as 

glycine, glutamine, and serine, or aromatic residues, typically tyrosine (J. Wang et al., 

2018). IDRs are protein regions that do not form stable secondary and tertiary 

structures and are conformationally heterogeneous and dynamic (Mitrea & Kriwacki, 

2016). Proteins found in membraneless organelles can be either part-structured and 

part-disordered, or entirely disordered. The RNA-binding domains (RBDs) consist of 

folded RNA recognition motifs but can include intrinsically disordered regions, that 

are abundant in glycine and positively charged amino acids, for instance arginine (J. 

Wang et al., 2018) are comprised of one or more folded RNA recognition modules 

(RNA recognition motif, RRM), but they also carry regions of significant intrinsic 

disorder. The intrinsically disordered regions in RBDs are typically enriched in glycine 

and positively charged residues such as arginine. Abundance and patterning of selected 

amino acids seem to be relevant for the formation and physical properties of 

biomolecular condensates (Lyon et al., 2021; J. Wang et al., 2018).  
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Multivalent interactions drive liquid-like properties of both single- and multi- 

component biomolecular condensates (Elbaum-Garfinkle et al., 2015; Fromm et al., 

2014; P. Li et al., 2012; Nott et al., 2015). Repetitive occurrence of either structured 

or low complexity disordered domains in protein sequences contributes to multivalency 

(Mitrea & Kriwacki, 2016). Both types of multivalent domains are sufficient on their 

own for a protein to phase separate in vitro. Formation of well-studied multicomponent 

condensates, for instance, nucleoli, is strongly dependent on the concentration of its 

components indicating the importance of establishing specific threshold concentrations 

as well as the order in which they are achieved (Fig. 1.2) (Weber & Brangwynne, 

2015). Since phase separation thresholds vary from below micromolar to hundreds of 

micromolar, it is possible that components with lower threshold concentrations 

condense first, and increase the local concentrations of other components enabling them 

to reach their respective concentration thresholds and be incorporated inside the 

multicomponent condensate (Burke et al., 2015; P. Li et al., 2012; Mitrea & Kriwacki, 

2016; Molliex et al., 2015).  

 

Structured protein domains are associated with specific protein-DNA, protein-RNA 

and protein-protein interactions and could contribute to the recruitment of essential 

structural components of condensates (Allain et al., 2000; Johansson et al., 2004; Yang 

et al., 2003). On the other hand, low complexity domains most likely enable more 

dynamic interactions with a spectrum of possible partners. Structured domains and 

low complexity intrinsically disordered regions act synergistically to lower threshold 

concentrations, enable the formation of multicomponent biomolecular condensates and 

recruit additional components that perform specific functions within condensates 

(Banjade et al., 2015).  



15 
 

 
 
Figure 1.2. Principles of transcriptional condensate formation. (top) Concentration 

dependent phase transitions. Once the concentration of condensate forming molecules reaches 

saturation concentration (Csat) it enables a switch-like transition into a two-phase system. 

Without phase separation, soluble molecule’s local concentration scales linearly with the 

solvent concentration (bulk). (bottom) Representative model of transcriptional condensates, 

including components participating in multivalent interactions (DNA can be used instead of 

RNA) and the molecular interactions that drive condensation. Figure adapted from Boija et 

al., 2021 and Mitrea et al., 2022. Figure created using Adobe Illustrator and BioRender.com. 



16 
 

1.3 Nuclear organization 

 
Hereditary information in eukaryotes is found in the nucleus, a ~10µm organelle that 

is the site of DNA transcription, replication, and RNA processing. Nucleus is a crowded 

environment since it contains almost all cellular DNA (2m in linear length), RNA and 

all the associated regulatory proteins. Nucleus needs to be organized in a way that 

facilitates precise gene expression programs during development.  

 

From a coarse-grained perspective, the interior of the eukaryotic cell nucleus can be 

divided into two primary compartments (Rippe, 2022). First is chromatin, which is a 

sizable supramolecular complex made up of genomic DNA wrapped around histone 

proteins and associated with a variety of chromosomal proteins and chromatin-

associated RNAs (Kornberg, 1974; Rippe, 2022). The soluble, liquid nucleoplasmic 

portion, also known as the nucleoplasm, is the other compartment, a fluid that envelops 

the chromatin compartment and is extremely viscous and abundant in dissolved 

proteins and RNAs (Rippe, 2022). Historically, investigations of the physical structure 

of nucleus were relying on evidence obtained with light microscopy which severely 

limited our understanding, considering that the size of the nucleosome is ~10 nm and 

the resolution limit of the light microscope is ~250 nm (Lakadamyali & Cosma, 2020).  

 
Relatively recent emergence of techniques such as chromosome conformation capture 

(3C) and ChIP-seq launched a series of innovations in method-development space that 

now allow mapping of DNA contacts, chromatin-binding proteins and epigenetic 

modifications at unprecedented resolution (Furey, 2012; Grob & Cavalli, 2018; 

Lakadamyali & Cosma, 2020). Hi-C, a 3C method that uses DNA crosslinking and 

proximity-based ligation coupled with deep sequencing, probes genome-wide chromatin 

interactions and provides insights into the three-dimensional genome architecture that 

were previously not possible due to limitations in throughput and resolution of existing 

methods (Lieberman-Aiden et al., 2009). It provides a probabilistic measure for 

genome-wide contacts between any given loci on the chromosome and reveals 



17 
 

additional levels of genome organization. Two spatially segregated regions of active 

and silenced chromatin were found and named A and B compartment, respectively. 

Regions in the A compartment typically comprise transcribed genes and active histone 

modifications, but also some non-transcribed genes, whereas the B compartment 

contains inactive genes and repressive histone modifications (Jordan Rowley & Corces, 

2018). Topologically Associating Domains (TADs) are sub-megabase regions with 

increased frequency of self-interactions as opposed to inter-TAD interactions (Dixon 

et al., 2012). Regulatory interactions between gene promoters and enhancers occur 

within such domains, and experimental evidence suggests this is relevant during 

development  (Bolt et al., 2022; Glaser & Mundlos, 2021; Lupiáñez et al., 2015). Sub-

TADs, and loops, which are self-interacting physical domains at more local distance 

scales, are additional levels of organizational units of the genome that have been 

discovered through Hi-C combined with deep sequencing (Lakadamyali & Cosma, 

2020).  

 

1.4 Heterochromatin 

 

Heterochromatin was first identified in the 1920s by Emil Heitz (Heitz, 1928). By in 

situ staining chromosomes of Pellia epiphylla, a liverwort species, Heitz discovered that 

certain chromosomal sections remained condensed during interphase and named them 

heterochromatin (Passarge, 1979). These chromosomal areas were tightly packed for 

most of the cell cycle, only relaxing momentarily before mitosis, and then condensing 

once again. Heitz also recognized that there were parts of chromatin that would 

decondense during interphase and suggested the term euchromatin. Heterochromatin 

was later linked to gene-poor chromosome region and divided into facultative and 

constitutive heterochromatin.  

 

Facultative heterochromatin silences developmental genes and can form at diverse 

chromosomal regions. Constitutive heterochromatin is more static and forms 



18 
 

consistently at gene-poor regions that contain repetitive elements, across all cell types. 

Most of constitutive heterochromatin forms around centromeres (pericentromeric) and 

at telomeres (Allshire & Madhani, 2018; Saksouk et al., 2015). Besides repeat DNA, 

proteins, RNAs, and various epigenetic modifications are enriched inside constitutive 

heterochromatin (Singh & Newman, 2020). Main epigenetic features of constitutive 

heterochromatin include histone H3 lysine 9 methylation (H3K9me3) and its reader 

protein heterochromatin protein 1 (HP1). Mammalian HP1α phase separates in vitro, 

indicating that constitutive heterochromatin may have features of biomolecular 

condensates (Larson et al., 2017; Strom et al., 2017).  

 

1.5 Retrotransposons  

 
Retrotransposons replicate via RNA Polymerase II (RNAPII) transcription followed 

by reverse transcription and reintegration into the genome, and account for more than 

40% of human and mouse genomes (Thompson et al., 2016; Venter et al., 2001). They 

can be split into two groups based on whether they still contain long-terminal repeats 

(LTRs). Retrotransposons without LTRs comprise long and short interspersed nuclear 

elements (LINEs and SINEs) and SINE-Variable number tandem repeat-Alu (SVA) 

elements (Thompson et al., 2016). Those with LTRs are also called endogenous 

retroviruses (ERVs) or LTR retrotransposons and they comprise 10% of the mouse 

genome (Stocking & Kozak, 2008). ERVs are remnants of past retroviral infections 

that have permanently integrated into the host genomes. There are several important 

sub-classes of ERVs including MMERVK, MMETN and intracisternal A-type particles 

(IAPs) (Fig. 1.3). Unlike human, mouse ERVs are still capable of transposition and 

they contribute to about 12% of pathological mutations (Gagnier et al., 2019; Goodier 

& Kazazian, 2008). ERVs that gain retrotransposition activity but are not pathogenic 

have a strong gene regulatory potential (Mager & Stoye, 2015). They are capable of 

co-opting as ERV enhancers, lncRNAs or novel chimeric proteins  (Enriquez-Gasca et 

al., 2022; Mager & Stoye, 2015). ERV inserted upstream of the agouti gene can cause 
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ectopic expression of agouti protein in mice, and LTRs derived from ERVs can drive 

transcriptional programs that move 2C-like cells away from pluripotency (Macfarlan 

et al., 2012; Morgan et al., 1999).  In addition, perturbation of epigenetic repressors of 

retrotransposons can lead to de novo retrotransposition and have a tumor-suppressive 

role in acute myeloid leukemia (AML), and retrotransposon-derived RNA can adopt 

the role of viral replication intermediates and stimulate inflammation (Ahmad et al., 

2018; Gu et al., 2021).  

 

ERVs contain several essential components including: 5’ and 3’ LTRs (with identical 

sequences), pro-viral elements that encode proteins necessary for viral replication (gag, 

encoding a group-specific retroviral antigen, pol, encoding a reverse transcriptase, and 

env, encoding an envelope protein) (Fig. 1.3). Recombination between 5′ and 3′ LTRs 

removes the internal region, producing “solo” LTRs, which contain unique 3′ (U3) and 

5′ (U5) regions and a regulatory region that includes the transcription start site (TSS) 

(Thompson et al., 2016). LTRs frequently contain combinations of several transcription 

factor binding sites (TFBSs), in addition to core polymerase II promoter elements (for 

instance, TATA box) and may also include a splice donor site within the U5 region 

(Thompson et al., 2016). 

 

LTRs comprise regulatory elements necessary for proviral transcription including 

TFBSs. Cellular TFs are recruited to LTRs and boost transcription of proviral mRNA 

(Thompson et al., 2016). Genome-wide studies show about 20% of all TFBSs are found 

within TEs in both mouse and human cell lines (Sundaram et al., 2014). These TFs 

include key pluripotency factors, including octamer-binding transcription factor 4 

(OCT4), SRY (sex determining region Y)-box 2 (SOX2), homeobox protein NANOG, 

and p53 (Kunarso et al., 2010; T. Wang et al., 2007).    
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Figure 1.3. Classes of retrotransposons in the mouse. (top) ERV sub-classes in red are 

relevant for this study. (bottom) Elements found in typical ERVs. Full-length ERVs have 5′ 

and 3′ LTRs, and an “internal” region that includes a primer-binding site (PBS) that plays a 

role in the priming of reverse transcription and retroviral proteins gag, pol, and a truncated or 

mutated env gene (Δenv) (Thompson et al., 2016). Figure was adapted from Thompson et al., 

2016. Figure created using Adobe Illustrator and BioRender.com.  

 

In mouse embryonic stem cells (mESCs), ERVs are transcriptionally silenced by DNA 

sequence-specific Krüppel-associated box zinc finger proteins (KRAB-ZFPs) that 

recruit the co-repressor TRIM28 which in turn recruits the histone H3 lysine 9 (H3K9) 

methyltransferase SETDB1 and the heterochromatin protein HP1α (Enriquez-Gasca 

et al., 2022; Lachner et al., 2001; Matsui et al., 2010; Thompson et al., 2016; Wolf et 
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al., 2015). Indeed, chromatin immunoprecipitation sequencing (ChIP-seq) analysis in 

mESCs reveals that the IAP elements are marked by H3K9me3, TRIM28 and HP1α, 

but not typically occupied by active chromatin marks and pluripotency factors (Figure 

1.4). Heterochromatin components, in turn, do not typically occupy enhancers enriched 

in pluripotency TFs (OCT4, SOX2, and NANOG) that control the cell-specific 

transcriptional program of mESCs (Asimi et al., 2022).        

 
 
Figure 1.4. Epigenetic regulators of ERV repression and transcription. a. (left) 

TRIM28/HP1 pathway for retrotransposon repression implicates several epigenetic regulators 

and modifications including: TRIM28, H3K9me3, SETDB1, HP1a and KRAB-ZFPs. (right) 

Active transcription involves transcription factors (TFs) that occupy enhancer sites and recruit 

Mediator complex and RNAPII. b. Overview of epigenetic regulator occupancy at full-length 

IAPs and enhancers (heatmaps of ChIP-seq read densities within a 2kb window). The genomic 

elements were length-normalized. Rpm: reads per million. Figure adapted from Asimi et al., 

2022. 
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ERV expression is regulated via the TRIM28/HP1α silencing pathway. ERVs follow 

specific expression patterns at precise developmental stages, and surges or almost 

complete shutdowns of transcription are essential for development (Gerdes et al., 2016). 

IAP transcripts are transferred from the oocyte to the zygote, but they bottom out 

during the two-cell stage, followed by a peak during the blastocyst stage (Fig. 1.5). 

ERV expression is subsequently kept downregulated, including by DNA methylation 

mechanisms. This dynamic expression curve needs to be closely controlled for proper 

development, for example, deletion of maternal TRIM28 alone leads to embryonic 

lethality  (Messerschmidt et al., 2012).  

 

 

Figure 1.5. ERVs undergo waves of highly controlled epigenetic derepression during 

early development. IAP expression is carried from the oocyte into early embryos. IAP 

expression downregulates until two-cell stage and then peaks at the blastocyst stage before 

being silenced again into the late embryonic stages. Figure created using Adobe Illustrator and 

BioRender.com. 
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1.6 RNA in formation and regulation of transcriptional 

condensates 

 

RNA may play an important role in nuclear organization (Nickerson et al., 1989; J. 

Rinn & Guttman, 2014). Thousands of non-coding RNAs (ncRNAs) are enriched in 

the nucleus where they participate in important regulatory processes (Frankish et al., 

2019; J. L. Rinn & Chang, 2012). NcRNAs play a role in transcriptional regulation, 

cleavage and modification of pre-rRNAs, and splicing of pre-mRNAs (Black, 2003; 

Egloff et al., 2018; Kiss-László et al., 1996; Nilsen & Graveley, 2010; Plath et al., 2002; 

Watkins & Bohnsack, 2012). Moreover, ncRNAs seem to be preferentially enriched in 

specific regions of the nucleus and many localize to the sites of their production 

(Quinodoz et al., 2021; Quinodoz & Guttman, 2022). Most of the well-characterized 

biomolecular condensates to date contain RNA as one of the components (Sabari et 

al., 2020).  

 

RNA may nucleate condensates by locally concentrating RNA-binding proteins, by 

promoting electrostatic interactions with proteins or by establishing secondary 

structures that facilitate RNA–protein or RNA–RNA interactions (Aumiller et al., 

2016; Boeynaems et al., 2017; Burke et al., 2015; Drobot et al., 2018; Jain & Vale, 

2017; Langdon et al., 2018). Active gene transcription produces nascent RNAs that are 

involved in condensate formation at nuclear compartments like nucleoli, Cajal bodies, 

and histone locus bodies (Berry et al., 2015; Sawyer et al., 2017). By proxy, it is 

conceivable that RNAs produced at transcribed enhancers, DNA damage sites and 

repetitive elements are involved in the nucleation of nuclear condensates (Arner et al., 

2015; Frank & Rippe, 2020; Novo et al., 2022; Sabari et al., 2020).  
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Figure 1.6.  Major types of RNA molecules produced by RNA polymerase II. (uaRNA 

- upstream antisense RNA, eRNA - enhancer RNA, lncRNA - long noncoding RNA). Numbers 

and half-life properties of given RNA species were extracted from the following sources: 

Frankish et al., 2019; Hon et al., 2017; W. Li et al., 2016; McStay & Grummt, 2008; Schwalb 

et al., 2016. Figure adapted from Sharp et al., 2022. Figure created using Adobe Illustrator 

and BioRender.com. 

 

RNA properties such as length, structure, concentration and modifications could 

contribute to the formation and function of biomolecular condensates by regulating 

their biophysical features including size, shape, viscosity, surface tension and 

composition (Roden & Gladfelter, 2021). Indeed, recent evidence suggests nascent RNA 

is participating in the formation of transcriptional condensates via electrostatic 

interactions (Henninger et al., 2021). RNAs stemming from repetitive sequences are 

particularly promising due to their high copy number, clustered distribution and 

partial self-complementarity (Frank & Rippe, 2020). Repetitive RNA sequences could 

facilitate phase separation in several ways including by forming a scaffold for the 

recruitment of interacting proteins by increasing the number of binding sites, by using 
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sequence self-complementarity to increase interactions within protein-RNA complexes, 

or by interacting with IDRs (Frank & Rippe, 2020).  

 

1.7 Thesis rationale and aims 
 
Gene transcription occurs in the cell nucleus, the crowded biophysical environment 

composed of DNA, RNA and regulatory proteins. Precise spatial and temporal 

coordination of nuclear components is required to execute lineage-specific gene 

expression programs. Recent advances in the field suggest transcription may be 

mediated by the formation of transcriptional condensates, membranelles nuclear 

structures that concentrate functionally related macromolecules required for 

transcription (Hnisz et al., 2017). Epigenetic regulators are frequently investigated via 

knockout systems, but acute effects on transcription and genomic distribution of 

transcriptional machinery get overlooked. TRIM28 is a ubiquitously expressed adaptor 

protein that loads transcriptional silencing apparatus onto ERVs. Derepression of 

ERVs is correlated with mouse embryonic lethality in a process that is independent of 

transposition, indicating that ERV transcription and ERV RNA action may contribute 

to this phenotype.  

 

By using a rapid degradation system (dTAG), this thesis aims to analyze acute effects 

of TRIM28 depletion on ERV expression, global nascent transcription as well as the 

genomic distribution of transcriptional condensates in mESCs. Combination of nascent 

transcriptome profiling and high-resolution imaging of SE/ERV RNA and RNAPII 

protein was used to determine whether ERV derepression affects pluripotency 

associated SE transcription and alters the association of transcriptional condensates 

with SEs and ERVs. Rescue experiments using pluripotency TF overexpression and 

shRNA knockdown of major ERV repeat classes are used to elucidate the role of TFs 

and ERV RNA in transcriptional condensate association with SEs and ERVs. 
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2 Methods 
 
This section contains detailed descriptions of methods and analyses used to generate 

data presented in the Results section. Majority of protocols have been published in 

Asimi et al., 2022. 

 
2.1 Cell culture 
 
V6.5 mouse Embryonic Stem Cells (mESCs) and induced Pluripotent Stem Cells 

(iPSCs) were cultured on irradiated primary Mouse Embryonic Fibroblasts (MEFs) 

under standard Serum/LIF conditions (knockout DMEM containing 15% fetal bovine 

serum (FBS), supplemented with 1X penicillin/streptomycin, 1X GlutaMAX 

supplement, 1X non-essential amino acids, 0.05mM ß-mercaptoethanol (all from Gibco) 

and 1000 U/ml leukemia inhibitory factor (LIF)). 

 

For ChIP-Seq, TT-SLAM-Seq and RNA-Seq experiments, mESCs were depleted from 

MEFs by incubating them on gelatin-coated cell culture plates for 45 min at 37°C 

allowing MEFs to attach to the plate while mESCs remain in suspension. MEF 

depletion was performed two times after which mESCs were seeded on gelatin-coated 

plates and maintained in Serum/LIF conditions with 2000 U/ml LIF. 

 

For RNA FISH combined with immunofluorescence, MEF-depleted cells were grown 

on round 18mm glass coverslips (Roth LH23.1). Coverslips were coated with 5 µg/ml 

of poly-L-ornithine (Sigma-Aldrich, P4957) for 30 min at 37°C and with 5µg/ml of 

Laminin (Corning, 354232) overnight at 37°C.  

 

To perturb RNAPII condensates, cells were treated 30 minutes with 1.5% 1.6-

hexanediol (Sigma) in Serum/LIF conditions with 2000U/ml LIF.  
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2.2 Generation of the TRIM28-FKBP mESC line 

 

For knock-in of the degradation-sensitive FKBPF36V tag at the N-terminus of 

TRIM28, a repair template containing homology arms spanning upstream and 

downstream of the target site was cloned into a pUC19 vector (NEB) (Fig. 3.1). The 

repair template included a mRuby2 fluorescent protein sequence, P2A linker and the 

FKBP tag sequence (Fig. 3.1) (Nabet et al., 2018). mRuby2-N1 plasmid (Addgene 

#54614) was used to amplify mRuby2 sequence and P2A-FKBP sequence was 

amplified from the PITCh dTAG donor vector (Addgene #91792). A guide RNA 

(Table 1) targeting the N-terminus of TRIM28 was cloned into the sgRNA-Cas9 vector 

pX458 (Addgene: #48138). The repair template and the sgRNA-Cas9 vector were 

transfected into V6.5 mESCs and iPSCs by nucleofection using Amaxa 4D Nucleofector 

X Unit (Lonza) according to the manufacturer’s instructions. To screen for positive 

integrations, the transfected cells were sorted for mRuby2 fluorescent protein 

expression with flow cytometry. The sorted cells were seeded as single cells and 

expanded for a few days. Single colonies were picked and genotyped for the correct 

integration with PCR and Western blot. 
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Name Oligo sequence (5'-3') 

Guide RNA CGTGTGAATGGCGGCCTCGG 
5’ homology arm 
cloning forward 

CCAAGCTTGCATGCCTGCAGGTCGACTCTAGAGGATCCCCCCGAGTTTAACAATAAGAAAGTT
TGGG 

5’ homology arm 
cloning reverse TCTTCGCCCTTAGACACCATGGCCGCCATTCACACG 

3’ homology arm 
cloning forward GGTCGGGTGGCGGCGGATCTGCCTCGGCGGCAGC 

3’ homology arm 
cloning reverse CGTTGTAAAACGACGGCCAGTGAATTCGAGCTCGGTACCCTCCCAGACACTGAGACC 

mRuby2 forward GCGGCGTGTGAATGGCGGCCATGGTGTCTAAGGGCGAAG 

mRuby2  reverse AAGTTAGTAGCTCCGCTTCCCTTGTACAGCTCGTCCATCCC 
mCerulean 
forward GCGGCGTGTGAATGGCGGCCATGGTGAGCAAGGGCGAGGAGCTGTTC 

mCerulean 
reverse GCAGTCGCTGCCGCCGAGGCAGATCCGCCGCCACCCG 

P2A FKBP forward GGATGGACGAGCTGTACAAGGGAAGCGGAGCTACTAACTTCAG 

P2A FKBP reverse GCAGTCGCTGCCGCCGAGGCAGATCCGCCGCCACC 
Genotyping 
primer forward 1 CATCTCGACAGCGCCTGG 

Genotyping 
primer forward 2 ACAAAGGCCACACCCGGG 

Genotyping 
primer reverse GTAGCAGATGCCCTACACAC 

Guide RNA CGTGTGAATGGCGGCCTCGG 
5’ homology arm 
cloning forward 

CCAAGCTTGCATGCCTGCAGGTCGACTCTAGAGGATCCCCCCGAGTTTAACAATAAGAAAGTT
TGGG 

5’ homology arm 
cloning reverse TCTTCGCCCTTAGACACCATGGCCGCCATTCACACG 

3’ homology arm 
cloning forward GGTCGGGTGGCGGCGGATCTGCCTCGGCGGCAGC 

3’ homology arm 
cloning reverse CGTTGTAAAACGACGGCCAGTGAATTCGAGCTCGGTACCCTCCCAGACACTGAGACC 

mRuby2 forward GCGGCGTGTGAATGGCGGCCATGGTGTCTAAGGGCGAAG 

mRuby2  reverse AAGTTAGTAGCTCCGCTTCCCTTGTACAGCTCGTCCATCCC 
                                                                                                                                                                                                                       
Table 1. Oligonucleotides required for TRIM28-FKBP mESC line generation. 

 

2.3 Generation of the TRIM28-FKBP iPSC line 

 

For mouse secondary induced pluripotent stem cells (iPSCs) generation, secondary 

MEFs that contain Doxycycline (Dox)-inducible Oct4, Sox2, Klf4 and c-Myc (OSKM) 

transgenes, and a NANOG::GFP reporter, were reprogrammed (Wernig et al., 2008). 

MEFs were seeded at a low density of about 10,000-25,000 cells per well of a 12-well 
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plate that was coated with 0.2% gelatin. Prior to transgene induction, cells were 

synchronized using a 12-16h incubation in 2.5% FBS containing medium. Medium was 

subsequently switched to 15% FBS/LIF with 2µg/ml Doxycycline. Media was changed 

every day; colonies emerged after about a week and clonal iPSC lines were generated 

within 2 weeks. TRIM28 FKBP knock-in alleles were integrated into the iPSC line 

following the protocol described above.  

 

2.4 Inactivation of NANOG::GFP in the TRIM28-FKBP iPSC 
line 

 

For immunofluorescence combined with RNA FISH experiments in the TRIM28-FKBP 

iPSC line, GFP at the Nanog::GFP locus was inactivated using guide RNA 

(GAAGTTCGAGGGCGACACCC) targeting against the GFP sequence. CRISPR-

Cas9-guide RNA Ribonucleoprotein complex (RNPs) was assembled following the 

manufacturer’s guidelines (Alt-R CRISPR; IDT). 2µl of 200µM crRNA and 2µl of 

200µM tracrRNA were mixed, denatured at 95°C for 5 minutes and allowed to anneal 

while cooling down at room temperature for 20 minutes. 3µl of crRNA-tracrRNA was 

mixed with 1µl of 61µM Cas9 for 20 minutes prior to transfection. TRIM28-FKBP 

iPSCs were transfected with the assembled RNPs by nucleofection using Amaxa 4D 

Nucleofector X Unit (Lonza) according to the manufacturer’s instructions. The cells 

were then sorted for non-GFP cells using flow cytometry. The sorted cells were 

expanded and cultured as a clonal line.  
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2.5 Generation of shRNA IAPEz/MMERVK10C/ 

MMERVK9C/MMETn knockdown mESC lines 

 
Consensus sequences of inner parts of IAPEz, MMERVK10C, MMERVK9C, and 

MMETn were used to design shRNAs (Table 2). shRNA sequences were cloned into 

an inducible plasmid (Tet-pLKO-puro) following the standard cloning protocol 

recommended for this vector. Lentiviruses with the shRNA constructs were generated 

by transfecting HEK293 cells with packaging and envelope plasmids. TRIM28-FKBP 

mESCs were transduced with the virus with 8µg /mL polybrene for 48 hours followed 

by treatment with 2µg/ml puromycin to select for the transduced cells. Single colonies 

were picked, characterized, and expanded as a bulk line for the quadruple knockdown 

line for IAPEz, MMERVK10C, MMERVK9C, MMETn. shRNA expression was 

induced by treatment with 2µg/ml Doxycycline. For the experiment with pre-induction 

of shRNAs the cells were treated for 24 hours with Doxycycline followed by DMSO, 

dTAG-13, or Dox+dTAG-13 for another 24 hours. Tet-pLKO-puro was a gift from 

Dmitri Wiederschain (Novartis, Cambridge US) (Addgene plasmid # 21915). psPAX2 

was a gift from Didier Trono (EPFL Lausanne) (Addgene plasmid # 12260). pCMV-

VSV-G was a gift from Bob Weinberg (WIBR, Cambridge US) (Addgene plasmid # 

8454). S2 work was performed following all relevant guidelines and regulations, 

approved by the Max Planck Institute for Molecular Genetics and the local authorities 

LAGeSo, Berlin (license number: 222/15-17a). 
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Name Oligo sequence (5'-3') 

shRNA_MMETn_1_Fwd 
CCGGTACAGATGGTTAGTGTTAAATCTCGAGATTTAACACTAACCATCTGTATTT
TTG 

shRNA_MMETn_1_Rev 
AATTCAAAAATACAGATGGTTAGTGTTAAATCTCGAGATTTAACACTAACCATCT
GTA 

shRNA_MMETn_2_Fwd 
CCGGGACATCCAAACTTCGTAATATCTCGAGATATTACGAAGTTTGGATGTCTTT
TTG 

shRNA_MMETn_2_Rev 
AATTCAAAAAGACATCCAAACTTCGTAATATCTCGAGATATTACGAAGTTTGGAT
GTC 

shRNA_MMERVK9c_1_Fwd 
CCGGCCCAGAGGCAGAGAGAAATTTCTCGAGAAATTTCTCTCTGCCTCTGGGTTT
TTG 

shRNA_MMERVK9c_1_Rev 
AATTCAAAAACCCAGAGGCAGAGAGAAATTTCTCGAGAAATTTCTCTCTGCCTCT
GGG 

shRNA_MMERVK9c_2_Fwd 
CCGGTTCTCTGCAATCGTGATTATTCTCGAGAATAATCACGATTGCAGAGAATTT
TTG 

shRNA_MMERVK9c_2_Rev 
AATTCAAAAATTCTCTGCAATCGTGATTATTCTCGAGAATAATCACGATTGCAGA
GAA 

shRNA_MMERVK10c_1_Fwd 
CCGGCCGGTAAGTGTAAAGAAATTACTCGAGTAATTTCTTTACACTTACCGGTTT
TTG 

shRNA_MMERVK10c_1_Rev 
AATTCAAAAACCGGTAAGTGTAAAGAAATTACTCGAGTAATTTCTTTACACTTAC
CGG 

shRNA_MMERVK10c_2_Fwd 
CCGGCAAGGCCGTTATGGAAATTAACTCGAGTTAATTTCCATAACGGCCTTGTTT
TTG 

shRNA_MMERVK10c_2_Rev 
AATTCAAAAACAAGGCCGTTATGGAAATTAACTCGAGTTAATTTCCATAACGGCC
TTG 

shRNA_IAPez_1_Fwd oligo 
CCGGACTGCGGGTCGCGGTAATAAACTCGAGTTTATTACCGCGACCCGCAGTTT
TTTG 

shRNA_IAPez_1_Rev oligo 
AATTCAAAAAACTGCGGGTCGCGGTAATAAACTCGAGTTTATTACCGCGACCCG
CAGT 

shRNA_IAPez_2_Fwd oligo 
CCGGGTAGGAGCAAAGAGGAAATATCTCGAGATATTTCCTCTTTGCTCCTACTTT
TTG 

shRNA_IAPez_2_Rev oligo 
AATTCAAAAAGTAGGAGCAAAGAGGAAATATCTCGAGATATTTCCTCTTTGCTCC
TAC 

shRNA_MMETn_1_Fwd 
CCGGTACAGATGGTTAGTGTTAAATCTCGAGATTTAACACTAACCATCTGTATTT
TTG 

shRNA_MMETn_1_Rev 
AATTCAAAAATACAGATGGTTAGTGTTAAATCTCGAGATTTAACACTAACCATCT
GTA 

shRNA_MMETn_2_Fwd 
CCGGGACATCCAAACTTCGTAATATCTCGAGATATTACGAAGTTTGGATGTCTTT
TTG 

shRNA_MMETn_2_Rev 
AATTCAAAAAGACATCCAAACTTCGTAATATCTCGAGATATTACGAAGTTTGGAT
GTC 

shRNA_MMERVK9c_1_Fwd 
CCGGCCCAGAGGCAGAGAGAAATTTCTCGAGAAATTTCTCTCTGCCTCTGGGTTT
TTG 

                                                                                                                                                                                                  
Table 2. Oligonucleotides required for IAPEz/MMERVK10C/ MMERVK9C/MMETn 
shRNA plasmid cloning. 
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2.6 Integration of PiggyBac transposon encoding Dox-inducible 

ERVs 

 

The PB-tetO-lox-GFPpA-lox-IAPEz, and -MMERVK10C constructs (Dox-inducible 

GFP) were created by digesting an “all-in-one” PiggyBac, TREG/Tet-3G plasmid 

(Addgene plasmid # 97421; a gift from Steven Carr & Samuel [Broad Institute, 

Cambridge US]) with restriction enzymes NcoI and KpnI and cloning the 

PB_ATG_GFP oligonucleotide to insert a start-codon “ATG” in front of the existing 

GFP via NEBuilder HiFi Assembly according to manufacturer’s instructions. To 

integrate the loxP sites, the plasmid was digested with NheI and BamHI and integrated 

the sequences loxP_upstream and loxP_downstream were integrated. To integrate 

various IAP and MMERVK10C sequences, sequences from gDNA were amplified with 

primers binding in conserved regions of the ERVs and overhangs to the PiggyBac 

plasmid. After size selection (~900bp) fragments were cloned into the PiggyBac 

construct by cutting with BamHI and cloning via NEBuilder HiFi Assembly according 

to the manufacturer’s instructions. The constructs were randomly integrated in the 

mESC V6.5 Trim28-FKBP subclone by co-transfecting 4x105 cells with 8.5µg PB-

tetO-lox-GFPpA-lox-IAPEz, or -MMERVK10C and 1.5µg Super PiggyBac transposase 

expression vector (SBI, PB210PA-1) using FuGENE HD Transfection Reagent 

(Promega). After 4 days of Puromycin selection (2µg/ml) single colonies were picked, 

expanded and tested for doxycycline-inducibility of the GFP construct monitored by 

GFP detection with FACS. Clones expressing high levels of GFP were selected and 

expanded for subsequent experiments. A plasmid encoding Cre recombinase was 

transfected to catalyze recombination between the two homologous loxP sites, 

removing the GFP sequence to generate isogenic cell lines, with the same copy number 

and insertion sites of either GFP or IAPEz/MMERVK10C. The sequence of GFP until 

the polyA is ~900bp long and comparable with the length of the IAPEz and 

MMERVK10C sequences. 
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2.7 Deletion of ERVs in the TRIM28-FKBP mESC line 

To generate a TRIM28-FKBP mESC line with three ERV deletions at the Cthrc1 

locus, deletions of MMETn, MMERVK and IAP sequences were performed sequentially 

with CRISPR/Cas9. Guide RNAs (Table 3) flanking the individual ERV elements 

were cloned into the sgRNA-Cas9 vector pX458 and the two vectors for each cut were 

delivered to cells with Lipofectamine 2000 (Thermo Fisher, 11668027) according to 

manufacturer’s instructions. Transfected cells were sorted based on GFP expression 

two days later with flow cytometry. Single colonies were picked, genotyped and clones 

with homozygous deletion were selected for the next ERV deletion. Deletions were also 

confirmed by sequencing the PCR products. 

Name Oligo sequence (5'-3') 

MMETn deletion gRNA1 Fw CACCGAAACATCAGTGAAACAGAGT 

MMETn deletion gRNA1 Rev AAACACTCTGTTTCACTGATGTTTC 

MMETn deletion gRNA2 Fw CACCGTTGCTGTGGCAAACATGTGA 

MMETn deletion gRNA2 Rev AAACTCACATGTTTGCCACAGCAAC 

MMETn deletion genotyping Fw CAGTTTGGTGGAGTATGGATTTT 

MMETn deletion genotyping Rev ACACAGGTCAAATGCACAGA 

MMETn non-deletion genotyping Fw CACCACCACCTAGCCCATAA 

MMERVK9C deletion gRNA1 Fw CACCGATATGTCTGTAATCACACAC 

MMERVK9C deletion gRNA1 Rev AAACGTGTGTGATTACAGACATATC 

MMERVK9C deletion gRNA2 Fw CACCGACTGTTTTGTCATTCTGTGG 

MMERVK9C deletion gRNA2 Rev AAACCCACAGAATGACAAAACAGTC 

MMERVK9C deletion genotyping Fw TTTCCCAGACTGAGACGGAG 

MMERVK9C deletion genotyping Rev AAGTGACACAGGGCTTATGG 

MMERVK9C non-deletion genotyping Rev ATCTTTCTCTCACACCGCCA 

IAP deletion gRNA1 Fw CACCGTGCTGTCTAATAGAGACCGG 

IAP deletion gRNA1 Rev AAACCCGGTCTCTATTAGACAGCAC 

IAP deletion gRNA2 Fw CACCGGTGGCCGACTCAGTAGTTGG 

IAP deletion gRNA2 Rev AAACCCAACTACTGAGTCGGCCACC 

IAP deletion genotyping Fw CTTCAATGAGATCTGATGCCCA 

IAP deletion genotyping Rev AAGTCCACTGAGAACCCACC 

IAP non-deletion genotyping Fw GCCGGTTTAGATGGTCCTATT 

                                                                                                                                                                                                

Table 3. Oligonucleotides required for Cthrc1 locus ERV deletion in the TRIM28-

FKBP mESC line 
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2.8 TRIM28 degradation 
 
Across all experiments involving TRIM28 degradation, prior to treatment, cells were 

seeded onto 0.2% gelatin-coated plates after two rounds of MEF depletion. For 

TRIM28 degradation, 500nM of dTAG-13 compound (Nabet et al., 2018) was mixed 

with mESC media (Supplemented with 2000 U/mL LIF) and incubated for the 

indicated time duration. Media was changed daily using fresh dTAG-13.  

 

2.9  Western blot 

 

Cell lysis of cultured cells was performed in RIPA buffer for 30 minutes at 4ºC, followed 

by centrifugation for 20 minutes at maximum speed. The supernatant was then 

transferred to a new tube and quantified by BCA assay (Thermo Scientific). Extracted 

protein (10µg) was run on a 4-12% NuPAGE SDS gel and transferred onto a PVDF 

membrane using iBlot2 Dry Gel Transfer Device (Invitrogen) according to 

manufacturer’s instructions. The blots were blocked with 5% skim milk in TBST and 

incubated with primary antibodies. Primary antibodies used in this study include 

TRIM28 (ab22553; 1:500), ACTB (ab8226; 1:1000), OCT4 (ab19857; 1:500), OCT4 

(sc-5279; 1:500), HSP90 (BD610419; 1:4000), SOX2 (ab79351; 1:500). HRP-conjugated 

secondary antibodies (115-035-174, 211-032-171, Jackson Immuno) were used against 

the host species at 1:3000 – 1:5000 dilution and visualized with HRP substrate 

SuperSignal West Dura (Thermo Scientific). 

 

2.10  Proteomics sample preparation and liquid chromatography 

with tandem mass spectrometry (LC-MS/MS)  

 

Proteomics sample preparation was performed according to an available protocol with 

minor modifications (Kulak et al., 2014). Three biological replicates of dTAG-13 -

treated samples with 4 million cells per replicate were lysed under denaturing 
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conditions and sequentially digested with LysC and Trypsin (Roche, Basel, 

Switzerland). Peptide desalting was performed according to the manufacturer’s 

instructions (Pierce C18 Tips, Thermo Scientific, Waltham, MA). Desalted peptides 

were further separated into four fractions by strong cation exchange chromatography 

(SCX, 3M Purification, Meriden, CT). LC-MS/MS was carried out by nanoflow reverse 

phase liquid chromatography (Dionex Ultimate 3000, Thermo Scientific) coupled 

online to a Q-Exactive HF Orbitrap mass spectrometer (Thermo Scientific), as 

reported previously 64. Briefly, the LC separation was performed using a PicoFrit 

analytical column (75 µm ID × 50 cm long, 15 µm Tip ID; New Objectives, Woburn, 

MA) in-house packed with 3-µm C18 resin (Reprosil-AQ Pur, Dr. Maisch, Ammerbuch, 

Germany). Raw MS data were processed with MaxQuant software (v1.6.10.43) and 

searched against the mouse proteome database UniProtKB with 55,471 entries, 

released in May 2020. The MaxQuant processed output files can be retrieved 

(Supplemental Table 3 in Asimi et al., 2022), including peptide and protein 

identification, accession numbers, % sequence coverage of the protein, q-values, and 

label-free quantification (LFQ) intensities. The mass spectrometry data have been 

deposited to the ProteomeXchange Consortium 

(http://proteomecentral.proteomexchange.org) via the PRIDE partner repository with 

the dataset identifier PDX021895 (Martens et al., 2005). The correlation analysis of 

biological replicates and the calculation of significantly different proteins were done 

with Perseus (v1.6.14.0). Only groups with valid values in at least one group were 

used, missing values were replaced by values from the normal distribution.  

 

2.11  RNA isolation and quantitative Real-Time PCR (qRT-

PCR) 

 

RNeasy kit (Qiagen) was used to isolate RNA from cultured cells, according to 

manufacturer’s instructions. RNA (1µg) was used for cDNA synthesis using RevertAid 

First Strand cDNA synthesis kit (Thermo Scientific) with random hexamer primers 



36 
 

according to manufacturer’s instructions. qRT-PCR was performed with primers 

(Table 4) and 2X PowerUP SYBR green master mix (Applied Biosystems).  

 

Name Oligo sequence (5'-3') 

pri-miR290-295 transcript 
  

TTTCAAGGGAGGAACGAGCC 

TAGACTCCCTAGACCTGCCC 

miR290-295 super-enhancer 
  

GAGTCGAAGGCAGGAGGATG 

CTCCGAGTAGAGGCTGTCC 

Klf4 transcript 
  

CGGGAAGGGAGAAGACACT 

GAGTTCCTCACGCCAACG 

Klf4 super-enhancer 
  

TCGTTATGGGAGAAGGAGCC 

CAGATGCCTTCCACTTGCTG 

IAPez 
  

TCTTTTAGAAGTGGCTGGAGTGA 

TGCTGAAAAATATTGGCAACTC 

Cthrc1 nascent transcript 
  

ACACTAGCGCTTACAGATGGT 

GTGGCCCAGTTAGTTTCACG 

Cthrc1 transcript 
  

GACCTCTTCCCATCGAAGCC 

CACAGAGTCCTTCCACAGAGG 

MMERVK10c 
  

GCCACCAGAGACATGGTTTT 

CGGGCTTCTTTTCTTGTGAG 

Slc25a32 
  

TATCAGGTTGTGAGAGCCCG 

ACCGATGCCTTCTTTCCTCC 

Dcaf13 
  

AGCTGGACATACAAAGAGTCCC 

GCTTTGCAAACACTCGTTCCA 

Fzd6 
  

CCCCCACCGAAAGCTCG 

CTGGGGCAACTGCTCGG 

Rims2 
  

GGAGAGGAAAATCATCCTGGCT 

AAAGGGAAACCACTGTGTCG 
                                                                                                                                                                                                 

Table 4. qRT-PCR primer sequences 

 

2.12  RNA-FISH combined with Immunofluorescence (IF) 

 

RNA-FISH combined with Immunofluorescence was performed as previously described 

(Sabari et al., 2018). For immunofluorescence, dTAG-13 or DMSO treated cells were 
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fixed in 4% PFA for 10 minutes at RT and stored in PBS at 4°C. All buffers and 

antibodies were diluted in RNase-free PBS (Thermo Fisher, AM9624). Cells were 

permeabilized with 0.5% Triton X-100 (Thermo Fisher, 85111) for 10 min at RT, 

followed by three consecutive 5 min PBS washes. Cells were then incubated in the 

primary antibody (RNAPII (abcam, ab817) at 1:500, NFY-A (Santa Cruz, sc-17753 

X) at 1:250, NRF1 (abcam, ab55744) at 1:500, MED1 (abcam, ab64965) at 1:500 and 

MED23 (Bethyl Labs, A300-425A) in PBS overnight. After two 5 min PBS washes, 

cells were incubated in the secondary antibody (Invitrogen, goat anti-mouse Alexa 488 

(A-11001) or goat anti-rabbit Alexa 488 (A-11008)) at 1:500 in PBS for 60 min at RT. 

Cells were washed twice in PBS for 5 min and re-fixed with 4% PFA in PBS for 10 

min at RT. Following two 5 min PBS washes, cells were washed once with 20% Stellaris 

RNA FISH Wash Buffer A (Biosearch Technologies, Inc., SMF-WA1-60), 10% 

Deionized Formamide (EMD Millipore, S4117) in RNase-free water (Invitrogen, 

10977035) for 5 min at RT. Cells were hybridized with 90% Stellaris RNA FISH 

Hybridization Buffer (Biosearch Technologies, SMF-HB1-10), 10% Deionized 

Formamide and 12.5 or 25 µM Stellaris RNA FISH probes. Probes were hybridized in 

a humidified chamber O/N at 37°C. Cells were washed with Wash Buffer A for 30 min 

at 37°C and stained with 0.24µg/mL DAPI in Wash Buffer A for 3 min at RT. Cell 

were washed with Stellaris RNA FISH Wash Buffer B (Biosearch Technologies, SMF-

WB1-20) for 5 min at RT, mounted onto glass microscopy slides with Vectashield 

mounting medium (Vector Laboratories, H-1900) and sealed using transparent nail 

polish. Images were acquired with LSM880 Airyscan microscope equipped with a Plan-

Apochromat-63x/1.40 oil DIC objective or Z1 Observer (Zeiss) microscope with 100X 

magnification, with Zen2.3 version 2.3.69.1016 (blue edition) or Zen (version black). 

Images were processed with ZEN 3.1 (Zeiss) and ImageJ software version 2.1.0/1.53i. 

ImageJ co-localization plugins were used for co-localization analysis of ERV IAP RNA 

FISH with RNAPII and MED1 IF (Bolte & Cordelières, 2006; Gilles et al., 2017). For 

nearest RNAPII cluster distance analysis in the miR290-295 RNA FISH dataset, z-

projections consisting of ±4.5 slices around the FISH spot were obtained in both 
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channels, thresholded to allow detection of individual RNAPII clusters. Center of mass 

distances to the nearest cluster were calculated using FIJI (DiAna) (Gilles et al., 2017). 

RNA FISH probes were designed and generated by Biosearch Technologies Stellaris 

RNA FISH to target introns of miR290-295 primary transcript and Cthrc1, and IAPEz 

transcripts. Sequences of RNA-FISH probes are available in Table 5.  

 
Mir290-295 IAPez Cthrc1 Fgf4 

1 gctagcctgccttttaaaaa taacagtctgctttacggga cgtagcggttcaagactctg tcggcgcgcccagaactcac 

2 gagcgaggaaggctgagttc tccttagaaagttcaaggcc atgtggtgacctctcatgat actactgcccgggaccctat 

3 aatgtcttctttggagacca agattgccctgaatttcatc acttacacggatttgggcat gggagctcgactctactcag 

4 actctttttccacacacatt cttggaaaggcctgtatact tggagccagaaattactggg ctgactctcgcgtgggccgc 

5 ttcctcccttgaaattatgt atctagtgacgagtatctcc ctcgggctttcttttgaaat cgccgggtgcgctctcagtc 

6 tactcactttccccacatag ctgtttcctcagaggagaat ctcacaaaggacacgttgca gagagaccaggcttccgaag 

7 taactcctagctttggtttc ttttggcttttttcttgacc aacaaatgctttgtgggggt gggtgaaggcgatggaattc 

8 aatgtactgcatagactccc tatatttgcccatactaggg cccagggagatgacacaaag cccgggctcccgtgggtgcg 

9 cttaaaattcactccaacct gtagtttgtctgatcagcag tgtggtcctctaaggagtaa cagcctcagtctgggcgctt 

10 ccaggaggaaagaacgtgga cttgtaagcctttgttcttt ttcagcttcaaagcctctga gtctaccggtggccctcaag 

11 gcggtccagacgttaaaaca cttgccacacttagagcaaa agatcaggcaaaatgggtcc aagctttaagagctcatctc 

12 gctggtaaatgtgccagata ggaagaattctgccctttat ctgactgctcatctgtttta tctcgatgctggggtgaaaa 

13 cagttaacccggaacacgtg taataggaagtcggaggcgg agtgttcctgactggttaag acagaccctccgactctaag 

14 tttcttcgaatccgtactca ctatcctatctcctttacta gaaagcccttgggatatttg tcagaaaagcctaggtgacc 

15 tcgctatactcagtctcatt gtattatcagggaggagcag cagactttcccacagattag agccagacccgctggcactc 

16 tacaacgaccacctcagtta tatctcaggtcctgcaaatt ctccactaggtttattgact ctagtcttgcacactgtatc 

17 taacagctccaagcagcgac actcttttccgttgatctta gtgggacagacaaactctct cctctgtgaccaacacacaa 

18 gcgtcagatgcaaagctatg tatacttttatctgctccgg caaatctatcgatggctggc ctgaaaacgtgagacctggc 

19 taaactccaagcctaaaccc atgagatgactctgtggtgg cagaagtttatgatgtgcca tctagaaacccagcctggct 

20 aactgaaccgccctctttag gcccaaatgctgcataatat agtgcctgacaaccatatag ttggatggggtagttccctt 

21 acgactgccttacatccatc gggcgttttcattggacaaa aactagctgtcaaggagctt aagtacctcactcaggagga 

22 caatctacaatgcacctgga taattgttcctctaccagtt ccagtgcttttgaatcagtt cttaatatctcctgctggag 

23 ttagttcttagccgttttga gagtattccaaggtgaggta tgcgtgaaacagcagggatt ataagtccacgctaggcata 

24 agaaatgcaaccccagtgaa cccttggacacaaaggtata gtataatccttagaggggga tgtcccagatttcgaagagg 

25 gactcaaacccacatgtgac tggtaagaccttccattgat cacagtatgcttttccaagt taggtaggcggagtgtcaaa 

26 aacgcggaaagcctttagta ctttatggcacaggaggatg cctaatgactgtgtggactt caatcgggacccaagagatc 

27 tccaacttccaagacctgag actttttctgtggctatctg gcgtgaaagacacgctttga aaagagggtactgggtgagc 

28 aggtaagcgattccaggttg gatctcttcttatctctacc gctagttccaataggtattt  

29 agcacacatacctgtttcaa ccttaactcagcggaaggaa cctctcaggaaagatgctac  

30 tagccagtggcaacgaattc ggggaggagatatgaggatc ttgcttatcaattcctgcac  

                                                                                                                                                                                                   
Table 5. Sequences of RNA-FISH probes. 
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 Mir290-295 IAPez Cthrc1 Fgf4 

31 taatatggcggccacgtgag attctgtaaggctttttcca gcattcttgccatgaagtta  

32 gcaactacagtagtcaagca ttttagctggggatacgttt cctcagcaggtgtgtaataa  

33 ccaactacagtagtcaagca taagggcaagctgtgcaatt ccagttagtttcacgtgatc  

34 ttaaagtcagctacagccag tgtttggataccactttacc cccatttttatgcagaggaa  

35 aagcttgtttgtgctaggag taacaatgtcacgggcttct ctaagttgtatgtgcacctc  

36 ttatgggtattatctacccg agaactcacagcagctttga agtagctgtcttgtatcaca  

37 ctgggctattgtaaagccaa aataccgcgtgggttaattc ggacttggttcttggaactt  

38 agattatgcttagggcacac tttctccggttaacggagaa cctgacattctatgttagct  

39 gctaggcaggattacattca ctggctctgaacaatgacgt ggcgaactcattttaagggt  

40 ttgaaggcaagtaagtaccc aaggctgtctgaatcaaggc gtccgtgttctaatggatta  

41 ccacagatgacacccaaatg tgttaatggtgtcagtcgtc gtcaaatgatcacagctgcg  

42 cacctcagcttttacttttg atcttgacattagctgaggc ggggacagtaccattactta  

43 ctgtcaaatctgggtcactt tgacaaattagctgccctag ccagtcacgtggtaattttt  

44 gccaaaaggataaatgcagc aattcagccgtccaattttg ggcgaccaaggacaaaagga  

45 ttcgctagatccaaacatgc ctgaagtctcaattcccgaa ccctaatttcagcagtttta  

46 gttgattgaagttccgatgc agatccaattgggtaatcct cagaatcaccatcgtcacta  

47 gatgagcaagcaaggagtct aatgagactagcctcgtgag ctgacatgctattttgcgtg  

48 aaagcagccgacctgtgaat tgtaggtaaaggagccgtac tccctggatcattcatcaaa  
 

Table 5. (continued) Sequences of RNA-FISH probes.  

 

2.13  TrueSeq Stranded mRNA-seq 
 

mESCs were cultured with either DMSO or 500 nM dTAG-13 for 2, 6, 24 and 96 hours. 

RNA was isolated using RNeasy kit (Qiagen) and 1µg of RNA was used for preparing 

the libraries. TrueSeq Stranded mRNA capture kit was used to prepare the libraries 

(KAPA biosystems) according to manufacturer’s instructions. Unique Dual-Indexed 

(UDI; KAPA biosystems) adapters were ligated and the library was amplified for 8 

cycles. The libraries were then sequenced as Paired-end 100 (PE100) on a Novaseq6000 

with 50 million fragments per library.  
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2.14 . TT-SLAM-Seq 
 

TT-SLAM-Seq was performed as described previously (Reichholf et al., 2019). Briefly, 

cells were treated with DMSO or 500 nM dTAG-13 for 2, 6 or 24 hours and subjected 

to 15 minutes of 4-Thiouridine (4sU) labeling using 500 µM 4sU. Total RNA was 

extracted with Trizol (Ambion) and 24:1 chloroform:isoamylalcohol (Sigma), while 

using 0.1 mM DTT in isopropanol precipitation and ethanol washes. For each sample, 

50 µg of total RNA was fragmented with Magnesium RNA Fragmentation Module 

(NEB), and fragmentation buffer was removed from samples with ethanol precipitation 

in presence of 0.1 mM DTT. RNA was then resuspended in 350 µl RNAse free water, 

diluted in biotinylation buffer (200 mM HEPES pH 7.5, and 10 mM EDTA) and topped 

up with 5 µg MTS-Biotin (previously diluted to 50 µg/ml in dimethylformamide) to 

reach a final volume of 500 µl. Biotinylation reaction was incubated for 30 minutes at 

room temperature while keeping samples in rotation and protected from light. 

Unbound biotin was removed with Acid-Phenol:Chloroform extraction (124:24:1, 

Ambion) and isopropanol precipitation. Biotinylated RNA was resuspended in 100 µl 

RNAse-free water, denatured in 65 °C for 10 minutes and then cooled on ice for 5 

minutes. The biotinylated RNA was captured with 100 µl µMACS streptavidin beads 

(Miltenyi) by incubating for 15 minutes in rotation while keeping samples protected 

from light. µMACS columns were equilibrated on magnetic stand with nucleic acid 

equilibration buffer and two times with biotinylation buffer (20 mM HEPES, 1 mM 

EDTA, pH 8). Beads were transferred to columns, washed three times with wash buffer 

(100 mM Tris-HCl pH7.5, 10 mM EDTA, 1 M NaCl and 0.1 % Tween 20) and labeled 

RNA was eluted two times with total 200 µl of 100 mM DTT. RNA was cleaned up 

with RNEasy Minelute columns (Qiagen) and eluted to RNAse-free water with 1 mM 

DTT. 4sU residues of RNA were alkylated with iodoacetamide treatment (10 mM 

iodoacetamide in 50 mM NaPO4, pH 8, and 50 % DMSO) by incubating samples in 

50 °C for 15 minutes, followed by quenching with 20 mM DTT. RNA samples were 

purified with ethanol precipitation and treated with Turbo DNAse (Invitrogen). 

Sequencing libraries were prepared with NEBNext Ultra II Directional RNA Library 
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Prep Kit and NEBNext Multiplex Oligos (NEB), according to manufacturer’s 

instructions, except for using 8 minutes incubation time in fragmentation step. 

 

2.15 . H3K27Ac and H3K9me3 ChIP-Seq 
 

For ChIP-Seq experiments, DMSO and dTAG-13 treated cells were detached with 

TrypLE Express (Gibco), washed once with PBS, fixed in rotation with 1 % 

formaldehyde for 10 minutes in room temperature followed by 5 minutes of quenching 

with 125 mM glycine. For H3K27Ac and H3K9me3 ChIPs, three million mESCs were 

used per replicate sample, and 750,000 S2 cells were added for exogenous genome spike-

in normalization (Orlando et al., 2014). Cells were lysed in LB1 (50 mM HEPES-KOH, 

140 nM NaCl, 1 mM EDTA, 10 % glycerol, 0.5 % Igepal CA-630 and 0.25 % Triton 

X-100, 5 mM Na-butyrate and 1x protease inhibitor cocktail) and collected by 

centrifugation. Lysis was continued in LB2 (10 mM Tris-HCl pH 8.0, 200 mM NaCl, 

1 mM EDTA, 0.5 mM EGTA, 5 mM Na-butarate and 1x protease inhibitor cocktail) 

followed by centrifugation. Nuclei were lysed in LB3 (10 mM Tris-HCl pH 8.0, 100 

mM NaCl, 1 mM EDTA, 0.5 mM EGTA, 0.1 % Na-deoxycholate, 0.5 % N-

Lauroylsarcosine, 5 mM Na-butyrate and 1x protease inhibitor cocktail) and chromatin 

was fragmented with Bioruptor NextGen for 35 cycles (high setting). Lysates were 

clarified and 10 % of the sample was set aside as input. The remaining sample was 

split in two to capture protein-DNA complexes with 1µg H3K27Ac (ab4729; Abcam) 

and 1µg H3K9me3 (ab8898; Abcam) antibodies by incubating them in rotation 

overnight in 4 °C. This was followed by 24 hours of incubation with Protein A 

Dynabeads (Invitrogen) that had been washed three times with 0.25 % BSA in PBS. 

Beads from immunoprecipitation were washed 7 times with RIPA buffer (50 mM 

HEPES-KOH pH7.5, 1 mM EDTA, 1 % Igepal CA-630, 0.7 % Na-deoxycholate, 500 

mM LiCl, 5 mM Na-butyrate and 1 x protease inhibitor cocktail), once with TE buffer 

(10 mM Tris-HCl pH8.0, 1 mM EDTA and 50 mM NaCl) and eluted from beads with 

Elution buffer (50 mM Tris-HCl pH 8.0, 10 mM EDTA and 1% SDS). Samples were 
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decrosslinked for 16 hours at 65 °C in presence of 550 mM NaCl and proteinase K 

(Ambion), treated with RNAse A (Thermo Scientific) and DNA was extracted with 

Phenol:Chloroform:Isoamylalcohol followed by chloroform extraction and ethanol 

precipitation. Sequencing libraries were prepared from 10 ng of DNA with KAPA 

HyperPrep Kit (Roche) and paired-end sequenced with NovaSeq 6000 (Illumina) to 

produce ~100 million fragments for each library. 

 

2.16 . RNAPII and MED23 ChIP-Seq 
 

Cells were treated with DMSO or 500 nM dTAG-13 for 24 hours. RNAPII and MED23 

ChIP-Seq samples were prepared as described for H3K27Ac and H3K9me3 ChIP-Seq, 

with an exception for MED23 samples: protein-protein crosslinking was performed by 

incubating cells in rotation with 2 mM disuccimidyl glutarate (Thermo Scientific; 

Pierce) in PBS, followed by two washes with PBS and formaldehyde fixation as above. 

30 million and 10 million cells were used for RNAPII and MED23 IPs, respectively. 

RNAPII samples included an exogenous genome spike-in of 7.5 million S2 cells. Cell 

lysis was performed as above and samples were sonicated in sonication buffer (50 mM 

HEPES-KOH pH 7.5, 140 mM EDTA, 1 mM EDTA, 1 mM EGTA, 1 % Triton X-100, 

0.1 % Na-deoxycholate, 0.1 % SDS and 1x protease inhibitors (Roche)) for 35 cycles 

in case of RNAPII samples and 50 cycles for MED23 samples by using Bioruptor 

NextGen (high setting). When preparing beads for IPs, 50 µl of Protein A Dynabeads 

(Invitrogen) was washed three times in blocking buffer (0.5 % BSA in PBS) and then 

bound to 5 µg of RNAPII antibody (8WG16; Biolegend) and 2 µg of Spike-in antibody 

(61686, Active Motif) or 5 µg of MED23 antibody (A300-425A; Bethyl Laboratories) 

during an overnight incubation in blocking buffer. Antibody-conjugated beads were 

washed three times with blocking buffer, resuspended to 100 µl of blocking buffer prior 

to adding them to sheared chromatin in a total volume of 2.5 ml sonication buffer for 

RNAPII and 1 ml for Med23. Immunoprecipitation was performed in rotation 

overnight in 4 °C. Beads were washed twice with sonication buffer, once with sonication 
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buffer containing 500 nM NaCl, once with LiCl wash buffer (20 mM Tris pH 8.0, 1 

mM EDTA, 250 mM LiCl, 0.5 % Igepal CA-630, 0.5 % Na-deoxycholate, 1x protease 

inhibitors) and once with TE buffer (10 mM Tris pH 8.0, 1 mM EDTA, 1x protease 

inhibitors). Samples were eluted from beads with 200 µl elution buffer as above and 

crosslinks were reversed by incubating samples in 65 °C for 16 hours. Samples were 

topped up with 200 µl TE buffer and 8 µl of RNAse A, incubated in 37 °C for 2 hours 

followed by addition of 7 µl of 300 mM CaCl2, 2 µl Proteinase K (Ambion) and 30 

minutes incubation in 37 °C. DNA purified from samples with 

phenol:chloroform:isoamyl alcohol extraction followed by ethanol precipitation. 

Libraries were prepared and sequenced as above for total ~50 million fragments for 

each library. 

 

2.17 . Average image and radial distribution analysis  
 

Image analysis pipeline used for the colocalization analysis of RNA FISH combined 

with IF was described previously (Sabari et al., 2018). MATLAB scripts were used to 

identify RNA FISH foci in z stacks through intensity thresholding (same threshold was 

used for image sets shown on the same figure panels) and create RNA FISH signal 

centroids (x, y, z) that were stitched together and positioned in a box of size l = 1.5 

µm. For identified FISH foci, signal from corresponding location in the IF channel was 

collected in the l x l square centered at the RNA FISH focus at every corresponding z-

slice. The IF signal centered at FISH foci for each FISH and IF pair were then 

combined to calculate an average intensity projection, providing averaged data for IF 

signal intensity within a l x l square centered at FISH foci. The same process was 

carried out for the FISH signal intensity centered on its own coordinates, providing 

averaged data for FISH signal intensity within a l x l square centered at FISH foci. As 

a control, this same process was carried out for IF signal centered at random nuclear 

positions which were generated using custom Python scripts. These average intensity 

projections were then used to generate 2D contour maps of the signal intensity or 
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radial distribution plots. Contour plots are generated using in-built functions in 

MATLAB. The intensity radial function ((r)) is computed from the average data. For 

the contour plots of the IF channel, an intensity colormap consisting of 14 bins with 

gradients of black, violet and green was generated. For the FISH channel, black to 

magenta was used. The generated colormap was employed to 14 evenly spaced intensity 

bins for all IF plots. The averaged IF centered at FISH or at randomly selected nuclear 

locations were plotted using the same color scale. For the radial distribution plots, the 

Spearman correlation coefficients r were computed and reported between the FISH and 

IF (centered at FISH) signal. A two-tailed student's t-test, comparing the Spearman 

correlation calculated for all pairs, was used to generate P-values. 

 

2.18 . Bioinformatics 

 

All analyses were carried out using R 3.6.3 unless stated otherwise. 

 

2.19 . RNA-Seq processing 

 

Adapter and quality trimming of raw reads was performed using cutadapt (version 2.4; 

parameters: --nextseq-trim 20 --overlap 5 --minimum-length 25 --adapter 

AGATCGGAAGAGC -A AGATCGGAAGAGC), followed by poly-A trimming with 

cutadapt (parameters: --overlap 20 --minimum-length 25 --adapter "A[100]" --adapter 

"T[100]") (M. Martin, 2011). Reads were aligned to the mouse reference (mm10) using 

STAR (version 2.7.5a; parameters: --runMode alignReads --chimSegmentMin 20 --

outSAMstrandField intronMotif --quantMode GeneCounts) and transcripts were 

assembled using StringTie (version 2.0.6; parameters: -e) with GENCODE annotation 

(VM19) (Dobin et al., 2013; Pertea et al., 2015). For the repeat expression 

quantification, reads were re-aligned with additional parameters ‘--

outFilterMultimapNmax 50’. 
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2.20 . TT-SLAM-Seq processing 

 

Raw TT-SLAM-Seq reads were trimmed by quality, Illumina adapter content and 

poly-A content similar to RNAseq processing and aligned using STAR with parameters 

‘--outFilterMultimapNmax 50 --outReadsUnmapped Fastx’ to the SILVA database 

(download: March 6, 2020) in order to remove rRNA content (Quast et al., 2013). 

Unaligned reads were afterwards reverse-complemented using the seqtk ‘seq’ command 

(https://github.com/lh3/seqtk, version 1.3-r106; parameters: -r). Reverse-

complemented reads were processed using SLAM-DUNK with the ‘all’ command 

(version 0.4.1; parameters: -rl 100 -5 0) with the GENCODE gene annotation (VM19) 

as ‘-b’ option (Neumann et al., 2019). Reads with a ‘T>C’ conversion representing 

nascent transcription were filtered from the BAM files using alleyoop (provided 

together with SLAM-DUNK) with the ‘read-separator’ command. Counts per gene 

were quantified based on the ‘T>C’-converted reads using htseq-count (version 0.11.4; 

parameters: --stranded=yes, --nonunique=all) (Anders et al., 2015). FPKM values 

were calculated based on the resulting counts. Technical replicates were merged using 

samtools ‘merge’ to obtain genome-wide coverage tracks (Ramírez et al., 2014). Single 

and merged replicate coverage tracks were generated using deepTools bamCoverage 

(version: 3.4.3; parameters: --normalizeUsing CPM) separately for the forward and 

reverse strand based on the ‘T>C’-converted reads (Ramírez et al., 2014). 

 

2.21 . Public ChIP-Seq data 

 

Fastq files of public ChIP-Seq data were downloaded from GEO using following IDs: 

H3K27Ac - GSM1526287, H3K9me3 - GSM1429903, HP1a - GSM1375159, TRIM28 - 

GSM1555120, OCT4 - GSM1082340, SOX2 - GSM1082341 and NANOG - 

GSM1082342 (Bulut-Karslioglu et al., 2014; Elsässer et al., 2015; Ji et al., 2015; Whyte 

et al., 2013). 
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2.22 . ChIP-Seq processing 

 

Adapter and quality trimming of raw reads from treatment and input samples was 

performed using cutadapt (version 2.4; parameters: --nextseq-trim 20 --overlap 5 --

minimum-length 25 --adapter AGATCGGAAGAGC -A AGATCGGAAGAGC). BWA 

with the ‘mem’ command (version 0.7.17, default parameters) was used to align reads 

individually to the mouse genome (mm10) and to the fly genome (D. Melanogaster, 

dm6) (H. Li & Durbin, 2009). A sorted BAM file was obtained and indexed using 

samtools with the ‘sort’ and ‘index’ commands (version 1.10). Duplicate reads were 

identified and removed using GATK (version 4.1.4.1) with the ‘MarkDuplicates’ 

command and default parameters (McKenna et al., 2010). Technical replicates of 

treatment and input samples were merged respectively using samtools ‘merge’. Peaks 

were called with reads aligning to the mouse genome only using MACS2 ‘callpeak’ 

(version 2.1.2; parameters --bdg --SPMR) using the input samples as control samples 

(Zhang et al., 2008). For H3K9me3 only, the ‘--broad’ option was used. Genome-wide 

coverage tracks for single and merged replicates normalized by library size were 

computed using deepTools bamCoverage (parameters: --normalizeUsing CPM --

extendReads) and in addition normalized by the spike-in factor obtained from the 

reads aligning to the Drosophila genome as described (Orlando et al., 2014). 

 

Publicly available paired-end ChIP-Seq data (HP1a) were processed as described above 

except spike-in and input normalization. 

 

Publicly available single-end ChIP-Seq data (H3K9me3, TRIM28, H3K27ac, NANOG, 

OCT4, SOX2) were trimmed using cutadapt (version 2.4; parameters: --nextseq-trim 

20 --overlap 5 --minimum-length 25 --adapter AGATCGGAAGAGC), and aligned and 

de-duplicated analogous to the paired-end data. In order to estimate the fragment size, 

only reads with a mapping quality of at least 15 were considered and used as input for 

spp (version 1.2.2) (Kharchenko et al., 2008). All reads were then used to create 
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coverage tracks using bamCoverage and to call peaks with MACS2 ‘callpeak’ (version 

2.1.2; parameters --bdg --SPMR --nomodel) with ‘--extsize’ set to the estimated 

fragment length divided by two and input samples used as control for H3K27ac, 

NANOG, OCT4 and SOX2. For H3K9me3 only, the ‘--broad’ and ‘--nolambda’ options 

were used. 

 

The co-ordinates displayed for ChIP-Seq tracks in figures all correspond to mm10 

genome assembly co-ordinates. 

 

2.23 . Enhancer and super-enhancer annotation 
 

The annotation of super-enhancers, enhancers and enhancer constituents was adopted 

from the original publication (Whyte et al., 2013). Coordinates were lifted from mm9 

to mm10 using UCSC liftOver. These coordinates were used throughout this study for 

all enhancer-associated analyses (Supplementary Table 2 in Asimi et al., 2022). 

 

2.24 . Detection of eRNA expression and preparation of TT-

SLAM-Seq histograms 

 

TT-SLAM-Seq signal was quantified at typical enhancer and SE constituents. 

Enhancers within 3kb of TSS were excluded and intragenic enhancers were only 

considered on opposing strand relative to genes (GENCODE VM19, excluding 

“bidirectional_promoter_lncRNA”) to measure eRNA without interference from gene 

transcription. Gene coordinates were extended for 10kb from transcription termination 

site to prevent overlap of transcriptional readthrough signal. The detection of eRNA 

was performed at 2 kb regions centered by the constituent coordinates. TT-SLAM-Seq 

counts were quantified from .bam files with htseq-count (parameters: --stranded = yes, 

--nonunique = all). Differential expression analysis was performed on enhancer 

elements with DEseq2 (parameters: test="LRT", reduced=~1) and excluding regions 
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with less than 10 counts across samples (Love et al., 2014). To visualize fold changes, 

regions with low eRNA expression (FPKM < 1) were excluded (Fig. 3.7a). In Fig. 3.7a, 

enhancer constituents with significant transcription (FPKM > 1) are considered (n = 

117 for super-enhancers, n = 153 for typical enhancers). 

 

Quantifications for eRNA histograms were done with HOMER software (version 4.10) 

and only intergenic enhancers were considered (Heinz et al., 2010). Reads from .bam 

files were prepared for quantifications with ‘makeTagDirectory’, three replicates were 

merged, and histograms for enhancer and SE constituents were prepared with 

‘annotatePeaks.pl’ (parameters: -size 4000, -hist 50) and metagene plots for SEs with 

‘makeMetaGeneProfile.pl’ (parameters: -min 500, -size 4000). Histograms were 

smoothened by taking a rolling mean with window size 5 for enhancer constituents and 

3 for SEs before plotting. To visualize TT-SLAM-Seq signal across genes, protein-

coding genes were considered and metagene plot was prepared using 

‘makeMetaGeneProfile.pl’ after removing outliers (FPKM <0.5 or >100).  

 

To compare relative levels of eRNAs and transcripts derived from repeat elements (Fig. 

3.10), reads were prepared for quantifications using ‘makeTagDirectory’ with -keepOne 

option, allowing multimapping reads to be considered only once. Reads at intergenic 

retrotransposons belonging to LTR class (Repbase) were quantified using 

‘analyzeRepeats.pl’ and LTRs with less than 5 reads across 0h and 24h samples were 

discarded (Jurka et al., 2005). To analyze putative upregulated LTRs (“UP LTRs”), 

differential expression was estimated using DEseq2 (parameters: test="LRT", 

reduced=~1). LTRs with fold change above 2 and adjusted p-value < 0.05 were 

considered. To visualize TT-SLAM-Seq signal, coverage tracks from both strands were 

prepared from HOMER TagDirectories with ‘makeUCSCfile’, converted to bigwig 

format using ‘bedGraphToBigWig’ and metaprofile plots were prepared using 

EnrichedHeatmap as described for ChIP-Seq (Gu et al., 2018). 
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To quantify eRNA expression from total RNA-Seq data (Fig. 4c), aligned reads were 

prepared for quantification with HOMER ‘makeTagDirectory’ and quantified with 

'analyzeRepeats.pl' using the enhancer constituents defined above. Mean FPKM values 

from three replicates were calculated for each enhancer and regions with low read 

counts (FPKM < 0.05) were excluded from analysis. 

 

2.25 . Differential gene expression analysis 
 

Only protein coding genes were included in differential gene expression analysis. 

Differential expression for RNAseq and TT-SLAM-Seq samples was measured using 

DESeq2 (parameters: test="LRT", reduced=~1) based on the raw counts per gene 

considering all time points per experiment type in one design. Only genes with at least 

10 reads across all samples of the same experiment type were considered for the 

analysis. Genes with an absolute log2 fold change greater than 1 in comparison to the 

DMSO control and an adjusted p-value of less than 0.05 were termed differentially 

expressed per time point. Lowly expressed genes across all time points (average TPM 

across all RNAseq samples of less than 0.5 or average FPKM across all TT-SLAM-Seq 

samples of less than 0.25) were excluded from the analysis. 

 

2.26 . Retrotransposon element definition 
 
The genome-wide retrotransposon annotation of LTR, LINE and SINE elements was 

downloaded from Repbase (Jurka et al., 2005). Based on the Repbase classification 

system, we used the element annotation as LTR, LINE or SINE as the retrotransposon 

classes. Retrotransposon families considered in this study were L1 and L2 elements 

(LINE), ERV1, ERV3, ERVK, ERVL and MALR (LTR), as well as Alu, B2, B4 and 

MIR elements (SINE). Repeat subfamilies used in this thesis were subdivided into IAP, 

MMERVK and MMETn (ERVK) elements. IAPs and MMERVKs consist of multiple 

different subfamilies as annotated by Repbase which were included under these broader 

subfamilies. The classification is consistent with retrotransposon classification 
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described in previous studies (Crichton et al., 2014; Stocking & Kozak, 2008; 

Thompson et al., 2016). 

 

Full length retrotransposons were defined based on the Repbase repeat annotation. 

For full length ERVK elements, we required the element to consist of an inner part 

with two flanking LTRs. First, elements annotated as inner parts (containing the 

keyword ‘int’) were merged if they belonged to the same subfamily and were located 

within maximal 200 base pairs of each other. Second, only the merged inner parts with 

an annotated ERVK LTR within a distance of at most 50 base pairs on each side were 

selected as full-length element candidates. For IAPs specifically only LTRs that 

belonged to an IAP subfamily were considered. No size restrictions were applied on the 

inner parts or LTRs, which could lead to potential false positive candidates that are 

too truncated to be able to be transcribed, but on the other hand, provides an unbiased 

definition of full-length repeat elements. The subfamily per element was defined based 

on the inner part. 

 

Inner parts flanked by only one LTR were termed half-length elements. LTRs without 

an inner part were termed solo LTRs. 

 

To provide an overview of potential full-length L1 elements, exclusively annotated 

elements with a size of more than 6 kb were shown. 

 

The genomic co-ordinates of retrotransposons can be retrieved from Supplementary 

Table 2a-e in Asimi et al., 2022. 

 

2.27 . ChIP-Seq enrichment analysis 

 

Bigwig tracks of ChIP-Seq signal were imported into R with the package rtracklayer  

(Lawrence et al., 2009). Enriched heatmaps and metaprofile plots of ChIP-Seq signal 
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were generated using the R package EnrichedHeatmap (Gu et al., 2018). For this 

purpose, the signal was normalized to genomic features using the function 

‘normalizeToMatrix’ (parameters: extend = c(2000, 2000), mean_mode = “w0”, w = 

50, target_ratio = 0.25). The resulting data matrix was visualized using the function 

‘EnrichedHeatmap’. 

 

2.28 . Motif enrichment 

 

Enrichment of motifs was calculated using ame (version 5.3.0, default parameters) 

(McLeay & Bailey, 2010). The sequences of 5’ full length IAP LTRs and full length 

IAP inner parts were analyzed separately using the sequences of super-enhancer 

constituents as control (Fig. 3.22). In Fig. 3.22, the top TFs whose motifs show 

enrichment in the IAP LTRs or inner parts are shown. Also displayed is the expression 

level of the TFs calculated from the RNA-Seq data. For further functional tests, NFY 

was selected as its motif is highly enriched in IAPs, and it is expressed above 50 TPM 

in mESCs. 

 

2.29 . Retrotransposon expression quantification 

 

Global repeat expression quantification from RNAseq, TT-SLAM-Seq and scRNA-seq 

(Fig. 3.7b, 3.16a-b) was carried out as described previously (Grosswendt et al., 2020). 

Briefly, in order to estimate the expression for each retrotransposon subfamily without 

bias due to gene expression, only reads not overlapping any gene were considered for 

the analysis. Reads overlapping splice sites as well as reads with a high poly-A content 

were removed. The remaining reads were counted per subfamily only if they aligned 

uniquely or multiple times to elements of the same subfamily. Here, any annotated 

element of a specific subfamily from Repbase was considered independent of our full 

length ERVK annotations. Reads aligning to multiple elements were only counted 

once. For scRNA-seq samples, reads were counted per subfamily, sample and cell state. 
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The number of reads per subfamily were normalized by library size for RNAseq and 

TT-SLAM-Seq samples, and normalized by reads aligning to genes and repeats for 

scRNA-seq samples. Fold changes were calculated with respect to the DMSO or wild-

type samples. 

 

2.30 . Statistics and reproducibility 

 
Raw data and custom code are available at: https://doi.org/10.5281/zenodo.6521914 

(Asimi et al., 2022). 

 

For all RNA-FISH combined with IF experiments, the target combination of gene 

transcript and transcriptional co-factor was probed on one coverslip of mESCs and at 

least two viewpoints were acquired. Number of detected foci included in the radial plot 

analysis is indicated under Nfoci in Fig. 3.11, Fig. 3.20, Fig. 3.25, Fig. 3.27. and Fig. 

3.30. In Fig. 3.15a-b, n indicates the number of analyzed nuclei collected from at least 

three viewpoints; the total number of detected IAPez foci is indicated in Fig. 3.16 

(1774 for RNAPII and 2735 for MED1). Colocalizing foci (distance < 200 nm) from 

Fig. 3.15a-b are indicated in Fig. 3.16 (344/1774 for RNAPII and 381/2735 for MED1). 

 

IAP RNA FISH – RNAPII IF experiments were repeated three times. Images and 

analysis of one representative experiment are visualized in Fig. 3.15a. Additional data 

from a replicate experiment is shown in Fig. 3.14. IAP RNA FISH – MED1 IF images 

were obtained from one biological replicate staining experiment (Fig. 3.15b).  

 

For 1-6 HD-treatment RNAPII IF experiment (Fig. 3.21), and Cthrc1 RNA FISH– 

NRF1 IF (Fig. 3.25) images are from one biological replicate staining experiment. 

 

 

 
 

https://doi.org/10.5281/zenodo.6521914
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3 Results 

3.1 Rapid and selective degradation of TRIM28 in mESCs 

 

Previous studies of TRIM28 included Cre-loxP knockouts in mESCs and embryos, and 

brought important insights into TRIM28 function, but lacked kinetic resolution to 

resolve immediate effects on the transcriptional program of mESCs (Cammas et al., 

2000; Rowe et al., 2010). To investigate direct effects of ERV derepression, we used 

the dTAG system to engineer an mESC line that endogenously expressed degradation-

sensitive TRIM28-FKBP alleles (Nabet et al., 2018). The dTAG system uses CRISPR-

mediated locus-specific knock-in of FKBP12F36V in frame with the protein of interest, 

which can then be targeted by the ubiquitin/proteasome system via a bifunctional 

degrader (dTAG-13) (Fig. 3.1a-b).  

 

 
 

Figure 3.1. TRIM28-FKBP knock-in strategy a. Scheme of TRIM28 dTAG system in 

mESCs. b. Scheme of FKBP knock-in strategy at the Trim28 locus. 
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Depletion of the targeted protein is acute and reversible, thus providing an effective 

strategy to study the immediate consequence of protein loss (Nabet et al., 2018). Cells 

expressing endogenously tagged TRIM28 showed reversible and inducible proteolysis 

with near-complete degradation after 6h exposure to the dTAG-13 ligand (Fig. 3.2).  

 

 
 

Figure 3.2. Acute and reversible degradation of TRIM28 in mESCs. Western blot 

validation of the FKBP degron tag and its capacity to acutely and reversibly degrade TRIM28. 

Protein levels in control mESCs are compared to 2h, 6h, 24h of 500nM dTAG-13 treatment 

and reversibility is demonstrated using washout. 

 
TRIM28 degradation did not significantly affect protein levels of pluripotency markers 

including OCT4 and SOX2. Time series analysis of protein levels, consisting of 2h, 6h, 

8h, 12h, and 24h of dTAG-13 treatment validated rapid TRIM28 depletion and did 

not significantly affect levels of OCT4 and SOX2, suggesting that up to 24h of TRIM28 

depletion does not affect pluripotency (Fig. 3.3a). In addition, quantitative mass-

spectrometry validated that TRIM28 depletion was highly selective up to 24h of 

dTAG-13 treatment (Fig. 3.3b). These validations of the TRIM28 degradation 

demonstrated a fast and selective system to investigate effects of acute TRIM28 

depletion in mESCs. 
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Figure 3.3. Selective and acute TRIM28 degradation does not significantly impact 

levels of pluripotency factors in mESCs. a. OCT4 and SOX2 protein levels in TRIM28 

degraded cells with matching controls (ACTIN and HSP90) upon 2h, 6h, 8h, 12h, and 24h of 

dTAG-13 treatment. b. Mass spectrometry analysis of protein levels after 24h of dTAG-13 

treatment. Every dot corresponds to a quantified protein. The degradation appears highly 

selective for TRIM28. Mass spectrometry experiment was performed with Abhishek Sampath 

Kumar. 

 
3.2 Reduced SE transcription in TRIM28-degraded mESCs 

 
To inspect changes in transcriptional activity following TRIM28-degradation, we used 

TT-SLAM-Seq, a method that combines transient transcriptome sequencing (TT-seq) 

with metabolic sequencing of small RNA using thiol-linked alkylation (SLAM-seq) 

(Figure 3.4a) (Herzog et al., 2017; Reichholf et al., 2019; Schwalb et al., 2016). Using 

this approach that utilizes 4sU nucleotide conversion, unlabeled transcripts that often 

contaminate RNA libraries generated by TT-seq can be bioinformatically filtered 

allowing a more precise measurement of nascent transcripts (Reichholf et al., 2019). 

TT-SLAM-seq detects strand-specific nascent transcription at genes, enhancers, and 

super-enhancers (Figure 3.4b).   
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Figure 3.4. TT-SLAM-Seq detects nascent transcription. a. Schematic overview of the 

TT-SLAM-Seq experimental and analytical procedure. b. TT-SLAM-Seq and H3K27Ac ChIP-

Seq browser tracks at the Klf4 super-enhancer locus. Rpm: reads per million. Co-ordinates are 

mm10 genome assembly co-ordinates. TT-SLAM-seq experiment was performed with Henri 

Niskanen. 

 

Closer inspection of the Klf4 SE locus revealed significant reduction in nascent 

transcription of the SE and reduction in Klf4 gene transcription upon 2-6h and 24h of 

TRIM28 degradation, respectively (Fig. 3.5). H3K27ac, OCT4, SOX2 and NANOG 

occupancy tracks from publicly available datasets were used to demonstrate 

enrichment typical for SEs in mESCs. TT-SLAM-seq data indicated transcription at 

selected SEs and SE controlled genes is reduced rapidly upon TRIM28 degradation, 

and progressively reaches minimal levels at 24h.   
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Figure 3.5. TRIM28 degradation leads to reduction of SE transcription. a. Genome 

browser tracks of ChIP-Seq data (H3K27Ac, OCT4, SOX2, NANOG) in control mESCs and 

TT-SLAM-Seq data upon 0h, 2h, 6h and 24h dTAG-13 treatment, at the Klf4 locus. TT-

SLAM-seq experiment was performed with Henri Niskanen. 

 
Genome-wide nascent transcriptome analysis showed there were 260 genes that were 

significantly induced, and 328 genes that were significantly reduced after 24h of 

TRIM28 degradation (>2-fold, FDR<0.05) (Fig. 3.6). Gene transcription induction 

effects were expected since TRIM28 is a co-repressor protein with a role in H3K9me3 

mediated gene silencing, but there were equally as many genes that were significantly 

reduced. Many of the downregulated genes, for instance, Mycn, Fgf4, and Sox2, 

included genes relevant for pluripotency indicating that TRIM28 depletion influenced 

pluripotency genes at the transcriptional level. 
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Figure 3.6. TRIM28 degradation leads to genome-wide changes in nascent 

transcription. Fold change of gene transcription (TT-SLAM-Seq data) upon dTAG-13 

treatment. The number of significantly de-regulated genes (DESeq2), and example 

pluripotency genes are highlighted. TT-SLAM-seq experiment was performed with Henri 

Niskanen. 

 
In addition, transcription was globally reduced at SEs (Fig. 3.7a). At the same 

timepoint (24h), TT-SLAM-seq and RNA-seq showed IAP transcription induction by 

several fold (Fig. 3.7b). This evidence indicated that TRIM28 degradation leads to 

ERV derepression and reduction of SE transcription, followed by downregulation of 

SE-controlled genes. 
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Figure 3.7. TRIM28 degradation leads to reduction of nascent SE transcription and 

IAP derepression. a. Change (Log2 fold) in TT-SLAM-Seq read density at super-enhancers 

and typical enhancers upon dTAG-13 treatment (normalized to DMSO-treated control 

mESCs.) P-values are from two-sided Wilcoxon-Mann-Whitney tests. ****: P=5*10-8, ***: 

P=5*10-4. Following elements are shown in boxplots: middle line - median; box limits - upper 

and lower quartile; whiskers - 1.5x interquartile range. TT-SLAM-seq analysis was performed 

with Henri Niskanen. b. Fold change in read density of TT-SLAM-Seq and RNA-Seq data 

after the indicated duration of dTAG-13 treatment, normalized to the level in DMSO control. 

Data are presented as mean values +/- SD from three biological replicates. P-values are from 

unpaired two-sided t-tests. **P<0.01 (Asimi et al., 2022). TT-SLAM-seq analysis was 

performed with Henri Niskanen. 

 
Additional SE loci (including miR290-295) showed striking reductions in SE and SE-

driven gene transcription (Fig. 3.8). Similar to the Klf4 locus, miR290-295 SE showed 

progressive reduction in nascent transcription upon TRIM28 depletion. 
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Figure 3.8. TT-SLAM-seq validates the effects of TRIM28 degradation on nascent 

transcription at the miR290-95 SE. a. Acute reduction of transcription at the miR290-

295 super-enhancer locus upon TRIM28-degradation. Displayed are genome browser tracks of 

ChIP-seq data (H3K27Ac, OCT4, SOX2, NANOG) in control mESCs, and TT-SLAM-seq data 

upon 0 h, 2 h, 6 h and 24 h dTAG-13 treatment at the miR290-295 locus. Rpm: reads per 

million. Co-ordinates are mm10 genome assembly co-ordinates. 

Supplementary qRT-PCR analysis confirmed reduction of SE transcription, indicating 

it is likely more dynamic and precedes reduction in transcription of SE controlled genes 

(Fig. 3.9). At both miR290-295 and Kl4 SE locus, transcription reduction of SE levels 

was stronger than the reduction of the gene itself.    
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Figure 3.9. qRT-PCR validation of the TT-SLAM-seq data at the miR290-295 and 

Klf4 loci. Displayed are transcript levels after the indicated duration of dTAG-13 treatment. 

Values are displayed as mean ± SD from three independent experiments and are normalized 

to the level at 0 h. P values are from two-tailed t-tests. ****: P < 10−4, ***: P < 10−3, **: 

P < 10−2, *: P < 0.05. 

Global analysis of intergenic SEs revealed a reduction of nascent transcription upon 

24h of TRIM28 degradation – this reduction was more moderate at typical enhancers. 

Differentially expressed LTRs on the other hand, displayed noticeable induction of 

nascent transcription (Fig. 3.10). These analyses further validated the effect of 

TRIM28 degradation on nascent transcription of SEs and ERVs. 
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Figure 3.10. Global analysis of TRIM28 depletion effects on nascent transcription 

at intergenic SEs, intergenic typical enhancers and de-repressed LTRs. Displayed 

are TT-SLAM-seq read densities from both strands within 4 kb around the indicated sites. The 

genomic features (the middle part of the plot) were length normalized. Meta-analyses of the 

mean signals are displayed above the heatmaps. TT-SLAM-seq analysis was performed with 

Henri Niskanen. 

 
3.3 Reduced SE-condensate association in TRIM28-

degraded mESCs 

 

SEs in ESCs are occupied by TFs and coactivators including Mediator complex. 

Considering that actively transcribed loci are associated with transcriptional 

condensates formed by these factors and RNAPII, we were interested in resolving what 

occurs at SE loci upon TRIM28 degradation and the subsequent reduction in nascent 

transcription. We used a high-resolution microscopy approach that combines RNA 

Fluorescence in situ hybridization (FISH), that labels the nascent RNA produced at 

the specific SE-controlled locus, with immunofluorescence (IF), to estimate presence of 

transcriptional condensates at the labeled locus. RNA FISH probes were purposedly 

designed against introns of SE-driven genes so that the fluorescence signal is enriched 
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for nascent RNAs (active transcription sites) and not for mature mRNA. We imaged 

the miR290-295 and Fgf4 loci and observed clear RNA FISH signal that tended to 

colocalize with RNAPII puncta, frequently with significant overlap (Fig. 3.11a-b).  

Upon 24h of TRIM28 degradation, RNA FISH signal was still detectable but 

colocalized with RNAPII less frequently, with most RNA FISH foci not directly 

overlapping high intensity RNAPII puncta (Fig. 3.11a-b, lower left panels). Metaplots 

that represent computed average colocalizations between RNA FISH and IF signal in 

3D and across multiple nuclei, showed that there is a reduced frequency of 

colocalization in 24h dTAG-treated cells (Fig. 3.11a-b, lower right panels).  

 

 
 

Figure 3.11. Reduced SE-condensate association in TRIM28-degraded mESCs. a. 

and b. Representative images of individual z-slices (same z) of RNA-FISH and IF signal, and 

an image of the merged channels. The nuclear periphery was determined using DAPI staining 

and labeled using the white contour. Also shown are averaged signals of either RNA FISH or 

RNAPII IF centered on the FISH foci or randomly selected nuclear positions. r denotes a 

Spearman’s correlation coefficient. Scale bars: 2.5µm. 
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Further quantification of mean RNAPII IF fluorescence intensities at miR290-295 and 

Fgf4 RNA FISH signal at all foci detected in Fig. 3.11a-b showed statistically 

significant reduction in 24h dTAG-treated cells (Fig. 3.12a-b, left panels). Mean 

RNAPII IF intensities at random nuclear position were not significantly different 

between the treated and control cells (Fig. 3.12a middle panel and Fig. 3.12b right 

panel), indicating that the levels of RNAPII are not affected by TRIM28 degradation. 

Additionally, we generated 3D projections and measured distances of the miR290-295 

RNA FISH foci from the nearest RNAPII puncta and observed statistically significant 

increase in distance in 24h dTAG-treated cells (Fig. 3.12a right panel). These data 

demonstrated reduced association of SE condensates with RNAPII in TRIM28-

degraded mESCs. 
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Figure 3.12. Additional quantifications of RNAPII colocalization at the miR290-

295 and Fgf4 locus. a-b. Further analyses of cells used in Fig. 3.11a. (top) and Fig. 3.11b. 

(bottom) RNAPII IF intensity at the miR290-295 FISH foci (nDMSO = 61, ndTAG-13 = 50). 

(middle) RNAPII mean fluorescence intensity at random nuclear positions (nDMSO = 61, 

ndTAG-13 = 50). (right) Distance between the FISH focus and the nearest RNAPII puncta 

(nDMSO = 67, ndTAG-13 = 53). Data presented as mean values ± SD from one staining 

experiment. P values are from two-sided Mann-Whitney tests. NS: not significant. 

 
To gain additional insights into colocalization between RNAPII and SEs, and mitigate 

limitations of fixed-cell confocal microscopy (which include potential fixation artefacts, 

antibody specificity issues and the spatial resolution limit of ~250nm), we combined 

the TRIM28 dTAG system with a mESC cell line compatible with live-cell super-

resolution photoactivated localization microscopy (PALM) (Cho et al., 2018). To 
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visualize nascent transcription, this cell line contains endogenously integrated MS2 

stem loops at the Sox2 gene; and to track transcriptional machinery it expresses 

RNAPII that is endogenously labeled with Dendra2, a green-to-red photo-convertible 

fluorophore (Cho et al., 2018). It additionally stably expresses MS2 capsid protein 

(MCP) fused to a SNAP-Tag, which is used to visualize MS2 stem loops. Resulting 

setup allows simultaneous TRIM28 degradation (Fig. 3.13a-b), nascent transcription 

tracking of the SE-controlled Sox2 gene, and RNAPII tracking in super resolution in 

live cells.  

 

 
 

Figure 3.13. PALM microscopy cell line setup. a. Scheme of FKBP knock-in strategy in 

the R1 mESCs used for PALM experiments. MS2 stem loops are endogenously integrated at 

the Sox2 gene, RNAPII is endogenously labeled with Dendra2, and TRIM28-FKBP alleles 

allow TRIM28 degradation b. TRIM28 Western blot in the R1 mESCs. Western blot was done 

once. Live-cell PALM microscopy quantifications are reported in Asimi et al., 2022. 
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RNAPII clusters were recorded for 2 min, and size and distance of the RNAPII cluster 

closest to the Sox2 locus were measured. In 24h TRIM28-degraded cells, RNAPII 

clusters were located further away from the Sox2 locus and smaller in size (than those 

found in control cells (Asimi et al., 2022). Global number and size of RNAPII clusters 

did not change. Together with RNA FISH-IF data, this confirmed TRIM28 

degradation reduced association of SEs with RNAPII condensates in both live and 

fixed mESCs. 

 
 

3.4 Derepressed ERVs form nuclear foci that overlap with RNAPII 

condensates 

 

Combining TRIM28-dTAG system with TT-SLAM-seq and high-resolution RNA 

FISH-IF proved to be a powerful tool for the dissection of dynamic regulation of 

nascent transcription and condensate localization at SEs. Since transcriptional 

condensates associate with SEs less frequently upon TRIM28 degradation, and RNAPII 

levels seem to be unaffected, this raises a question about the redistribution of 

transcriptional condensates to other genomic loci. TRIM28 silences ERVs so their 

derepression is expected upon TRIM28 degradation. To establish if transcriptional 

condensates are associating with derepressed ERVs, I tested the colocalization of IAP 

ERVs with RNAPII via RNA FISH-IF.  

 

I targeted a consensus IAPez sequence using RNA FISH probes. In DMSO treated 

cells, RNA FISH signal was weakly present and difficult to discern from the 

background (Fig. 3.14, top row). Following prolonged dTAG-13 treatment, discrete 

nuclear IAPez foci started appearing. After 24h of TRIM28 degradation, I detected 

tens of nuclear IAPez of variable intensity that frequently colocalized with RNAPII 

(Fig. 3.14, middle row). Additional dTAG-13 treatment (48h total) yielded higher 

intensity foci that were easy to identify and distinguish from the background (Fig. 

3.14, bottom row). 



68 
 

 
 

Figure 3.14. TRIM28 degradation induces derepression of IAPs. Prolonged dTAG-13 

treatment progressively increases the intensity of IAPez RNA FISH foci. Representative images 

of individual z-slices (same z) of IAPez RNA-FISH and RNAPII IF signal, and an image of 

the merged channels. The nuclear periphery determined by DAPI staining is highlighted as a 

white contour. The zoom column displays the region of the images highlighted in a yellow box 

zoomed in for greater detail. Images were acquired and processed using identical settings across 

all conditions. 

To allow more feasible colocalization analysis, I focused on IAPez foci obtained after 

48h of dTAG-13 treatment. Upon 48h of TRIM28 degradation, numerous IAP foci that 

occasionally colocalized with RNAPII and MED1 were observed (Figure 3.15a-b). To 

obtain a measure of colocalization frequency I calculated Manders’ overlap coefficient 

(MOC) values (Fig. 3.15a (RNAPII): 0.193; n = 24 cells; Fig. 3.15b (MED1): 0.135; 

n = 24 cells). MOC measures the proportion of pixels in one fluorescent channel (IAP) 

that is also occupied by the pixels in the other fluorescent channel (RNAPII or MED1).  
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Figure 3.15. De-repressed IAPs form nuclear foci that associate with RNAPII 

condensates. a-b. Representative images of individual z-slices (same z) of RNA-FISH and IF 

signal, and an image of the merged channels. The nuclear periphery determined by DAPI 

staining is highlighted as a white contour. The zoom column displays the region of the images 

highlighted in a yellow box zoomed in for greater detail. Merge of the nuclear z-projections is 

displayed and overlapping pixels between the RNA-FISH and IF channels are highlighted in 

white. Displayed Manders’ overlap coefficient (MOC) and Pearson’s correlation coefficient (r) 

values are an average obtained from 24 analyzed nuclei. Scale bars: 2.5µm. 

 
To additionally test colocalization extents, I obtained maximum intensity projections 

of RNA FISH-IF images, extrapolated geometrical centers of mass of RNA FISH and 

IF puncta and calculated distances between all detected IAP RNA foci and their 

nearest RNAPII/MED1 partners. This analysis revealed distances of ~20% of RNAPII 
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and ~15% of MED1 puncta were below 200nm, and therefore located in the regulatorily 

relevant vicinity of IAP foci (Figure 3.16) (Cho et al., 2018). These data suggested 

IAP RNA stemming from derepressed IAP ERVs could be colocalizing with key 

transcriptional condensate components and potentially contribute to their 

redistribution of away from SEs in the mESC nuclei. 

 

 
 

Figure 3.16. Further quantification of RNAPII and MED1 colocalization with de-

repressed IAPs. Distance of IAP RNA FISH foci to the nearest RNAPII or MED1 IF puncta 

observed in images analyzed in Fig. 3.15. Each dot represents one IAP RNA FISH focus. 

 
TT-SLAM-seq and RNA-seq data revealed TRIM28-degradation dependent de-

repression of ERV, whereas other retrotransposon classes were unaffected after 24h of 

TRIM28 degradation (Fig. 3.17a). Progressive de-repression of all major sub-classes of 

IAPs was detected in both TT-SLAM-seq and RNA-seq data (Fig. 3.17b). 

 



71 
 

 
 

Figure 3.17. Retrotransposon de-repression in TRIM28-degraded ESCs. a. Transcript 

levels of ERVs, LINEs and SINEs detected with TT-SLAM-Seq and RNA-Seq upon dTAG-13 

treatment in mESCs. Values are normalized to the levels detected at 0h. Data are from three 

biological replicates. b. Transcript levels of IAP subfamilies detected with TT-SLAM-Seq and 

RNA-Seq upon dTAG-13 treatment in mESCs. Values are normalized to the levels detected 

at 0h. Data are from three biological replicates. Repeat RNA-Seq analysis was performed with 

Sara Hetzel. 

 
Loss of average H3K9me3 occupancy at IAP genomic sites was detected upon 24h of 

TRIM28 degradation (Fig. 3.18a). Simultaneously the ERV classes (IAP, MMERVK, 

MMETN) showed moderate increases in RNAPII, MED23 and the active transcription 

mark H3K27ac (Fig. 3.18b), indicating increased presence of transcriptional machinery 

components at ERV elements. Together with microscopy colocalization data, this 

showed derepressed ERVs associate with transcriptional condensates upon TRIM28 

degradation. 
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Figure 3.18. TRIM28-degradation leads to reduced H3K9me3 and increased 

MED23/RNAPII occupancy at ERVs a. Reduced H3K9me3 occupancy at IAPs in dTAG-

13 treated (24h) mESCs. Displayed are heatmap representations of H3K9me3 ChIP-seq read 

densities within a 2kb window around the indicated genomic features. The genomic features 

(the middle part of the plot) were length normalized. Meta-analyses of the mean binding profile 

of the indicated factors are displayed above the heatmaps. Rpm: reads per million b. Meta 

representations of RNAPII ChIP-RX (top) and MED23 ChIP-Seq (bottom) read densities at 

IAP, MMERVK and MMETn ERVs in control (DMSO) and dTAG-13 (24h) treated mESCs. 

The mean read densities are displayed +/-2kb around the indicated elements. The genomic 

elements were length normalized. 

 
Due to their number and evolutionary origin, retrotransposons are inevitably found in 

the vicinity of protein-coding genes (Thompson et al., 2016). Considering that ERVs 

get derepressed upon TRIM28 degradation and simultaneously contribute to 

redistribution of transcriptional condensates which can associate with multiple linearly 

distant DNA elements, I wanted to understand if ERV-associated transcriptional 

condensates could incorporate neighboring genes. Upon the examination of highly 

upregulated genes in the 24h TRIM28 degradation TT-SLAM-seq data, Cthrc1, a gene 

located within 100kb of three ERV elements emerged as an interesting candidate (Fig. 

3.19). Repeat elements at the Cthrc1 locus (MMETn, MMERVK and IAP) showed a 

reduction in H3K9me3 occupancy, and gains in either RNAPII, MED23 or nascent 

transcription signal, while Cthrc1 itself was upregulated by several fold. 
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Figure 3.19. ERV-associated transcriptional condensates incorporate neighboring 

genes. Genome browser tracks at the Cthrc1 locus. Note the independent transcription 

initiation events at Cthrc1 and MMETn, ruling out that the MMETn acts as an alternative 

Cthrc1 promoter. Rpm: reads per million. 

 

To investigate if Cthrc1 locus associated with transcriptional condensates, I tested the 

colocalization of Cthrc1 RNA FISH signal (designed against introns of Cthrc1) and 

RNAPII IF. RNA FISH signal was not readily detectable in control cells, possibly due 

to low basal transcription levels of Cthrc1 in these cells, but upon 24h TRIM28 

degradation discrete Cthrc1 RNA FISH foci were detectable (Fig. 3.20, left panels), 

which on average showed frequent association with RNAPII puncta (Fig. 3.20, right 

panels).  
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Figure 3.20. ERV-neighboring genes associate with transcriptional condensates. 

Representative separate images of individual z-slices (same z) of RNA-FISH and IF signal, and 

an image of the merged channels. The nuclear periphery determined by DAPI staining is 

highlighted as a white contour. Also shown are averaged signals of either RNA FISH or IF 

centered on the Cthrc1 FISH foci or randomly selected nuclear positions. r denotes a 

Spearman’s correlation coefficient. Scale bar: 2.5µm 

 

To gain additional insights into the condensate character of this process, control or 

dTAG-treated cells were transiently (30min) treated with 1.5% 1,6 hexanediol (1-6 

HD)—a short chain aliphatic alcohol that was reported to dissolve various biomolecular 

condensates including RNAPII condensates (Fig. 3.21a) (Cho et al., 2018). The 1-6 

HD treatment affected the RNAPII IF pattern, by dissolving the discrete puncta found 

in the untreated condition (Fig. 3.21b) and reduced the levels of Cthrc1 nascent RNA 

(twofold, P < 0.05, t-test) in cells that received 1-6 HD and dTAG compared to cells 

that only received dTAG (Fig. 3.21c). This suggested presence of RNAPII condensates 

could be contributing to the upregulation of Cthrc1. 
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Figure 3.21. RNAPII condensates contribute to Cthrc1 upregulation. a. Scheme of 

the 1-6 hexanediol (1-6 HD) treatment experiments. b. Representative images of RNAPII 

immunofluorescence in control and 1-6 HD-treated cells. Addition of 1-6 HD partially dissolved 

the punctate localization of RNAPII. Scale bars: 5 µm. c. Transcription of the nascent Cthcr1 

RNA is reduced by 30 min 1% 1-6 hexanediol-treatment in TRIM28-degraded cells. The bar 

plots show qRT-PCR data as fold change normalized to the DMSO control across 6 and 3 

biological replicates for 24 h and 48 h timepoints, respectively. Note that the IAP RNA does 

not contain introns; thus, the IAP RNA qRT-PCR detects the steady state pool of IAP RNAs. 

Each dot represents a data point, and bar indicates the mean. P values are from two-tailed t 

tests. NS: not significant. Hexanediol experiments were performed with Henri Niskanen. 

 
 
To further dissect the Cthrc1 locus and establish if ERVs are indeed important for the 

association with transcriptional condensates, CRISPR–Cas9 was used to delete the 

three ERVs at the Cthrc1 locus and generate an ERV triple knockout (TKO) cell line 

(Fig. 3.22a). Deletions were validated by genotyping (Fig. 3.22b).  
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Figure 3.22.  CRISPR/Cas9-mediated deletion of ERVs at the Cthrc1 locus. 

Highlighted ERVs, shown within the extended Cthrc1 locus, were deleted in the ERV TKO 

mESC line. TRIM28 ChIP-Seq tracks are included for the entire locus.  b. Genotyping PCR 

in the ERV TKO cell line. Genotyping was performed once.  

 
ERV deletions caused significant reduction in Cthrc1 induction upon TRIM28 

degradation compared to wildtype TRIM28-FKBP cells (Fig. 3.23). Under identical 

conditions, TRIM28 degradation in ERV TKO cells induced typical upregulation of 

IAPEz and reduction of pri-MiR290-295 transcription, similar to that seen in TRIM28-

FKBP cells. Genes found in the vicinity of deleted ERVs, Dcaf13 and Slc25a3, were 

unaffected. Reduction in Cthrc1 induction upon TRIM28 depletion in ERV TKO cells 

indicated ERVs may be essential for the association of transcriptional machinery with 

the locus and the incorporation of ERV proximal genes in transcriptional condensates. 

 



77 
 

 
 
 

Figure 3.23. Gene expression at the Cthrc1 locus in ERV deletion cell line. RT-

qPCR analysis of gene expression of Cthrc1 and proximal genes upon 24h dTAG-13 treatment 

from six biological replicates. IAPEz and pri-MiR290-295 are shown as controls. Values were 

normalized to the DMSO control. Bar charts depict the mean and error bars standard 

deviation. P-values are from two-tailed t-tests. This experiment was performed with Henri 

Niskanen. 

Transcription factors phase separate with coactivators to form transcriptional 

condensates (Boija et al., 2018). Since derepressed IAPs are implicated in 

transcriptional condensate redistribution and associate with RNAPII and Mediator, 

we investigated whether additional TFs could be a part of the IAP RNA-coactivator 

multicomponent condensates at the Cthrc1 locus. As discussed above, LTRs of IAPs 

harbor binding sites for many important TFs. TFs with enriched motifs were examined 

and two (NFY and NRF1) with highest expression levels in mESCs were chosen for 

closer investigation (Fig. 3.24).  
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Figure 3.24. IAP sequences are enriched for TF binding motifs. NFY and NRF1 TF 

binding motifs have highest expression levels in mESCs. Top: schematic of an IAP element. 

Bottom: motif images, adjusted P values and motif IDs, and the expression level of the TF in 

mESC RNA-seq data. Displayed are the top-scoring motifs based on adjusted P-value. Motifs 

were filtered for redundancy. This analysis was performed with Sara Hetzel. 

 

RNA FISH-IF revealed NFY forms puncta that colocalized with Cthrc1 RNA foci upon 

TRIM28 degradation (Fig. 3.25a). Although NRF1 forms discrete clusters in IF, those 

clusters did not colocalize with Cthrc1 RNA FISH signal (Fig. 3.25b). These data 

indicated that specific TFs, with binding sites in derepressed ERV sequences, 

participate in transcriptional condensate formation at ERVs and neighboring genes.  
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Figure 3.25. Characterization of NFY and NRF1 co-localization with Cthrc1 RNA. 

a. NFYA puncta co-localize with Cthrc1 nascent RNA FISH signal. Representative 

separate images of individual z-slices (same z) of RNA-FISH and IF signal, and an image of 

the merged channels. The nuclear periphery determined by DAPI staining is highlighted as a 

white contour. Also shown are averaged signals of either RNA FISH or IF centered on the 

Cthrc1 FISH foci or randomly selected nuclear positions. r denotes a Spearman’s correlation 

coefficient. Scale bars: 2.5µm. b. NRF1 puncta do not co-localize with the nascent RNA Cthrc1 

in TRIM28-degraded mESCs. Displayed are separate images of the RNA-FISH and IF signal, 

and an image of the merged channels. The nuclear periphery determined by DAPI staining is 

highlighted as a white contour. Also shown are averaged signals of either RNA FISH or NRF1 

IF centered on the Cthrc1 FISH foci or randomly selected nuclear positions. Scale bars: 2.5 

µm. 
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3.5 SE-enriched TFs rescue transcriptional condensate 

localization 

 

Since TFs are an essential component of SE-associated transcriptional condensates, it 

is conceivable that the overexpression of SE TFs may rescue the localization of 

transcriptional condensates in TRIM28-degraded mESCs. To test this hypothesis, the 

dTAG-sensitive TRIM28 FKBP alleles were endogenously integrated into an induced 

pluripotent stem cell (iPSC) line with integrated transgenes encoding Oct4, Sox2, Klf4 

and Myc (OSKM) under a doxycycline-inducible promoter (Fig. 3.26a). OCT4, SOX2 

and KLF4 are pluripotency TFs that are highly enriched at SEs in ESCs, and OCT4 

IDR has previously been investigated in the phase separation context (Boija et al., 

2018; Whyte et al., 2013). Treatment of TRIM28 FKBP iPSCs with dTAG-13 

degraded TRIM28 and reduced OCT4 and SOX2 levels (upon 48h dTAG treatment); 

however simultaneous doxycycline induction rescued OCT4 and SOX2 levels (Fig. 

3.26b).  
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Figure 3.26. Pluripotency TF overexpression system in TRIM28-FKBP iPSCs. a. 

Genotype scheme of the iPSC line and scheme of the experimental setup. The iPSC cell line 

includes dTAG-inducible Trim28-FKBP alleles, and Doxycycline-inducible Oct4, Sox2, Klf4, 

c-Myc (OSKM) transgenes. b. Western blot validation of TRIM28 degradation and OSKM 

ectopic overexpression in iPSCs. Doxycycline induction boosts OCT4 and SOX2 levels and 

dTAG-13 treatment depletes TRIM28. The iPSC cell line was generated and validated by 

Christina Riemenschneider. 

The TRIM28-FKBP iPSC cell line showed frequent co-localization between miR290-

295 SE RNA FISH foci and RNAPII puncta (Fig. 3.27, top row). This colocalization 

was reduced upon TRIM28-degradation, indicating the collapse of transcriptional 

condensates at SE loci (Fig. 3.27, middle row). Overexpression of OSKM rescued 

colocalization of miR290-295 SE RNA FISH foci with RNAPII puncta in TRIM28-

depleted iPSCs (Fig. 3.27, bottom row). These data demonstrated that overexpression 

of SE-associated TFs can rescue transcriptional condensate colocalization at SE loci in 

TRIM28 degraded cells. 



82 
 

 

 
 

Figure 3.27. Pluripotency TFs rescue transcriptional condensate localization in 

TRIM28-degraded iPSCs. Co-localization between the nascent RNA of miR290-295 and 

RNAPII puncta in TRIM28-degraded iPSCs that ectopically express OSKM factors. In DMSO 

treated cells, RNAPII puncta frequently co-localize with miR290-295 foci, this co-localization 

is reduced following TRIM28 depletion. Doxycycline induction of OSKM factors rescues the 

colocalization between the RNAPII puncta and miR290-295 foci in TRIM28-degraded iPSCs.  

Displayed are separate images of individual z-slices (same z) of the RNA-FISH and IF signal, 

and an image of the merged channels. The nuclear periphery determined by DAPI staining is 

highlighted as a white contour. Also shown are averaged signals of either RNA FISH or 

RNAPII IF centered on the miR290-295 FISH foci or randomly selected nuclear positions. r 

denotes a Spearman’s correlation coefficient. Scale bars: 2.5µm. 

 
 
3.6 IAP RNA contributes to transcriptional condensate 

localization in TRIM28-degraded mESCs 

 

To assess whether ERV RNA contributes to the redistribution of transcriptional 

condensates in TRIM28-degraded mESCs, shRNAs system to knock down four sub-

classes of ERV retrotransposons (IAPs, MMERVK10Cs, MMERVK9Cs, MMETns) 
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was used (Fig. 3.28a). Expression of shRNAs against ERVs for 24h prior to 24h 

TRIM28 degradation completely rescued the derepression of ERVs and the induction 

of Cthrc1, and significantly reduced the downregulation of the miR290-295 SE locus 

(Fig. 3.28b).  

 

 
 

Figure 3.28. ERV knockdown rescues transcriptional effects of TRIM28 depletion. 

a. Scheme of the ERV shRNA knockdown experiments. Cells were doxycycline-induced for 

24h prior to DMSO, dTAG-13, or doxycycline plus dTAG-13 treatment. b. qRT-PCR data as 

fold change normalized to the DMSO treatment control. ERV knockdown prevents TRIM28-

depletion-induced IAPez and MMERVK10c derepression, and rescues downregulation of 

MiR290-295 and Cthrc1. Data are presented as mean values +/- SD from three biological 

replicates. P-values are from two-tailed t-tests. ****: P<10-4, ***: P<10-3, **: P<10-2. The 

ERV shRNA cell line was generated and validated by Abhishek Sampath Kumar. 

 
 



84 
 

In addition, ERV knockdown rescue of IAPez derepression was validated via RNA 

FISH imaging. Compared to high intensity RNA FISH foci that appear upon TRIM28 

degradation, doxycycline-induced ERV knockdown reduced the number and intensity 

of IAPez foci in TRIM28-degraded cells to levels comparable to DMSO control (Fig. 

3.29). This indicated IAPez RNA FISH agrees with qRT-PCR expression data. 

 

 

 
 

Figure 3.29. ERV knockdown counteracts ERV derepression in TRIM28-depleted 

cells. Representative images of IAPEz RNA FISH in the ERV knockdown experiments (48h 

of either DMSO, dTAG-13, or doxycycline plus dTAG-13, treatment). TRIM28 depletion 

induces derepression of IAPEz, as evidenced by the increase in RNA FISH foci intensity. ERV 

knockdown reduces the intensity of IAPEz foci to levels comparable to DMSO control cells. 

Images in all experiments were acquired at and processed under identical settings. The nuclear 

periphery determined by DAPI staining is highlighted as a white contour. 

 
Further microscopy data indicated ERV knockdown rescues RNAPII localization at 

the miR290-295 RNA FISH foci upon TRIM28 degradation in mESCs (Fig. 3.30). 

RNAPII IF signal showed similar focal nuclear pattern across all treatment conditions. 

DMSO-treated cells showed frequent co-localization between RNAPII and miR290-295 

RNA FISH, as indicated by representative images and average co-localization analysis 

(Fig. 3.30, top row). This association was reduced in dTAG-13 treated cells (Fig. 3.30, 

middle row), but simultaneous doxycycline induction of shRNA rescued the co-

localization to levels comparable to DMSO control cells (Fig. 3.30, bottom row). This 
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indicated presence of ERV RNA plays an important role in altered localization of 

transcriptional condensates upon TRIM28 degradation.   

 
 

 

Figure 3.30. ERV knockdown rescues transcriptional condensate localization in 

TRIM28-degraded mESCs. Representative images of individual z-slices (same z) of RNA-

FISH and IF signal, and an image of the merged channels. Cells were treated according to the 

experimental setup described in Fig. 3.27a. The nuclear periphery determined by DAPI 

staining is highlighted as a white contour. Also shown are averaged signals of either RNA 

FISH or RNAPII IF centered on the miR290-295 FISH foci or randomly selected nuclear 

positions. r denotes a Spearman’s correlation coefficient. Scale bars: 2.5µm. 
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4 Discussion 
 
4.1 Significance of the transcriptional hijacking model 
 

Retrotransposons occupy significant portions of mammalian genomes and coexist with 

genes required for development. Although some retrotransposon classes retained the 

capacity for retrotransposition, once the repression machinery is depleted, it is the 

upregulated transcription of ERVs that compromises pluripotency and causes lethality 

in mouse embryos (Matsui et al., 2010; Rowe et al., 2010). Precise mechanistic 

understanding of this process has so far been missing. Evidence presented in this thesis 

indicates ERV derepression hijacks transcriptional condensates from key pluripotency 

genes upon TRIM28 degradation in mESCs (Fig. 4.1). 
 

 
Figure 4.1. Transcriptional hijacking model. In wildtype mESCs, transcriptional 

condensates are formed at super-enhancers where they promote transcription of pluripotency 

genes, while ERVs are silenced by TRIM28-mediated heterochromatin. TRIM28 degradation 

disrupts genomic distribution of transcriptional condensates, leading to their formation at ERV 

loci. 
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Using a range of genomic tools and methods including the degron system, TT-SLAM-

seq and multiplexed RNA FISH-IF imaging, we demonstrated the power of using an 

integrated genomics approach to mechanistically dissect the function of a key 

epigenetic regulator. TRIM28 degradation induced acute transcriptomic changes with 

a pronounced downregulating effect on key pluripotency SEs and associated genes. It 

simultaneously upregulated key targets of TRIM28/HP1α repressive pathway, 

including ERV retrotransposon classes (ERVK, MMERVK, MMETN). High-resolution 

microscopy targeting nascent RNAs of key SE genes and transcriptional cofactors 

(RNAPII and MED1) indicated transcriptional condensates associate less frequently 

with SEs upon TRIM28 degradation in mESCs. Consequently, components of 

transcriptional machinery are redistributed to the derepressed, transcriptionally potent 

ERV elements. ERV RNA knockdown experiments indicated RNAs stemming from 

repeat elements play an important role in the hijacking mechanism. Knockdown of 

ERV RNAs prior to and concurrent with TRIM28 degradation rescued transcriptional 

condensate localization. While these results bring important new insights into our 

understanding of ERV regulation and present a possible molecular mechanism that 

explains the loss of pluripotency in TRIM28 degraded mESCs, it is imperative to 

further explore the antagonistic relationship between ERVs and SEs, the specificity of 

interactions between transcriptional condensate components at repeat loci, as well as 

the role of hijacking in mouse embryonic development and various disease phenotypes. 

 

4.2 Future perspective: RNA in transcriptional 

condensates 
 

RNA has been an important research focus of both condensate and transcription 

biology, but RNA role at the intersection of these two fields is still relatively 

underexplored. Various RNA species are produced during RNAPII transcription, and 

they should, by proxy, influence biomolecular condensates formed in the vicinity of 

transcription sites. Considering condensates are formed by low-affinity interactions, 
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the high negative charge originating from RNA phosphate backbones should contribute 

to overall electrostatic balance of transcriptional condensates. Net negative charge of 

an RNA molecule increases with length, suggesting length could be an important driver 

of condensate formation and maintenance (Boeynaems et al., 2019). Recent study 

suggested RNAs produced during the course of RNAPII transcription may regulate 

transcriptional condensates via a non-equilibrium feedback mechanism (Henninger et 

al., 2021). 

 

In this model, transcriptional initiation is associated with low concentrations of shorter 

RNAs produced at gene enhancers and promoters, and the electrostatic contribution 

of RNAs in such configuration facilitates transcriptional condensate formation. Once 

the transcription starts bursting during elongation, longer mRNAs are generated at 

increased rates thus increasing the RNA concentrations and the net negative 

electrostatic charge, and transcriptional condensates are dissolved. Although this 

model presents an elegant solution to the dynamic nature of transcription, since it 

allows rapid formation and dissolution of condensates by manipulating one internal 

component (RNA), its application to the hijacking model is currently somewhat 

limited.  

 

RNAs produced at ERVs most likely reside at the nuclear sites of their production for 

extended periods of time, but the imaging setup currently does not allow us to 

discriminate repeat RNAs according to their number, length, or half-life. Since 

retrotransposons do not possess introns, it is difficult to target their nascent RNA 

transcripts exclusively in microscopy, the way this can be done for SE-controlled genes. 

Instead, we rely on targeting full length sequences, subsequently isolate the signal that 

localizes in the nucleus and assess the relative association with transcriptional 

condensates at the global level. The time dimension additionally complicates the 

picture since it is not possible to determine what stage of transcription and RNA 

lifetime most of the signal is derived from. It is therefore possible that the distinct 
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nuclear foci displayed in IAP RNA FISH imaging upon TRIM28 degradation are either 

predominantly nascent RNAs, more mature mRNAs or a combination of these and 

other intermediate RNA species.  

 

TRIM28 degradation progressively leads to more intensified RNA FISH signal, which 

definitively indicates higher concentration and number of IAP RNA molecules in the 

local environment, and this is supported by transcriptomics data. Further analysis of 

RNA-seq and TT-SLAM-seq datasets could potentially be used to extrapolate half-life 

values of various RNAs, but this is additionally complicated by difficulties in read 

mapping to unique repetitive sequences (Teissandier et al., 2019). In addition, RNA 

condensation studies in vitro should be taken with a degree of caution. Recent study 

demonstrated RNA condensation is unspecific in the presence of macromolecular 

crowding agents like PEG, but sequence- and structure-specific in the absence of PEG 

(Poudyal et al., 2021). It is therefore currently challenging to completely reconcile the 

RNA feedback model with the transcriptional hijacking model, simply due to 

limitations in our understanding of biochemical properties of ERV RNA including 

length, concentration, half-life, and number.  

 

Some of these constraints could be overcome if there was a practical way to apply 

existing live-cell microscopy techniques with improved sensitivity (including the MS2-

MCP system) to specific derepressed ERV elements (Vera et al., 2019). This would 

allow single molecule tracking of RNAs produced at a specific ERV locus which could 

then be combined with RNAPII or MED1 endogenous fluorescence tagging to observe 

real-time interactions and validate presence of repeat RNA in redistributed 

transcriptional condensates upon TRIM28 degradation. RNA length is another feature 

that could be investigated in more detail. Additional in vitro reconstitution 

experiments, not included in this thesis, indicated addition of purified IAP RNA 

facilitates condensation of RNAPII CTD and MED1 IDR in a dose-dependent manner 

(Asimi et al., 2022). In agreement with the RNA feedback model, partitioning of 
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RNAPII CTD peaked at a specific concentration and increasing IAP RNA beyond that 

level is not additionally beneficial for condensation. The length of in vitro transcribed 

IAP RNA sequence was standardized at 800 bp, therefore the in vitro experiments 

reflect electrostatic charge generated by that specific molecular length. Input from an 

improved classification of RNAs generated at derepressed ERVs could improve the in 

vitro experimental setup, since different lengths of IAP RNA could be tested.  

 

Identical RNA (IAP) species can facilitate in vitro condensation of both activator 

(MED1) and repressor (HP1a) cofactors at different optimal concentrations, forming 

a sort of a bimodal concentration gradient (Asimi et al., 2022). This possibility is 

extremely interesting both from the repeat element and developmental gene activation 

perspective. For repeat elements, basal transcription levels of several repeat classes 

seem to be relevant for heterochromatin maintenance, but the same elements are 

actively transcribed once derepressed. On the other hand, from the developmental gene 

standpoint, many developmentally relevant decisions are brought about by dynamic 

transcriptional activation and silencing of developmental genes many of which are 

transcription factors. The opportunity to control these transitions in part through 

modulating RNA concentration levels that then facilitate formation of either 

transcriptional or heterochromatin condensates may be an important regulatory 

mechanism and deserves further investigation. More advanced live-cell microscopy 

setups could potentially be used to monitor if ERV-proximal nuclear environment (for 

instance, Cthrc1 locus) transition from higher concentration of heterochromatic factors 

to active transcription co-factors, as IAP RNA concentration is increased. 

 

Biomolecular condensates are regulated by covalent modifications of their components, 

including protein phosphorylation, acetylation, methylation and sumoylation, and 

DNA and RNA methylation (Banani et al., 2016; Conti & Oppikofer, 2022; Gibson et 

al., 2019; Guo et al., 2019; C. H. Li et al., 2020; X. Su et al., 2016). Considering ERV 

RNA plays an essential role in the proposed transcriptional hijacking model, 
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determining the contribution of RNA modifications to the biochemical properties of 

ERV RNAs could be relevant for our understanding of their condensate behavior. N6-

methyadenosine (m6A) is the most abundant RNA modification and it impacts mRNA 

and lncRNA localization, translation, half-life and splicing (N. Liu et al., 2017). It may 

influence RNA-mediated phase separation by affecting RNA-RNA and RNA-protein 

interactions (Y. Cheng et al., 2021). Number and spacing of m6A sites in mRNAs can 

alter the phase separation of m6A readers, including the cytosolic m6A-binding 

proteins, YTHDF1–3, which form condensates in vitro and in cells (Ries et al., 2019; 

J. Wang et al., 2020). Polymethylated mRNAs seem to facilitate YTHDF1-3 

condensation at lower concentrations when compared to mono- or un-methylated 

mRNAs. It would be significant to check if the manipulation of m6A site number and 

distribution would have a strong impact on IAP RNA in the in vitro reconstitution 

experiments.  

 

Mounting evidence suggests a strong link between m6A methylation and ERV 

regulation (Chelmicki et al., 2021). METTL3, a methytransferase that catalyzes the 

methylation of the N6-adenosine of RNA, localizes specifically to IAPs in mESCs, 

where it is supposed to form a complex with YTHDC1 and IAP RNA (Xu et al., 2021). 

YTHDC1 is an m6A reader that binds IAP, ERVK and LINE1 transcripts in mESCs 

(J. Liu et al., 2021; Xiao et al., 2016). YTHDC1 knockout causes reprogramming of 

mESCs to a 2C-like state and induces upregulated transcription of repeat elements, 

indicating that m6A RNA modification of lowly transcribed repeats plays an important 

role in heterochromatin maintenance at those genomic regions (J. Liu et al., 2021).  

METTL3 has itself been implicated in phase separation processes (D. Han et al., 2022). 

It physically interacts with TRIM28 and SETDB1, and its knockout results in reduced 

presence of heterochromatin marks and increased transcription of IAPs in mESCs,  

indicating it is important for the repression of IAPs (Xu et al., 2021). IAP transcripts 

produced at METTL3-occupied IAPs are nuclear, chromatin-bound and m6A 

methylated. It would be important to examine the role played by the m6A methylation 
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and its readers and writers in the transcriptional condensate hijacking model, that is 

whether these components are potentially phase separating together with 

heterochromatin machinery at IAPs and reduced IAP RNA methylation leads to IAP 

RNA association with transcriptional condensates. Interestingly, small molecule 

inhibitors of METTL3 are currently in clinical trials for acute myeloid leukemia and 

solid cancers, and combining METTL3 inhibition with TRIM28 degradation could 

potentially offer an elegant way to test some of these interactions in mESCs (Yankova 

et al., 2021). 

 

4.3 Future perspective: Competition for transcriptional 

machinery in vivo 

 

One open question that arises from the hijacking model is whether, independent of 

TRIM28 degradation or the loss of pluripotency phenotype, ERV elements have the 

potential to outcompete SE controlled genes in the competition for transcriptional 

machinery. Additional data not included in this thesis showed that forced induction of 

randomly integrated ~900 bp fragments of IAPEz ERVs can significantly undermine 

SE and SE associated gene transcription when compared to forced induction of a GFP 

construct of similar length (Asimi et al., 2022). PiggyBac transposon system was used 

to generate two mESC lines that contain either the Dox-inducible GFP sequence or 

the Dox-inducible IAPEz fragments, both with the equal number of copy numbers and 

insertion sites. Dox treatment induced expression of GFP and IAPEz in their respective 

cell lines, but while the effect of GFP induction was minor, IAPEz induction 

significantly reduced SE and SE associated gene transcription at the miR290-295, Klf4 

and Fgf4 loci, and did not significantly affect typical enhancer and associated genes. 

In addition, cellular fractionation assays demonstrated that the nuclear enrichment of 

IAPEz RNA was about double that of GFP RNA indicating that IAPEz are more 

likely to be retained in the nucleus. This experiment was significant because it implied 

forced induction of specific RNAs (in this case ERV) may have a more pronounced 
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effect on transcriptional hijacking, most probably due to the inherent features of such 

RNA species including nuclear enrichment and the capacity to nucleate transcriptional 

condensates.    

 

Data presented here demonstrates ERV de-repression affects pluripotency in mESCs 

by compromising the transcription of key pluripotency genes. This mechanism should 

translate to mouse embryonic development and provide some of the missing links in 

our understanding of embryonic lethality of TRIM28 KO. Additional results, beyond 

the scope of this thesis, demonstrated that pluripotent lineages are depleted in TRIM28 

KO mouse embryos (Asimi et al., 2022). Single-cell RNA-seq analysis of E6.5 TRIM28 

KO embryos showed transcriptional upregulation of major ERV classes and a marked 

shortage of epiblast cells which typically originate from the inner cell mass, structure 

that contains pluripotent stem cells during embryonic development (G. R. Martin, 

1981). Inner cell mass of E3.5 TRIM28 KO embryos was almost completely depleted 

of pluripotency factors NANOG, OCT4, SOX2 and KLF4, and replaced by cells 

expressing GATA6, the endoderm marker, tested by immunofluorescence. ERV 

expression levels are tightly regulated during embryonic development, IAP expression 

is minimal during the two-cell stage, peaks during the blastocyst stage and 

downregulates again in the later stages. The ability to follow this expression pattern 

seems to be essential for normal development, and absence of TRIM28 mediated 

silencing hinders this. Transcriptional hijacking provides a molecular mechanism that 

could explain the correlation between the loss of pluripotency and the upregulated 

ERV transcription in TRIM28 KO embryos. 

 

While single-cell RNA-seq and immunofluorescence imaging data in mouse embryos 

form solid initial evidence that our in vitro and mESC data on condensate hijacking 

may translate to live embryos, there are additional ways to directly test this model. 

Targeted protein degradation using the dTAG system has recently been successfully 

adapted to mouse embryos to investigate the role of RNAPII pausing in embryonic 
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development (Abuhashem et al., 2022). A similar strategy would allow acute depletion 

of TRIM28 and help dissect the effects of dynamic ERV upregulation during the 

various embryonic stages. Additionally, more systematic profiling of ERV RNAs using 

RNA FISH and nascent transcriptomics combined with TRIM28 degradation at each 

embryonic stage would be a valuable resource since it may provide information on 

ERV transcript levels and localization and give a more complete picture of the 

dependency between TRIM28 repression and ERV upregulation phenotype.  

 

One of the direct outcomes of the transcriptional hijacking model is the capacity of 

newly formed ERV-associated RNAPII condensates to incorporate spatially adjacent 

genes. This may be particularly relevant in processes such as embryonic development 

or cancer, where enrichment of specific subsets of genes in the pool of ERV-

incorporated genes could drive cell decisions towards specific embryonic lineages or 

pathologies. Indeed, single-cell RNA-seq data in TRIM28 KO embryos showed epiblast 

cells were replaced by parietal endoderm-like cells and endoderm markers were 

accordingly upregulated in TRIM28 degraded mESCs (Asimi et al., 2022). This thesis 

focused on one prominent example of ERV-proximal genes, Cthrc1, to demonstrate a 

proof of principle. Data showed that Cthrc1 gets significantly upregulated and 

associates with RNAPII and NFYA upon TRIM28 degradation. In addition, CRISPR 

KO of all three ERVs in Cthrc1 gene’s vicinity showed that its upregulation is 

conditional upon the presence ERV RNA. Deeper analysis of TT-SLAM-seq data and 

subsequent CRISPR characterization of candidate loci may show that this is a general 

mechanism that contributes to TRIM28 depletion phenotypes. Moreover, the nearby 

gene incorporation by rearranged transcriptional condensates may apply to knockouts 

of other regulators of retrotransposon repression, or knockouts of any other general 

epigenetic factors that cause the redistribution of transcriptional machinery. 

 

Imaging data presented here shows upregulated nascent Cthrc1 transcripts frequently 

associate with RNAPII and NFYA protein upon TRIM28 degradation in mESCs, but 
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they do not directly test colocalization of ERV RNAs and Cthrc1-containing 

transcriptional condensates. Dual color RNA FISH targeting IAPEz transcripts and 

Cthrc1 nascent transcripts multiplexed with RNAPII immunofluorescence would be 

one way to test the frequency of such interactions, but this proved to be technically 

difficult using the current setup. An additional option would be to use the readily 

available triple ERV KO cell line and test the association of the Cthrc1 locus with 

RNAPII via DNA FISH in wildtype and triple ERV KO condition with or without 

TRIM28 degradation. Such experimental setup would be independent of direct Cthrc1 

transcriptional output and indicate the probability of Cthrc1 DNA locus’ increased 

interaction with RNAPII when ERVs are present. These experiments would provide 

definitive evidence that ERV RNAs co-reside in identical nuclear compartments with 

RNAPII and other components of transcriptional condensates and corroborate the 

nearby gene incorporation hypothesis of the hijacking model.  

 

4.4 Future perspective: TRIM28 condensates 
 
Repetitive DNA and RNA sequences are known drivers of nuclear organization (Frank 

& Rippe, 2020). Well studied examples include the nucleolus which is shaped around 

clusters of repetitive ribosomal DNA (rDNA) and the histone locus bodies which form 

around clustered histone genes (Quinodoz et al., 2018). Within the biomolecular 

condensate context, DNA can serve as multivalent binding sites for proteins to nucleate 

condensates at both repressed and active chromatin loci. Considering majority of ERVs 

are targeted by the repressive complex that includes TRIM28, this process may be 

facilitated by long range interactions between ERVs and the concomitant formation of 

heterochromatin condensates at these loci (Singh & Newman, 2020). In situ Hi-C 

experiments indicated TRIM28 degradation does not cause major disruptions of 

genome organization, but the most-induced ERV classes do transition from the inactive 

to the active chromatin compartment and ERVs tend to contact SEs and transcribed 

genes more frequently in mESCs upon 24 h TRIM28 (Asimi et al., 2022). Whether 



96 
 

prolonged TRIM28 degradation in mESCs may have other major effects on nuclear 

organization is still an open question.   

Unpublished data from this PhD work suggest TRIM28 protein may itself undergo 

phase separation in vitro and form condensates that repel transcription factor and 

coactivator condensates in cells. This process may likely be mediated by disordered 

sequences located on the N-terminal and part of the RBCC domain of TRIM28. 

Interestingly, recent crystal structure and size-exclusion chromatography coupled with 

multiangle light scattering (SEC-MALS) investigations of TRIM28 identified the 

disordered B-Box 1 portion of the RBCC domain as the main driver of TRIM28’s 

concentration-dependent higher-order oligomerization (Stoll et al., 2019; Sun et al., 

2019). In this model TRIM28 has the capacity to self-assemble through weak 

homotypic interactions between the B-boxes of the RBCC domain. High local 

concentrations of TRIM28 induce self-assembly of dimers into tetramers, octamers, 

and potentially higher-order polymers (Stoll et al., 2019). This intrinsic capacity to 

form higher-order complexes is nevertheless not required for transcriptional silencing 

of retrotransposons, since oligomerization-deficient mutants are still efficient at 

repressing SVA-D and LINE-1 retrotransposons in a luciferase reporter assay (Stoll et 

al., 2019). On the other hand, mutations in the KRAB-binding region of the RBCC 

domain and the HP1 binding motif significantly reduce the capacity of TRIM28 to 

transcriptionally silence retrotransposons. Multivalent interactions of TRIM28-HP1 

complex with H3K9me2 and 3-modified nucleosomal arrays resulting in phase-

separated droplets have also been reported as a mechanism behind heterochromatin 

formation (L. Wang et al., 2019). Our preliminary data indicates formation of TRIM28 

condensates in overexpression imaging experiments redistributes endogenous HP1α 

signal from chromocenters to all regions occupied by TRIM28. This is significant 

because it indicates that although condensation or higher order oligomerization may 

not be essential for retrotransposon silencing, high local concentrations or reported 

overexpression of TRIM28, in for instance, tumor cell lines may, among other effects, 

lead to the dilution of HP1α away from its native targets, potentially resulting in target 
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derepression (C. Su et al., 2018; Wei et al., 2016). Additional analyses, combining 

inputs from condensate biology and structural biochemistry, should dissect the specific 

effects of TRIM28 phase separation on nuclear organization and transcriptional 

repression of retrotransposons.     

 

The multi-domain structure of TRIM28 may translate to multifunctionality and 

explain TRIM28’s implication in various other processes beyond retrotransposon 

silencing (Czerwińska et al., 2017; Iyengar & Farnham, 2011). These pleiotropic effects 

include TRIM28-mediated SUMOylation of physiologically relevant proteins like 

NPM1 or TRIM28 implication in DNA damage response (C.-T. Cheng et al., 2014; 

Neo et al., 2015). TRIM28 degron system has proved valuable in the investigation of 

acute transcriptional consequences of TRIM28 depletion in mESCs, but it could 

additionally be utilized to study TRIM28 role in differentiated cell types. Moreover, it 

provides a new modality to attempt rescue experiments, for example by simultaneously 

degrading TRIM28 whole protein and overexpressing individual TRIM28 domains or 

combinations of domains. The proposed condensation driving RBCC domain together 

with HP1 binding motif would be one such construct that could be used test the 

capacity of TRIM28 localization rescue using parts of its sequence. Iterative domain 

overexpression may also help separate the various anticipated phenotypes of TRIM28 

dysregulation. Similarly, the RBCC domain could be used to design synthetic 

constructs that include well-studied TF IDRs or DBDs and inspect if this potentially 

enhances condensation capacity or transactivation activity of these sequences.    

      

4.5 Implications for disease and open questions 
 

TRIM28 overexpression was reported in breast, gastric, pancreatic and ovarian cancers 

(Addison et al., 2015; Cui et al., 2014; Y.-Y. Wang et al., 2013; Yu et al., 2014). 

TRIM28 haploinsufficiency, on the other hand, predisposes patients to Wilms’ tumor 

and dysregulates a gene network capable of driving obesity in mice (Dalgaard et al., 

2016; Diets et al., 2019). Recent in vivo CRISPR-Cas9 screens in mouse cancer models 
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identified TRIM28 as one of the top chromatin regulating suppressors of tumor-

intrinsic immunity (Griffin et al., 2021). Targeting TRIM28 directly may additionally 

offer a new modality for breast cancer treatment (Wei et al., 2016). Transcriptional 

hijacking and TRIM28 phase separation offer new conceptual inputs that could be used 

to review these disease phenotypes and plan new analyses that may elucidate the 

molecular interplay between retrotransposons and transcriptional regulation in disease.  

 

Beyond TRIM28 associated pathologies, upregulated expression of human ERVs has 

been detected in ALS patient neurons and associated with the development of 

schizophrenia (Karlsson et al., 2001; W. Li et al., 2015). Retrotransposons, particularly 

the LINE-1 elements, are upregulated in cancer and their activity can lead to somatic 

acquisition of insertions in cancer genomes (Burns, 2017; Miki et al., 1992). LTRs are 

immobile but their derepression can lead to activity as alternative promoters for 

expression of oncogenes like CSF1R in human lymphoma or IRF5 in Hodgkin 

lymphoma (Babaian et al., 2016; Lamprecht et al., 2010). Recent data from the 

TRACERx consortium showed mouse and human B cells inside lung cancer 

environment unexpectedly generate antibodies against ERV envelope proteins, and 

ERV expression correlates with positive response to immune checkpoint blockade 

therapy in human lung adenocarcinoma (Ng et al., 2023). These studies collectively 

indicate retrotransposon regulation is becoming a promising pre-clinical research focus 

in oncology. 

 
Condensates have been linked to disease pathologies such as cancer, neurodegeneration 

and rare genetic disease (Boija et al., 2021; Fasciani et al., 2020; C. H. Li et al., 2020; 

Patel et al., 2015). Targeting condensate properties may provide new therapeutic 

modalities. Broadly speaking, condensate level interventions could be grouped into 

three main categories: drugs that concentrate in specific condensates, drugs that 

selectively change condensate properties, and drugs that alter condensate component’s 

post-translational modifications (Boija et al., 2021). Most existing pharmaceutical 

targets are structured proteins including G-protein coupled receptors, enzymes, 
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kinases, ion channels and nuclear receptors, but over half of the genome, including 

proteins with IDRs, do not fall into these categories and were long considered 

undruggable (Dang et al., 2017; Wheeler, 2020). Possible therapies that target 

physicochemical properties of biomolecular condensates formed by multivalent 

interactions between IDRs are attractive because they do not involve conventional 

drug binding sites.  

 

Building on the hijacking model, it may be possible to use RNA, either produced 

directly at or delivered to the condensate site, to nucleate, alter or dissolve 

transcriptional condensates and achieve more optimal outcomes, for instance, activate 

immune response in cancer. ERV knockdown data showed depleting repeat RNAs using 

shRNAs rescues transcription of pluripotency genes and delays the acute effects of 

TRIM28 degradation. Several drug development programs are currently ongoing in the 

direction of modulating non-coding RNA levels to alter transcriptional programs 

associated with disease (including using ASOs to either boost local RNA levels, by 

targeting regulatory non-coding RNAs, or reduce levels of lncRNAs associated with 

cardiac disease) (Alexanian & Ounzain, 2020; Aydemir et al., 2022). Condensate 

processes associated with non-coding RNAs are emerging as active therapeutic targets 

with high translational potential. 

 

Biomolecular condensate research has entered its second decade, unquestionably 

revolutionizing our understanding of cellular biology. Nevertheless, several credible 

research labs are pointing out the lack of causal evidence that relates biochemical 

behavior observed in vitro with in vivo phenotypes (McSwiggen et al., 2019; Musacchio, 

2022; B. Wang et al., 2021). Even though local enrichment of a particular transcription 

factor inside discrete nuclear foci is suggestive of phase separation, future studies must 

go beyond descriptive research and phenomenological evidence, and focus on 

quantitative perturbation experiments of both the individual condensate components 

and the physicochemical features of condensates (Frank & Rippe, 2020; McSwiggen et 
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al., 2019). Many fundamental questions regarding the function and importance of 

biomolecular condensates remain elusive, including the association with 

pathophysiology (Conti & Oppikofer, 2022). Hnisz lab made pioneering efforts to 

mechanistically link condensate dysfunction to disease, including rare genetic disorders 

and castration resistant prostate cancer (Basu et al., 2020, 2022; Mensah et al., 2023). 

This guides future research to leverage basic condensate biology into viable therapeutic 

strategies. Small molecules and RNA based therapeutics that modulate condensate 

properties are primary intervention candidates and optimizing delivery and tissue 

selectivity will be key hurdles en route to the clinic (Conti & Oppikofer, 2022). 

Common chemotherapy agents like cisplatin were already found to concentrate within 

condensates in cells (Klein et al., 2020). Implications for drug discovery are 

multifaceted since existing pharmaceuticals may modulate condensate properties 

without having previously been investigated in this context. Condensate assays are 

therefore becoming a viable screening strategy in drug discovery pipelines (Patel et al., 

2022). 

 

Mounting evidence suggests ERVs and other retrotransposons have unanticipated roles 

in gene regulation and disease. In addition, retrotransposons were an important 

instrument for evolutionary innovation and some of the evolutionary impetuses may 

have been driven by a mechanism independent of transposition but resembling 

transcriptional hijacking. Development of more tailored techniques that allow 

investigation of specific elements via microscopy and improved bioinformatic analyses 

should allow us to mechanistically resolve retrotransposon contribution to 

transcriptional regulation, evolution and disease (Lerat, 2022). Integrating the 

biomolecular condensate paradigm into existing retrotransposon research provides a 

novel framework to reevaluate ERV related phenotypes in developmental biology. 

Transcriptional condensate hijacking is an insightful example of such consolidative 

approaches. Follow up testing of the hijacking model including additional condensate 

perturbation and rescue experiments in vivo should demonstrate its mechanistic role 
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in embryonic development and stimulate exploratory studies as potential therapeutic 

modality in cancer. 
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