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ABSTRACT
In this paper the connection between stochastic optimal control and reinforcement learning is investigated. Our main motivation is to apply
importance sampling to sampling rare events which can be reformulated as an optimal control problem. By using a parameterised approach
the optimal control problem becomes a stochastic optimization problem which still raises some open questions regarding how to tackle the
scalability to high-dimensional problems and how to deal with the intrinsic metastability of the system. To explore new methods we link
the optimal control problem to reinforcement learning since both share the same underlying framework, namely a Markov Decision Process
(MDP). For the optimal control problem we show how the MDP can be formulated. In addition we discuss how the stochastic optimal
control problem can be interpreted in the framework of reinforcement learning. At the end of the article we present the application of two
different reinforcement learning algorithms to the optimal control problem and a comparison of the advantages and disadvantages of the two
algorithms.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0140665

I. INTRODUCTION
Rare event sampling is an area of research with applications in many different fields, such as finance,1 molecular dynamics2 and many

more. Very often the reason for the occurrence of rare events is that the dynamical system of interest exhibits metastable behavior. Metasta-
bility means that the underlying process remains in certain regions of the state space for a very long time and only rarely changes to another
region. This change is particularly important for accurate sampling of rare events. The average waiting time for the occurrence of the rare
event is orders of magnitude longer than the timescale of the process itself. This behavior is typically observed for dynamical systems following
Langevin dynamics and moving in a potential with multiple minima. Here the metastable regions correspond to local minima of the poten-
tial. The minima are separated by barriers and the transitions between these regions are of interest. In molecular dynamics, for example, these
quantities of interest correspond to the macroscopic properties of the molecules under consideration. Furthermore, it can be shown that the
time to cross the barriers scales exponentially with the height of the barrier.3 In terms of sampling it is observed that the variance of the Monte
Carlo estimators associated with these rare transitions is often large. One idea to improve these estimators is the application of importance
sampling but other methods such as splitting methods have been proposed. In this article we are going to focus on importance sampling. For
a detailed discussion of splitting methods see Ref. 4 and the references therein.

One of the main challenges in importance sampling is to find a good bias so that the reweighted expectation has a low variance. The
theory shows that the bias that would lead to a zero variance estimator is related to the quantity one wants to sample; see, e.g., Refs. 5 and 6.
Therefore, many different variational methods have been proposed to find a good bias.7 For importance sampling applications in stochastic
differential equations it is well known that the optimal bias is actually given as the solution of a Hamilton-Jacobi-Bellman (HJB) equation, a
nonlinear partial differential equation.8 Since the HJB equation is the main equation of stochastic optimal control the importance sampling
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problem can be interpreted as stochastic optimal control. A stochastic optimization approach to approximate the bias using a parametric
representation of the control has been proposed in Ref. 9. In the optimization approach the weights of the parametric representation are
minimised to find the best approximation of the control. Methods for solving the related Hamilton-Jacobi-Bellman equation using deep
learning based strategies in high dimensions have been developed; see, e.g., Refs. 10–15. The approximation of control functions with tensor
trains has been presented in Ref. 16.

Although many methods have been proposed to approach the sampling problem from an optimal control point of view the stochastic
optimization formulation offers the possibility to make a connection with reinforcement learning. Reinforcement learning (RL) is one of
the three basic machine learning paradigms and has shown impressive results in high-dimensional applications such as Go and others.17,18

The reinforcement learning literature is very rich and many interesting ideas such as model-free, data-driven methods and robust gradient
estimation have been extensively explored. From a more abstract point of view optimal control and reinforcement learning are concerned
with the development of methods for solving sequential decision problems19 and their connection has been explored to some extent in Ref. 20.
A general formulation can be given as follows: an intelligent agent should take different actions in an environment to maximise a so-called
cumulative reward associated with a predefined goal. Applications of this formulation can be, for instance, a cleaning robot moving in a
complex space, playing various games21,22 or portfolio optimization.8 The environment in which the agent moves is typically given in the
form of a Markov decision process (MDP). Solution methods are often motivated by dynamic programming. The main difference between
classical dynamic programming methods and reinforcement learning algorithms is that the latter do not require knowledge of an exact
mathematical model of the MDP. In addition, reinforcement learning targets large MDPs where exact methods become infeasible. We make
the link between the two fields in two ways. One way is to use the optimal control problem and formulate it as a Markov decision process
which is the underlying theoretical framework of reinforcement learning. The other way is to formulate the reinforcement learning problem
as a stochastic optimization problem. By comparing the resulting optimization problem with the optimization problem derived in Ref. 9 for
the importance sampling stochastic optimal control problem, one can see that both agree. Although the link is known there are few papers
that show how to explicitly establish this link and the different language in these fields makes it difficult to understand the overlap. For this
reason we want to show this connection in more detail for our problem of interest namely the application of importance sampling. However,
the underlying connection is much more general and can be used for other applications that use stochastic modeling. Moreover, making this
connection has the advantage that ideas developed in one area can be transferred to the other.

The paper is structured as follows. In Sec. II we set the stage of rare event simulation, present the importance sampling problem and
state its stochastic optimal control formulation. Section III is dedicated to the introduction of the reinforcement learning framework. In Secs.
III A–III D we discuss Markov decision problems, which are the underlying theoretical framework of reinforcement learning. In Sec. III E we
state the reinforcement learning optimization problem and in Sec. III F we recap the key ideas behind the main RL algorithms. Section IV
is devoted to showing how optimal control and reinforcement learning are related. In Sec. IV A we show how the stochastic optimal control
problem can be formulated as an MDP. In Sec. IV B we compare the two optimization formulations presented for both problems. In Sec. IV C
we first discuss how a previously presented solution method in the framework of reinforcement learning can be understood as a model-based
approach. We introduce the well-known model-free deterministic policy gradient (DPG) algorithms. In Sec. V we present an application of
the presented methods to a small toy problem. The focus of this section is the approximation of the optimal control problem which we will
discuss in more detail. We conclude the article with a summary of our results.

II. IMPORTANCE SAMPLING SOC PROBLEM
The main goal of this paper is to show how stochastic optimal control (SOC) and reinforcement learning (RL) are related. We introduce

a SOC problem related to an importance sampling diffusion problem. However, the importance sampling SOC formulation can be easily
adapted to general SOC problems and is not restricted to the importance sampling application. First we motivate the importance sampling
problem and present a rather formal formulation. Then we show the relationship to the corresponding Hamilton-Jacobi-Bellman (HJB)
equation. Finally we show how this problem can be formulated as a stochastic optimization problem. This section will be formulated in
continuous time to show the relation to the HJB equation. In the following sections we will return to the discrete-time problem for convenience
as this is the viewpoint used in most of the reinforcement learning literature.

A. The sampling problem
The problem we are going to consider in this paper is a particle moving in some potential landscape V : Rd → R on the bounded domain

D ⊂ Rd. The movement of the particle follows the gradient of the potential plus a perturbation given by a Brownian motion noted as wt and
scaled by a diffusion term. This type of movement can be described by a stochastic differential equation (SDE) known as the overdamped
Langevin equation:

dxt = −∇V(xt)dt + σ(xt)dwt , x0 = x, (1)

where xt is the position of the particle at time t, x ∈ Rd is a deterministic starting position and the diffusion term is chosen to be

σ(x) =
√

2β−1 Id. Let us assume we are interested in computing the expectation

Ψ(x) ∶= E[I(x0:T) ∣ x0 = x] (2)
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of path dependent characteristics which can be described as

I(x0:T) ∶= exp(−g(xT) − ∫
T

0
f (xt)dt), (3)

where T = inf{t > 0 ∣ xt ∈ T } is the first hitting time of a specific target set T ⊂ D and f , g : Rd → R are some bounded and sufficiently
smooth functions. In the literature f and g are often denoted as the running cost and the terminal cost respectively. For instance the quantity
of interest which leads to estimating the moment generating function of T can be achieved by setting f = λ ∈ R and g = 0, resulting in
Ψ(x) = E[eλT ∣ x0 = x].

We usually consider a potential V which has many local minima and which induces metastable dynamics in the model under considera-
tion. This metastability leads to a high variance of the Monte Carlo estimator of the path dependent quantity of interest and thus it becomes
unreliable. To improve the properties of the estimator we will apply an importance sampling strategy. The general idea of such a strategy is to
sample a different dynamical system by introducing a bias and later correcting this effect in the expectation.

In the considered problem we are going to introduce a bias in the drift term of the SDE. This additional drift is known as a control in the
SOC literature. By construction it does not influence the stochastic noise. The controlled dynamical system is given by

dyt = (−∇V(yt) + σ(yt)u(yt))dt + σ(yt)dwt , y0 = x, (4)

where u : Rd → Rd is the mentioned control, which belongs to the space of time-independent feedback controls U (see Ref. 23 for more
technical assumptions on the control). The time-independence assumption on the feedback control comes from the fact that the quantity of
interest (2) is time independent thus the overall problem we are trying to solve is stationary. The controlled dynamics can be related to the
original dynamics by using the Girsanov formula, which is a change of measure in path space. Precisely, we have that the importance sampling
quantity of interest is an unbiased estimator of (2)

Ψ(x) = E[I(x0:T) ∣ x0 = x] = E[I(y0:Tu) m0:Tu ∣ y0 = x], (5)

where m0:Tu is an exponential Martingale given by

m0:Tu ∶= exp(−∫
Tu

0
u(yt) ⋅ dwt −

1
2∫

Tu

0
∣u(yt)∣2dt) (6)

and Tu is the first hitting time of T under the controlled process. Although the importance sampling relation (5) holds for any control u ∈ U ,
the variance of the corresponding estimators significantly depends on the choice of u. Hence, one is tempted to aim for an optimal control u∗

which minimizes the variance of the importance sampling estimator over the space of controls

u∗ = arg inf
u∈ U

{Var (I(y0:Tu) m0:Tu ∣ y0 = x)}. (7)

B. Hamilton-Jacobi-Bellman equation
With this formulation at hand we can now search for the optimal control. It is well-known in the literature that the optimal control

can be found by using the Feynman-Kac formula and the resulting partial differential equation (PDE) connection.6,23 Via the Feynman-Kac
formula Ψ satisfies the following elliptic boundary value problem (BVP)

(L − f )Ψ = 0, in O, (8a)

Ψ = exp (−g), on ∂O, (8b)

on the domain O ∶= D ∩ T c where L denotes the infinitesimal generator, which is given by

L = 1
2

d

∑
i,j=1
(σσ⊺)ij(x)

∂2

∂xi∂xj
−

d

∑
i=1
( ∂

∂xi
V(x)) ∂

∂xi
. (9)

By using the Cole-Hopf transformation Φ = −log Ψ, one can derive the well-known Hamilton-Jacobi-Bellman equation

LΦ − 1
2
∣σ⊺∇Φ∣2 + f Φ = 0, in O, (10a)

Φ = g, on ∂O. (10b)
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Moreover, it has been shown that the optimal control depends directly on the solution of the above PDE

u∗ = −σ⊺∇Φ = σ⊺∇ log Ψ (11)

and that the corresponding importance sampling estimator achieves zero variance see e.g., Refs. 6 and 23.
A priori one can calculate the quantity that we originally wanted to estimate as a function of the initial position via e.g., a finite difference

method. However, such a problem becomes not trivial to solve for high-dimensional settings due to the curse of dimensionality. Furthermore,
we know that the problem we are trying to solve is hard because we are trying to find a solution for a nonlinear PDE.

C. Stochastic optimization problem
To this end we are going to reformulate the problem as an optimization problem. Let us recall the value function Φ as a function of Ψ

which can be expressed in terms of the importance sampling estimator (5)

Φ(x) = − log(E[exp(−g(yTu) − ∫
Tu

0
f (yt)dt − ∫

Tu

0
u(yt) ⋅ dwt −

1
2∫

Tu

0
∣u(yt)∣2dt) ∣ y0 = x]).

By using the Jensen’s inequality and later the fact that an expectation of an Itô stochastic integral is zero we obtain the following upper bound
for the value function

Φ(x) ≤ E[g(yTu) + ∫
Tu

0
f (yt)dt + 1

2∫
Tu

0
∣u(yt)∣2dt ∣ y0 = x]. (12)

In the literature it is shown with the help of some stochastic calculus that the equality is attained for the optimal control u∗.6,23 We can
understand the right-hand side of the Eq. (12) as a performance measure of the control applied to the dynamical system. The first two terms
in the expectation are equal to the logarithm of the quantity of interest e.g., the stopping time in our example setting and the third term
measures the force applied to the system. In the optimal control literature this expression is known as the cost functional conditional on the
initial condition. On the one hand we can use the right-hand side of (12) as the objective function for the optimization problem since it is
easier to handle numerically. On the other hand we see that there is still a connection to the optimal control problem. If we manage to find
the optimal solution with the optimization procedure we have the solution to the HJB equation.

By minimizing this functional in terms of the control u subject to the controlled dynamical system we have derived an optimization
problem in order to find the optimal control. This optimal control problem is given by

u∗ = arg inf
u∈U

J(u; x) (13)

where the minimisation is taken again over the space of controls and J(u; x) is the corresponding cost functional

J(u; x) ∶= E[g(yTu) + ∫
Tu

0
f (yt)dt + 1

2∫
Tu

0
∣u(yt)∣2dt ∣ y0 = x] (14a)

s.t. dyt = (−∇V(yt) + σ(yt)u(yt))dt + σ(yt)dwt , y0 = x. (14b)

Many different ideas have been proposed in the literature to solve this problem. One idea is to use a Galerkin projection of the control
into a space of weighted finite ansatz functions and optimise over the weights using a gradient descent method or a cross-entropy method.9,24

Another idea is to solve the deterministic control problem and use it to steer the dynamical system in the right direction.25 A more detailed
discussion of solution methods can be found in Ref. 6.

According to the theory using optimal control to sample the quantity of interest would result in a zero variance estimator. In principle
one needs to sample a trajectory to find the quantity of interest. However, due to discretization and numerical issues this is not possible in the
implementation. However, with a good approximation to the optimal control the sampling effort can be massively reduced and the estimator
converges faster with a smaller relative error. Furthermore, it can be shown that the relative error scales exponentially with the approximation
error.26 This means that one should use the best possible approximation to find a good estimator of the quantity of interest. Because of this
dependence, it is necessary to use methods that find a solution close to the optimum.

For mathematical completeness it is necessary to have a small remark on other possible types of time horizons. In this article Tu is an a.s.
finite stopping time with respect to the canonical filtration of the controlled process. In general we could consider

● a finite horizon time Tu = Tend, leading to a deterministic stopping time,
● a bounded stopping time T̃u = min (Tu, Tend),
● or a general random stopping time Tu ∈ R+ ∪ {+∞}.

The first two types of stopping times are also a.s. finite and are of special interest since they guarantee the applicability of Girsanov’s theorem
for a control on a bounded domain. In this case the Novikov condition is satisfied. The reason is that with this assumption the boundedness of
the control is guaranteed. However, one ends up with a different problem formulation. In these cases the corresponding BVPs are not elliptic
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but parabolic leading to time-dependent solutions and as a consequence the optimal control is also time-dependent.23,27 The general case of
random stopping time needs to be discussed in more detail and is beyond the scope of this article.6

III. INTRODUCTION TO REINFORCEMENT LEARNING
Before showing the connection between RL and SOC for completeness we would like to give a brief overview of a typical model for a

reinforcement learning problem. First, we look at the underlying theoretical framework namely Markov decision processes. Then, we will
discuss key concepts of RL theory, such as types of policies, value and Q-value functions, and their recursive relations provided by the Bell-
man equations. Finally, we will introduce the reinforcement learning problem from an optimization point of view and discuss two different
formulations of the RL problem.

As stated by Sutton and Barto: “Reinforcement learning is learning what to do - how to map situations to actions - in order to maximise
a numerical reward signal.”21 So from this very first definition we can already see what it takes to define a reinforcement learning problem. To
learn what “to do,” we need someone to do something. This is usually called the agent. The agent experiences situations by interacting with
an environment. This interaction is based on the actions the agent takes, the reward signals the agent receives from the environment and the
next state the agent has moved to by following the controlled dynamics. Usually the interaction with the environment is considered to take
place over some time interval (finite or infinite).

The goal of the agent is to reach a predefined goal that is part of the environment. The agent will reach the goal if it optimally chooses the
sequence of actions so that the sum of the reward signals received along a trajectory is maximised. Given the dynamics of the environment
and a chosen goal reinforcement learning assumes that there are reward functions that can lead the agent to success in the sense that the
predefined goal is reached. The existence of a unique reward function that is certain to lead to the predefined goal is not given. Thus, the
choice of the reward function can be flexible and depend on the task that the agent has to solve. Furthermore, it may have an influence on the
learned action.

Environments with sparse reward functions are often difficult to handle, since the reward signal received is often negligible. For example
this is often the case in games where the reward signal is 0 throughout the game and changes to −1 in the event of a loss or +1 in the event of
a win. However, this is not the only possible reward function that makes the agent learn how to play. If a person plays a game of chess with a
teacher who tells her how she played after every move the person will receive a much richer reward signal which will eventually lead to faster
learning.

A. Markov decision processes
The theoretical framework of all reinforcement learning problems is a Markov decision process. A typical RL problem has the following

elements:

● the state space S is the set of states i.e. the set of all possible situations in the environment,
● the action space A is the set of actions the agent can choose at each state,
● the set of decision epochs T ⊂ R+ is the set of time steps corresponding to the times where the agent acts. Let us assume the set of

decision epochs is discrete. In this case, it can either be finite, i.e., T = {0, . . . , T} with T ∈ N+, or infinite T = N0.
● the (state-action) transition probability function p : S × S × A→ [0, 1] provides the probability of transitioning between states after

having chosen a certain action. The transition probability function depends on the state where the agent is s ∈ S, the action she
chooses a ∈ A and the next state the agent moves into s′ ∈ S, i.e.,

p(s′, s, a) = p(s′∣s, a) ∶= P(st+1 = s′ ∣ st = s, at = a). (15)

The transition probability function given a state-action pair p(⋅∣s, a) is a conditional probability mass function

∑
s′∈ S

p(s′∣s, a) = 1. (16)

If S is a continuous state space p : S × S × A→ R+ represents the (state-action) transition probability density. Let Γ ∈ B(S) be a
Borel set of the state space, then the probability of transitioning into Γ conditional on being in the state s ∈ S and having chosen
action a ∈ A is given by

P(st+1 ∈ Γ ∣ st = s, at = a) = ∫
Γ

p(s′∣s, a)ds′.

For more details about continuous MDP we recommend to look at Ref. 28. For ease of notation, we will use the same symbol p to
denote the transition probability function and the transition probability density throughout the article.

● and the reward function r : S × A→ R is the reward signal the agent will receive after being in state s ∈ S and having taken action
a ∈ A, i.e.,

rt ∶= r(st , at). (17)

Formally, the tuple (S, A,T, p, r) defines a Markov decision process. A more detailed introduction to MDPs can be found in Ref. 29.
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B. Reward and state-action transition probabilities
If an action at is chosen in a state st at time t, two things happen. First, the agent receives a reward signal rt = r(st , at). Second, the

agent transitions to the next state st+1 according to the transition probability function st+1 ∼ p(⋅∣st , at). In the literature one can find reward
functions that depend on the state, the action and the next state. In this case the order changes. First the agent moves to the next state, and
second, the agent receives the reward signal. We will consider the first case throughout this paper. Note that both the (state-action) transition
probability function and the reward function depend only on the current state of the agent and the action chosen in that state. This is sufficient
to describe the dynamics of the agent, since we assume that the agent is Markov. Recall that the Markov decision framework can be generalised
to non-Markovian dynamics; see, e.g., Ref. 29.

The reward signal depends solely on the reward function. The reward function cannot be influenced by the agent and is considered to
be part of the environment. We use the convention that the reward function is deterministic. However, for some environments the reward
function may be described in a probabilistic way. In these cases it is useful to work with the so-called dynamics function pdyn : S ×R × S ×
A→ [0, 1] which gives us the probability that the agent is in the next state and has received a certain reward conditional on a state-action
pair,21 i.e.,

pdyn(s′, r, s, a) = pdyn(s′, r∣s, a) ∶= P(st+1 = s′, rt = r ∣ st = s, at = a).

The expected reward function R : S × A→ R provides us the expected reward signal conditioned on being in a state and taking an action

R(s, a) ∶= E[rt ∣ st = s, at = a].

If the dynamics of the environment is deterministic, the state transition probability function is replaced by the so-called environment
transition function, denoted by h : S × A→ S. In this case the next state is given by st+1 = h(st , at). By introducing in the transition function
a dependence on a random disturbance ξt one can treat both stochastic and deterministic dynamical systems st+1 = h(st , at , ξt). To treat
deterministic systems in this framework we just have to set ξ to zero; see, e.g., Ref. 30.

C. Policies
Policies are the most important part of reinforcement learning. A policy is a mapping that determines what action to take when the agent

is in state st at time t. This is why they are sometimes called the agent’s brain. Policies can be either deterministic or probabilistic.
A deterministic policy is a function from the state space into the action space. Deterministic policies are usually denoted by μ, and the

action for state st is given by at = μ(st). A stochastic policy is a conditional probability distribution over the action space. Stochastic policies are
usually denoted by π, and the new action for state st can be computed by sampling from this conditional probability distribution. The action
for st is given by at ∼ π(⋅∣st). The deterministic policies can be seen as special cases of stochastic policies where the probability distributions
over the action space are degenerate.

In the following sections we will show how the goal of reinforcement learning can be expressed in terms of finding policies that maximise
the reward signal received at each time step.

D. Trajectories, return and value functions
Depending on the time horizon which is considered the reinforcement learning literature distinguishes between infinite horizon problems

and terminal problems. We are only going to discuss terminal problems here since the SOC problem belongs to this class. For infinite time
horizon problems a discounted factor has to be taken into account to make sure that the cumulative reward is finite. Details can be found in
Ref. 31.

By interacting with the environment the agent generates a trajectory τ which is a sequence of states (s.), actions (a.), and rewards (r.)

τ ∶= s0, a0, r0, s1, a1, r1, . . . sk, ak, rk, . . . . (18)

The initial state s0 ∈ S is either sampled from a start state distribution s0 ∼ ρ0 or chosen to be constant s0 = sinit, i.e., s0 ∼ ρ0 = δsinit . Recall that
the state transitions only depend on the most recent state and action st+1 ∼ p(⋅∣st , at).

The overall goal of the agent is to maximize the cumulative reward along a trajectory up to time t

Gt(τ) ∶= rt + ⋅ ⋅ ⋅ + rT =
T−t

∑
k=0

rt+k (19)

by choosing the actions or policy optimally.
In order to estimate how well the agent performs starting in a given state and following a certain policy we need to define a performance

measure. For each policy this performance measure is called value function which is a function of the state only. It is defined as the expected
return conditional on the agent starting at the state s ∈ S

Vπ(s) ∶= E[Gt(τ) ∣ st = s; π ], (20)
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where the actions are chosen according to the policy at ∼ π(⋅∣st) for all t ∈ {0, . . . , T}. In optimal control theory the value function term is a
synonym of the so-called optimal cost-to-go which refers to the optimal value of the cost functional (with respect to all possible controls)
conditional on the initial condition. In RL the term value function is used for all policies. When the policy is optimal we use the term
optimal value function. A crucial property of the value function is that it satisfies the following recursive relationship. For all s ∈ S and
t ∈ {0, . . . , T − 1} we have

Vπ(s) = E[
T−t

∑
k=0

rt+k ∣ st = s; π] = E[ rt + ⋅ ⋅ ⋅ + rT ∣ st = s; π ]

= E[rt + E[
T−1−t

∑
k=0

rt+1+k∣ st+1 = st+1; π] ∣ st = s; π] = E[ rt + Vπ(st+1) ∣ st = s; π ].

In the reinforcement learning literature often stationary problems are considered; see, e.g., Ref. 21. However, from a theoretical view point
is possible to extend this to time-dependent problems. Moreover, the value function gives us a partial ordering over policies. We say that a
policy π is better than or equal to another policy π′, π ≥ π′, if Vπ(s) ≥ Vπ ′(s) for all states s ∈ S. If a policy is better than or equal to all other
policies, this is the optimal policy. The optimal policy is denoted as π∗ and the optimal value function is defined by

V∗(s) = max
π

Vπ(s), ∀s. (21)

For a small, finite MDP, policy iteration (PI) strategies offer in general convergence to the optimal policy.21 They interlude value iteration
where the value function is estimated by using the Bellman equation iteratively and policy improvement. A direct way to find the optimal
actions is given by solving the Bellman equation. For any MDP results about the existence of an optimal policy can be found in Ref. 29.

Analogous to the motivation of the value function one might be interested in estimating how well the agent performs following a policy
starting in a given state and taking a certain action. The performance measure for this is the so-called Q-value function. The Q-value function
for a certain policy is a function of state and action and is given by

Qπ(s, a) ∶= E[Gt(τ) ∣ st = s, at = a; π]. (22)

It provides us with the quality of the chosen action with respect to the given state. Since the Q-value function is an extension of the value
function it also satisfies the Bellman expectation equation

Qπ(s, a) = E[rt +Qπ(st+1, at+1) ∣ st = s, at = a; π] (23)

and thus the recursive relationship. Last, let us define the advantage function with respect to a certain policy by

Aπ(s, a) ∶= Qπ(s, a) − Vπ(s), (24)

which tells us for each state-action pair the advantage of taking action a in state s with respect to the value function at s.

E. RL as optimization problem
Solving the Bellman optimality equations is often not an easy task because the transition function has to be known beforehand or learned.

Even if this is the case it becomes an unfeasible assignment for high-dimensional problems due to the curse of dimensionality. In reinforcement
learning one way to circumvent this is to formulate the RL problem as an optimization problem. Very generally this optimization problem
can be stated as

π∗ = arg max
π∈Π

J(π) (25)

where Π is the space of policies we consider and J is the RL objective function

J(π) ∶= E[G0(τ) ∣ π] (26a)

s.t. s0 ∼ ρ0, st+1 ∼ p(⋅∣st , at), at ∼ π(⋅∣st), (26b)

for all t ∈ {0, . . . , T − 1} where at is the action chosen at the state st following policy π and st+1 is the next state of the agent given by the
dynamics of the system. The expectation in (26a) denotes the expected return along all trajectories following the policy π

E[G0(τ) ∣ π] = ∫
Ω̃

ρtraj(τ ∣ π)G0(τ)dτ,
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ALGORITHM 1. Main RL Online model-free algorithm.

1: for trajectory = 1, 2, . . . do
2: for time step = 1, 2, . . . , T do
3: Evaluate the dynamical system with the current policy π and calculate the reward.
4: end for
5: Optimize the policy.
6: end for

where Ω̃ denotes the space of all possible trajectories and ρtraj(⋅∣π) represents the probability distribution over the trajectories which follow
the policy π

ρtraj(τ∣π) = ρ0(s0)
T−1

∏
t=0

p(st+1∣st , at)π(at ∣st). (27)

In general it is numerically infeasible to optimize over a function space or a space of probability distributions. Hence, one often considers
a parametric representation of a policy and tries to optimize with respect to the chosen parameters.

F. Brief summary of RL algorithms
Over the last few years many different algorithms have been developed to solve reinforcement learning problems. For a good but non-

exhaustive review we refer to Ref. 32 and the references therein. Many of the algorithms share a general framework, which is summarized in
Algorithm 1.

The main difference between the methods is how the policy optimization is computed which depends on the underlying problem. The
proposed methods can be distinguished if they are model based or model-free and if the policy optimization is done via Q-learning, policy
gradient or a combination of both methods.

Let us first discuss the difference between model-based and model-free approaches. An algorithm is said to be model-based if the tran-
sition function is explicitly known (tractable to evaluate) point-wise. In this case we can just take the transition function and sample s′ from
p(⋅∣s, a). The known transition function contains a lot of information about the underlying dynamics and is therefore very useful for possible
solution methods. A method is called model-free when the transition function is not explicitly known. In this case the transition function
cannot be used explicitly in the solution methods. The difference is related to the distinction between stochastic optimal control and rein-
forcement learning. In the case of stochastic optimal control the model is often known while reinforcement learning aims at a more general
solution method that does not depend on the underlying dynamical system.

Let us briefly discuss the main underlying solution methods.

1. Q-learning
One of the first methods which was proposed was Q-learning.33 The main idea is to approximate the state-action value function and use

greedy policy iteration until convergence to the optimal policy.21 The Bellman optimality equation

Q∗(s, a) = E[rt +max
a′∈A

Q∗(st+1, a′) ∣ st = s, at = a, π∗]

provides a recursive formula for updating the Q-value function until convergence as long as some mild assumptions with respect to the
learning rates and how often a state-action pair is visited are satisfied (see Refs. 21 and 33 for more details). If this is the case for any state
s ∈ S the optimal policy is given by the action which maximizes the Q-value function

π∗(s) = arg max
a∈A

Q∗(s, a).

However, the Q-learning algorithm can only be applied to problems with finite action spaces since taking the maximum over a continuous
action space is not a feasible task. It works well as long as the state space is small and discrete. For large or continuous state spaces deep
Q-learning has been developed in Ref. 34 where the Q-value function is approximated by a parametric representation called the deep Q-value
network (DQN). In addition Q-learning algorithms suffer from possible overestimation of the action values due to the fact that the maximum
expected action value is approximated by the maximum action value which is biased. The idea of double Q-learning attempts to overcome
this problem by storing two Q-value functions. The method has been introduced for both tabular and function approximation settings.35,36

An extension of the Q-learning idea for continuous action spaces is only possible by considering a separate policy parameterisation lead-
ing to an actor-critic setting which will be discussed in detail in Sec. IV C 2. We refer to Ref. 37 and the references therein for a comprehensive
study of Q-learning in continuous time.
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2. Policy gradient
The main idea is to approximate the policy by a parametric representation and then solve the RL optimization problem (25) with respect

to the parameters. In this approach one would like to use a direct optimization method like gradient descent. But one big challenge is the
gradient calculation of the expectation, which is a research field by its own; see, e.g., Ref. 1. One way to overcome this is to consider a
parametrized stochastic policy. In this case the gradient calculation can be done explicitly and one can find a close formula. This was first
presented in Ref. 38 and the so-called policy gradient theorem for stochastic policies was derived. The derived estimator is given by

∇θJ(πθ) = E[G0(τ)∇θ log ρtraj(τ∣θ) ∣ πθ]

= E[G0(τ)(
T−1

∑
t=0
∇θ log πθ(st , at)) ∣ πθ]

= E
⎡⎢⎢⎢⎢⎣

T−1

∑
t=0

⎛
⎝

T

∑
t′=0

rt′
⎞
⎠
∇θ log πθ(st , at) ∣ πθ

⎤⎥⎥⎥⎥⎦
,

(28)

where one first uses the so-called log-derivative trick and then expands the expression for the gradient of the logarithm of the distribution of
trajectories following the policy π. Notice that this gradient estimator does not depend on the transition probability density p and hence it is
considered to be model-free.

The methods presented here are the two main general ideas behind many variants of RL algorithms and were presented very early in
the reinforcement learning community. Over the years, many drawbacks have been identified and extensions and combinations of solution
methods have been proposed. Since policy evaluation is quite expensive, off-policy methods have been developed, i.e., trajectories simulated
under a different policy are used for the current optimization step. This can be done, for example, by using an importance sampling approach;
see, e.g., Ref. 39. Methods that only use policies that have been sampled with the current policy are called online. A combination of Q-learning
and policy gradient has been proposed to overcome the high variance of a pure policy gradient.40 These ideas have been further developed
and methods such as TRPO39 and PPO41 have been proposed.

All of these algorithms have been developed for stochastic policies but methods for deterministic policies have also been derived. In
the next section we will introduce the family of model-free deterministic policy gradient algorithms which provide a policy gradient without
needing to know the model explicitly.

The selection presented here is far from complete but a more detailed discussion of RL is beyond the scope of this article. For a more
detailed overview we refer to Refs. 21, 32, and 42. Most of the developed methods have a specific domain of application so one needs to
carefully consider whether a method can be applied to a specific problem at hand.

IV. THE SOC PROBLEM AS RL FORMULATION
In this section we show how the importance sampling SOC problem can be formulated as a reinforcement learning problem. First we

show how to define an MDP for the stochastic control problem. This allows us to construct an RL environment based on the time-discretised
stochastic optimal control problem. Then we compare the optimization approaches for both problems and argue that both formulations have
a large overlap. After that we discuss how a previously presented method for the SOC problem can be categorised as a reinforcement learning
algorithm. Finally we present a family of RL algorithms designed to deal with environments such as our stochastic optimal control problem.

A. Importance sampling SOC problem as RL environment
To show how the stochastic control problem can be interpreted as a reinforcement learning environment we consider for simplicity its

corresponding time-discretized formulation. For the time-discretized dynamics of (4) we use an Euler-Maruyama discretization of the SDE
see e.g., Ref. 43

st+1 = st + (−∇V(st) + σu(st))Δt + σ
√

Δt ηt+1, s0 = x (29)

where st represents the time evolution of the controlled dynamics for a time step Δt. The term
√

Δt ηt+1 is the so-called Brownian increment
where ηt+1 ∼ N (0, 1) is a normally distributed random variable. The time-discretized objective function is given by

J(u; x) ∶= E
⎡⎢⎢⎢⎣

g(sTu) +
Tu−1

∑
t=0

f (st)Δt + 1
2

Tu−1

∑
t=0
∣u(st)∣2Δt ∣ s0 = x

⎤⎥⎥⎥⎦
. (30)

The state space consists of all possible states s ∈ Rd in the domain and is therefore infinite and continuous, S = Rd. The action space is given
by the codomain of the SOC admissible controls u ∈ U i.e., A = Rd. Recall that the set of decision epochs T is a discrete set. As for the
uncontrolled process we assume that the stopping time for the controlled process Tu is a.s. finite and hence for any trajectory, the set of
decision epochs T is finite.
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To get a better understanding of the policy under consideration let us first have a look at the control used in (29). The main idea to turn
the SOC problem into an optimization problem is to use a Galerkin projection into a space of weighted approach functions. This was first
proposed in the literature by Ref. 9. We will denote the approximation by uθ and it is given by

uθ(x) =
M

∑
m=0

θmbm(x) (31)

where the bm(x) are some approach functions such as radial basis functions, polynomials and θ is the weight vector. It is also possible
to approximate the control with nonlinear function approximations such as neural networks; see, e.g., Ref. 44. Regardless of the choice
of approximation functions the resulting control is still deterministic which is usually called feedback form control in the optimal control
literature. Due to the deterministic control the resulting policy is deterministic and the optimization will be over the weights of the ansatz
function.

The time evolution for each control is given by the time-discretised dynamics (29) and this is sufficient to simulate trajectories. Moreover,
for the considered SDE, the corresponding transition probability density for the deterministic policy can even be explicitly derived from (29)
(see Ref. 44 for details)

p(st+1∣st , at) = (
β

4πΔt
)

d/2
exp(−βΔt

4
∣ st+1 − st

Δt
+∇V(st) −

√
2β−1at∣

2
). (32)

The reward function is defined such that the corresponding return along a trajectory equals the negative term inside the expectation of
the time-discretized cost functional (30). The reward signal at time step t reads

rt = r(st , at) ∶=
⎧⎪⎪⎪⎨⎪⎪⎪⎩

− f (st)Δt − 1
2
∣at ∣2Δt if st ∉ T ,

−g(st) if st ∈ T .
(33)

Notice that the reward signal is in general not sparse since the agent receives feedback at each time step but the choice of the running cost f
and the final cost g can influence this statement. Moreover, the return along a trajectory τ looks like

G0(τ) = −g(sT) −
T−1

∑
t=0

f (st)Δt − 1
2

T−1

∑
t=0
∣at ∣2Δt. (34)

To do this we have defined an MDP for the importance sampling SOC problem. So we change the viewpoint of the SOC problem to the
RL viewpoint. Next let us have a brief look at the two optimization problems for reinforcement learning and stochastic optimal control.

B. Comparison between the optimization approaches
Let us start by looking at the two optimization problems given in (25) and (13). Both problems are stochastic optimization problems.

The RL optimization problem maximises the expected return and the importance sampling SOC problem minimises the time-discretized cost
functional conditional on the initial position. The RL optimization problem is a bit more general as the forward time evolution is stated in
a very general setting. The forward trajectories are determined by the probability transition density and the stochastic policy while for the
stochastic optimal control problem the time evolution is explicitly given by a controlled SDE (29) for a chosen control. Furthermore, in the
RL framework, technical conditions are rarely imposed on the policy. In contrast in the SOC optimization formulation it is known that the
optimal control is deterministic and must satisfy some technical assumptions as shown above.

The time-discretized optimization problem for the SOC problem is given by

J(πθ) = E[g(sT) +
T−1

∑
t=0

f (st)Δt + 1
2

T−1

∑
t=0
∣at ∣2Δt ∣ πθ]→ min (35a)

s.t. st+1 = st + (−∇V(st) + σat)Δt + σ
√

Δt ηt+1, s0 = x, at ∼ πθ(⋅∣st), (35b)

where st is the time evolution of the controlled dynamics. Furthermore, we can turn the minimisation problem into a maximisation problem
by multiplying the cost functional by −1 without making any further changes. Looking more closely at the reward signal for the SOC problem
we see that the signal is a compromise between maximising the negative logarithm of the quantity of interest, which is given here by −g(sT) −
T−1
∑
t=0

f (st)Δt, and maximizing the negative of the control term, given by − 1
2

T−1
∑
t=0
∣at ∣2Δt. So the last part of the reward can be seen as a kind of

regularisation which keeps the norm of the actions low.
In both cases the expectation is about trajectories. For the SOC case the probability density over the trajectories can be given in the same

way as in (27). Note that in this particular case the reward along a trajectory depends on the chosen policy.
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C. Algorithms for SOC in a RL framework
The first method proposed to solve the importance sampling SOC problem9 was a pure gradient descent but many other variants of this

approach have been developed in the literature; see, e.g., Ref. 23 and the references therein. Nevertheless most methods are based on the idea
of gradient descent. We will show a derivation of the gradient descent method in the RL framework and show that this can be interpreted as
a deterministic model-based policy gradient method. For the deterministic policy setting methods in reinforcement learning have also been
proposed namely the model-free DPG family of algorithms and its subsequent variants. We will introduce the main idea of these methods
and in the next section we will present an application of both algorithms.

1. Model-based deterministic policy gradient
Let us again understand the expectation of the objective function (26a) taken over the distribution of trajectories and proceed with the

gradient computation as we did in (28). First, notice that the probability distribution over the trajectories now reads

ρtraj(τ∣μθ) =
T−1

∏
t=0

p(st+1∣st , μθ(st))

and the derivative of the logarithm of the probability distribution with respect to the parameters changes to

∇θ log ρtraj(τ∣μθ) = ∇θ log(
T−1

∏
t=0

p(st+1∣st , μθ(st)))

=
T−1

∑
t=0
∇θ log (p(st+1∣st , μθ(st)))

=
T−1

∑
t=0
∇a log p(st+1∣st , a)∣

a=μθ(st)

⋅ ∇θμθ(st).

Moreover, the return along a trajectory now depends directly on the policy parameter θ

G0(τ; θ) =
T

∑
t=0

rt =
T

∑
t=0

r(st , μθ(st))

and therefore its derivative cannot be neglected

∇θG0(τ; θ) =
T

∑
t=0
∇θr(st , μθ(st)) =

T

∑
t=0
∇ar(st , a) ∣a=μθ(st)

∇θμθ(st).

By putting everything together the deterministic policy gradient reads

∇θJ(μθ) = E[∇θG0(τ; θ) +G0(τ; θ)∇θ log ρtraj(τ∣μθ) ∣ μθ] (36)

= E[
T

∑
t=0
∇ar(st , a)∣a=μθ(st)∇θμθ(st)

+G0(τ; θ)(
T−1

∑
t=0
∇a log p(st+1∣st , a)∣

a=μθ(st)

⋅ ∇θμθ(st)) ∣ μθ]. (37)

As mentioned by Ref. 45 this gradient estimator requires the knowledge of the (state-action) transition density and the reward function.
Hence, in contrast with its analog for stochastic policies it is a model-based method. Moreover, notice that this gradient estimator has the
same form as (28) with an extra term in the expectation corresponding to the gradient of the return. Thus an optimization method which uses
this gradient estimator can be interpreted as a deterministic version of the well-known REINFORCE method. A different approach to derive
the same gradient estimator for the continuous-time SOC problem can be found in Refs. 44 and 46.

For the importance sampling RL environment we can provide a close expression for this gradient estimator since the model is known

∇θJ(μθ) = E[−Δt
T−1

∑
t=0

μθ(st) ⋅ ∇θμθ(st) +G0(τ; θ)(
T−1

∑
t=0

ηt+1 ⋅ ∇θμθ(st)) ∣ μθ], (38)

where the term ∇a log p(st+1∣st , a) has been computed by using the Euler-Marujama time-discretized stochastic differential equation (29).
Such an approach has already been successfully implemented for the mentioned environment in the context of stochastic optimal control
optimization. In the original work9 the deterministic policy i.e., the control is represented by a linear combination of Gaussian ansatz functions
and later the approach is extended to a general deep representation of the control to avoid the curse of dimensionality.44
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2. Model-free deterministic policy gradient
Due to the nature of the importance sampling SOC problem we are interested in exploring RL algorithms designed for continuous envi-

ronments with optimal deterministic policies. The well-known deterministic policy gradient (DPG) algorithms presented in Ref. 22 attempt
to find a deterministic policy and are suitable for environments with continuous actions. The authors extend the policy gradient theorem31 to
problems with deterministic policies and discounted infinite horizon. The gradient derived in this paper is given by

∇θJ(μθ) = Es∼ρμ[∇θμθ(s)∇aQμθ(s, a)∣a=μθ(s)] (39)

where ρμ is meant to be the so-called “(improper) discounted state distribution.”21,22,31 The actor representation μθ approximates the deter-
ministic policy and its parameters are updated by stochastic gradient ascent of (39). The critic representation Qω approximates the Q-value
function Qμθ and can be estimated by using policy evaluation algorithms.

Furthermore, the authors show that this deterministic policy gradient is the limiting case of its stochastic analogue as the policy variance
tends to zero. This is shown by using a stochastic policy πμ,σ , where μ is a parameter for the mean and σ controls the variance of the underlying
probability distribution. The variance parameter is then set to 0. Under certain assumptions, it can be shown that the following expression
holds (see Ref. 22)

lim
σ→0
∇θJ(πμθ ,σ) = ∇θJ(μθ). (40)

The underlying idea is that the probability distribution degenerates and the resulting degenerated probability distribution is only optimized
in the mean parameter.

Later this actor-critic approach was developed further resulting in a deep deterministic policy gradient (DDPG)47 version of the algorithm
where the policy and the Q-value function are approximated by deep neural networks. In this work the main ideas of deep Q-learning34 have
been adapted to problems with continuous actions. The critic network is updated by minimising the following loss function known as the
(mean squared) Bellman loss

LBE(Qμ
ω) = E(s,a,r,s′ ,d)∼D[(Qω(s, a) − (r(s, a) + (1 − d)Qω(s′, μ(s′)))2 ] (41)

where D is a given data set of trajectory transitions and d tells us if the next state s′ is a terminal state i.e., d = 𝟙 T (s′). The Bellman loss tells us
how close the approximation Qω is to satisfy the Bellman equation in the given data set of transitions.

Further ideas behind the success of DQN algorithms34 such as off-policy training with samples from a replay buffer or the use of separate
target networks have been implemented to provide more stable and robust learning. The replay buffer consists of a finite set of trajectory
transitions (st , at , rt , st+1, d) that are stored online or offline. When the replay buffer is full the oldest tuples are discarded. The transition
records required in (41) are randomly sampled from the replay buffer. The motivation for using target networks is to reduce the correlations
between the action values Qω(s, a) and the corresponding targets r + (1 − d)Qω(s′, μ(s)). A separate network is used for the targets, and its
weights are updated slowly according to the original network. By forcing the target networks to update slowly, the stability of the algorithm is
improved.

Finally, the work of Ref. 48 addresses how to deal with a possible overestimation of the value function for continuous action space
problems with ideas from double q-learning. They introduce the idea of clipped actions as a regularisation technique for deep value learning.
The idea behind this is that similar actions should have similar action values. The algorithm developed is the latest developed algorithm in the
DPG family and is called twin delayed deep deterministic policy gradient (TD3).

In general, the DPG family of algorithms combines the two ideas of policy optimization and Q-learning methods. On the one hand it is
a type of policy gradient algorithm because it uses a parametric representation of the policy and updates its parameters by a gradient ascent
method. On the other hand the required gradient depends on the Q-value function that needs to be approximated. Last let us conclude by
highlighting that the resulting DPG algorithms are model-free, i.e., they do not require knowing the model transition density (see Refs. 22 and
47 for further details).

V. EXAMPLES: ONE-DIMENSIONAL DOUBLE WELL POTENTIAL
In this section we compare the use of two different algorithms to solve the RL optimization problem for the importance sampling

environment introduced in Sec. IV. We consider the two main possible approaches for environments with continuous states and actions
where the desired optimal policy is deterministic. We restrict ourselves to deterministic policy methods because we know from the PDE
connection of the SOC problem that the optimal solution is deterministic. The first is an online model-based policy gradient method and the
second is an offline model-free actor-critic method.

Throughout, we will consider the paradigmatic one-dimensional double well potential Vα : D S ⊂ S→ R given by

Vα(s) = α(s2 − 1)2,

where the parameter α is responsible for the height of the barrier and D S = [−2, 2] is the domain of the state space. We assume that the

dynamics of the environment is governed by the transition probability density (32) with σ(x) =
√

2β−1 and time step Δt = 0.005. The para-
meter α and the inverse temperature β encode the metastability of the system. The height of the barrier is set to α = 1.0 so that the metastability
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FIG. 1. Trajectories following the null policy for the two settings of study. The actions chosen along the trajectories are null. The trajectories are sampled starting at sinit = −1
until they arrive into the target set T = [1,∞). Left panel: snapshots of the metastable trajectory β = 4. Right panel: trajectory positions as a function of the time steps.

is mainly influenced by the choice of β. To evaluate the performance of both algorithms we set a non-metastable setting β = 1 and a more
metastable one β = 4. The initial value of the trajectories is set to sinit = −1 and the target set is chosen to be T = [1,∞) for all experiments
(Fig. 1). We set f = 1 and g = 0 so that the quantity of interest (3) is reduced to I(xT) = exp(−T).

For the chosen environment the corresponding HJB Eq. (10) is one-dimensional and therefore we can compute reference solutions
for the optimal control by a finite difference method. We call this reference control the HJB policy. The construction of our environ-
ment is motivated by finding the optimal policy with the intention of minimising the variance of the original importance sampling
estimator (5). However, we do not focus on the performance of such variance reduction as it is sufficient to measure how close the
approximated policy is to the optimal solution. To do this we track a L2-type error of our deterministic policy approximations along the
trajectories. Specifically, we define the empirical L2 error along an ensemble of sampled trajectories with an arbitrary deterministic policy
μ by

L2(μ) ∶= 1
Ktest

Ktest

∑
k=1

⎛
⎝

T(k)

∑
t=0
∣μ − μHJB∣2(s(k)t )Δt

⎞
⎠

, (42)

where Ktest is the test batch size and the superscript (k) denotes the index of each trajectory. This quantity tells us how close the pol-
icy μ is to the reference policy μHJB along the trajectories of the ensemble. For all experiments, the test batch size is chosen to be
Ktest = 103.

To approximate the optimal policy and the Q-value function we use feed-forward neural networks. These are essentially composi-
tions of affine-linear maps and nonlinear activation functions which show remarkable approximation properties even in high dimen-
sions. Let din, dout ∈ N+ be the input and output dimensions of the feed-forward network φθ : Rdin → Rdout which is defined recursively as
follows

φθ(x) = ALρ(AL−1ρ(⋅ ⋅ ⋅ ρ(A1x + b1) ⋅ ⋅ ⋅ ) + bL−1) + bL, (43)

where L is the number of layers d0 = din, dL = dout, Al ∈ Rdl×dl−1 and bl ∈ Rdl , 1 ≤ l ≤ L are the weights and the bias for each layer and ρ : R→ R
is a nonlinear activation function applied componentwise. The collection of matrices Al and vectors bl contains the learnable parameters
θ ∈ Rp. For all experiments we consider the policy representation μθ = φθ where din = dout = 1 and the Q-value representation Qω = φω where
din = 2 and dout = 1 with both L = 3 layers, dimension of the hidden layers d1 = d2 = 32, and the activation function ρ(x) = tanh(x). To ensure
that the initial output of the networks is close to zero the final layer weights and biases are initialised by sampling from the following uniform
distributions U(−10−2, 10−2), U(−10−3, 10−3) respectively.

We repeat all our experiments several times with different random seeds to ensure generalisability. Each experiment requires only one
CPU core, and the maximum value of allocated memory, is set to 1 GB unless otherwise stated.

A. Model-based deterministic REINFORCE
First we present the results of the deterministic model-based version of the REINFORCE algorithm for the one-dimensional environment

described above. We consider an online based implementation where the batch of trajectories is not reused after each gradient step. We
summarise this method in Algorithm 2.

For both metastable and non-metastable settings we consider two different batch sizes K = {1, 103} and use the Adam gradient based
optimization algorithm49 with corresponding learning rates λ = {5 × 10−5, 5 × 10−4} respectively. The stopping criteria is set to be a fixed
number of gradient steps N = 104 and the approximated policy is tested every 100 gradient updates.

Figures 2 and 3 show the L2 empirical error as a function of the gradient updates and the policy approximation at different gradient
steps for the two different problem settings. In the non-metastable case we can see for the experiment with batch size K = 103 that the policy
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ALGORITHM 2. Model-based deterministic policy REINFORCE.

1: Initialize deterministic policy μθ.
2: Choose a batch size K, a gradient based optimization algorithm, a corresponding learning rate

λ > 0, a time step size Δt and a stopping criterion.
3: repeat
4: Simulate K trajectories by running the policy in the environment’s dynamics.
5: Estimate the policy gradient∇θJ(μθ) by

1
K

K
∑
k=1

T(k)
−1
∑
t=0
(−Δt μθ(s(k)t ) ⋅ ∇θμθ(s(k)t ) +G0(τ; θ)ηt+1 ⋅ ∇θμθ(s(k)t )).

6: Update the parameters θ based on the optimization algorithm.
7: until stopping criterion is fulfilled.

FIG. 2. Left panel: estimation of L2(μθ) at each gradient step for the non-metastable setting β = 1. Right panel: approximated policy for different gradient updates for the
batch of trajectories case (K = 103).

approximation agrees well with the reference control already after ∼5000 gradient steps. On the other hand with only one trajectory one has to
rely on a lower learning rate and therefore learning is much slower. In the more metastable scenario we can see that the policy approximation
for K = 103 is not as close to the HJB policy as in the less metastable case. One can see that after the same number of gradient steps the L2

error differs by more than an order of magnitude. Moreover, for the non-metastable setting with K = 103 we need to increase the maximum
value of allocated memory to 8 GB. For the metastable setting we end up allocating 4 GB for the one trajectory case K = 1 and around 100 GB
for the batch case K = 103.

FIG. 3. Left panel: estimation of L2(μθ) as a function of the gradient steps for the metastable setting β = 4. Right panel: approximated policy for different gradient updates.
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B. Model-free deterministic policy gradient
Next we present the application of a model-free DPG method. In particular we will implement the TD3 variant of the DDPG method

introduced at the end of Sec. IV C 2. First we consider a replay buffer and use separate target networks with slow updating so that the learning
of the Q-value function is stabilised. We consider two critic networks to avoid overestimation of the value function. The replay buffer helps to
reduce the amount of data that needs to be generated for each gradient estimation step. It uses caching of trajectories and random sampling
of these cached trajectories for gradient estimation. The method is therefore considered an offline algorithm since it does not use the current
control to estimate the gradient of the actor and critic networks. We summarise this method in Algorithm 3.

We consider a replay buffer that can allocate a maximum of 106 trajectory transitions and we let the training start after 103 time steps.
Before the training phase starts the actions are chosen completely randomly and later they follow the actor policy with some exploration noise.
For the non-metastable case, the standard deviation of the exploration is chosen to be σexpl = 1.0 and the domain of the action space is set
to DA = [alow, ahigh] = [−5, 5]. For the metastable case we choose σexpl = 2.0 and DA = [−10, 10]. The clipping function is formally defined
as clip(⋅, c, d) ∶= max(min(⋅, d), c). The maximum number of time steps per trajectory is set to 103. We consider a batch size of K = 103 and

ALGORITHM 3. Model-free deterministic Policy Gradient (TD3).

1: Initialize actor network μθ and critic networks Qω1 and Qω2 .
2: Initialize corresponding target networks: θ′ ← θ, ω′1 ← ω1, ω′2 ← ω2 and choose ρp ∈ (0, 1).
3: Initialize replay buffer R.
4: Choose a batch size K, a gradient based optimization algorithm and a corresponding learning

rate λactor, λcritic > 0 for both optimization procedures, a time step size Δt and a stopping criterion.
5: Choose standard deviation exploration noise σexpl and lower and upper action bounds alow, ahigh.
6: repeat
7: Select clipped action and step the environment dynamics forward.

a = clip(μθ(s) + ϵ, alow, ahigh), ϵ ∼ N (0, σexpl).

8: Observe next state s′, reward r, and done signal d and store the tuple (s, a, r, s′, d) in the replay buffer.
9: if s′ is terminal then
10: Reset trajectory.
11: end if
12: for j in range (update frequency) do
13: Sample batch B = {(s(k), a(k), r(k), s′(k), d(k))}K

k=1 from replay buffer.
14: Compute targets (Clipped Double Q-learning and policy smoothing).

y(r, s′, d) = r + (1 − d)min
i=1,2
{Qω′ i(s

′, ã)}, ã = clip(μθ′(s) + ϵ, alow, ahigh), ϵ ∼ N (0, σtarget).

15: Estimate critic gradient∇ωL(Qμθ
ω ) by

∇ωi( 1
K

K
∑
k=1
(Qωi(s(k), a(k)) − y(r(k), s′(k), d(k)))

2
), for i = 1, 2.

16: Update the critic parameters ωi based on the optimization algorithm.
17: if j mod policydelayfrequency = 0 then
18: Estimate actor gradient∇θJ(μθ) by

∇θ( 1
K

K
∑
k=1

Qω1(s(k), μθ(s(k)))).

19: Update the actor parameters θ based on the optimization algorithm.
20: Update target networks softly:

θ′ ← ρpθ′ + (1 − ρp)θ, ω′i ← ρpω′i + (1 − ρp)ωi, for i = 1, 2.

21: end if
22: end for
23: until stopping criterion is fulfilled.
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FIG. 4. Left panel: estimation of L2(μθ) as a function of the trajectories for the non-metastable setting β = 1. Right panel: approximated policy by the actor model after
different trajectories.

use the Adam gradient based optimization algorithm with a learning rate of λactor = λcritic = 10−4 for both the actor and critic optimization
procedures. The training takes place every ten time steps. During each training phase, the actor performs one gradient update for every
two gradient updates performed by the critic, i.e. the critic performs ten gradient updates and the actor just 5. The standard deviation of
the target noise is chosen to be σtarget = 0.2 and the Polyak averaging factor is chosen to be ρp = 0.995. The actor model is tested every 100
trajectories.

Figures 4 and 5 show the evolution of the L2 error as a function of the sampled trajectories and the policy approximation at the
end of different trajectories for the two chosen settings. The L2 error is compared with the model-based approach with one trajectory
(K = 1).

For the non-metastable settings we can see that the policy approximation agrees well with the reference policy. We observe that the
learning is quite fast. After around 2000 the L2 error is already smaller than 10−1, but after this point the error does not decrease any further.
Moreover, we observe that the model-free method learns faster than the model-based method in terms of generated data i.e., trajectories
sampled. For the more metastable scenario we can see a similar pattern. Despite the metastability of the system the method learns quite fast
and even manages to achieve a lower L2 error than the model-based approach. However, it seems that the metastability does affect the stability
of the method. Unfortunately this unstable behavior is observed for other choices of the hyperparameters of the algorithm, where the L2 error
can even blow up.

Finally in Fig. 6 we compare the L2 error as a function of the computation time for the two considered methods. We see that the TD3
method learns a decent control much faster than the model-based approach, especially in the metastable setting. However, we observe that at
a certain point the L2-error stops decreasing. In contrast to that, for the model-based method learning is much slower but there is a steady
decrease in the L2-error.

FIG. 5. Left panel: estimation of L2(μθ) as a function of the trajectories for the metastable setting β = 4. Right panel: approximated policy by the actor model after different
trajectories.
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FIG. 6. Estimation of L2(μθ) as a function of the computation time for the two considered methods. Left panel: non-metastable setting β = 1. Right panel: metastable setting
β = 4.

C. Discussion
Let us now compare the two different methods used above. First we focus on the ingredients needed for each application. The model-

based deterministic approach requires the model to be known. Without knowing the transition probability density this approach is not
possible. For our importance sampling application with damped Langevin dynamics the transition probability density can be approx-
imated after time discretization. However, we may be interested in general diffusion processes where this information is not given or
cannot be trusted. Alternatively the model could be learned which is indeed a current area of research in model-based RL. On the other
hand, the model-free alternative only requires knowledge of the reward function which is always the case for the importance sampling
problem.

However, this model-free approach has its implications. The method relies on a good approximation of the Q-value function especially
along the action axis because this determines the direction of the gradient that the actor will follow. Figure 7 shows the approximated Q-
value and the advantage function in the space-action discretized grid for both settings. Note that the shape of the Q-value function has the
following property: the difference between the Q-values for a given action along the state axis is orders of magnitude larger than the difference
between the Q-values for a given state along the action axis. This difference may be the cause of the observed instabilities in the model-free

FIG. 7. Critic models after the last trajectory for both settings. Left panels: approximated Q-value function Qω. Right panels: approximated optimal advantage function after
action space discretization Ah

ω(s, a) = Qω(s, a) − max
a ∈Ah

Qω(s, a) and resulting greedy policy (gray dashed).
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TD3 method. This problem is not specific to our importance sampling application and has been addressed in the field of advantage learning;
see, e.g., Ref. 50. Advantage learning is an alternative approach to Q-learning where the advantage function is learned instead of the Q-value
function. For future work it may therefore be interesting to exploit dueling network architecture approaches51 where two separate estimators
are maintained: one for the value function and one for the advantage function.

Regarding the performance of both approaches we have seen that the model-based method gets nearer to the optimal solution in the
non-metastable settings. For high metastable dynamics this approach suffers from long running times and a high variance of the gradient
estimator.44 In our experimental analysis we observed a significant advantage of the TD3 algorithm over the deterministic reinforce algorithm
in terms of learning a reasonable control faster. Our experiments suggest several reasons for this superiority. The TD3 algorithm performs a
notably higher number of gradient steps per episode compared to the deterministic reinforce algorithm which relies on complete trajectory
sampling before each gradient update, making bootstrapping impractical. This difference in gradient steps necessitates the deterministic
gradient method to allocate considerably more memory for each update due to the extended length of trajectories. To ensure a fair comparison
we conducted experiments for the case K = 1, allowing more gradient steps per data generated. The faster convergence observed in this scenario
suggests that TD3 particularly benefits from the increased number of gradient steps especially in handling metastable problems. Another
critical aspect contributing to TD3’s effectiveness is its reliance on accurate Q-value function approximation. When the Q-value function is
well-approximated TD3’s gradient updates effectively guide the algorithm toward the optimal policy without requiring complete trajectory
sampling, unlike the deterministic gradient estimator which lacks this correction term. Furthermore, this advantage enables TD3 to pursue
off-policy learning enhancing its overall efficiency and adaptability. Moreover, TD3’s third advantage lies in its integration of exploration
mechanisms a feature absent in traditional gradient-based methods. By actively exploring the environment, TD3 efficiently uncovers novel
and potentially rewarding state-action trajectories resulting in more informed policy discovery.

VI. SUMMARY AND CONCLUSION
In this article we have shown that the stochastic optimization approach to importance sampling can be interpreted as a reinforcement

learning problem. After presenting the importance sampling problem and a brief introduction to reinforcement learning we have shown
how to formulate a MDP for the corresponding stochastic control problem. The MDP is the basic framework for reinforcement learning.
By constructing the MDP we have established a first link. We then compared the optimization approaches given for both problems. The
comparison has shown that the two optimization approaches are similar and that the optimization in the SOC case is a special case of the
reinforcement learning formulation. In the SOC case the forward model of the controlled dynamical system is explicitly given while the
reinforcement learning formulation is more general. A third connection has been shown by a detailed discussion of the algorithms developed
for the SOC case. Here we have shown that a gradient-based method already proposed in the stochastic optimal control literature can be
interpreted as the deterministic policy version of the well-known REINFORCE algorithm which turns out to be model-based. All in all, we have
made three connections. We have introduced ideas from reinforcement learning that can be applied to problems seeking optimal deterministic
policies namely DPG and its most popular variants DDPG and TD3. These algorithms are model-free policy gradient methods. They can be
applied to the importance sampling SOC problem. We have presented the application of both algorithms used in a small dimensional setting
and discussed their possible advantages and disadvantages. By applying TD3 to the SOC problem we have clearly shown that the importance
sampling SOC problem can be interpreted as a reinforcement learning problem.

The main advantage of this is that ideas from reinforcement learning can now be applied to the stochastic optimal control approach to
solving the importance sampling problem. For example reinforcement learning has already addressed the question of how to deal with the
variance of the gradient estimator. The actor-critic method has been developed to solve this problem and it has been shown that the method
achieves this goal. Especially for problems where the time evolution of the dynamical system is strongly influenced by metastable behavior
this can be very helpful to reduce the sampling effort. Furthermore, the issue of efficient data usage has been discussed in the reinforcement
learning community and various offline methods have been proposed to solve this problem. There are many other interesting ideas that have
been addressed by the reinforcement learning community. Thus, this link can be used to efficiently design good and robust algorithms for
high-dimensional settings of the importance sampling application.

We think that a combination of our model-based gradient estimator with an actor-critic design could be very interesting for the develop-
ment of algorithms with fast convergence. Another research direction for us is the application of importance sampling to high-dimensional
problems such as molecular dynamics. There is already related work exploring these ideas (see, e.g., Ref. 52). However, a stable application to
real molecules is still lacking in the literature and would be a very helpful area of application. Another interesting line of research is the com-
bination of model-free and model-based methods. As we have seen in the experiments with higher metastability learning with TD3 become
unstable at a certain point. One could use TD3 to compute a good starting point so that the metastability is reduced and then switch to
model-based optimization which seems to be much more stable. Similar ideas with pre-initialisation have been proposed in Ref. 44 where the
optimization procedure is combined with an adapted version of the metadynamics algorithm.
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