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Abstract 
Statistical analysis and data visualization are integral parts of science communication. One of the major issues in current data analysis practice 
is an overdependency on—and misuse of—p-values. Researchers have been advocating for the estimation and reporting of effect sizes for 
quantitative research to enhance the clarity and effectiveness of data analysis. Reporting effect sizes in scientific publications has until now 
been mainly limited to numeric tables, even though effect size plotting is a more effective means of communicating results. We have devel-
oped the Durga R package for estimating and plotting effect sizes for paired and unpaired group comparisons. Durga allows users to estimate 
unstandardized and standardized effect sizes and bootstrapped confidence intervals of the effect sizes. The central functionality of Durga is to 
combine effect size visualizations with traditional plotting methods. Durga is a powerful statistical and data visualization package that is easy to 
use, providing the flexibility to estimate effect sizes of paired and unpaired data using different statistical methods. Durga provides a plethora of 
options for plotting effect size, which allows users to plot data in the most informative and aesthetic way. Here, we introduce the package and 
its various functions. We further describe a workflow for estimating and plotting effect sizes using example data sets.
Keywords: graphing software, p-value, data analysis, data visualization, estimation statistics

Introduction
Null hypothesis significance testing (NHST), despite being 
extensively criticized by researchers, has long been the most 
popular statistical approach for data analysis (Coe, 2002; 
Stunt et al., 2021; Wasserstein et al., 2019). NHST tests a 
null hypothesis against an alternative hypothesis to reject or 
accept the hypothesis based on a p-value (Dushoff et al., 2019; 
Nickerson, 2000). Yet, p-values can be misleading and have 
several limitations (Wasserstein et al., 2019). P-values can-
not be directly compared between studies and often trigger 
unjustifiable false comparisons (Bernardi et al., 2017; Berner 
& Amrhein, 2022; Halsey, 2019). A statistical significance 
indicated by a p-value of less than 0.05 is often erroneously 
misinterpreted as indicating a meaningful effect size, whereas 
statistically nonsignificant results often have an underly-
ing non-zero effect size (Bernardi et al., 2017; Berner & 
Amrhein, 2022; Halsey, 2019). Furthermore, use of p-values  
and NHST effectively asks the binary question, “is there an 
effect?”, whereas studies in ecology and evolution are typi-
cally quantitative and “how large is the effect?” is usually a 
more important question (Ho et al., 2019; Sullivan & Feinn, 
2012). Recent studies in ecology and evolution have, there-
fore, suggested moving away from p-value–imposed binary 
decision making and towards quantitative analyses (Berner 
& Amrhein, 2022; Dushoff et al., 2019; Halsey, 2019). 
Moving beyond p-value–centric statistical analysis, however, 
is not limited to ecology and evolution. Statistical analyses 
across disciplines are advised to be more thoughtful, open, 

and cautious, and adoption of estimation statistics is right-
fully gaining momentum (Amrhein et al., 2019; Wasserstein et 
al., 2019). Many statistical packages such as SPSS, MATLAB, 
Python, and R now enable researchers to estimate effect sizes.

In addition to recommending the use of estimation statis-
tics over NHST, researchers and statisticians have also been 
advocating plotting effect sizes alongside traditional plots 
(Cumming, 2012; Gardner & Altman, 1986). Conventional 
plots depicting group data as bar charts, box plots, or vio-
lin plots may include the group mean ± error bar, and can 
indicate statistically significant differences between groups 
with an asterisk (“*”). Although conventional chart types can 
provide information about group data distribution, range, 
central tendency, and deviation from central tendency, they 
do not convey the main information of interest, i.e., the dif-
ferences between groups—the effect size. Researchers there-
fore suggest plotting effect size along with group data, and 
replacing the statistical significance indicator “*” with CIs 
of effect size. It has been suggested that “compatibility inter-
val” may be a more appropriate term than “confidence inter-
val,” as points lying inside the interval are compatible with 
the data and assumptions (Amrhein et al., 2019; Gelman & 
Greenland, 2019); however, in this manuscript, we use the 
term “confidence interval.” Gardner and Altman (1986) sug-
gested plotting effect size to the right of the group plot and 
Cumming (2012) suggested that multiple effect sizes could 
be shown beneath the group plot. Estimation graphics com-
municate quantitative differences between groups, i.e., effect 
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size, thereby making data interpretation much easier. Despite 
being such a powerful tool for data visualization, good 
software and applications for making varied and aesthetic 
estimation plots are lacking. Existing estimation plotting soft-
ware, including the R package “dabestr” (Ho et al., 2019), 
the statistical software GraphPad, and the ESCI package 
(https://thenewstatistics.com/itns/esci/), provide some plotting 
options, but producing plots beyond the capabilities of these 
packages is complex and time consuming.

Here, we describe Durga (version 2.0), an R package for 
effect size estimation and visualization. Using Durga, research-
ers can easily estimate and plot unstandardized or standard-
ized effect sizes for paired and unpaired group comparisons 
(also known as within-subject and between-subject designs 
or repeated measures or independent measures). Durga cal-
culates unstandardized group differences as well as various 
standardized members of the Cohen’s d family of effect sizes. 
Importantly, Durga also estimates bootstrapped CIs of effect 
sizes. Durga is the most powerful graphical tool for plotting 
effect sizes available and provides researchers with a simple 
yet flexible means to plot effect size together with traditional 
comparative graphs such as box plots, violin plots, bar plots, 
and mean–error plots.

Durga
Durga defines two primary functions: DurgaDiff() for 
effect size estimation and DurgaPlot() for effect size plot-
ting. Durga is written within base R, consists of entirely new 
code, and provides users with a large range of options for 
plotting group data (bars, boxes, violins, central tendency, 
error bars, individual data points, and all possible combina-
tions of them) and effect sizes together with their CIs (below 
or to the right of the group data, display or hide bootstrap 
violins, control display symbology); alternatively, effect size 
CIs can be plotted above group data in the form of confi-
dence brackets. Durga is fully compatible with the multiple 
plot layout mechanisms of base R; par(mfrow = c(…)), 
layout(), and split.screen(). By defining sensible 
defaults for most options, users of the package can explore 
the options they are interested in, while ignoring functionality 
that is not currently relevant. While the existing R package 
dabestr builds on ggplot to provide effect size estimation 
and plotting (Ho et al., 2019), group data display is limited to 

grouped scatter plots. Durga aims to provide greater plotting 
flexibility and creative power with an interface that is easy 
for nonexpert R users to understand and use, eliminating the 
need to master ggplot. Durga plots are highly modifiable, 
which provides a flexible and creative interference to plot 
informative as well as aesthetic plots.

Durga is implemented in R (R Core Team, 2022). The 
current version of the package (2.0) requires R ≥ 4.2.0 and 
can be installed from CRAN (https://cran.r-project.org/
web/packages/Durga/index.html) via the R console using 
install.packages(“Durga”). The development version 
of the package is available for download through GitHub 
(https://github.com/KhanKawsar/EstimationPlot) and can 
be installed by running the R command devtools::in-
stall_github(“KhanKawsar/EstimationPlot”, 
build_vignettes = TRUE). The package has been 
developed using R packages boot (Canty & Ripley, 2021), 
RColorBrewer (Neuwirth, 2022), and vipor (Sherrill-Mix & 
Clarke, 2017).

DurgaDiff()
The DurgaDiff function estimates effect sizes for paired and 
unpaired group data. The data set to be analyzed must be 
in a data frame (or similar) organized in either long or wide 
format. In long format, the data set consists of a row for each 
observation, a column for the measured value datum and 
another that identifies the observation treatment or group. 
The data.col argument to DurgaDiff specifies the data 
column and group.col specifies the group column (Box 1). 
Group values need not be numeric. Columns may be identi-
fied by name or index. More than one group column may be 
specified, in which case Durga treats each unique combination 
of group values as a distinct group. Long format is usually the 
appropriate format for unpaired data. For paired data in long 
format, the id.col argument is required to specify the iden-
tity of each individual datum or specimen, as each specimen 
will be represented by multiple rows, one for each group.

Wide format requires a row for each individual datum or 
specimen, and a column for each treatment or group. The set 
of group column names is passed as a vector in the groups 
argument. The arguments data.col and group.col should 
not be specified. The id.col argument is not required, but, 
if specified, should identify a column that contains a unique 

Box 1. Input and output of the DurgaDiff function

library(Durga)
## Load data
data("damselfly")
DurgaDiff(damselfly, data.col = 1, group.col = 3, 
      effect.type = "cohens d", na.rm = TRUE)
## Output
Bootstrapped effect size
 length ~ maturity
Groups:
        mean median      sd     se CI.lower CI.upper n
adult    32.26985 32.354 0.9919583 0.1462563 31.99991 32.56132 46
juvenile 31.16274 31.196 0.8240126 0.1479970 30.88107 31.48074 31
Unpaired Cohen's d (R = 1000, bootstrap CI method = bca):
 juvenile - adult: −1.21412, 95% CI [−1.68733, −0.694493]
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identifier for each datum or specimen. Wide format is more 
suitable for paired data; however, DurgaDiff can analyze 
unpaired data in wide format; set id.col = NULL to inform 
Durga that the data are unpaired. Unpaired data in wide 
format will contain measurements for unrelated specimens 
within rows. When using wide format for unpaired data with 
different group sizes, it will generally be necessary to specify 
the argument na.rm = TRUE.
DurgaDiff calculates standardized or unstandardized 

effect sizes; the desired effect type is specified with the argu-
ment effect.type (Table 1). Unstandardized effect size 
is calculated as the difference between group means and is 
specified with effect.type“mean”. Standardized effect 

sizes vary from each other in two ways: whether they are 
bias-corrected and the value used for standardization (Table 
1). We adopt the terminology of Lakens (2013), with d 
meaning a biased estimate and g meaning a bias-corrected 
estimate. Some writers reverse this usage or use alternative 
terminology. Cumming (2012) recommends always apply-
ing bias correction, although for sample sizes >30, bias cor-
rection has a negligible effect. Durga implements Hedges’ 
exact method (Hedges, 1981) of bias correction. Since effect 
size names are ambiguous, it is recommended that research-
ers report the standardizer used to calculate the effect size. 
Standardizer formulae as implemented by Durga are detailed 
in Table 1.

Table 1. Effect types implemented by DurgaDiff.

Label Standardizer Bias 
corrected

Comments

effect.type

Unpaired

  Mean
“mean”

NA No

  Hedges’ g
“hedges g”

Non-pooled average SD√
(SD2

1+SD2
2)

2

Yes Recommended for small n (Delacre et 
al., 2021)

  Cohen’s d
“cohens d”

Non-pooled average SD√
(SD2

1+SD2
2)

2

No Recommended for large n (Delacre et al., 
2021)

  Hedges’ ds

“hedges d_s”
Pooled SD√

(n1−1)SD2
1+(n2−1)SD2

2
n1+n2−2

Yes Equation 1 (Lakens, 2013) × bias cor-
rection

  Cohen’s ds

“cohens d_s”
Pooled SD√

(n1−1)SD2
1+(n2−1)SD2

2
n1+n2−2

No Equation 1 (Lakens, 2013)

  Glass’s Δpre

“glass delta_pre”
SD2, i.e., the SD of the 
pre-measurement group

No Recommended when group SDs are sub-
stantially different (Lakens, 2013)

  Glass’s Δpost

“glass delta_post”
SD1, i.e., the SD of the 
post-measurement group

No

Paired

  Mean
“mean”

NA No

  Hedges’ g
“hedges g”

Average SD, equation 
11.9 (Cumming, 2012)√

(SD2
1+SD2

2)
2

Yes Recommended for small n, equation 
11.10 (Cumming, 2012) × bias correction

  Cohen’s d
“cohens d”

Average SD, equation 
11.9 (Cumming, 2012)√

(SD2
1+SD2

2)
2

No Recommended for large n, equation 
11.10 (Cumming, 2012)

  Hedges’ gz

“hedges g_z”
SD of the differences…∑

(Xdiff−Mdiff)
2

N−1

Yes Equation 6 (Lakens, 2013) × bias cor-
rection

  Cohen’s dz

“cohens d_z”
SD of the differences…∑

(Xdiff−Mdiff)
2

N−1

No Equation 6 (Lakens, 2013)

  Hedges’ gav

“hedges g_av”
Average SD
SD1+SD2

2

Yes Equation 10 (Lakens, 2013) × bias 
correction

  Cohen’s dav

“cohens d_av”
Average SD
SD1+SD2

2

No Equation 10 (Lakens, 2013)

Note. In each case, Hedges’ g is the bias corrected version of Cohen’s d. SDg is standard deviation of group g, ng is sample size of group g, Xdiff is the 
differences of the two groups, and Mdiff is the mean of the differences.
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For unpaired data, Delacre et al. (2021) recommend the 
use of Hedges’ g*

s for small sample sizes or Cohen’s d*
s for 

large sample sizes, both of which standardize with the non-
pooled average SD (Table 1). We refer to these effect types as 
Hedges’ g and Cohen’s d (rather than Hedges’ g* or Cohen’s 
d*; specify effect.type = “hedges g” or effect.
type = “cohens d”) since the formula has the same form 
as Cohen’s original formula for calculating d when the two 
populations have unequal variance (formula 2.3.2, Cohen, 
1988). For paired data, Cumming (2012) recommends stan-
dardizing with the same standardizer—the non-pooled aver-
age SD. Cumming (2012) calls this paired standardizer sav 
(equation 11.9, Cumming, 2012); however, we refer to the 
effect type simply as Cohen’s d—and the bias-corrected ver-
sion as Hedges’ g—to emphasize that the same standardizer 
applies as for the unpaired Cohen’s d and Hedges’ g, and the 
paired and unpaired versions of Cohen’s d are mathematically 
identical, as described next.

The difference in group means (as used for unpaired data; 
X2 −X1 ) is mathematically equivalent to the mean of group 
differences (as used for paired data; X2 −X1 ) whenever group 
sizes are equal. This means that for paired data sets, unstan-
dardized group differences and some standardized effect sizes 
are identical whether analyzed as paired and unpaired data. 
Consequently, the two effect types (paired and unpaired) that 
we call Cohen’s d are calculated with exactly the same for-
mula. Regardless of the effect type, bootstrapped CIs will usu-
ally be smaller (more precise) for paired data.

Durga uses Hedges’ exact method for bias correction 
(Delacre et al., 2021) which is a function of degrees of 
freedom:

Γ
Ä
df
2

ä
»

df
2 × Γ

Ä
df−1
2

ä
 (1)
where Γ () is the gamma function, and generally df = n1 + n2 
− 2 for unpaired data and df = n − 1 for paired data. When 

calculating Hedges’ g, we calculate df =
(n1−1)(n2−1)(σ2

1+σ2
2)

2

(n2−1)σ4
1+(n1−1)σ4

2
, 

as specified by equation 16 (Delacre et al., 2021).
CIs for the estimate are determined using bootstrap res-

ampling, using the adjusted bootstrap percentile (BCa) 
method, calculated using the boot and boot.ci functions 
from the boot package (Canty & Ripley, 2021). The number 
of bootstrap replicates may be specified by the argument R 
(default is 1,000), and confidence level by the argument ci.
conf (default 0.95). Durga estimates CIs using the bootstrap 
rather than the normal formula to avoid making assumptions 
about the distribution of the data. The default behaviour of 
DurgaDiff is to order the groups alphabetically (or lexico-
graphically), then calculate differences between all pairs of 
groups. The order of groups and the labels used to represent 
groups can be altered by the argument groups, while con-
trasts can be specified to change the pairs to be compared 
and/or the direction of comparisons. A detailed description 
of the DurgaDiff function, including detailed descriptions 
of contrasts and effect.type, is available via the 
DurgaDiff help page (run the R command ?DurgaDiff 
to view it).

The function DurgaDiff returns an object of class 
DurgaDiff, which is a list containing multiple named ele-
ments. Full details are available on the help page; however, 
two important elements are group.statistics and 

group.differences. Element group.statistics is 
a matrix that summarizes the groups, with a row for each 
group and columns for sample mean, median, SD, SE, boot-
strapped confidence interval (CI.lower and CI.upper), and 
sample size (n; Box 1). Element group.differences is 
a list of DurgaGroupDiff objects, each of which contains 
bootstrapped CI information for one contrast (Box 1). An 
object returned from DurgaDiff can be used for effect size 
plotting using the function DurgaPlot.

DurgaPlot()
The DurgaPlot function plots group data and esti-
mated effect size, based on the result of a previous call to 
DurgaDiff. The effect size is displayed as a point—the sam-
ple statistic—together with a vertical bar representing the 
CI of the statistic. The effect size is displayed using a differ-
ent y-axis scale than the group data, which is depicted by 
a secondary y-axis. The y origin represents zero difference 
between groups. Additionally, the bootstrapped distribution 
of the statistic is drawn as a violin plot (which is truncated at 
the extents of the CI by default). Each effect size represents 
the difference between a pair of groups. Effect size display is 
controlled by the argument ef.size; if FALSE, effects sizes 
will not be displayed. A single effect size (i.e., when only two 
groups have been compared) can be plotted on the right side 
as suggested by Gardner–Altman (Gardner & Altman, 1986), 
in which case the secondary y-axis is shown on the right of 
the plot (Figures 1 and 2). Multiple effect sizes may be shown 
below the group data, as suggested by (Cumming, 2012), 
with the secondary y-axis shown to the left of the effect sizes 
(Figure 3). The position of the effect size is specified by the 
argument effect.size.position, which must be either 
“right” or “below.” Display of the bootstrapped effect 
size violin plot can be controlled by the ef.size.violin 
argument. The contrasts argument can be used to select 
which effect sizes are to be plotted; this is particularly useful 
for multiple groups where user might not wish to plot all pos-
sible pairwise effect sizes.

The DurgaPlot function provides users with a range 
of options to visualize group data: box plots (argument 
box=TRUE), bar charts (bar=TRUE), and violin plots 
(violin=TRUE). Individual data points can be plotted 
(points=TRUE) and visually arranged using different algo-
rithms (argument points.method). Control over display of 
the mean or median of each group is provided by the argu-
ment central.tendency, and control over display of the 
CI of the central tendency by the argument error.bars.
DurgaPlot differs from other data visualization packages 

in the flexibility and versatility it provides, coupled with its 
ease of use. Group plot representations such as box plots, bar 
charts, and violin plots can be selected or omitted by simply 
by specifying TRUE or FALSE for the appropriate arguments. 
Additionally, multiple plot types, for example, box plots and 
violin plots, can be combined into a single plot (Figure 1). 
Furthermore, central tendency and error bars can be over-
plotted on the combined plot (Figure 1). Finally, positions 
of the bar, box, violin, and central tendency can be shifted 
along the x-axis using bar.dx, box.dx, violin.dx, and 
central.tendency.dx. This flexibility and diversity of 
options makes DurgaPlot very powerful and provides the 
opportunity to produce a wide range of plots that are cur-
rently used for data visualization across different research 
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Figure 1. Gardner–Altman plot showing differences in body size between adult and juvenile damselflies. Left axis represents group data and right axis 
represents effect size. Horizontal lines are drawn from the means of each group. (A) Left two box plots depict group data, the half violin on the right 
exhibits the distribution of bootstrapped differences, the solid square shows mean difference, while the vertical bar shows 95% CI of mean difference. 
The box plots display the group median and the 75th and 25th percentiles. The whiskers extend to the minimum and maximum, but exclude outliers 
that are beyond 1.5 times the interquartile range. Circles on the boxes indicate individual values. (B) Left two box plots and half violins exhibit group data 
and the violin on the right exhibits the distribution of bootstrapped Cohen’s d (standardized mean difference), black circle represents Cohen’s d, and 
vertical bar shows 95% CI of Cohen’s d. Half violins on the left represent the group data distribution. Grey circles inside violins represent group means, 
and the vertical bars through the circles represent 95% CIs of group means. The box plots display the group median and the 75th and 25th percentiles. 
The whiskers extend to the minimum and maximum values, but exclude outliers that are beyond 1.5 times the interquartile range. Circles adjacent to 
boxes indicate individual values. (C) Left horizontal and vertical bars and points exhibit group data, and the half violin on the right shows the distribution 
of bootstrapped Hedges’ g (standardized mean difference), triangle shows Hedges’ g, and vertical bars show 95% CI of Hedges’ g. Horizontal line 
within the group data represents mean, and vertical line represents SD. Circles indicate individual values.
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Figure 2. Gardner–Altman plot showing difference of blood glucose level before and after administering insulin. Left axis represents group data and 
right axis represents effect size. Horizontal lines extending to the right axis are drawn from the means of each group. (A) Left half violins represent 
group data distributions and right half violin exhibits effect size statistics. Circles inside violins represent group means, and vertical bars through the 
circles represent 95% CIs of the group means. Circles adjacent to violins indicate individual measurements, and grey lines connect measurements of 
each individual. Half violin on the right represents the distribution of bootstrapped differences, the solid triangle shows mean difference, and vertical 
bar shows 95% CI of mean difference. (B) Left two box plots exhibit group data, and right violin exhibits effect size statistics. The box plots display 
the group median and the 75th and 25th percentiles. The whiskers extend to the minimum and maximum values, but exclude outliers that are beyond 
1.5 times the interquartile range. Circles adjacent to boxes indicate individual values. Grey lines connect measurements of each individual. Violin on 
the right exhibits the distribution of bootstrapped Cohen’s d (standardized mean difference), circle represents Cohen’s d, and vertical bar shows 95% 
CI of Cohen’s d. (C) The two circles indicate group means and the vertical bars through the circles represent 95% CIs of the group means. Light 
coloured lines connect measurements of each individual. Half violin on the right shows the distribution of bootstrapped Hedges’ g (standardized mean 
difference), square shows Hedges’ g, and vertical bars through the square show 95% CI of Hedges’ g.
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fields (see Supporting Information S1 for sample figures and 
Supporting Information S2 for code to produce the figures). 
DurgaPlot can also be used to make traditional plots with-
out plotting effect size (ef.size = FALSE) (see Supporting 
Informations S3 and S4 for sample figures and Supporting 
Information S2 for code to produce the figures). Additional 
details on the DurgaPlot function, including detailed descrip-
tions of each argument and how to use them, are available on 
the DurgaPlot help page. The package vignette demonstrates 
some of the many possible plots and how to produce them, 
with R code included.

Other functions
Durga provides two further functions: DurgaTransparent() 
and DurgaBrackets(). DurgaTransparent is a utility 
function that adds (or removes) transparency to a colour. For 
example, DurgaTransparent(“red,” 0.75) returns the 
colour red with 75% transparency.
DurgaBrackets annotates an existing Durga plot with 

confidence brackets. Confidence brackets depict CIs between 
pairs of groups by visually joining them with a horizontal bar 
and displaying the CI as text. Confidence brackets portray 
less information than full effect sizes but may be appropriate 
when many effect sizes need to be shown on a plot. Refer to 

the DurgaBrackets help page and the package vignette for 
more details and examples of use.

Example usage
Example 1: calculate and plot two-sample unpaired 
data
Here, we demonstrate the functionality of DurgaDiff, 
DurgaPlot, DurgaBrackets, and DurgaTransparent 
on previously published data. For unpaired data, we use the 
body length of juvenile and adult male damselflies (installed 
as the data set “damselfly” with the Durga package) (Khan & 
Herberstein, 2021). We first calculate effect size of the differ-
ence between the two groups using the DurgaDiff function. 
Researchers might calculate unstandardized (mean differ-
ence), Cohen’s d or Hedges’ g effect types for this analysis; 
we calculate all three types to demonstrate how Durga can 
be used to calculate different effect sizes. We then plot the 
three different effect sizes together with group data using the 
DurgaPlot function (Figure 1A–C; R code in Supporting 
Information S2).

To report the result, researchers may examine the 
DurgaDiff output and write that adult damselflies (n = 
46, M = 32.26, SD = 0.99) have larger body sizes than juve-
nile damselflies (n = 31, M = 31.16, SD = 0.82) with a mean 
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Figure 3. Cumming plot (A and B) and box–violin plot (C) showing height of self- and cross-fertilized plants (sf = self-fertilized; ic = intercrossed 
fertilized; wc = Westerham-crossed fertilized). (A) Top plot region represents group data and bottom region represents effect size statistics. Violins 
exhibit distribution of the data. The box plots display the group median and the 75th and 25th percentiles. The whiskers extend to the minimum and 
maximum values, but exclude outliers that are beyond 1.5 times the interquartile range. Circles indicate individual values. Half violins in the lower region 
exhibit the distribution of bootstrapped differences, solid circles show mean difference, and vertical bars show 95% CIs of mean difference. (B) Upper 
horizontal and vertical bars and points exhibit group data, and lower violins exhibit effect size statistics. The middle horizontal lines in the group data 
represent means, and vertical lines represent SD. Circles indicate individual values. Violins on the lower region show the distribution of bootstrapped 
Cohen’s d (standardized mean difference), squares show Cohen’s d, and vertical bars show 95% CI of Cohen’s d. (C) Violins show distribution of the 
data in each group. The box plots display median and the 75th and 25th percentiles. The whiskers extend to the minimum and maximum values, but 
exclude outliers that are beyond 1.5 times the interquartile range. Circles indicate individual values. Brackets show 95% CIs of Hedges’ g for pairwise 
comparison.
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difference of 1.10, and values between 0.71 and 1.54 (95% 
bootstrap CI) being best compatible with the data (Figure 
1A). Or, adult damselflies have larger body sizes than juvenile 
damselflies (Cohen’s d = 1.21, 95% CI [0.66, 1.67], Figure 
1B), or (Hedges’ g = 1.20, 95% CI [0.68, 1.67], Figure 1C).

Example 2: calculate and plot two-sample paired 
data
For paired data, we use the blood glucose levels of rabbits 
before and after administering insulin (available as the data set 
“insulin”) (Banting et al., 1922). We calculate unstandardized 
(mean difference) and standardized (Cohen’s d and Hedges’ 
g) effect sizes for the paired data and produce three different 
plots (Figure 2A–C; R code in Supporting Information S2).

Researchers could describe the results as follows: Blood 
glucose level was measured in 52 rabbits, which showed that 
blood glucose is lower after insulin administration (M = 0.070, 
SE = 0.002) than before administration (M = 0.13, SE = 0.002) 
(mean difference: 0.06, 95% CI [0.05, 0.06], Figure 2A);  
or (Cohen’s d = −3.42, 95% CI [−3.94, −2.89], Figure 
2B); or (Hedges’ g = −3.37, 95% CI [−3.37, −2.82],  
Figure 2C).

Example 3: calculate and plot group data with 
more than two groups
We further use Durga to calculate effect sizes and visualize three 
groups using Charles Darwin’s plant height measurements of 
self-fertilized, cross-fertilized, and Westerham-crossed plants 
(available as the data set “petunia”) (Darwin, 1900). First, we 
use DurgaDiff to calculate pairwise differences between the 
three plant cross types. We then apply DurgaPlot to visu-
alize the pairwise differences. Figure 3 shows three possible 
ways to visualize the group differences and effect sizes (R 
code in Supporting Information S2).

Researchers could report the results by using the DurgaDiff 
output as follows: The height of the intercrossed plants (n = 
22, M = 54.11, SD = 8.73) was greater than the self-fertilized 
plants (n = 21, M = 33.23, SD = 12.66) (mean difference: 
20.88, 95% CI [14.41, 27.69], Figure 3A); or (Cohen’s d = 
1.91, 95% CI [1.16, 2.55], Figure 3B); or (Hedges’ g = 1.87, 
95% CI = [1.19, 2.57], Figure 3C). Similarly, Westerham-
crossed plants (n = 21, M = 50.05, SD = 10.31) are taller 
than self-fertilized plants (n = 21, M = 33.23, SD = 12.66) 
(mean difference: 16.82, 95% CI [10.01, 23.37], Figure 
3A); or (Cohen’s d = 1.45, 95% CI [0.70, 2.05], Figure 3B); 
or (Hedges’ g = 1.42, 95% CI = [0.63, 2.04], Figure 3C). 
However, the data do not provide evidence that the heights 
of intercrossed plants (n = 22, M = 54.11, SD = 8.73) and 
Westerham-crossed plants (n = 21, M = 50.05, SD = 10.31) 
are different (mean difference: −4.05, 95% CI = [−10.01, 
1.40], Figure 3A); or (Cohen’s d = −0.42, 95% CI [−0.97, 
0.23], Figure 3B); or (Hedges’ g = −0.41, 95% CI = [−1.00, 
0.21], Figure 3C).

Examples of effect size calculation and visualization of 
more than three groups are available via the package vignette.

Conclusions
The Durga R package offers an easy way to estimate and plot 
effect sizes. The main novelty of the package is the ability 
to plot effect sizes together with a wide range of options for 
displaying group data. The strength of the package is its flexi-
bility combined with an easy-to-use interface, which provides 

a creative platform for users to produce informative and aes-
thetic plots.

We hope that Durga can facilitate and encourage the uptake 
of estimation statistics and assist researchers in moving away 
from p-value–driven dichotomous decision making in their 
research. We plan to add new functionality to this package to 
plot a wider range of data types, and to improve plot aesthet-
ics. We encourage users to suggest new features and welcome 
users’ support to identify and fix issues.

Supplementary material
Supplementary material is available at Journal of Evolutionary 
Biology online.

Data availability
All data used in the manuscript are installed with the Durga 
package. The Durga source code and data are available at 
GitHub (https://github.com/KhanKawsar/EstimationPlot) and 
zenodo https://doi.org/10.5281/zenodo.11401215. R code 
used to generate the figures is available in the Supplementary  
File S2 and via GitHub (https://github.com/JimMcL/Durga-
paper/blob/main/R/manuscript_plot.R).
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