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ABSTRACT
Given the extensive use of fluorination in molecular design, it is imperative to understand the solvation properties of fluorinated compounds
and the impact of the C–F bond on electrostatic interactions. Vibrational spectroscopy can provide direct insights into these interactions by
using the C–F bond stretching [v(C–F)] as an electric field probe through the vibrational Stark effect (VSE). In this work, we explore the
VSE of the three basic patterns of aliphatic fluorination, i.e., mono-, di-, and trifluorination in CF, CF2, and CF3 groups, respectively, and
compare their response to the well-studied aromatic v(C–F). Magnitudes (i.e., Stark tuning rates) and orientations of the difference dipole
vectors of the v(C–F)-containing normal modes were determined using density functional theory and a molecular dynamics (MD)-assisted
solvatochromic analysis of model compounds in solvents of varying polarity. We obtain Stark tuning rates of 0.2–0.8 cm−1/(MV/cm), with
smallest and largest electric field sensitivities for CFaliphatic and CF3,aliphatic, respectively. While average electric fields of solvation were oriented
along the main symmetry axis of the CFn, and thus along its static dipole, the Stark tuning rate vectors were tilted by up to 87○ potentially
enabling to map electrostatics in multiple dimensions. We discuss the influence of conformational heterogeneity on spectral shifts and point
out the importance of multipolar and/or polarizable MD force fields to describe the electrostatics of fluorinated molecules. The implications
of this work are of direct relevance for studies of fluorinated molecules as found in pharmaceuticals, fluorinated peptides, and proteins.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0198303

I. INTRODUCTION

Fluorination is a very popular strategy to fine-tune or even
drastically modify molecular properties via a structurally subtle
chemical modification of C–H for C–F bonds.1 As such, it has found
many applications in agrochemistry, material sciences, and medic-
inal chemistry with examples of fluorinated drugs, such as the
5α-reductase inhibitor dutasteride or the anti-HIV agent
maraviroc.2–4 Moreover, the last decade has seen increased
interest in the use of fluorinated amino acids for protein engi-
neering to (re)design the structure and function of proteins and
enzymes and, by this, contribute to further expand the amino acid
tool box.5–7 The extensive use of fluorinated substances has also
led to a growing concern about their toxicity and environmental
impact. Specifically, per- and poly-fluoroalkyl substances (PFASs)
are persistent soil contaminants known to have adverse effects on
human health.8–12

The C–F bond has several distinctive properties, the most
straightforward being that it is one of the strongest chemical bonds
ensuring inertness in biologically and chemically aggressive environ-
ments. In addition, due to its small size, the F atom can be considered
an isosteric substitution when replacing H atoms in molecular
design approaches. However, the replacement impacts the electro-
static properties of the substituted molecule1,13 since C–F bonds are
highly polar but hardly polarizable. As expected from the inclu-
sion of a polar bond, monofluorination and trifluoromethylation of
aliphatic molecules increase their water affinity.13 Instead, additional
fluorination leads to the opposite effect, resulting in the hydropho-
bicity, lipophilicity, and self-affinity of perfluorinated molecules.14

Such hydrophobicity tuning is exploited in the drug design to
increase the affinity of molecules toward a specific pharmacologi-
cal target.15 The mechanism behind the paradoxical hydrophobicity
observed with increasing fluorination is still under debate but was
reported to involve a local electrostatic attraction, caused by the
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electric dipole of the C–F bond and steric hindrance within the
hydrogen-bonded network of the hydration shell.16,17 With more
than seven CF2 groups, a van der Waals-type force has been pro-
posed as the driving mechanism behind the so-called perfluorophilic
interaction.14,18

Unveiling the role of electrostatics is fundamental to the under-
standing of the interactions occurring among fluorinated molecules
and with their solvation environment. An experimental approach
that can provide direct insights into the electrostatics underlying
such non-covalent interactions is vibrational Stark effect (VSE) spec-
troscopy.19 According to the phenomenon of VSE, the frequency of
molecular vibrations (ν; in units of cm−1) will shift due to the inter-
action of an electric field, F⃗ (units of MV/cm), with the difference
dipole, Δμ⃗ [units of cm−1/(MV/cm)]. The latter is the change in
dipole moment between vibrational ground (μ⃗0) and excited states
(μ⃗1) (i.e., Δμ⃗ = μ⃗1 − μ⃗0). The magnitude ∣Δμ⃗∣ is often referred to as
the Stark tuning rate, as it describes the sensitivity of a vibrational
probe to electric fields. It is worth noting that Δμ⃗ is different from
the absolute molecular dipole moment, μ⃗, and the transition dipole
moment, M⃗, which do not determine the electric field sensitivity.
Instead, they account for the orientation of solvation electric fields
and the peak intensity in IR spectra, respectively (see the detailed
description in Fig. 1). In few cases, also the quadratic VSE becomes
relevant, which depends on the difference polarizability tensor, Δα
[units of cm−1/(MV/cm)2]. Overall, this effect is expressed via the
VSE equation

ν = ν0 − Δμ⃗ ⋅ F⃗ −
1
2

F⃗ ⋅ Δα ⋅ F⃗ (1)

relative to the zero-field vibrational frequency, ν0, which refers to
the vibrational probe in vacuum. The most prominent VSE probes
are C=O and C≡N oscillators,19,20 which due to their small size have
been used to quantify non-covalent, local, electrostatic interactions
in many settings, such as in solvents,21–27 at electrode interfaces,28–31

FIG. 1. Schematic depiction of vectorial quantities relevant to solvation and vibra-
tional spectroscopy exemplified using a CF2 group and its antisymmetric stretching
vibration. Left: Dipole moment (μ⃗) and average electric field (F⃗) of a CF2 group
relevant to solvation electrostatics. The average electric field, F⃗, induced by the
solvent follows the direction of the static dipole moment, μ⃗, of the CF2 group as
described by Onsager theory. Right: Transition dipole moment (M⃗) and difference
dipole (Δμ⃗) of the νas(CF2) vibration mode. M⃗ is a measure for the probability of a
vibrational transition: it underlies the peak intensity in IR spectra and specifies the
polarization direction of light that can excite the vibrational mode. The difference
dipole, Δμ⃗, is the difference between ground (μ⃗0) and excited state (μ⃗1) dipoles
(i.e., Δμ⃗ = μ⃗1 − μ⃗0); it describes the electric-field sensitivity of the peak position in
vibrational spectra and specifies the direction that maximizes the frequency shift
of the mode in an electric field [see Eq. (1)]. The Stark tuning rate is the magnitude
of the difference dipole, ∣Δμ⃗∣.

and in biological systems.32–42 These studies enhanced our under-
standing of the role of electrostatics in many chemical, biochemical,
and biophysical processes; most notably, the direct demonstration
that electric fields can exert catalytic effects to drive (bio)chemical
reactions.43,44

Despite the growing popularity of fluorination, few stud-
ies have explored C–F bonds as VSE probes. This is to a large
degree owed to the fact that, despite its strong oscillator strength
(ε = 710 M−1 cm−1 for fluorobenzene), the C–F stretching mode,
ν(CF), is located in a crowded spectral region of 1300–900 cm−1

together with C–C stretches and/or C–H deformations.45 Never-
theless, experimental work by Suydam & Boxer demonstrated that
the aromatic ν(CF) of fluorobenzene (FB) shows a strong electric-
field sensitivity using vibrational Stark spectroscopy (VSS), a method
where a defined external, homogeneous electric field is applied to a
VSE probe while measuring its infrared (IR) spectrum.46 This was
further confirmed in computational density functional theory (DFT)
studies by Choi and Cho,45,47 showing a linear electric-field sen-
sitivity of the C–F stretch frequency. In addition, the vibrational
response to H-bonding was explored. As observed for the two most
popular VSE probes ν(C=O) and ν(C≡N), H-bonding can either
induce a linear Stark shift according to Eq. (1) or cause a strong
deviation from linearity, respectively, via the so-called H-bond blue
shift.19 Theoretical work indicated that the ν(CF) of FB obeys the
linear VSE, similar to ν(C=O).45

In the course of examining a wider range of fluorinated organic
compounds, we were interested in the usefulness of other ν(CF)
modes for the determination of electric fields using the VSE. In addi-
tion to the abovementioned approaches, a convenient experiment-
based method to investigate and, at the same time, calibrate the
VSE of such vibrational probes is the combination of the vibrational
solvatochromism and molecular dynamics (MD) simulations.19 In
the vibrational solvatochromism, a solute molecule is dissolved in
solvents of different polarity and/or H-bonding properties (typi-
cally ranging from alkanes to water). This approach exposes the
VSE probe to a large range of electrostatic solvation environ-
ments, and the VSE is detected using IR spectroscopy.21,22,48,49 The
same conditions are reproduced in MD simulations, from which
electric fields can be extracted. The correlation of experimental
vibrational frequency and simulated electric fields can be mod-
eled by Eq. (1), which provides the solvatochromic slope, m [units
of cm−1/(MV/cm)]. This slope describes the sensitivity to the sol-
vent electric field and corresponds to the Stark tuning rate, ∣Δμ⃗∣.49

The advantages of this approach are that (a) an absolute calibra-
tion is obtained, i.e., the zero-field frequency represents the solute
in vacuum; (b) the solute is exposed to molecular environments
with a large range of electric fields of up to 100 MV/cm, which
are relevant for investigations in more complex settings, such as
proteins; and (c) the difference between H-bonding and non-H-
bonding environments can be assessed using protic and aprotic
solvents, respectively.21 The approach of MD-assisted vibrational
solvatochromism is supported by ab initio and quantum mechan-
ical/molecular mechanics (QM/MM) simulations 50–52 the solvent-
independent anharmonicity of VSE probes, such as C=O,53 as well
as the correspondence to results from direct VSS.21,49

Toward exploring the VSE of three basic patterns of aliphatic
fluorination, i.e., aliphatic CF, CF2, and CF3 groups, we employed
DFT calculations and MD-assisted vibrational solvatochromism and
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compared the results to the behavior of aromatic ν(CF) as the best-
studied example (see structures in Fig. 2). Using DFT, we estimate
the magnitude and the orientation of the vector of the difference
dipole underlying the Stark tuning rate for relevant normal modes.
With this information, we employed the MD-assisted vibrational
solvatochromism using fixed-charge and polarizable MD force fields
(AMBER54,55 and AMOEBA,56 respectively). Fixed charge force
fields, such as AMBER, are a standard choice for evaluating VSE tun-
ing rates. While it may seem unnecessary to introduce polarizability
when investigating polyfluorinated probes, given the exceptionally
low polarizability of C–F bonds,13 a more precise description can
be achieved through the utilization of a multipole expansion.57

AMOEBA incorporates polarizability and multipoles up to the
quadrupole approximation. In our study, we utilize both AMBER
and AMOEBA force fields to compare their accuracy and to assess
the necessity of a high-level model for calculating VSE tuning rates.
From these force fields, we derive the solvatochromic Stark tuning
rates for the ν(CFn), extract the influence of conformational flexibil-
ity, and address the influence of the level of MD theory on solvation
electrostatics. The results demonstrate the strengths and limitations
of VSE-based analyses of aliphatic C–F vibrations. Our conclu-
sions are of direct relevance for experimental studies of fluorinated
molecules using vibrational spectroscopic methods and applicable to
a broad variety of existing pharmaceuticals as well as for the study of
fluorinated peptides and proteins.

FIG. 2. Experimental and DFT-predicted IR spectra of FB (a), MFH (b), DFcH (c),
and TFH (d). Experimental spectra of the molecules were recorded in TCE solu-
tion. Theoretical spectra were computed from the weighted sum of the spectra
of different conformers using the relative populations estimated by MD simula-
tions in the same solvent. RMSDs of peak positions between experimental and
computational data are 18 (FB), 7 (MFH), 10 (DFcH), and 3 (TFH) cm−1.

II. MATERIALS AND METHODS
A. Materials

As fluorinated probes, 1-fluoro-benzene (FB, Sigma-Aldrich,
99%), 1-fluoro-benzyl alcohol (FBA, Sigma-Aldrich, 99%), 1-
fluorohexane (MFH, Synquest labs, 99%), 1,1-difluorocyclohexane
(DFcH, abcr 98%), and 1,1,1-trifluorohexane (TFH, Synquest labs,
97%) were used. A collection of six aprotic solvents was chosen: n-
dodecane (DODEC, Merck, 99%), tetrachloroethylene (TCE, abcr,
99%), trichloromethane (TCM, Carl Roth, 99.0%), toluene (Tol,
Carl Roth, 99.5%), acetonitrile (ACN, Sigma-Aldrich, 99.9%), and
dimethyl sulfoxide (DMSO, 99.8%, Carl Roth); as well as three protic
solvents: isopropanol (i-PrOH, 99.8%, Carl Roth), ethanol (EtOH,
99.8, Carl Roth), and water (18.2 MΩ cm2).

B. Density functional theory, normal mode analysis,
and spectral assignment

Computational IR spectra of the fluorinated VSE probes were
calculated by normal mode analysis (NMA) after optimization using
density functional theory (DFT) under Gaussian 1658 with the
B3LYP functional59–61 and the 6-311++G(d,p) basis set.62,63 Spec-
tra are displayed with Gaussian shapes and peak widths of 10 cm−1

(FWHM). DFT-based IR spectra for mixtures of conformations
in the zero-field approximation (i.e., in vacuum) were calculated
as the sum of DFT-IR spectra for all possible conformers of the
fluorinated probes, weighted by fractions from MD simulations
(AMBER; note that both force fields afforded similar conforma-
tion ratios). Conformers were identified via the dihedrals (θ) of the
carbon chain and the C–F bond(s) and classified into gauche(+)
for 0○ ≤ θ ≤ 120○, gauche(−) for −120○ ≤ θ < 0○, or trans for
∣θ∣ > 120○. For MFH, four dihedrals were considered: F–C1–C2–C3,
C1–C2–C3–C4, C2–C3–C4–C5, and C3–C4–C5–C6; for TFH, due
to the rotational symmetry of CF3, only three dihedrals were con-
sidered: C1–C2–C3–C4, C2–C3–C4–C5, and C3–C4–C5–C6. For
DFcH and FB, only one stable conformer was found in MD. DFT-
calculated VSE difference dipoles were obtained by simulating spec-
tra with electric field values between −30 and +30 MV/cm along
different directions considering the specific symmetries of the CFn
groups. For FB, MFH, and DFcH, electric fields were applied along x,
y, and z-axes in a molecular reference frame (see Fig. S1): for FB and
MFH, the z axis was along the C–F bond, and the x axis was toward
the adjacent C atom(s); for DFcH, the z axis was along the CF2 bisec-
tor, and the x axis was toward the adjacent C atom(s). For TFH,
electric fields were applied along the C3 symmetry axis of the CF3
group (z axis) and along the three C–F bonds (i.e., four directions
in total). In this way, fields along x, y, and z-axes were applied such
that each C–F bond sensed identical perturbation (i.e., equal sam-
pling in the vertical mirror planes σV ), and the following fit was not
biased toward an asymmetric solution. The dependency of the vibra-
tional frequency (ν) on the electric field (F⃗) was approximated to the
second degree by considering the difference dipole (Δμ⃗) and the dif-
ference polarizability tensor (Δα) as shown in Eq. (2). The difference
dipole vector (three parameters—μx, μy, μz), difference polarizability
tensor (only diagonal elements - αxx, αyy, αzz), and zero-field fre-
quencies (ν0) were modeled by least-squares fitting of the frequency
values at different fields (see results in Table S1). Band assignment
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was performed via potential energy decomposition (PED) for the
two most prevalent conformers of each probe using VEDA (vibra-
tional energy distribution analysis);64 results using vibrational mode
automatic relevance determination (VMARD), a Bayesian regres-
sion estimating the most prominent internal coordinates, provided
similar results (not shown).65

C. Infrared spectroscopy and vibrational
solvatochromism

Experimental IR spectra were recorded using a Bruker 70v
spectrometer in attenuated total reflection (ATR) configuration
using a single-reflection silicon crystal from IRUBIS.66,67 Back-
ground spectra were recorded with 200 μl of the solvent of choice;
solute spectra were obtained from 10 mM solutions in the same sol-
vent. For MFH and TFH, a higher concentration was used (150 mM)
due to modes with lower oscillator strengths and peak positions,
which overlapped with solvent absorption bands. A total of 512
co-additions were acquired for each spectrum at a spectral resolution
of 1 cm−1.

D. Fixed-charge and polarizable molecular dynamics
MD simulations were performed using the fixed-charge general

AMBER force-field (GAFF)54,55 and the multipolar and polarizable
AMOEBA09 force field (atomic multipole optimized energetics for
biomolecular simulation, AMOEBA) using GROMACS 202068 and
TINKER9,69,70 respectively, as described previously.21,48 The flu-
orinated solutes were parameterized for AMBER and AMOEBA
MD simulations using AmberTools1871 [AM1-BCC charge model;72

input structures optimized with B3LYP/6-311++G(d,p)] and
Poltype273 [electrostatic potential fits to MP2/6-311++G(d,p) calcu-
lations], respectively, and are deposited under https://github.com/
KozuchLab/Publications/ tree/main/VSE_of_CF_probes. Solvent
parameters were used from previous work (virtualchemistry.org 74,75

for AMBER; Refs. 21 and 23 for AMOEBA) or as implemented in
the force fields. In both cases, a single molecule of a fluorinated
probe was simulated in a 4 nm sized cubic box filled with solvent.
For AMBER simulations, the system was minimized and equili-
brated as the NPT ensemble using the Berendsen barostat with a
time constant of 1 ps over 200 ps. Production simulations were
done using the Parrinello–Rahman pressure coupling, also with a
time constant of 1 ps, for a total of 10 ns with van der Waals and
Coulomb cutoffs at 1.2 nm and particle mesh Ewald (PME) for
long-range electrostatics. Both, equilibration and production sim-
ulations, were done using 2 fs steps and the SD integrator. For
simulations in TCE, the MD integrator was used instead to yield a
stable configuration. For AMOEBA simulations, minimization was
followed by NVT and NPT equilibration over 100 ps at 300 K
(1 bar in the latter; induced dipole convergence threshold of 10−2 D;
mutual polarization; van der Waals and electrostatic cutoffs of
9 and 7 Å, respectively, with the PME method and van der Waals
corrections). The RESPA integrator was used with the Bussi ther-
mostat and molecular volume-scaling, and the Monte Carlo barostat
(time constant of 1 ps) was added during NPT. MD production runs
were performed over 10 ns at similar conditions but with van der
Waals cutoffs and induced dipole convergence threshold set to 12 Å
and 10−5 D, respectively.

E. Quantification of electric fields
Electric field vectors were calculated on 10 000 equally spaced

frames from the electrostatic forces acting on (in AMBER) or from
the induced atomic dipoles (in AMOEBA)21,48 on F atoms and C
atoms of the CFn unit. In both cases, the intramolecular contribu-
tions were removed to exclusively obtain the electric field of the
solvent by “rerunning” the simulation with similar coordinates but
without partial charges on the solute (in AMBER) or in the absence
of the solvent (in AMOEBA). Electric fields were recovered from
electrostatic forces and induced dipoles by considering the partial
charges (AMBER) and polarizabilities (AMOEBA), respectively. The
atomistic electric-field vectors were averaged to obtain the effective
electric field on the CFn unit. The time-averaged electric field on the
CFn groups from each solvent was determined by a single Gaussian
fit to the histogram of electric field distributions on the x, y, and z
components (see Figs. S1–S6 and Table S2), where z was defined as
the main symmetry axis of the CFn groups (see below).

III. RESULTS
A. Assignment of ν(CFn)-based normal modes
using DFT and NMA

Normal modes that contain ν(CFn)-contributions are found
in the complex and crowded spectral region of 1300–900 cm−1. In
order to identify and assign the relevant modes of the aliphatic MFH,
DFcH, and TFH as well as of the aromatic FB, we compared com-
puted IR spectra obtained from NMA after in vacuo DFT-based

TABLE I. Band assignment from DFT normal mode analysis and peaks with highest
C–F stretch contribution after PED decomposition. ν = stretching, δ = deformation,
eq = equatorial, ax = axial, as = antisymmetric, and s = symmetric.

Exp. ν/cm−1 DFT ν/cm−1 Assignment
v(CF) content

(PED)

FB

1222 1238 ν(CF) + ν(CC)ring 45%

MFH

1066 1068 (t/g) ν(CF) + ν(CC) 40%
1055 1057 (g) ν(CF) + ν(CC) 19%
1015 1019 (t) ν(CF) + ν(CC) 40%
1006 1010 (g) ν(CF) + ν(CC) 16%
996 987 (t) ν(CF) + ν(CC) 41%
909 923 (g) ν(CF) + ν(CC) 20%

DFcH

1113 1111 νeq(CF) + δ(CCC) 42%
961 957 νax(CF) + δ(CCC) 45%

TFH

1257 1257 (t/g) νs(CF3) + δ(CCC) 48%
1150 1148 (t/g) νas(CF3) + δ(CCC) 19%
1099 1102 (t/g) νas(CF3) + δ(CCC) 30%
1049 1047 (t) νas(CF3) + δ(CCC) 32%
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FIG. 3. Vibrational Stark shifts of fluorinated probes from DFT calculations under homogenous fields for (a) FB, (b) MFH, (c) DFcH, and (d) TFH. First column: Molecular
structures with calculated difference dipole direction for FB (a.1); extended (top) and 1-gauche (bottom) conformers of MFH (b.1); twisted-boat (left) and chair (right) conform-
ers of DFcH (c.1); and all-trans (top) and 1-gauche (bottom) conformers of TFH (d.1). The labels t1/t2, g1/g2, tb1/tb2, and c1/c2 refer to v(CF)-containing modes of trans,
gauche, twisted boat, and chair conformation; see the main text for details. Second column: Peak positions of C–F stretching modes for these conformers with electric fields
between 0 (blue) and −30 MV/cm (red). Third column: Peak position correlation with electric field values and estimated VSE tuning rates for electric fields along the difference
dipole vector direction. The black line shows the frequencies predicted by the difference dipole and diagonal polarizability model. Accuracy of R2

= 0.99; see Table S1 for all
results.
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optimization with experimental IR spectra in TCE solutions (Fig. 2).
TCE was chosen as solvent for this comparison because of its low
polarity (dielectric constant εr ≈ 2.5) and its transparency in the mid-
IR window of >900 cm−1. For FB and DFcH, only one conformation
was relevant (the chair conformation for the latter) in the DFT cal-
culations. Instead, MFH and TFH adopt a range of conformations in
solution, which can affect peak positions in the IR spectra. To model
this conformational heterogeneity, we determined the relative frac-
tions of the relevant conformers from MD simulations of the solutes
in TCE. These fractions were used to calculate a weighted average of
the DFT-based IR spectra of the individual conformers. Comparing
the experimental and computational spectra, we note an excellent
match at the chosen level of theory [B3LYP/6-311++g(d,p)] with
overall consistent relative intensities and peak positions for all four
molecules [Figs. 2(a)–2(d)]. Importantly, the DFT-based conformer-
averaged IR spectra of MFH and TFH are also in line with the
experimental results. The remaining differences relate to the rela-
tive intensities at ∼1010 cm−1 for MFH [Fig. 2(b)] and ∼1099 cm−1

for TFH [Fig. 2(d)] and the spectral shape in the ∼1257 cm−1 region
of TFH [Fig. 2(d)], as will be discussed below.

We performed a PED analysis using VEDA64 to quantify the
contribution of the ν(CFn) to these normal modes. Starting with
FB, the most studied fluorinated compound in terms of the VSE,
we note a dominant band at 1222 cm−1 in the experimental IR
spectrum that corresponds to a peak at 1238 cm−1 in the DFT spec-
trum [Fig. 2(a)]. Consistent with the strong oscillator strength of
the ν(CF), this feature is assigned to a normal mode with ν(CF) and
ν(CC)ring contributions and with the highest ν(CF) character of 45%
(Table I). Other modes in the analyzed spectral region have a negli-
gible contribution of the ν(CF), which is consistent with their much
smaller intensities.

Despite having only one aliphatic CF bond, the spectrum of
MFH is more complicated than that of the aromatic FB showing
multiple bands in the 1100–900 cm−1 region. This complexity is
due to two factors: coupling of ν(CF) and ν(CC) vibrations leads to
the appearance of multiple modes and conformational heterogeneity
can lead to further changes in the spectra. To incorporate both fac-
tors, we studied the normal modes of two possible rotamers around
the F–C–C–C dihedral, i.e., trans (t) and the gauche conformations
(1-gauche, g) with an otherwise extended structure [Fig. 3(b.1)].
Each of the conformers exhibits three dominant ν(CF) + ν(CC)
modes with varying symmetry and with ν(CF) contribution between
16% and 40% (Table I). In particular, the bands at 1015 and 996 cm−1

in the experimental spectra, which are assigned to the trans con-
former (at 1019 and 987 cm−1 in DFT-based spectra), have the
highest ν(CF) character with 40% and 41%, respectively, but are
located in a crowded region overlapping with bands of the gauche
conformer. The latter are the 1055 and 1006 cm−1 modes (1057
and 1010 cm−1 in DFT-based spectra). The only band unaffected
by spectral overlap is found at 909 cm−1 (923 cm−1 in DFT-based
spectra), which originates exclusively from the gauche rotamer of
the F–C–C–C dihedral with 20% ν(CF) character.

DFcH exists in solution in the chair conformation. This reduces
the complexity of the IR spectrum such that a very good correspon-
dence between experimental and computed spectra is observed with
prominent peaks at 1113 and 961 cm−1 [1111 and 957 cm−1, respec-
tively, in DFT-based spectra; Fig. 2(c).] Based on the CF2 motif,
a symmetric νs(CF2) and antisymmetric νas(CF2) mode would be

expected, which is indeed the case in the twisted boat conformation,
where both C–F bonds are equivalent [see Fig. 3(c.1)]. However, the
chair structure places one C–F in axial and one in equatorial posi-
tion, resulting in an assignment of the 1113 and 961 cm−1 bands
to normal modes of νeq(CF) + ν(CC) and νax(CF) + ν(CC) and
considerable v(CF) character of >42% (Table I).

Despite the presence of different conformers in TFH, its spec-
trum is less complicated since all rotamers of the F–C–C–C dihedral
are equivalent and instead only more distant dihedrals influence the
spectra. Again, we considered the trans and gauche rotamers at the
most adjacent C–C–C–C dihedral [all other dihedrals are extended;
see Fig. 3(d.1)], which are the two most dominant structural fea-
tures during MD simulations. We note four features at ∼1257, 1150,
1099, and 1049 cm−1 in the experimental spectra with excellent cor-
respondence to peaks at 1257, 1148, 1102, and 1047 cm−1 [Fig. 2(d)]
in the conformer-averaged DFT spectra with a ν(CF) character of
19%–48% (Table I). Here, the expected symmetric νs(CF3) and anti-
symmetric νas(CF3) modes are largely maintained but are coupled to
C–C–C deformations, δ(CCC), yielding one νs(CF3) + δ(CCC) and
three νas(CF3) + δ(CCC) modes for the high-frequency mode and
the three lower frequency modes, respectively.

B. Difference dipole magnitudes (Stark tuning rates)
and orientations from DFT

To determine the magnitudes and orientations of the difference
dipoles of the modes involving ν(CF), as assigned above, vibrational
frequencies were computed in the presence of electric fields of vary-
ing strengths ranging from +30 to −30 MV/cm and of (at least
three) different orientations with respect to the main axis of the CFn
groups. The negative sign of the electric fields denotes a stabiliz-
ing interaction with the C–F dipole, as experienced in a solvating
environment.19 Applying Eq. (1) allowed us to accurately model all
sampled frequencies obtained from DFT calculations with electric
fields along different directions.

As previously reported,45 we observe a considerable,
monotonous redshift of the aromatic v(CF) peak at 1235 cm−1

by ∼−25 cm−1 with increasing (negative) electric fields along the
C–F axis of FB [Fig. 3(a)], while off-axis fields did not result in
any relevant shifts. Due to the resulting linear trend between
vibrational frequency and electric field [Fig. 3(a.3)], quadratic terms
of Eq. (1) were negligible (Table S1) and a difference dipole of
0.63 cm−1/(MV/cm) oriented along the C–F bond was determined;
a value similar to the DFT-based Stark tuning rates was determined
previously.45

As in the spectral assignment above, we performed the DFT
analysis for the aliphatic v(CF) modes of MFH on the two relevant
conformations of the terminal –CH2F group [i.e., trans and gauche,
Fig. 3(b.1), all other torsions were kept as trans] as a proxy for all-
trans and gauche rotamers. In the trans conformation, the two ν(CF)
modes at ∼1023 and 988 cm−1 were most sensitive to the electric field
[Fig. 3(b.2), top], which we denote as t1 and t2. Increasingly, nega-
tive electric fields along the C–F axis (from 0 to −30 MV/cm) caused
a redshift by −13 and −23 cm−1 for t1 and t2, respectively, which
correspond to Stark tuning rates of 0.48 and 0.51 cm−1/(MV/cm)
[Fig. 3(b.3), top]. The associated vectors were largely aligned along
the C–F axis [Fig. 3(b.1)] with slight tilts by 8.7○ and 17.6○ in the
F–C–C plane. In the gauche conformation, the modes at 1002 and
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923 cm−1 (g1 and g2, respectively) are electric field sensitive and shift
by ∼−8 cm−1 in electric fields of −30 MV/cm [Fig. 3(b.2), bottom].
This results in Stark tuning rates of 0.23 and 0.26 cm−1/(MV/cm)
[Fig. 3(b.3), bottom], respectively, whose vectors are considerably
rotated by 25.6○ and 39.7○ [Fig. 3(b.1)] around the C–CH2F bond as
a result of the mixed ν(CF) + ν(CC) character of the modes.

Even though the twisted boat is not a relevant conformation of
DFcH in solution, the equivalence of both C–F bonds [Fig. 3(c.1),
left] makes it an interesting conceptual reference system for the VSE
of the CF2 group. The νs(CF) + δ(CCC) and νas(CF) + δ(CCC)
modes are found at 1100 and 940 cm−1 (tb1 and tb2) and shift by
−10 to −15 cm−1 in fields of −30 MV/cm along the CF2 bisector
[Fig. 3(c.2), top]. The associated difference dipole magnitudes are
0.26 and 0.41 cm−1/(MV/cm), and despite being of orthogonal CF2
displacement geometry and transition dipole orientation, both are
directed along the bisector [Fig. 3(c.1), left]. While this is counterin-
tuitive at first glance, it is in line with the underlying anharmonicities
of the two C–F bonds (i.e., both C–F bonds elongate upon vibra-
tional excitation). The change in the normal mode composition in
the chair conformation to νeq(CF) + ν(CC) and νax(CF) + ν(CC)
leads to a shift of the modes to 1110 and 957 cm−1 (c1 and c2), which
redshift by similar extend in fields along the bisector [Fig. 3(c.2), bot-
tom]. However, the difference dipoles changed such that they are
directed along the CFeq or between bisector and CFax, respectively,
with magnitudes of 0.72 and 0.42 cm−1/(MV/cm) [Fig. 3(c.1), right;
Fig. 3(c.3), bottom].

The most sensitive modes of TFH in both trans and gauche
rotamers were the bands at ∼1255 cm−1 (t1 and g1) and at 1148 cm−1

(t2 and g2) [Figs. 3(d.1) and 3(d.2)], which redshifted by −8 to
−10 cm−1 in fields along the C3 axis of the CF3 group. Based on the
contribution of the δ(CCC), however, the difference dipoles of the
two modes are oriented along one C–F bond or along the bisector
of CF2 [Fig. 3(d.1)]. This leads to Stark tuning rates of (t1) 0.21 and
(t2) 0.49 cm−1/(MV/cm) or (g1) 0.33 and (g2) 0.29 cm−1/(MV/cm)
[Fig. 3(d.3)]. As discussed later, the fluctuating orientation of the
difference dipoles is a likely origin for the intricate band shape at
around ∼1257 cm−1 in experimental spectra [Fig. 2(d)].

C. Molecular dynamics-assisted vibrational
solvatochromism

As an experimental equivalent to the DFT-based IR spectra in
external electric fields (Fig. 3), we recorded IR spectra of the vibra-
tional solvatochromism to assess the corresponding peak shifts in
various electrostatic solvation environments. For this, we used apro-
tic solvents of increasing polarity from DODEC to DMSO (see spec-
ified solvents in Figs. 5 and 6) as well as the protic solvents i-PrOH,
EtOH, and water. We report the spectra for solute/solvent mix-
tures where sufficient solubility was obtained and solute bands were
clearly detectable. FB had residual solubility in water, whereas the
aliphatic compounds were not sufficiently soluble. To detect spec-
tra in H-bonding situations, we aimed at hydroxylated derivatives,
which are reported below for FB; aliphatic alcohols showed consid-
erable overlap with the v(C–O) impeding the analysis and are there-
fore not discussed herein. Average solvent electric fields were deter-
mined from MD simulations using the fixed-charge AMBER54,55 and
the multipolar and polarizable AMOEBA force field,56 to assess the
benefit of the more accurate electrostatic description of the latter.

As implied by the potentially varying orientations of the vecto-
rial quantities in Fig. 1, it is imperative to determine the orientation
of the solvent electric field onto the VSE probe for a correct appli-
cation of our solvatochromic calibrations. We defined the main
symmetry axes of the CFn groups and the direction toward the
adjacent C atom as the z and x axes, respectively [see insets in
Figs. 4(a)–4(d) or Fig. S1 for frame definitions]. Using this frame of
reference, we quantified the projections of the electric field strengths
onto the x, y, and z axes. As shown for the example of the solvent field
of DMSO (Fig. 4), the solvent field was oriented on average largely
along the main symmetry axes of the VSE probes, i.e., the C–F bond,
the CF2 bisector, or the C3 axis of the CF3 group for mono-, di-, and
trifluorinated compounds, respectively (see Figs. S2–S6 for other sol-
vents). A maximum deviation of the electric field vector by 7.3○ was
observed toward the x axis in MFH with the AMBER force field,
which accounted for 13% of the total solvent electric field magnitude.
Average deviations for all probes were 2.5○ and 1.9○, in AMBER and
AMOEBA force-fields, respectively. As such, we can use the electric

FIG. 4. Histogram of electric field values from MD simulations in DMSO for (a) FB, (b) MFH, (c) DFcH, and (d) TFH along x, y, and z directions. Cartesian coordinates defined
using the local reference frame shown in the molecular models. Electric field distributions for other solvents are shown in Figs. S1–S6. See Sec. II for full names of the
abbreviated chemicals.
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FIG. 5. MD-assisted solvatochromic field-frequency calibration of FB and MFH. Experimental IR spectra of monofluorinated probes, the aromatic FB (a.1), its water-soluble
variant FBA (a.2), and the aliphatic MFH (b.1). The shoulder in the FB spectrum in aprotic solvents (∗, a.1) is tentatively assigned to solutes present in oligomeric associations
as in related work.49 (b.2) DFT spectra of MFH at the zero electric field from the conformational mixtures on each solvent estimated from MD simulations; inclusion of electric
fields is shown in Fig. S10 using the example of ACN as solvent. Correlation of experimental peak positions and electric fields from AMBER and AMOEBA MD simulations
for FB (a.3) and MFH (b.3). Hydrogen-bonded values in (a.3) obtained from water-soluble FBA. See all fitting results in Table S2. See Sec. II for full names of the abbreviated
chemicals.

field magnitudes along the z axis in the following solvatochromic
frequency/field correlations. We denote the solvatochromic slopes
obtained in this section as m to distinguish between the Stark tuning
rates in defined external fields.

Fluorobenzene. Analogously to the DFT-predicted IR spectra,
we observe that the band at 1220 cm−1 of FB [Fig. 5(a.1)] experi-
ences a considerable redshift by −10 to −15 cm−1 from DODEC to
DMSO, i.e., toward more polar solvents. In some solvents, a shoulder
at 1233 cm−1 can be detected, which however does not experi-
ence any solvatochromic shift. We assigned this peak tentatively to
dimeric species as suggested also for other Stark probes in solva-
tochromic experiments.24,49 Against intuition, FB in water does not
show the most redshifted peak, despite H-bonding typically exerting
electric fields of the highest magnitude,21,22,48,49,52,76 but appears at
a similar position as in toluene. A possible scenario to explain this
observation is that H-bonding is avoided by the hydrophobic FB,
as previously observed in a combined IR-spectroscopic and com-
putational study of para-fluorophenol.57 To test this hypothesis, we
recorded solvatochromic IR spectra of 4-fluorobenzyl alcohol (FBA),
which has a higher solubility in water and also shows a v(CF) mode
at ∼1220 cm−1 that redshifted vs DMSO as solvent [Fig. 5(a.2)].
Interestingly, the spectrum in water shows an asymmetric band
shape with two components at ∼1220 and 1209 cm−1, which can
be tentatively assigned to a non-H-bonded and H-bonded fraction,
respectively. Extracting the MD-based electric fields, we observed

that the electric fields from both force fields varied considerably
[Fig. 5(a.3)]: whereas AMBER electric fields on FB range from 0 to
∼−10 MV/cm, AMOEBA predicted averaged solvation fields were
consistently higher by a factor of ∼2. We can rationalize this observa-
tion based on the quality of the electrostatic parameters of the force
fields (see Sec. IV). Correlating vibrational frequencies and fields for
FB [Fig. 5(a.3)], we observe a linear trend with an AMOEBA-based
solvatochromic tuning rate of m = 0.38 cm−1/(MV/cm). For AMBER
fields, the slope is 0.8 cm−1/(MV/cm). Overall, the MD simulations
(and the extracted fields) were in line with a situation where FB
avoids direct H-bonding via its C–F bond resulting in lowered fields.
However, the distributions of electric fields of FBA in water showed
an additional high-field shoulder (at −12 or−42 MV/cm for AMBER
and AMOEBA, respectively) due to a fraction of H-bonded FBA
molecules. The data point of the H-bonded FBA fraction falls well
on the solvatochromic trend with considerably higher electric fields
than DMSO [Fig. 5(a.3)], which is in line with linear VSE behavior
in aprotic and protic solvents as predicted by previous work.45

1-(Mono)fluorohexane. The spectral region of 1050–900 cm−1

of MFH showed the most pronounced and clearest peak shifts in
the solvents [Fig. 5(b.1)] by −30 and −8 MV/cm for the features at
∼1000 (overlap of t1, g1, t2) and 920 cm−1 (g2), respectively. Due
to the conformational flexibility of MFH, it is important to parse
these shifts into contributions due to conformational and electro-
static changes across the solvents. Our strategy relied on calculating
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DFT-based IR spectra of each possible conformation in vacuo, deter-
mining the fraction of these conformations in the solvent set from
MD simulations and, by this, assembling fraction-weighted average
spectra showing the drift of conformational composition only [that
is, without solvatochromic contributions to peak shifts; Fig. 5(b.2)].
When classifying all possible conformations based on the trans
and gauche rotamer of the terminal –CH2F group, we note that
the trans:gauche-ratio shifts from 44:56 to 35:65 from DODEC to
DMSO. We notice that the peaks of t1 and g1 show considerable
overlap at peak widths of 10 cm−1 (FWHM) in the correspond-
ing DFT-based IR spectra, which was chosen to be consistent with
the experimental IR widths. In contrast, the modes t2 and g2 are
more isolated. Interestingly, while t2 and g2 do not shift through-
out the simulated spectra, which is consistent with the absence
of environmental electric fields (i.e., DFT-IR spectra obtained in
vacuo), the peak shape involving the peaks t1 and g1 experiences
observable changes. This is in line with spectral changes due to
conformational effects. Turning back to the experimental spectra
[Fig. 5(b.1)], we can conclude that the spectral region including
the overlapping t1, g1, and t2 bands convolutes solvatochromic
and conformational changes in the spectra, whereas g2 gives access
to evaluate the electrostatic, solvatochromic shift in the gauche
conformation.

Electric fields along the C–F bond of MFH were similar within
±2 MV/cm for different conformations and showed a range of 0 to
−30 MV/cm and −10 to −40 MV/cm for AMBER and AMOEBA
force fields, respectively. The latter is in line with previous results21,48

where AMOEBA showed an offset by roughly −10 MV/cm rather
than a difference by a considerable factor as determined for FB.
Correlating the peak position with MD electric fields, we obtain con-
sistent linear trends with solvatochromic tuning rates along the CF
axis of 0.21 and 0.15 cm−1/(MV/cm) for AMBER and AMOEBA,
respectively [Fig. 5(b.3)]. Due to the considerable overlap of t1,
g1, and t2, we performed a fit to the complicated absorption fea-
ture using Gaussian line shapes, which we show in Figs. S7 and
S8. Despite the considerable overlap, we obtain very good linear
field/frequency correlations with AMBER and AMOEBA fields (R2

of >0.82 and >0.97, respectively), suggesting AMOEBA-based solva-
tochromic tuning rates of 0.27, 0.50, and 0.27 cm−1/(MV/cm) for t1,
g1, and g2 (0.3, 0.56, and 0.31 cm−1/(MV/cm) for AMBER). How-
ever, we would like to remind that these values may contain effects
due to the conformational drift.

1,1-Difluorocyclohexane. Experimental IR spectra of DFcH in
different solvents show bands peaking at 1110 (c1) and 960 cm−1

(c2), which redshift by −10 or −8 cm−1 from DODEC to DMSO in
agreement with DFT [Fig. 6(a.1)]. Despite the two distinct positions
of the F atoms in either equatorial or axial position, the MD-based
electric fields varied by ±2 MV/cm at most among all solvents,
which is consistent with a solvent electric field along the bisec-
tor [Fig. 4(c); see also Fig. S5]. Correlating the peak positions with
the electric fields along the CF2 bisector from MD simulations, we
obtain solvatochromic slopes of 0.43 or 0.40 cm−1/(MV/cm) for
c1 and 0.42 or 0.3 cm−1/(MV/cm) for c2 [for both AMOEBA and
AMBER, respectively; Figs. 6(a.2) and 6(a.3)]. These results can be

FIG. 6. MD-assisted solvatochromic field-frequency calibration of DFcH and TFH. Experimental IR spectra of polyfluorinated probes DFcH (a.1) and TFH (b.1) in different
solvents. (b.2) DFT spectra of TFH at the zero electric field from the conformational mixtures on each solvent estimated from MD simulations; inclusion of electric fields is
shown in Fig. S10 using the example of ACN as solvent. Correlation of experimental peak positions and electric fields from AMBER and AMOEBA MD simulations for DFcH
[(a.2) and (a.3)] and TFH (b.3). See all fitting results in Table S2; (b.3) is shown as separate subplots in Fig. S11. See Sec. II for full names of the abbreviated chemicals.
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considered as consistent taking into account the scatter of the data
(R2
= 0.71–0.98).
1,1,1-Trifluorohexane. Figure 6(b.1) shows the spectral region

above 1120 cm−1 since bands below this range exhibit only minor
peak shifts (<2 cm−1) and/or partially erratic behavior. We note a
monotonous redshift of the t2/g2 band at 1150 cm−1 by −5 cm-1

toward polar solvents, whereas the collection of bands at ∼1257 cm−1

(t1, g1) show a change in relative intensity with minor shifts by
∼2 cm−1. As for MFH, we reconstructed DFT-based IR spectra for
each solvent: we took conformational fractions from MD simula-
tions and corresponding in vacuo computed spectra to estimate the
impact of changes in the conformational distribution of TFH to the
experimental IR spectra [Fig. 6(b.2)]. Overall, in DODEC, a ratio of
92:8 between trans and gauche F3C–C–C–C rotamers was observed
in MD simulations, which shifted to 85:15 in DMSO, but no changes
were observed for the t1/g1 and t2/g2 bands in the DFT-based spec-
tra. As such, we can assign the experimental shift of the 1150 cm−1

to a VSE. Using MD simulation, we find that all three C–F bonds
are exposed to similar electric fields (with differences <2 MV/cm),
which is consistent with a solvent electric field directed along the
CF3’s main symmetry axis [Fig. 4(d); see also Fig. S6]. In AMOEBA
MD simulations, these fields varied between −5 and −15 MV/cm,
whereas AMBER force fields showed a span of 0 to −25 MV/cm,
resulting in force field-dependent difference by a factor of almost
∼2. The lower electric field values correlate with the observed mod-
est solvatochromic shifts and contribute to an increased data scatter

[Fig. 6(b.3)]. As for FB, we can rationalize these differences by the
quality of electrostatic parameters (see Sec. IV). Correlating peak
positions of the t2/g2 band with the corresponding electric fields,
we obtain relevant linear correlations (R2

≈ 0.7) that yielded solva-
tochromic slopes, of 0.16 and 0.34 cm−1/(MV/cm), in AMBER and
AMOEBA, respectively [Fig. 6(b.3)].

IV. DISCUSSION
A. Stark tuning rates, difference dipoles,
solvatochromic slopes, and electric field orientations
in solution

The ability to extract the electrostatic interactions of a molec-
ular environment on a quantitative basis is highly dependent on
the accuracy of the available Stark parameters. The results from our
work are compiled together with literature data in Table II and Fig. 7.
In order to provide a meaningful comparison of the Stark tuning
rates of CFn probes in Table I, it is important to preface our discus-
sion with considerations of specific differences in the methodologies
used to determine Stark parameters. To the best of our knowledge,
only VSS- and DFT-based analyses have been published on FB and
2,2,2-trifluoro ethanol, the latter containing a CF3 probe. In both
approaches, the VSE probe is exposed to external homogeneous
electric fields, while spectra have been recorded or vibrational para-
meters calculated. In VSS, the Stark tuning rate is determined as

TABLE II. Summary of Stark tuning rates from DFT and solvatochromism with values previously reported in the literature. DFT- and VSS-based data are taken from Refs. 47
and 46. Symmetry axes are shown in Fig. 4 and Fig. S1. Difference dipole vectors determined in this work are shown in Fig. 7; solvatochromic Stark tuning rates are determined
according to Eq. (2) as discussed in the text.

Solute Symmetry Exp. Literature This work – Stark This work – solvatochromic
axis ν/cm−1 tuning rates slopes

∣Δμ⃗∣DFT f ∣Δμ⃗∣VSS ∣Δμ⃗∣DFT Angle (○) m – Vib. Solv. m – Vib. Solv.
to symm. AMOEBA AMOEBA

axis with respect with respect
to symm. to symm.
axis (with axis (with
respect to respect to

Δμ⃗ Δμ⃗
direction) direction)

Fluorobenzene (FB) C–F 1222 0.63 0.84 0.63 0 0.38 0.8
1-(Mono)fluoro C–F 1015 (t1) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.48 9 [0.27 (0.27)]a [0.30 (0.30)]a

hexane (MFH) 1006 (g1) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.51 26 [0.50 (0.56)]a [0.56 (0.62)]a

996 (t2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.23 18 [0.27 (0.28)]a [0.31 (0.32)]a

909 (g2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.26 40 0.15 (0.20) 0.21 (0.27)

1,1-Difluoro CF2 axis 1113 (c1) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.75 54 0.43 (0.73) 0.40 (0.68)
cyclohexane 961 (c2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.42 16 0.42 (0.44) 0.30 (0.44)
(DFcH)

1,1,1-Trifluoro CF3 axis ∼1257 (t1) ⋅ ⋅ ⋅ 0.77 0.21 78 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

hexane (TFH) ∼1257 (g1) ⋅ ⋅ ⋅ 0.77 0.33 87 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

1150 (t2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.49 66 0.34 (0.82) 0.16 (0.39)
1150 (g2) ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0.29 57 0.34 (0.61) 0.16 (0.29)

aValues of solvatochromic tuning rates are obtained from overlapping bands that are deconvoluted based on Gaussian peak fits. See Figs. S7 and S8.
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FIG. 7. Comparison of VSE difference dipole vectors (red and blue arrows) for different conformers of FB (a), MFH [(b.1) and (b.2)], DFcH (c), and TFH [(d.1) and (d.2)] with
averaged MD electric field directions from AMOEBA and AMBER MD simulations (black and gray arrows, respectively). Difference dipole vectors are labeled with vibrational
frequency and the tilt angles in similar colors. All angles specified are with respect to the main symmetry axes, i.e., the C–F bond for FB and MFH [(a), (b.1), and (b.2)], the
CF2 bisector of DFcH (c), or the C3 axis of the CF3 group [(d.1) and (d.2)].

f ⋅ ∣Δμ⃗∣. Here, f is the local field correction factor, a solvent-
independent factor of 2.0 ± 0.5, which describes the enhancement
of the effective local electric field acting on the VSE probe with
respect to the known external electric field.77 This factor provides
a direct link to the MD-assisted vibrational solvatochromism, where
we use the local electric fields due to the molecular environment cre-
ated by the solvents, i.e., an electrostatic environment with f = 1.
VSS has been applied to FB to yield Stark tuning rates of 0.84/
f cm−1/(MV/cm), but solvatochromic analyses are missing.46,78 in
vacuo DFT-based approaches, as used herein, f is not relevant since
molecular or dielectric environment is not included; ∣Δμ⃗∣ has been
determined directly and resulted in 0.63 cm−1/(MV/cm) in previ-
ous analyses of FB.47 Taking into account that f ≈ 2, ∣Δμ⃗∣ would
have been expected to yield a value of 0.4 cm−1/(MV/cm). It can
be inferred that the DFT-based analysis overestimated the value by
∼1.5. As a matter of fact, DFT-based tuning rates are overestimated
by factors of 1–1.521,28,49,79 as a result of various factors, including the
level of theory, missing/inaccurate consideration of anharmonicity,
and assumptions on the direction of difference dipole vectors (See
Discussion in the supplementary material of Ref. 19.)

In the present work, we have determined a DFT-based Stark
tuning rate of FB of 0.63 cm−1/(MV/cm), which is in excellent agree-
ment with analyses in the literature that used a direct correlation
between external field and resulting frequency.47 As expected from
the symmetry of FB, the difference dipole vector is aligned along
the C–F bond and the difference polarizability was not necessary to
model the peak shifts [Fig. 7(a); Table S1]. This is interesting in so
far that the 1222 cm−1 band contains 45% v(CF) character and thus
considerable contribution of the v(CC) vibration of the polarizable

benzene ring (Table I). In comparison, v(C=O) and v(C≡N) are
almost exclusively localized on the C=O or C≡N bonds.80 The sim-
ple linear description of FB’s v(CF) mode, not requiring quadratic
terms, points to a picture where the C–F dipole dominates ∣Δμ⃗∣,
despite a considerable contribution of v(CC) to the normal mode.
This is further supported by our solvatochromic analysis, which
yielded a slope of 0.38 cm−1/(MV/cm) using AMOEBA, consistent
with ∣Δμ⃗∣ = 0.84/f cm−1/(MV/cm) and f ≈ 2, by only using electric
fields on the C–F bond and no other atoms of FB. The AMBER-
based result, which did not match this relation based on f ≈ 2, will be
discussed below. The correspondence between VSS, DFT, and sol-
vatochromism based results presents a valuable reference point for
the discussion of the aliphatic compounds, for which literature data
(except for the CF3 group) are not available.

In addition to the intricate composition of the normal modes
(Table I), the aliphatic CFn groups are further complicated by
conformational changes of the carbon long chain impacting the
vibrational spectrum. Of the tested molecules, the difluorinated
DFcH presents the most straightforward case as it is not affected
by conformational heterogeneity due to the cyclic structure. Using
DFT, we determined for the νeq(CF)- and νax(CF)-based modes
(∼1100 and ∼960 cm−1) considerable Stark tuning rates of 0.75 and
0.42 cm−1/(MV/cm), respectively. Their difference dipole vectors
were aligned with the equatorial C–F bond or between the CF2 bisec-
tor and the axial C–F bond (54○ or 16○), respectively [Fig. 7(c)],
due to non-identical character of the C–F bonds. This difference
dipole orientation considerably impacts the determination of elec-
tric fields in solution. Evaluating the MD-based electrostatics, we
find that electric fields exerted by the solvents stabilize the CF2
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dipole on average and not the individual C–F dipoles, irrespective
of solvent and force fields [Fig. 4(c); Figs. S1–S6]. This is evident
from Gaussian-shaped distributions along the main symmetry axis
(here z axis) around a non-zero field, but zero-centered distributions
along the orthogonal axes (x and y). As such, the directly obtained
solvatochromic slopes [0.43 and 0.42 cm−1/(MV/cm)] relate to the
projection of the averaged electric field vector on the difference
dipole vectors (i.e., F⃗ and Δμ⃗, respectively, in Fig. 1). Considering
this situation, we can obtain the Stark tuning rate magnitude from
the solvatochromic slopes via

m = ∣Δμ⃗∣ ⋅ cos θ, (2)

where θ represents the angle between the difference dipole ori-
entation from DFT and the symmetry axis of the CF2 group.
Accordingly, we obtain Stark tuning rates from MD-assisted solva-
tochromism of 0.73 and 0.44 cm−1/(MV/cm) for AMOEBA (and
similar values for AMBER; see respective entries in brackets in
Table II), presenting a very good match between the solvatochromic-
and DFT-based approaches.

The conformational restrictions in DFcH due to the cyclic
structure provide an interesting case to discuss the impact of delo-
calized normal modes on Stark tuning rates and their underlying
difference dipole vectors. While the C2-symmetric twisted boat
structure is not easily accessible experimentally, our DFT-based
analysis in Fig. 3(c) has shown that this conformation gives rise to
conventional νs(CF2) and νas(CF2) modes [again mixed with ν(CC)]
with difference dipole moment vectors aligned with the CF2 bisec-
tor, i.e., different to the chair conformation. Furthermore, the Stark
tuning rate of the former was decreased by a factor of ∼3 when com-
paring to the chair conformation. This exemplifies qualitatively that
Stark tuning rates of aliphatic v(CF) modes are considerably affected
by dipolar contributions from the carbohydrate backbone, in the
simplest picture, due to the orientation of the C–C dipoles adjacent
to the fluorinated unit.

In contrast to DFcH, MFH shows a high degree of flex-
ibility such that conformation-based changes to the difference
dipole become directly relevant. Due to considerable overlap in
the experimental spectra of MFH, all individual v(CF) modes
became only accessible via computation. The modes in the range
of 1050–900 cm−1 showed Stark tuning rates of ∼0.5 (t1/g1) and
∼0.25 cm−1/(MV/cm) (t2/g2) with considerably varying difference
dipole vectors that were inclined by 9○–40○ from the C–F bond in
trans and gauche rotamers of the terminal –CH2F group [Fig. 7(b);
Table II]. Like the case of DFcH, this can be understood qualita-
tively by considering the contribution and orientation of dipoles
of the C–C internal coordinates that are part of the normal mode.
The only mode that was accessible experimentally without any spec-
tral overlaps was the band at 909 cm−1 (g2), which we assigned to
gauche conformers of MFH. MD simulations revealed that solvent
electrostatics are aligned with the C–F bond dipole: as shown in
Fig. 4(b), electric field strengths are Gaussian-distributed along the
C–F and orthogonal axes, but average fields were negligible only for
the latter two axes. Therefore, applying Eq. (2) and the angle of the
difference dipole from DFT to the solvatochromic slope, we obtain
a solvatochromism-based Stark tuning rate of 0.2 cm−1/(MV/cm)
with AMOEBA fields (0.27 with AMBER), which is overall con-
sistent with the computational results. Despite the considerable

spectral overlap, we extracted the spectral peak positions of the
modes t1, g1, and t2 by modeling the band pattern between 1030 and
960 cm−1 using Gaussian line shapes and report the results in the
supplementary material, Sec. 4 (Figs. S7 and S8). We obtain solva-
tochromic Stark tuning rate in the range of 0.25–0.5 cm−1/(MV/cm)
with AMOEBA-based fields. The result for t1 differs by a factor of
2 from the DFT-based value, while the other two modes provide a
good match (see values in square brackets in Table II). However, we
want to stress that conformational effects may contribute to these
values.

TFH is a similarly conformational flexible case. The two
modes in each conformation, i.e., the trans and gauche rotamers
of the C–C–C–CF3 dihedral, exhibited considerable electric
field-dependent behavior. The t1 and g1 modes, which are based
on νs(CF3) modes, are characterized by DFT-based tuning rates of
0.21 and 0.33 cm−1/(MV/cm), respectively, and considerably tilted
vectors by ∼80○ off the CF3 main axis. Interestingly, an absorption
band of the CF3-containing trifluoroethanol at similar frequencies
was previously characterized using VSS and revealed a Stark tuning
rate of 0.77/f cm−1/(MV/cm).46 Considering f ≈ 2, this value appears
larger than the ones determined herein, which can be attributed to
the hydroxyl group, which impacts the charge distribution of the
molecule and, by this, the Stark tuning rates. A striking result herein
is the orientation of the difference dipole vector, which appears to be
influenced to a very large degree by the δ(CCC) contribution of the
normal mode: the difference dipole points along a CF2 bisector of
the CF3 group in the trans rotamer, while in gauche, it is rotated by
60○ around the C–CF3 bond to point along a C–F bond [Figs. 7(d.1)
and 7(d.2)]. The complicated shape of the absorption feature
assigned to this band prevented an experimental solvatochromic
analysis.

The t2/g2 modes of TFH that are of νas(CF3) character showed
a clear shift in the solvatochromic spectra. First, DFT suggested
that the peak position was hardly affected by transitions between
trans and gauche conformations [Figs. 3(d) and 6(b.2)], but the dif-
ference dipoles varied between 0.49 and 0.29 cm–1/(MV/cm) and
were inclined by ∼60○ in different directions from the CF3 main
axis. These directions were again along a C–F bond or rotated by
60○ toward the adjacent CF2 bisector [Figs. 7(d.1) and (d.2)]. How-
ever, similar to the above cases of MFH and DFcH, MD solvent
electric fields were oriented along the CF3 axis on average. Thus,
we applied Eq. (2) to obtain solvatochromism-derived Stark tun-
ing rates of 0.82 and/or 0.61 cm−1/(MV/cm) according to AMOEBA
force fields; note that these values originate from a single experimen-
tal solvatochromic slope of 0.34 cm−1/(MV/cm), which cannot be
separated easily into trans and gauche contributions. Overall, these
data exceed the DFT-based value by ∼2, which would suggest that
AMBER-based results are more accurate, i.e., with values of 0.39 and
0.29 cm−1/(MV/cm). However, as discussed in Sec. IV B, AMBER
(but not AMOEBA) showed considerable deviation in electrostatic
parameters such that we instead propose a different reason for the
mismatch. Accordingly, DFT-based spectra are evaluated only in the
energy minimum, i.e., at the ideal trans or gauche conformations.
However, single bond rotation occurs on the 10 ps time scale due
to low barriers of ∼4 kcal/mol81 such that in both experimental IR
spectra and MD simulations, conformational fluctuations around
the minimum structure are sampled. Since the discussed normal
modes and difference dipoles have considerable ν(CF3) and δ(CCC)
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contributions, dynamics can influence Stark tuning rates in a way
that is not grasped by DFT analyses relying on energy minima struc-
tures. This effect may be observable for TFH because the 1150 cm−1

band originates from an overlap of trans and gauche rotamers, but
not for MFH, where the 909 cm−1 band was solely due to gauche
conformations.

B. Differences between results from AMOEBA
and AMBER force fields

The MD-assisted solvatochromic analysis revealed consistent
results for MFH and DFcH using AMOEBA- and AMBER-based
electric fields, but for FB and TFH, discrepancies by factors of 0.5–2
have been observed (Table II), which can be directly related to
differences in the extracted electric field strengths [Figs. 4(a) and
4(d)]. A reason for these discrepancies between results from AMBER
and AMOEBA can be found in the electrostatic parameters in the
force fields, as suggested in a related study previously.57 That study
compared the solvation of para-fluorophenol in fixed-charge, multi-
polar, and QM/MD simulations, concluding that force fields relying
solely on partial charges to describe electrostatic interactions are
unsuitable in modeling the C–F bond accurately.57 Herein, we come
to similar conclusion. Accordingly, whereas the generalized AMBER
force field (GAFF) only assigns a partial charge to each atom, each
atom in AMOEBA’s force field carries charge, dipole, quadrupole,
and polarizability parameters to enable a more accurate descrip-
tion of the electrostatic potential. This is evident when evaluating
the deviation of electrostatic potentials based on the force fields and
quantum mechanical (QM) calculations (MP2/aug-cc-pvtz). For all
four solutes (see full Tables S3–S6), the root-mean-square deviation
(RMSD) between the electrostatic potential from AMOEBA and QM
was 0.08 kcal/mol/e, which corresponded to relative deviations by
1%–3%. In turn, the AMBER-based electrostatic potential deviated
by ten times more from QM, i.e., by RMSDs 0.7–1.0 kcal/mol/e or
16%–35%. Overall, this points to a more reliable description of the
electrostatics of fluorinated compounds using the AMOEBA force
field.

When specifically analyzing the RMSD on the atoms con-
tributing to the CFn group with AMBER, we find that the C and
F atom(s) in MFH and DFcH show root-mean-square deviation
(RMSD) between 0.5 and 1.1 kcal/mol/e, which is within the aver-
age range of the deviations. Instead, RMSDs per C and F atom(s)
are 2.17 and 0.74 kcal/mol/e in FB, and the electrostatic potential
deviates by 2.8 and 1.2 kcal/mol/e in TFH. Thus, we infer that all
F atoms are reasonably described within the average RMSD of the
AMBER’s parameters of the entire molecules. However, the elec-
trostatics due to the C atoms is much more error-prone, affecting
the local electrostatic potential and, by this, the organization of the
solvent around the CFn groups. Overall, this suggests that force
fields containing higher-order multipoles, such as AMOEBA, can
be necessary to accurately describe the electrostatic interaction of
fluorinated solutes with solvents or fluorous interactions overall.
Based on this finding, we conducted a similar comparison for two
popular aromatic C=O and C≡N VSE probes, acetophenone and
ortho-tolunitrile, respectively,23,25,48 which is reported in Tables S7
and S8. There, we find major deviations on the C=O’s O atom and
C≡N’s C atom using AMBER, but again, a very good description of
the electrostatic potential using the AMOEBA force field.

V. CONCLUSIONS
Previous work mainly focused on the aromatic v(CF) of FB as

a VSE probe.45–47 The collected results on aromatic and aliphatic
fluorinated compounds provided herein enable us to draw general
conclusions on the use of CFn groups for VSE analyses. Preempting
these general statements, we want to stress that fluorination typically
lowers solubility, which can lead to concerns with the acquisi-
tion of high-quality spectral data in certain solvents. However, it
is important to note that in biophysical studies, either fluorinated
amino acids or ligands will be of interest such that the solubility of
the protein or protein/ligand-complex will be relevant to the data
quality.

● Overall, we can conclude that the Stark tuning rates of
the vibrational modes that were experimentally accessi-
ble vary in the range of 0.2–0.8 cm−1/(MV/cm), similar
to those found for v(C≡N) and v(C=O) probes.21–24,48,49

Within this range, the smallest values were observed for
CFaliphatic, whereas the largest electric-field sensitivity was
found for CF3,aliphatic (a general trend of CFaliphatic ≤CFaromatic
< CF2,aliphatic ≤ CF3,aliphatic is found for the averaged values;
see Fig. S9). This is generally in line with the increasing
dipole moment of the CFn unit with polyfluorination.

● While the common VSE probes, such as v(C≡N) and
v(C=O), report on the electric field along the bond
axis,49,80,82,83 this is only the case for the aromatic v(CF)
mode. In the case of the aliphatic probes, the difference
dipole vectors were tilted away from the main symmetry axes
of the CFn unit by up to 70○ for the experimentally accessible
probes. The orientation of the vector is further dependent on
the molecular conformation adapted and, therefore, must be
considered when using aliphatic v(CF) probes for VSE anal-
yses. The aromatic v(CF) mode presents the exception to
this effect due to its conformational constraints of the phenyl
unit.

● Furthermore, conformational changes in aliphatic fluori-
nated molecules can cause peak shifts of v(CF) modes that
can compound VSE analyses. Therefore, in the ideal case,
VSE analyses should be performed using aliphatic fluori-
nated probes with well-defined and/or limited molecular
conformational flexibility, such as those with short aliphatic
chains or ring structures. Examples for fluorinated amino
acids of such kinds are 4-fluoro proline, 4,4-difluoro proline,
and 3,3,3-trifluoro-alanine (as well as the aromatic para-
fluorophenyl alanine), which are commercially available. For
longer chains, we found MFH’s ∼910 cm−1 absorption to be
specific to 1-gauche conformers and, as such, a direct VSE
probe.

● While the tilted direction of the difference dipole with
respect to the CFn symmetry axes adds a level of complex-
ity to the analysis of electric fields in condensed media,
it can provide the opportunity to quantify electrostatics in
several dimensions. Similar to the previously demonstrated
deuterated aldehydes [i.e., v(CO) and v(CD) probes in one
functional group],52 the CF2 (and to some degree the CF3)
groups provide VSE sensitive vibrational modes that pro-
vide access to electric fields along the distinct directions
of the difference dipoles. As demonstrated in the case of
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DFcH’s CF2 group, such applications will require confor-
mationally defined probes (e.g., cyclic alkenes; see the last
point). Alternatively, the conformation must be determined
using structural or computational methods.

● Finally, we note that solvatochromic calibrations of novel
molecules with CFn probes as performed herein can require
the usage of computational approaches of a higher level
of theory as conventional fixed-charge MD force fields can
encounter issues with accurate modeling of the electrostatic
properties of fluorinated compounds (as well as of com-
pounds with common C=O and C≡N probes).25,57 Classical
simulations that take advantage of including higher-order
multipoles and polarizability,57 as in the AMOEBA force
field,56 model the electrostatics of CFn groups to higher
accuracy.

With the relevance of fluorination as a strategy to alter molecu-
lar properties, establishing physical experimental methods to quan-
tify the effects on non-covalent interactions due to derivatization is
highly desirable. Interpreting vibrational spectra using the frame-
work of the VSE is a particularly suitable approach toward this
goal as exemplified by the numerous existing studies of C≡N and
C=O probes in solution,21–26 at metal interfaces,28–30 or within pro-
tein or lipid environments.32,33,35–42 The present work provides a
guide to using the simplest aliphatic (and aromatic) CFn motifs
in such studies to rationally fine-tune fluorous interactions for
many medicinal and biophysical applications. This work further
aims at inspiring future studies of more complex fluorination
patterns that may require non-linear spectroscopy84 and/or high-
level theory57 as well as correlations to other methods, such as
19F-nuclear magnetic resonance,85 to dissect the relation between
spectral features and the underlying structural and electrostatic
properties.

SUPPLEMENTARY MATERIAL

See the supplementary material for the following additional
data: electric field distributions in MD simulations; DFT-based Stark
parameters; MD-associated solvatochromism parameters; evalua-
tion of overlapping v(C–F) bands in MFH; electrostatic poten-
tial comparison of AMBER, AMOEBA, and QM; trend of solva-
tochromic tuning rates; computational IR spectra of conformational
mixtures using the polarizable continuum model for acetonitrile;
and separate fits shown in Fig. 6(b.3).
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