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Abstract 
Three parameters are important to characterize a circadian and in 
general any biological clock: period, phase and amplitude. While 
circadian periods have been shown to correlate with entrainment 
phases, and clock amplitude influences the phase response of an 
oscillator to pulse-like zeitgeber signals, the co-modulations of 
amplitude and periods, which we term twist, have not been studied in 
detail. In this paper we define two concepts: parametric twist refers to 
amplitude-period correlations arising in ensembles of self-sustained, 
limit cycle clocks in the absence of external inputs, and phase space 
twist refers to the co-modulation of an individual clock’s amplitude and 
period in response to external zeitgebers. Our findings show that 
twist influences the interaction of oscillators with the environment, 
facilitating entrainment, speeding upfastening recovery to pulse-like 
perturbations or modifying the response of an individual clock to 
coupling. This theoretical framework might be applied to understand 
the emerging properties of other oscillating systems.
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Introduction
Oscillations are happening all around us, from the vibrating atoms constituting matter to the beating of the animal heart or
to circadian clocks present in all kingdoms of life. Circadian clocks are autonomous clocks that tick in the absence of
external timing cues with a period of about 24 h and regulate our behavior, physiology and metabolism. A fundamental
property of circadian clocks is that their phase and periodicity can be adjusted to external timing signals (zeitgebers) in a
process known as entrainment. It is believed that natural selection has acted on the phase relationship between biological
rhythms and the environmental cycle, and thus, this phase of entrainment is of central importance for the fitness of the
organism, allowing it to anticipate to changes in the external world.1

Three key properties of a circadian rhythm are its period, amplitude and phase. Chronobiological studies have usually
focused on period because there are established tools that allow their direct measurement, including running wheels for
mice or race tubes for fungi. Phase, which refers to the position of a point on the oscillation cycle relative to a reference
point, can be measured similarly. Circadian rhythms can be entrained to various zeitgeber periods T as reviewed in,2 but
under the natural conditions of T ¼ 24 h, variations of intrinsic periods lead to different phases of entrainment that are the
basis of chronotypes: faster running clocks (shorter endogenous periods) lead to early phases (‘morning larks’) and
slower clocks (longer periods) correspond to later phases (‘night owls’).3–7

Measuring amplitudes, however, is less straightforward. Some studies have considered activity recordings8,9 or conidia-
tion in race tubes,10 but one might argue that these measures do not represent the clockwork’s amplitude, as they reflect
outputs of the circadian system. Other studies have quantified gene expression profiles after careful normalization,11 but
from the �20 core clock genes that constitute the mammalian circadian oscillator,12 it is not immediately evident which
gene or protein is best representing the core clock amplitude. Actually, reporter signals monitoring expression of different
clock genes and proteins have been used to quantify amplitudes.4,13,14 Others have approached the amplitude challenge
indirectly by measuring the response of an oscillator to zeitgeber pulses.15–18 While small-amplitude clocks exhibit larger
pulse-induced phase shifts and are easier to phase-reset, larger amplitude rhythms display smaller phase shifts,17–22 with
consequences in the size of the phase response curve5 or in jet lag duration.23 Amplitudes, together with periods, also
govern entrainment23,24 and seasonality.22,23,25 There have been various theoretical and experimental studies showing, for
example, how clocks with larger amplitudes display narrower ranges of entrainment than rhythms of lower amplitude,20

and how the phase of entrainment is modulated by oscillator amplitude.22,24

Taken together, these observations indicate, firstly, that the phase of entrainment is correlated with the intrinsic period,
and secondly, that both phase of entrainment and phase changes in response to perturbations also correlate with oscillator
amplitude. This leads to the question of whether amplitudes and periods are also co-modulated and what insights these
interdependencies provide about the underlying oscillator. These questions are the focus of this paper. Do faster-running
clocks have larger or smaller amplitudes than slower clocks?What are the implications? Experimental observations have

REVISED Amendments from Version 1

We thank the three reviewers for their constructive and insightful comments, which have helped improve our manuscript
greatly. In response to their reports, we have implemented several changes:

1. We have clarified the differences between parametric and phase space twist effects, terms that we have introduced for
amplitude-period correlations in limit cycles. These correlations must be studied differently from those in non-limit cycle
oscillations. We have emphasized that these terms relate to the observable and measurable correlations.

2. Figure 4 has been updated to display the maxima and minima of the x variable in the Gonze model, but after the time
series was normalized to its mean. This allows the interpretation of the y axes in panels A and C as relative amplitude,
opposite to the previous version’s presentation of absolute values.

3. Figure 8 in the revised manuscript now includes additional panels (D–F), illustrating how the amplitude relaxation rate λ
from the Poincare model also governs phase space twist effects, i.e., the correlation between peak-to-peak period and
peak-to-trough amplitude.

4. We have added explanatory text in the revised manuscript to justify the selection of each model.
5. Typos and wording suggestions from the reviewers for better clarity have been addressed.
6. We have expanded the discussion with relevant literature, particularly regarding how parametric twist may impact

coupling or the role of specific coupling among subregions in the central circadian pacemaker in mammals, the SCN,
which can generate wave-like patterns or encode seasonality.

7. We have included additional references on prior studies analyzing parametric twist across different kinetic oscillator
models. We have elaborated on how, although our focus is on models with inhibition based on Hill functions, other
models with different repression formulas may exhibit different twist effects, as different terms affect circadian dynamics
differently.

Any further responses from the reviewers can be found at the end of the article
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provided evidence for both: in a human osteosarcoma cell line in culture, clocks with longer periods display larger
amplitudes;26 but in cells from the choroid plexus, themajor producer of cerebrospinal fluid of the central nervous system,
clocks with shorter periods are associated with larger amplitudes14 (scheme in Figure 1). This dependence between
periods and amplitudes is what we here refer to as twist, also known as shear in the literature.27,28 By convention, negative
twist describes oscillators in which amplitude increases are accompanied by a decreasing period (also termed hard
oscillators) and vice versa for positive twist (soft oscillators).

In this paper we provide definitions for two important concepts in the context of limit cycle oscillations: parametric twist
and phase space twist. Parametric twist refers to the amplitude-period correlations observed when analyzing a population
of heterogeneous clocks; phase space twist describes the amplitude-period correlations within the time series of an
individual oscillator, as influenced by its interaction with the environment.

We show, firstly, that nonlinearities can introduce amplitude-period correlations in simple oscillator models. Moreover,
clock models of different complexity can reproduce the experimentally observed positive26 and negative14 twist effects,
with the type of correlation depending on themodel, on parameters, as well as on the variable beingmeasured, illustrating
the complexity in defining circadian amplitudes. Lastly, we show how twist effects can speed up or slow down zeitgeber-
induced amplitude changes in a simple oscillator model. This helps the clock phase adapt and modulate entrainment of
oscillators to a periodic signal or their response to coupling. Our results support the use of oscillator theory as a framework
to understand emerging properties of circadian clocks with different twist. Moreover, they provide insights into how
temporal or spatial phase patterning might arise in coupled networks, as well as how amplitude changes could help in
stabilizing the circadian period in the face of temperature changes. Although we focus on circadian clocks, the presented
theory can be applied to any other oscillatory system such as cardiac rhythms, flashing fireflies or voice production.

Materials and Methods
Conservative linear and non-linear oscillators: Harmonic vs. Duffing oscillators
In classical mechanics, a mass-spring harmonic oscillator is a system of massm that, when displaced from its equilibrium
position, experiences a restoring force F proportional to the displacement x, namely F¼�kx, where k is the spring
constant. When F is the only restoring force, the system undergoes harmonic motion (sinusoidal oscillations) around its
equilibrium point. In the absence of damping terms, the harmonic motion can be mathematically described by the
following linear second order ordinary differential equation (ODE)

d2x
dt2

þ k

m
x¼ 0: (1)

The solution to this differential equation is given by the function x tð Þ¼Acos 2π
τ þϕ

� �
,29,30 where A represents the

amplitude; ϕ, the phase; and τ represents the period of the motion, τ¼ 2π
ffiffiffi
m
k

p
. Thus the oscillatory period is determined

only by the mass m and the spring constant k. The amplitude A, on the other hand, is determined solely by the starting
conditions (by both initial displacement x and velocity v¼ _x).

Introducing a non-linear term in the restoring force such thatF¼�kx�βx3 allows the conversion of the simple harmonic
oscillator into a Duffing oscillator.31 Depending on the sign of β, the coefficient that determines the strength of the non-
linear term, the spring is termed hard or soft oscillator. The nonlinearity introduces a dependency between the amplitude
and period, meaning that varying initial conditions will produce oscillations with different, yet related, periods and
amplitudes. The equation of the Duffing oscillator, in the absence of damping terms, reads

Figure 1. Schematic of experimental observations of circadian amplitude-period correlations. (A) Positive
correlations (i.e., positive twist) have been observed in U-2 OS cells kept in culture26; (B) negative correlations have
been observed in cells from the choroid plexus in the mouse brain.14
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d2x
dt2

þ k

m
xþ β

m
x3 ¼ 0: (2)

Due to the non-linear term introduced in equation 2, it is helpful to write this system in a form that can be easily treated via
numerical integration. Considering the following change of variable v¼ _x, the equation can be reformulated as a system
of two first order ODEs:

dx
dt

¼ v

dv
dt

¼� k

m
x� β

m
x3:

(3)

Goodwin-like models
The Goodwin model is a minimal model that has been widely used to describe the emergence of oscillations in simple
biochemical systems. It is based on a single negative feedback loop, where the final product of a 3-step chain of reactions
inhibits the production of the first component. In the context of circadian rhythms, the model can be interpreted as a clock
gene mRNA x that gets translated into a clock protein y, that then activates the repressor z, which ultimately inhibits the
transcription of x. All synthesis and degradation terms are linear, with the exception of the repression that z exerts on x
which is modeled with a Hill curve. The equations that describe the dynamics read

dx
dt

¼ k1
Kn

1

Kn
1þ zn

� k2x

dy
dt

¼ k3x� k4y

dz
dt

¼ k5y� k6z,

(4)

where k1, k3 and k5 represent the rates of synthesis of x, y and z, respectively; k2, k4 and k6, the degradation rates; and n, the
Hill exponent.

The Goodwin model, however, requires a very large Hill exponent (n> 8) to produce self-sustained oscillations,32 which
biologists and modelers have often considered unrealistic. Gonze33 Kurosawa34 and others have shown that, by
introducing additional nonlinearities in the system, the need for such high value of the Hill exponent can be reduced.
In contrast to the linear degradation of variables of the original Goodwinmodel, the Gonzemodel33 describes degradation
processes with Michaelis-Menten kinetics as follows

dx
dt

¼ k1
Kn

1

Kn
1þ zn

� k2
x

K2þ x

dy
dt

¼ k3x� k4
y

K4þ y
dz
dt

¼ k5y� k6
z

K6þ z
:

(5)

To mimic clock heterogeneity and evaluate the amplitude-period correlations among ensembles of Gonze or Goodwin
oscillators, degradation rates were varied around �10% their default value (Table 1).

Table 1. Default parameters of the Goodwin and Gonze models used for our simulations. Their biological
interpretation as well as the default values from publications are shown.

Parameter Biological interpretation Value in Goodwin
model35,36

Value in Gonze
model33

k1 transcription rate of core clock gene x 1 nM 0:7 nM h�1

k2 degradation rate of x 0:2 h�1 0:35 nM h�1

k3 translation rate of core clock protein y 1 h�1 0:7 h�1

k4 degradation rate of y 0:15 h�1* 0:35 nM h�1

k5 nuclear import rate of the repressor z 1 h�1 0:7 h�1

k6 degradation rate of z 0:1 h�1 0:35 nM h�1
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Almeida model
The Almeida model37 is a protein model of the mammalian clockwork that includes 7 core clock proteins along with the
PER:CRY complex. Unlike prior more extensivemodels,38,39 it does not consider any post-translational modifications of
clock proteins or any nuclear import or export processes, but it takes into account the regulation (activatory or repressive)
that these clock proteins exert on DNA binding sites (known as clock-controlled elements) to regulate circadian gene
expression. The regulation at these clock-controlled elements, namely E-boxes, D-boxes and RORE elements, is
described by the following terms:

Ebox ¼VE
BMAL1

BMAL1þ kEþ kErBMAL1CRYð Þ

RORE¼VR
ROR

kRþROR
k2Rr

k2RrþREV2

Dbox ¼VD
DBP

DBPþ kD

kDr
kDr þE4BP4

:

The system of ODEs that describes the dynamics of the clock proteins in the Almeida model reads

dBMAL1
dt

¼RORE� γBPBMAL1 PERCRY

dROR
dt

¼EboxþRORE� γRor  ROR

dREV
dt

¼ 2EboxþDbox� γRev REV

dDBP
dt

¼Ebox� γDbDBP

dE4BP4
dt

¼ 2Rbox� γE4 E4BP4

dCRY
dt

¼Eboxþ2Rbox� γPC PERCRYþ γCP PERCRY� γC  CRY

dPER
dt

¼EboxþDbox� γPC PERCRYþ γCP PERCRY� γP PER

dPERCRY
dt

¼ γPC PER CRY� γCP PERCRY� γBPBMAL1 PERCRY:

(6)

All parameter descriptions along with their default values are given in Table 2.

Table 1. Continued

Parameter Biological interpretation Value in Goodwin
model35,36

Value in Gonze
model33

K1 Michaelis constant of z-mediated repression 1 nM 1 nM

K2 Michaelis constant of x degradation - 1 nM

K4 Michaelis constant of y degradation - 1 nM

K6 Michaelis constant of z degradation - 1 nM

n Hill exponent of cooperative inhibition of z on x 9.5 * 4

*Parameters have been adapted to obtain limit cycle oscillations, since the default degradation parameters fromRef. 36 producedweakly
damped rhythms.

Table 2. List of parameters of the Almeida model. Time units are given in hours and concentration units as
arbitrary units. The default values are taken from the original reference, Almeida et al.37

Parameter Biological
interpretation

Value Parameter Biological
interpretation

Value

VR rate of RORE activation 44:4 h�1 γRor ROR degradation rate 2:55 h�1

kR strength of RORE
activation

3.54 γRev REV degradation rate 0:241 h�1
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To analyze the twist effects that arise from a population of heterogeneous clocks (i.e., parametric twist), all 18 model
parameters were randomly varied around �20% their default value (Table 2) one at a time. Since this model can lead to
period-doubling effects upon changes of certain parameters,40 those oscillations whose period change resulted in
oscillations with period-doubling were removed from the analysis. Moreover, if changing the default parameter in the
ensemble resulted in a range of ratio of amplitude variation relative to the default amplitude< 0:1, thenwe considered that
ensemble to have no twist for that particular control parameter. Periods and amplitudes were determined from the peaks
and troughs of oscillations using the continuation software XPP-AUTO.

Poincaré model
The intrinsic dynamical properties from single oscillators and their interaction to external stimuli can be very conveniently
described by means of a Poincaré model.41 We here propose a modification of its generic formulation that can take into
account phase space twist effects through the twist parameter ϵ, explicitly introduced in the equations. The modified
Poincaré model with twist reads

dr
dt

¼ λr A� rð Þ
dϕ
dt

¼ωþ ϵ A� rð Þ:
(7)

The first equation describes the rate of change of the radial coordinate r tð Þ (i.e., the time-dependent distance from the
origin), whereas the second equation determines the rate of change of the angular coordinate ϕ tð Þ, where ω¼ 2π

τ . The
parameters τ, A, λ and ϵ denote the free-running period (in units of time), amplitude (arbitrary units), amplitude relaxation
rate (in units of time�1) and twist parameter of the oscillator (in units of time�1), respectively. In the absence of twist,
namely ϵ¼ 0, the phase changes constantly along the limit cycle at a rate 2π

τ , independently of the radius. In the case of
ϵ 6¼ 0, the phase changes at a constant rate only when r¼A; if any perturbation is to modify r such that r 6¼A, then the
phase change will be accelerated or decelerated depending on the sign of ϵ and on whether r>A or r<A. This can
generate amplitude-period correlations within the time series of the oscillator during its relaxation time, i.e., what we
denote as phase space twist. The model parameters, unless otherwise specified in the figures or captions, are the
following: A¼ 1 a.u., λ¼ 0:05 h�1, τ¼ 24 h and ϵ values of 0 or �0:1 h�1.

To study phase space twist and the effects of different ϵ values on the oscillator’s response to pulse-like perturbations
pert tð Þ, periodic zeitgeber input Z tð Þ or mean-field couplingM, the individual Poincaré oscillators i were converted into
Cartesian coordinates and the respective terms were added in the equations of the xi variable as follows:

dxi
dt

¼ λxi A� rið Þ� yi ωþ ϵ A� rið Þð ÞþZ tð ÞþMþpert tð Þ
dyi
dt

¼ λyi A� rið Þþ xi ωþ ϵ A� rið Þð Þ,
(8)

where ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ y2i

p
. The zeitgeber Z tð Þ is given by:

Table 2. Continued

Parameter Biological
interpretation

Value Parameter Biological
interpretation

Value

kRr strength of RORE
inhibition

80.1 γP PER degradation rate 0:844 h�1

VE rate of E box activation 30:3 h�1 γC CRY degradation rate 2:34 h�1

kE strength of E box
activation

214 γDB DBP degradation rate 0:156 h�1

kEr strength of E box
inhibition

1.24 γE4 E4BP4 degradation rate 0:295 h�1

VD rate of D box activation 202 h�1 γPC PER:CRY degradation
rate

0:191 h�1

kD strength of D box
activation

5.32 γCP PER:CRY formation rate 0:141 h�1

kDr strength of D box
inhibition

94.7 γBP BMAL1 nuclear export
rate

2:58 h�1
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Z tð Þ ¼FZ cos
2π
T
tþπ

2

� �
,

where T represents the zeitgeber period andFZ the strength (amplitude) of the zeitgeber input. Themean-fieldM coupling
is given by:

M ¼K

N

XN
i¼1

xi tð Þ,

where K represents the coupling strength and N is the number of oscillators in the coupled ensemble. Lastly, the square-
like perturbation pert tð Þ is defined as follows:

pert tð Þ¼
0, if tstart≤t≤tstartþ1

FP otherwise,

(

where FP is the strength of the perturbation and tstart is the time at which the perturbation starts. The perturbation lasts 1 h
and is set to FP ¼ 0:7 a.u. in all our simulations.

It is important to differentiate between the twist parameter, denoted as ϵ, and the concept of phase space twist, as they are
related but not equivalent terms.While ϵ serves as one of the characteristic parameters in the Poincaré model, phase space
twist represents the observable outcome of this parameter’s influence on how the oscillator’s amplitude and period
respond to environmental perturbations. Phase space twist is measurable and influenced by ϵ, but also by the amplitude
relaxation rate λ. This will become clear in a further section.

Analytical derivation of isochrones
Arthur T.Winfree introduced the concept of isochrones as any set of dynamical states which oscillate with the same phase
when they reach the limit cycle at time t!∞.42 That asymptotic phase at t!∞ is what Winfree termed latent phaseΦ.
Since the dynamical flow of the Poincaré model has polar symmetry, the isochrones must also have polar symmetry such
that

Φ¼ g ϕ,rð Þ¼! ϕ� f rð Þ: (9)

By definition, the latent phase velocity _Φ necessarily increases at units of the angular velocity ω¼ 2π
τ as the oscillator

follows its kinetic equation:

dΦ
dt

¼! ω (10)

Combining the two previous equations and with the use of the chain rule, we can calculate the radius dependency of the
latent phase Φ:

dΦ
dt

¼9 dϕ
dt

�df rð Þ
dr

dr
dt

¼10ω

The terms dϕ
dt and

dr
dt are defined in the Poincaré model (equation 7), so that the equation above can be rewritten as:

ωþ ϵ A� rð Þ�df rð Þ
dr

λr A� rð Þ¼10ω

Solving for df rð Þ
dr :

df rð Þ
dr

¼ ϵ A� rð Þ
λr A� rð Þ¼

ϵ
λr

Next, the solution for f rð Þ can be found through integration:
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f rð Þ¼ ϵ
λ

ðr
r¼A

1
r
dr¼ ϵ

λ
lnr� ϵ

λ
lnA

If A¼ 1 (like in all our simulations), the last term can be neglected such that

f rð Þ¼ ϵ
λ
lnr

Finally, the solution of f rð Þ can be inserted in equation 9 to end up with the equation for isochrones as a function of the
radius:

Φ¼ ϕ� ϵ
λ
lnr (11)

Isochrones are thus loci of polar coordinates ϕ,rð Þ in phase space with the same latent phase Φ. Equation 11 shows how
the shape of the isochrone (and, consequently, phase space twist effects) for the Poincaré model in equation 7 depends on
the ratio of twist ϵ to relaxation rate λ. Specifically, higher ϵ values (in modulus) and lower relaxation rates λ lead to more
curved isochrones and greater phase space twist effects. In the Results section, we further elaborate on how to interpret the
isochrones graphically.

To plot the isochrones, we simply reorder equation 11 to plot ϕ as a function of r at isochrones with fixed values of latent
phases Φ¼ 0, π4 ,

π
2 ,

3π
4 ,π,�3π

4 ,�π
2,�π

4

� �
:

ϕ¼ ϵ
λ
lnr�Φ

Computer simulations and data analysis
All numerical simulations were performed and analyzed in Python with the numpy, scipy, pandas and astropy libraries.
The function odeint from scipy was used to numerically solve all ordinary differential equations. Bifurcation analyses
were computed in XPP-AUTO43 using the parameters Ntst ¼ 150,Nmax ¼ 20000,Dsmin ¼ 0:0001 and Dsmax ¼ 0:0002.

Throughout our analyses, periods were determined by (i) normalizing the solutions to their mean, (ii) centering them
around 0 (by subtracting one unit from the normalized solution), and (iii) by then computing the zeroes of the normalized
rhythms. The period was defined as the distance between two consecutive zeros with a negative slope. Amplitudes were
determined as the average peak-to-trough distance of the last (normalized) oscillations after removing transients.

Results
Nonlinearities can result in amplitude-period correlations across oscillators
The simple harmonic oscillator (Figure 2A) is a classical model of a system that oscillates with a restoring force
proportional to its displacement, namely F¼�kx.44 The ordinary differential equation that describes the motion of a
mass attached on a spring is linear (equation 1 in Materials and Methods) and the solution can be found analytically.29,30

The period is determined by the size of the mass m and the force constant k (see Materials and Methods), while the
amplitude and phase are determined by the starting position and the velocity. Thus, an ensemble of harmonic oscillators
with different initial conditions will produce results that differ in amplitudes but whose periods are the same (Figure 2B, C).
When plotting amplitudes against periods, no correlation or twist is observed: the period of a simple harmonic oscillator is
independent of its amplitude (Figure 2D).

The simple harmonic oscillator can be converted into a Duffing oscillator31 by including a cubic nonlinearity in its
equation. In the Duffing oscillator (equations 2, 3 in Materials and Methods), the restoring force is no longer linear (see
deformed springs in Figure 2) but instead described by F¼�kx�βx3, where β represents the coefficient of non-linear
elasticity. These classical conservative oscillators instead are known to have an amplitude-dependent period. A network
of Duffing clocks with different starting conditions will produce oscillations of different amplitudes as well as periods.
Duffing oscillators with a negative cubic term have been termed soft oscillators and display periods that grow with
amplitudes (Figure 2E–H), similar toKepler’s Third Law of planetarymotion,45 where planets with larger distances to the
Sun run at slower periods than those that are closer. On the other hand, Duffing oscillators with a positive β term are
known as hard oscillators and show negative twist (amplitude-period correlations) (Figure 2I–L).46,47

In short, nonlinearities in oscillator models can introduce twist effects among ensembles of oscillators with slight
differences in their properties (initial conditions, parameters, etc.). Thus, models for the circadian clock, which are based
on nonlinearities, are expected to show amplitude-period correlations.
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Oscillator heterogeneity produces parametric twist effects in limit cycle clock models
Most circadian clockmodels generate stable limit cycle oscillations. Limit cycles are isolated closed periodic orbits with a
given amplitude and period, where neighboring trajectories (e.g. perturbations applied to the cycle) spiral either towards
or out of the limit cycle.41,48 Stable limit cycles are examples of attractors: they imply self-sustained oscillations.
The closed trajectory describes the perfect periodic behavior of the system, and any small perturbation from this trajectory
causes the system to return to it, to be attracted back to it.

Limit cycles are inherently non-linear phenomena and they cannot occur in a linear system (i.e., a system in the form of
_x
! ¼Ax

!, like the harmonic oscillator). From the previous section we have learned that non-linear terms can introduce
amplitude-period co-dependencies. In this section we show that kinetic limit cycle models of the circadian clock also
show twist effects. But twist in limit cycle oscillators has to be studied differently, as different inidial conditions all return
to the same cycle. Instead of studying the amplitude-period correlation of an oscillator model with fixed parameters and
changing initial conditions as in Figure 2, we study here the correlations that arise among different uncoupled oscillators
due to oscillator heterogeneity (i.e., differences in biochemical parameters), as found experimentally.14,26 We refer to
amplitude-period correlations that become evident in a population of heterogeneous oscillators as parametric twist.

Single negative feedback loop models
The Goodwin model is a simple kinetic oscillator model49 that is based on a delayed negative feedback loop, where the
final product of a 3-step chain of reactions inhibits the production of the first component (equation 4 in Materials and

Figure 2. Nonlinearities introduce amplitude-period correlations in oscillator models. The mass-spring har-
monic oscillator (A) is a linear oscillator that, in the absence of friction, produces persistent undamped oscillations
(B, in time series and C, in phase space). Different starting conditions produce oscillations that differ in amplitudes
but whose period is independent of amplitude (D). The harmonic oscillator is converted to a Duffing oscillator (E, I)
by introducing nonlinearities in the restoring force of the spring (the non-linear behavior is represented with
deformations of the spring). The new restoring force results in slight changes in the initial conditions producing
oscillations whose amplitude and period change (F, G, J, K) and become co-dependent (H, L) and where the
correlations depend on the sign of the non-linear term. The terms soft and hard oscillators refer to, by convention,
those with positive and negative twist, respectively. Period values in (F–H, J–L) are color-coded.

Page 10 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024



Methods). In the context of circadian rhythms,35,36 the model can be interpreted as a clock activator x that produces a
clock protein y that, in turn, activates a transcriptional inhibitor z that represses x (Figure 3A). The Goodwin model has
been extensively studied and fine-tuned by Gonze,33 Kurosawa34 and others to study fundamental properties of circadian
clocks50–53 or synchronization and entrainment.33,54,55 The Gonze model33 (equation 5) includes additional nonlinear-
ities, where the degradation of all 3 variables is modeled with non-linearMichaelis Menten kinetics, to reduce the need of
very large Hill exponents (n> 8), required in the original Goodwin model to generate self-sustained oscillations,32 that
have been questioned to be biologically meaningful. These Michaelian degradation processes can be interpreted as
positive feedback loops which aid in the generation of oscillations56 (Figure 3B).

To studywhether twist effects are present in an ensemble of 100 uncoupledGoodwin andGonze oscillators with different
parameter values, we randomly varied the degradation parameters of x, y or z (k2, k4 and k6, respectively) in each oscillator
around �10% their default parameter value (given in Table 1) and analyzed the resulting amplitude-period correlation.
The resulting parametric twist depends on the model and on the parameter being changed: in the Goodwin model,
variations in the degradation rate of the transcriptional activator (k2) or of the clock protein (k4) result in positive twist
effects (i.e., soft twist-control), while changes in the transcriptional repressor’s degradation rate (k6) result in a hard twist-
control, i.e., negative amplitude-period correlation (Figure 3C). In theGonzemodel, k2, k4 and k6 are all soft twist-control
parameters, as individual changes of any of them all produce positive parametric twist effects (Figure 3D).

Tomimic cell-to-cell variability in amore realistic manner, we introduced heterogeneity by changing combinations of the
degradation parameters simultaneously around �10% their default parameter value and analyzing the resulting periods
and amplitudes. We observed that the overall twist behavior depends on the particular influence that each parameter has
individually. Random co-variations of k2 and k4 produce significant positive parametric twist effects in ensembles of both
Goodwin (Figure 3E) or Gonze clocks (Figure 3F), consistent with the positive correlations when either of the parameters
is changed individually (Figure 3C, D). Nevertheless, when k6, which has a negative twist effect in theGoodwinmodel, is
changed at the same time as k4 (or k2, data not shown) the correlation is not significant (Figure 3G). Random co-variation
of k4 and k6 in an ensemble of Gonze clocks results in significant positive parametric twist effects (Figure 3H).

Figure 3. Parametric twist in anensemble of 100uncoupledGoodwin-likemodels: correlations aremodel- and
parameter-dependent. Scheme of the Goodwin (A) and Gonze (B) oscillator models. Changes in degradation
parameters result in twist effects when varied randomly around �10% their default parameter value, mimicking
oscillator heterogeneity of the Goodwin (C) and Gonze (D) models. Simultaneous co-variation of representative
degradation parameters results in parametric twist: changes of k2 and k4 produce significant positive amplitude-
period correlations in both models (E, F); co-variations of k6 and k4 result in amplitude-period correlations that are
not significant in theGoodwinmodel (G), but significant positive parametric twist in theGonzemodel (H). Shown inall
panels is Spearman’s R and the significance of the correlation (n. s.: not significant; ∗∗∗: p value<0.001). Defaultmodel
parameters are summarized in Table 1. Relative amplitudes are computed as the peak-to-trough distance of the x
variable, normalized to its mean. Oscillators from the ensemble whose amplitude was < 0:1 have been removed
from the plots; the total number of oscillators (n) is indicated in the plots.
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Changes in parameter values can result in significant alterations to a system’s long-term behavior, which can include
differences in the number of steady-states, limit cycles, or their stability properties. Such qualitative changes in non-linear
dynamics are known as bifurcations, with the corresponding parameter values at which they occur being referred to as
bifurcation points. In oscillatory systems, Hopf bifurcations are an important type of bifurcation point. They occur
when a limit cycle arises from a stable steady-state that loses its stability. A 1-dimensional bifurcation diagram illustrates
how changes in a mathematical model’s control parameter affect its final states, for example the period or amplitude of
oscillations. The Hopf bubble refers to the region in parameter space where the limit cycle exists, and it is commonly
representedwith the peaks and troughs of ameasured variable in the y axis, with the control parameter plotted on the x axis
(Figure 4A). The term “bubble” is used because of the shape of the curve, that resembles a bubble that grows or shrinks as
the parameter is changed. Such bifurcation analyses can be used to predict the type of twist that a system shows: the
amplitude will increase with parameter changes if the default parameter value is close to the opening of the Hopf
bifurcation, or will decrease if the value is near the closing of the bubble.

We observed that Gonze oscillators display self-sustained oscillations for values of k4 between 0.2 and 0.43 (Figure 4A)
and that, for increasing k4, periods decrease monotonically (Figure 4B). For oscillators with increasing k4, the parametric
twist effects from the ensemble are first negative (amplitudes increase and periods decrease); however, when Gonze
clocks have k4 values that are part of the region of the bubble where amplitudes decrease, positive amplitude-period
correlations appear in the ensemble (Figure 4C). In summary, the type of parametric twist depends on both the model and
the parameter being studied but also on where the parameter is located within the Hopf bubble. Other more complex
kinetic models of the mammalian circadian clockwork have shown that changes in some of the degradation parameters
produce non-monotonic period changes,38 and thus the twist picture is expected to become even more complex.

Model with synergistic feedback loops
The Almeida model37 is a more detailed model of the core clock network in mammals that includes seven core clock
proteins that exert their regulation at E-boxes, D-boxes andRORbinding elements (RORE) throughmultiple positive and
negative feedback loops (Figure 5A, equation 6 in Materials and Methods). It is a simple model in the sense that, unlike
more complex models like the Relógio model,38 it neglects nuclear import/export processes or post-translational
modifications of the clock proteins; but complex enough to capture the synergistic positive and negative regulations
and feedback processes that the 7 core clock proteins exert on the DNA clock-controlled elements, unlike older models.39

To study parametric twist in an ensemble of uncoupled Almeida oscillators, we randomly changed all 18 parameters
individually around �20% their default value (Table 2 in Materials and Methods) and computed the amplitude-period
correlations. In this case, we calculated the ratio of amplitude variation after the parameter change relative to the default
amplitude.

We found, interestingly, that the overall twist effects depend not only on the parameter being studied, but also on the
variable which is measured. For example, changes in the rate of D-box activation parameter VD result in negative twist
effects for BMAL1 (i.e., lower amplitude BMAL1 rhythms run slower than oscillators with higher amplitude BMAL1
rhythms), positive parametric twist for the PER:CRY complex but almost no parametric twist from the perspective of
PER (Figure 5B–D). Changes in PER degradation γP produce positive parametric twist for BMAL1, PER and PER:CRY
but of different magnitudes (Figure 5E–G). Supplementary Table S1 (in57) summarizes the parametric twist effects for the

Figure 4. The type of parametric twist depends on the parameter locationwithin the Hopf bubble. Bifurcation
analysis of Gonze oscillators with changing k4, simulating heterogeneous oscillators: (A) Hopf bubble representing
the peaks (maxima) and troughs (minima) of variable x (normalized to its mean) as a function of changes in the
degradation rate of y (k4); (B) monotonic period decrease for increasing k4. Represented in (C) is the combination of
(A) and (B), namely how the difference between the maxima and minima of x changes with the period: a non-
monotonic behavior of parametric twist is observed, which depends on the values of k4. Note that, since k4 results in
a decrease in period length, the k4 dimension is included implicitly in (C) and k4 increases from the right to the left of
the plot. Stars indicate the default parameter value, period or amplitude. All panels display the numerical results
from bifurcation analyses of Gonze oscillators obtained with XPP-AUTO.
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additional parameters from the Almeida model, highlighting the complexity that arises with synergies of feedback loops
and bringing us again to the question of defining what the relevant amplitude of a complex oscillator is.

Phase space twist in single oscillators: On amplitude-phase models, isochrones and perturbed
trajectories
Up until now, our results have focused on studying amplitude-correlations among ensembles of self-sustained oscillators
with differences in their intrinsic properties (e.g. biochemical parameters) in the absence of external cues. However,
another form of amplitude-period correlations can occur within an oscillator’s time series, because when a clock is
exposed to external stimuli, its amplitude and period undergo adaptation.We refer to these amplitude-period correlations
in individual clocks as they return to their steady-state oscillation after a stimulus as phase space twist.

To further explore the correlation and interdependence between the frequency of an oscillator and its amplitude upon an
external stimulus, more generalized models can be of use. The Poincaré oscillator model (equation 7 in Materials and
Methods) is a simple conceptual oscillator model with only two variables, amplitude and phase, that has beenwidely used
in chronobiology research.20,22,24,41,42,57 This amplitude-phase model, regardless of molecular details, can capture the
dynamics of an oscillating system andwhat happenswhen perturbations push the system away from the limit cycle.When
a pulse is applied and an oscillating system is ‘kicked out’ from the limit cycle, the perturbed trajectory is attracted back to
it at a rate λ. Within the limit cycle, the dynamics are strictly periodic: if one takes a point in phase space and observes
where the system returns to after exactly one period, the answer is trivial: to exactly the same spot (Figure 6, red dots).

Figure 5. The type of parametric twist in models of the circadian clockwork with synergistic feedback loops
depends on the parameter being studied and on the variable that is measured. (A) Scheme of the Almeida
model,37 illustrating activation (green arrows) and inhibition (red arrows) of different clock-controlled elements
(at E-boxes, D-boxes and ROR elements) by the respective core clock proteins. Parametric twist was studied by
modeling a heterogeneous uncoupled ensemble where model parameters were randomly and individually varied
around �20% of their default value (shown in Table 2) and assessing the period-amplitude correlation of the
ensemble. (B–D) Almeida oscillators (n¼ 40) with heterogeneous values in the activation rate of D-boxes (VD): the
twist is negative from the perspective of BMAL1, positive from the perspective of PER:CRY, but the amplitude of PER
is not greatly affected by changing VD. (E–G) Almeida oscillators (n¼ 40) with heterogeneous values in the degra-
dation rate of PER (γP) show positive parametric twist effects for BMAL1, PER and PER:CRY. The twist in panels (B, E)
is evaluated by comparing the relative amplitude of the respective protein/protein complex (computed as the
averagepeak-to-troughdistance normalized to itsmean) after parameter change to thedefault amplitude. Shown in
(C, D, F, G) are representative oscillations with long and short periods: dashed lines represent rhythms of smallest
amplitudes.
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Nevertheless, outside the limit cycle, during the transient relaxation time (i.e., time between the perturbation and the
moment that the trajectory reaches the limit cycle), the time between two consecutive peaks might be shorter or longer
than the period of the limit cycle orbit.

Arthur T. Winfree introduced a practical term, isochrones, to conceptualize timing relations in oscillators perturbed off
their attracting cycles,42 which becomes important in physiological applications because often, biological oscillators are
not on their attracting limit cycles. To understandwhat isochrones are,Winfree proposes in42 a simple experiment where a
pulse-like perturbation applied in a system produces a ‘bump’ in the limit cycle. For stable limit cycles, the perturbation
will relax and spiral towards the attracting cycle (blue spiral in Figure 6, until eventually the simulation returns to the limit
cycle after enough cycles). If during this relaxation, one records the position of the oscillator in time steps which equal the
period of the unperturbed limit cycle, the sequence of points left as a footprint (yellow points in Figure 6) will converge to
a fixed point on the cycle and will outline an isochrone (Figure 6). All points in the same isochrone have the same latent
phase Φ (see equation 9).

Mathematically, isochrones are related to the oscillator’s twist parameter ϵ, and whereas in a Poincaré oscillator with no
twist, the isochrones are straight and radial (Figure 6A), when twist is present, the isochrones can become bent or skewed
(Figure 6B, C) because of the radius dependency that ϵ introduces on the phase dynamics. The phase changes at a constant
rate ω¼ 2π

τ in the limit cycle, but in conditions outside the limit cycle, the phase is made to be modulated by the radius
through the twist parameter ϵ until r = A (equation 7 in Materials and Methods). In an individual oscillator with positive
twist ϵ, a perturbation that increases the oscillator’s instantaneous amplitude will relax back and intersect the isochrone at
an angle< 360∘ (Figure 6B) than an oscillator with no twist in the time of one period, whereas an oscillator with negative
twist will cover an angle> 360° in the time of one period (Figure 6C). This parameter ϵ thus determines how perturbations
away from the limit cycle are decelerated or accelerated during the course of relaxation. Ultimately, this influences the
amplitude-period correlations within the oscillator’s time series (i.e., phase space twist effects) as it returns to its steady-
state oscillation following a perturbation.

Phase space twist in single oscillators affects their interaction with the environment
Wehave seen how, in an individual oscillator, the twist parameter ϵ acts to slow down (in case of positive twist, Figure 6B)
or to speed up (in case of negative twist, Figure 6C) trajectories further away from the limit cycle compared to those closer
to it. As a result, ϵ has a direct consequence on how the individual oscillator responds to pulse-like perturbations or
periodic zeitgebers coming from the environment.

To analyze how the acceleration or deceleration of perturbations induced by ϵ affects phase space twist and the response
of an oscillator to a zeitgeber pulse, we applied a pulse-like perturbation to individual Poincaré oscillators with different

Figure 6. Schematic of an isochrone in a Poincaré oscillator with (A) no twist, (B) positive twist or (C) negative
twist. To understand the concept of isochrones, a simple experiment is performed: if one considers a point in phase
space (shown in red) within a limit cycle (black) and observes where the system returns to after exactly one period,
the answer is trivial: to the same spot. If, however, now a perturbation is applied (red arrow) such that the system
starts in a section of the state space which is outside of the stable periodic orbit, and one maps the points that the
system ‘leaves as a footprint’ after exactly one period as it relaxes back to the limit cycle (blue trajectories), these
points (shown in yellow)will outline an isochrone (grey). The twist parameter ϵ affects the curvature of the isochrone,
with implications in the response of the oscillating system to the perturbation. The oscillator with positive twist
(B) arrives at a later phase than that with no twist (A), resulting in a phase delay with respect the clock with no twist,
whereas the clockwithnegative twist (C) arrives to the limit cycle at anearlier phase (i.e., advancedwith respect to the
clock with no twist).
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twist values ϵ. The pulsewas applied at CT3 andwasmade to increase the instantaneous amplitude (such that r>A). If the
oscillator has no twist (ϵ¼ 0, Figure 7A), the isochrones are straight and radial, but for a soft or a hard oscillator with
positive or negative ϵ values, respectively, isochrones get skewed (Figure 7B, C, also Figure 6). In the case of a soft
oscillator with positive ϵ (Figure 7B), the pulse at CT3 gets decelerated during the course of its relaxation, and as a
consequence, the oscillator arrives back to the limit cycle at an later phase than the oscillator with ϵ¼ 0 (Figure 7D, E).
The same can also be inferred mathematically: for this particular perturbation where r>A, A� r< 0 holds and hence the
phase velocity outside the limit cycle is smaller ( _ϕ<ω) than at the limit cycle for the oscillator with positive twist, since
_ϕ¼ωþ ϵ A� rð Þ (equation 7). The opposite holds for the oscillator with negative twist: this clock arrives at an earlier
phase to the limit cycle (Figure 7C, F).

Figure 7. Phase space twist in a single oscillator and its effect on responses to pulse-like perturbations and to
entrainment to periodic zeitgebers. (A–C) Poincaré oscillator models for different twist values ϵ, shown in phase
space. The limit cycle is shown inblack; perturbed trajectories are shown in red; isochrones aredepicted ingrey. (D–F)
Time series corresponding to panels (A–C): the unperturbed limit cycle oscillations are shown with a dashed black
line; perturbed trajectories are shown in red. (G–I) Representation of phase space twist effects: peak-to-trough
distance as a function of the peak-to-peak distance from the perturbed time series from (D–F) relaxing back to the
limit cycle (the implicit time dimension is indicated in the panels). (J–L) Phase response curves: the shape of the PRC
and the extent of the phase shifts (in hours) depends on the twist ϵ. (M–O) Arnold tongues illustrating entrainment
ranges of an individual oscillator with different phase space twist values to a periodic sinusoidal zeitgeber input of
different periods T . The amplitude of the entrained clock is color-coded, with yellow colors corresponding to larger
amplitudes. (P–R) The amplitude of an individual oscillator driven by a sinusoidal zeitgeber also depends on the twist
of the individual oscillator. Shown are the resonance curves as a response to a zeitgeber input of strength F ¼ 0:05
and varying periods T . Amplitudes are defined as the average peak-to-trough distances of the entrained signal.
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The positive and negative amplitude-period correlations characteristic of phase space twist effects are evident in how,
upon the pulse-like perturbation, the peak-to-peak distance changes (compared to the limit cycle period) as the
perturbation returns to the periodic orbit. For a clock with ϵ¼ 0, the peak-to-peak distance outside the limit cycle after
a perturbation coincides with the 24 h peak-to-peak distance within the periodic orbit (Figure 7G). In the case of the
Poincaré oscillator with positive twist ϵ, the peak-to-peak distance of the oscillator after the perturbation that increases the
instantaneous amplitude is longer than the period of the steady-state rhythm (24 h), since _ϕ<ω. As the perturbed
amplitude decreases and is attracted back to the stable cycle, the peak-to-peak distance approaches 24 hours. Conse-
quently, a positive phase space twist correlation is observed (Figure 7H). Conversely, the clock with negative twist
exhibits a shorter peak-to-peak distance than the 24 h rhythm during the relaxation time _ϕ>ω

� �
, which subsequently

increases as the system returns to the stable periodic orbit, resulting in negative phase space twist effects (Figure 7I).
When considering the findings from the last two paragraphs as a whole, it becomes clear how the extent of the phase shift
between a perturbed and an unperturbed oscillator (red and black dashed lines in Figure 7D–F, respectively) depends on ϵ
and thus the shape of the phase response curve (PRC) and magnitude of the phase shift depend on this twist parameter
(Figure 7J–L) and on the amplitude-period correlations (i.e., phase space twist) that it induces.

We then evaluated how twist affects the response of an individual oscillator to a periodic zeitgeber input. We observed
how the range of entrainment becomes larger with larger values of absolute value ϵ, as seen by the wider Arnold tongues
in Figure 7M–O. It is widely known that, when the frequency of an applied periodic force is equal or close to the natural
frequency of the system on which it acts, the amplitude of the oscillator on which the driving force (zeitgeber) acts on
increases due to resonance effects. Interestingly, also the resonance curve was affected by twist: for the oscillator with no
twist, the maximum amplitude occurred as expected for a zeitgeber period of 24 h, matching the oscillator’s intrinsic
period (Figure 7P). In oscillators with positive or negative twist, however, themaximum amplitude after zeitgeber forcing
increases and decreases with zeitgeber period, respectively (Figure 7Q, R), resulting in skewed resonance curves.58

Interestingly, we observed that twist also affects the entrainment of an individual clock, and oscillators with high absolute
values of twist cannot entrain to a periodic signal (Supplementary Figure S1 in Ref. 59), a phenomenon that has
previously been described as shear-induced chaos27,60,61 and that arises because the isochrones become so skewed, that
the trajectory of the relaxation gets stretched and folded.

Relaxation rate also modulates phase space twist effects
Not only the twist parameter ϵ, but also the amplitude relaxation rate λ affects the response of oscillators to perturbations
and consequently the entrainment range. We have seen how, in the Poincaré model (equation 7), the twist parameter ϵ
dictates how much trajectories are ‘slowed down’ or ‘sped up’ dependent on their distance from the limit cycle. The
amplitude relaxation rate λ describes the rate of attraction back to the limit cycle, which is independent of ϵ. Together,
these parameters both dictate how ‘skewed’ the isochrones are in phase space (see analytical expression in Materials and
Methods, equation 11) and modulate phase space twist. For Poincaré oscillators with twist, the isochrones become more
radial and straight as the amplitude relaxation rate increases (Figure 8A–C). The correlations between peak-to-peak
periods and peak-to-trough amplitudes within the oscillator’s time series also change (Figure 8D–F), with the implica-
tions that this has on PRCs and entrainment that have beenmentioned before. Amore ‘plastic’ clock (with a lower λ value)
responds to an external pulse with larger phase shifts than a more rigid clock (with higher λ), resulting in phase response
curves of larger amplitude (Figure 8G–I). This is also intuitive, as it is clear that for larger values of λ, the twist ϵ has
shorter effective time to act upon perturbed trajectories because the perturbation spends less time outside the limit cycle.
As a consequence, phase space twist effects can become less evident, as shown in Figure 8D–F.

Phase space twist in single oscillators affects coupled networks
Biological oscillators are rarely alone and uncoupled. Coupled oscillators, instead, are at the heart of a wide spectrum of
living things: pacemaker cells in the heart,41 insulin- and glucagon-secreting cells in the pancreas62 or neural networks in
the brain and spinal cord that control rhythmic behavior as breathing, running and chewing.63 A number of studies have
shown that networks of coupled oscillators behave in a fundamentally different way than ‘plain’ uncoupled oscilla-
tors.33,64,65 Moreover, the findings in Figure 7 highlight that individual oscillators respond differently to environmental
perturbations depending on the presence or absence of twist. This implies that the impact of single oscillator twist goes
beyond the individual behavior, extending to how coupling synchronizes an entire network of oscillators.

To analyze the effect of twist on coupled oscillators, we study systems of Poincaré oscillators coupled through a mean-
field (equation 8). We start by coupling two identical oscillators and analyzing the effect that different twist values have
on the behavior of the coupled network. The numerical simulations show that increasing coupling strengths affect the
period of the coupled system: oscillators with positive twist show longer periods as the coupling strength increases,
whereas oscillators with negative twist showperiod-shortening (Figure 9A and Supplementary Figure S2A–C inRef. 59).
Coupling results in an increase in amplitude due to resonance but, for our default relaxation rate value (λ¼ 0:05 h�1),

Page 16 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024



Figure 8. Role of amplitude relaxation rate on the skewing of isochrones, phase space twist and consequently
on the response of oscillators to perturbations. (A–C) Poincaré oscillator models with different amplitude
relaxation values λ, but otherwise identical (free running period τ¼ 24 h, amplitude A¼1 and twist ϵ¼ 0:05 h�1),
shown in phase space. The limit cycle is shown in black; perturbed trajectories are shown in red; isochrones are
depicted in grey. (D–F) Phase space twist effects: amplitude relaxation rate λ modulates the correlations between
period (defined as peak-to-peak distance) and amplitude (peak-to-troughdistance). (G–I) Phase response curves: the
shape of the PRC and the extent of the phase shifts depends on the relaxation rate λ. SeeMaterials andMethods for
details on the analytical derivation of the equation of isochrones and roles of λ and ϵ.

Figure 9. Phase space twist ϵ affects the response of a network to coupling. (A) Mean-field coupling of two
identical Poincaré oscillators (sharing the same value of twist ϵ) and the effect on the period of the coupled system:
whereas coupling among oscillators with positive twist results in longer periods of the coupled network, mean-field
coupling amongoscillatorswith negative twist results in thenetwork running at a faster pace (period shortening). (B)
Mean-field coupling can synchronize a network of oscillators with different twist values. Shown are three oscillators
that only differ in their twist parameters (but else identical: amplitude, amplitude relaxation rate and period are the
same for the three oscillators). All oscillations overlap during the first part of the time series, since twist has no effect
within the limit cycle. At a certain point (indicated by the red arrow), mean-field coupling is turned on and it is
observed how the oscillators respond differently to that mean-field coupling, ending up with different individual
amplitudes as well as relative phases to the mean-field (depicted in dashed black line).
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no significant differences across oscillators with different twist values were found (Supplementary Figure S2 in Ref. 59).
Increasing relaxation rates (oscillators that are attracted faster back to the limit cycle upon a perturbation) nevertheless
resulted in less coupling-induced period or amplitude changes (Supplementary Figure S3 in Ref. 59).

We then analyzedwhat happens when oscillators with different twist values are coupled through their mean-field. For this
purpose, we took a system of 3 oscillators (with twist values ϵ¼ 0, ϵ< 0 and ϵ> 0), we let them free run in the absence of
coupling, and turned on mean-field coupling after a certain time (red arrow in Figure 9B). We observed that all three
oscillators synchronize to themean-field for low values of the absolute value of twist (Figure 9B). Nevertheless, due to the
period differences induced by coupling (Figure 9A), the relative phases of the individual oscillators to the mean-field
depend on the specific twist values of the individual clocks: those with negative twist oscillate ‘ahead’ of the mean-field
(with a phase advance) but clocks with positive twist cycle with a phase delay (Figure 9B). Very large absolute values of
twist, interestingly, produce again complex chaotic dynamics (Supplementary Figure S4 in Ref. 59). The oscillator with a
large value of ϵ does not synchronize to themean-field and, as a result of the inter-oscillator coupling, this desynchronized
oscillator ‘pulls’ to desynchronization the other two oscillators which otherwise would have remained in sync.

Discussion
This study aimed at characterizing period-amplitude correlations across circadian clock models of different complexity.
Body clocks have to copewith cellular heterogeneity, what results in cellular clocks being heterogeneous across networks
and tissues. We addressed whether the amplitude-period correlations that have been observed experimentally can be
explained through heterogeneity in the cellular clocks, andwhat design principles are needed to produce such twist effects
that we term parametric twist. Moreover, clocks live in constantly changing environments, that requires them to get
adapted in the face of external changes.With the concept of phase space twistwe refer to the co-modulations of period and
amplitude that an individual oscillator experiences within its time series when it encounters an external stimulus.
Ultimately, these twist effects tune the oscillator’s response to coupling, entrainment and pulse-like perturbations. We
also retrieve the ‘old’ terminology of hard versus soft oscillators to refer to oscillations with negative and positive
amplitude-period correlations, respectively.

The concept twist was historically coined on conservative, non-limit cycle oscillations. These type of oscillations, like the
Duffing oscillator,31 have an amplitude defined by the initial conditions, and hence any change in initial conditions results
in a new cycle. In contrast, limit cycles oscillate with a characteristic period and amplitude regardless of the initial
conditions. For this reason, twist cannot be studied in non-limit cycle oscillators in the same way it can be done for limit
cycle oscillators. This is the reason why, in the context of the Duffing oscillators, twist is not termed neither parametric
nor phase space. We have coined the terms parametric twist and phase space twist as the amplitude-period correlations
that one can study in limit cycle oscillators.

Parametric twist effects become evident when analyzing populations of cells and require nonlinearities in oscillator
models. The feedback loops needed to generate oscillations, which are commonly modeled with non-linear
terms,33,37,38,50 result in variations of parameters producing oscillations of different but correlated amplitudes and
periods. We found that the type of parametric twist (positive or negative) depends on a number of factors: Firstly, on the
biochemical parameter being affected, since different model parameters control the oscillation properties (amplitude and
period) differently (Figures 3 and 5). Second, on the region within the Hopf bubble where the clock’s parameter set is at:
as seen in Figure 4, small changes in the default parameter value can lead to either an increase or decrease in amplitude,
depending on the specific value of the default parameter. Lastly, the type of parametric twist also depends on the type of
model and variable being measured: simple models with single negative feedback loops show the same parametric twist
effects for all variables because the parameter of interest has the same effect on the amplitude of all variables. In complex
models with synergies of loops, a change in one parameter might increase the amplitude of one variable but decrease the
amplitude of a second variable (Figure 5, also Ref. 66 and Supplementary Table S1 in Ref. 59). Additional clock models
have found different types of parametric twist: for instance, Goldbeter found that, in a model of theDrosophila clock, the
rate of PER degradation led to amplitude increasing and period decreasing67 (i.e., negative parametric twist), unlike in the
Almeida model (Figure 5E). This highlights the challenge of defining circadian amplitude (and twist effects) to find a
metric for the whole oscillating system. Our findings explain why some experimental studies have found positive twist,26

others negative,14 whereas some other works found very little correlations.68

Bokka et al.66 recently conducted a comprehensive analysis of parametric twist in 11 ODE-based oscillator models,
including theGoodwinmodel. In their analysis of the Goodwinmodel, they found that changes in k2 resulted in amplitude
increases with a constant period (no twist). Changes in k4 led to increased amplitude and decreased period (negative
twist), while changes in k6 resulted in decreases in both amplitude and period (positive twist).66 However, our bifurcation
analyses revealed different correlations. We observed positive twist when modifying k2 or k4, but a negative correlation
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with changes in k6 (Figure 3). Such discrepancies may arise from different variables used for amplitude determination,
from varying parameter sets, or from different amplitude definitions (we use relative amplitude, whereas Bokka et al.
define it in absolute terms, i.e., as the distance from peak to trough). There have been several studies that have addressed
the question of defining amplitude in circadian studies. One approach has been to propose a metric in which amplitude is
defined as the geometric mean of all biomolecular species in the model of interest.66,69 This metric, however, poses
difficulties for experimental application. Defining which are the essential oscillatory species in a system is challenging,
and even if agreed upon, measuring all biomolecular species within one experiment is often unfeasible.

The populations of oscillators considered in our and other66 analyses to study parametric twist are uncoupled. But
coupling across network of oscillators can narrow the distribution of oscillator periods,64 thereby also reducing the extent
of parametric twist effects. However, the decrease in parametric twist effects upon coupling should be reversible; if inter-
oscillator coupling is disrupted, the original amplitude-period correlations are expected to return.

It is important to point out that our study has focused on kinetic oscillator models that use Hill functions to model
transcriptional repression.33,37,49 However, different repression mechanisms exist across different species, and such
mechanisms might be modelled with different terms. For example, inDrosophila70 and in mammals,71–75 transcriptional
inhibition involves the formation of a 1:1 stoichiometric complex between activators and inhibitors – a process known as
protein sequestration-based repression.76,77 Here, repressors bind tightly to activators, creating an inactive complex and
effectively ‘sequestering’ the activator. If the ratio greatly differs from 1:1, oscillations quickly dampen out.76,77 The
description of such protein sequestration processes has been described with terms different from Hill functions.76,77

In contrast, species likeNeurospora show a lower than 1:1 stoichiometry between activators and repressors in nuclei.78 In
this fungus, self-sustained oscillations require numerous phosphorylations in the activator.78,79 As the number ofmutated
phosphorylation sites increases, the circadian rhythms become weaker and finally arrhythmic.78 Such multistep
cooperative reactions can be described with Hill curves.80,81

We also addressed the concept of phase space twist. It is important to clarify that the parameter ϵ that we introduced
in the modified Poincaré oscillator is referred to as ‘twist’ parameter throughout our manuscript (in line with prior
studies14,41,42). But phase space twist, strictly speaking, refers to the observable phenomenon: the amplitude period
correlations of a perturbed oscillator as it returns to its steady state rhythm. In the Poincaré oscillator, phase space twist
effects are a consequence of the ϵ parameter, but other models might also display such correlations without explicit
parameters. Zeitgeber pulses, recurring zeitgeber inputs or coupling can all be regarded as ‘perturbations’, as any of these
inputs modifies the natural clock’s limit cycle in phase space.

A feature of phase space twist is that it characterizes the adaptation of an oscillator to a perturbation and thus has
significant implications for phase response curves (PRCs), entrainment and coupling. This new concept is therefore
particularly interesting because, although it does not give direct insights into what the mechanistic or kinetic details of a
system are, it does provide predictions on the dynamical properties of oscillators.

We start by discussing the role of phase space twist in PRCs. The twist parameter ϵ induces amplitude-period correlations
within the oscillator’s relaxation time (Figure 7G–I) thus affecting the extent of the phase shift after a zeitgeber pulse
(Figure 7D–F): increasing the twist parameter in absolute value results in alterations in the phase response curves and
consequently in the resetting properties of oscillators. In particular, increasing jϵj increases the amplitude of the PRC
(Figure 7J–L) until the PRC is converted from a type 1 PRC to a type 0 PRC.19,82 Consistently, amplitudes17,18,20,21,83 and
periods18 of oscillators have also been shown to modulate their resetting properties. In these examples, clocks with short
periods18 and small amplitudes (in mathematical models17,18,20 or in experiments with reduced coupling20,21 or
mutations83 that disrupt the normal rhythmicity) are easier to reset.

One can easily extrapolate these findings to responses to jet lag. If twist modulates the extent of a phase shift in response to
a perturbation, it will also be critical in the adaptation to jet lag. This has indeed been found by Ananthasubramaniam
et al.23 Interestingly, the authors found that the instantaneous amplitude effects induced by jet lag are also modulated by
twist. In particular, positive twist aided recovery to jet lag in simple Goodwin-like models: reduced amplitudes were
accompanied by faster clocks (i.e., shorter periods) upon a phase advance (e.g. when traveling eastwards), but larger
amplitudes coincided with longer periods when the phase had to be delayed (e.g. when traveling westwards). Consistent
with these theoretical observations are experiments performed in mice, where compromising coupling in the SCN (and
thus decreasing amplitudes) reduce jet lag drastically, since resetting signals are much more efficient.21

Transient amplitude-period correlations also affect the entrainment properties of an oscillator. Phase space twist
modulates the range of zeitgeber periods to which the Poincaré oscillator can entrain (ϵ 6¼ 0 results in larger entrainment
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ranges, i.e., wider Arnold tongues, Figure 7M–O) and skews the resonance curves (Figure 7P–R). Some studies have
even found coexisting limit cycles for driven oscillators with twist.31,84 Of note, however, is that the period of the
Poincaré oscillator in all our simulations was set to 24 h. Other theoretical studies have shown that clocks with different
intrinsic periods show different amplitude responses to entrainment,23,85 thus combining phase space and parametric
twist effects.

Single cells harbor self-sustained clocks, but they are coupled (see Ref. 86 for a review on coupling) to produce a coherent
rhythm at the level of tissues and organisms. Coupled networks show different rhythmic properties than clocks in
isolation: phases synchronize and ensemble amplitudes increase for over-critical values of coupling strengths.64 Our
simulations provide an additional level of regulation, by showing that phase space twist influences period length of
individual clocks due to coupling. The presence of coupling-induced changes in the oscillation period or amplitude can
provide insights into the underlying oscillator type and the presence of twist. For instance, the longer period that has been
observed in dispersed (and presumably uncoupled) U-2OS cells compared to high-density cultures,87 but not in dispersed
SCN neurons in culture,88,89 could be explained by different implicit oscillator twist and amplitude relaxation rate values
in different tissues. However, a study by Myung et al. suggests that the picture may be more intricate: The authors show
how pharmacological or physical disruption of SCN coupling does not affect the period of Per2 rhythms, in contrast to
Bmal1 oscillations, which display longer periods.90

In addition, the twist-induced modulation of period also affects the phase relation with which the clock oscillates respect
to themean-field, consistent with chronotypes. It should be noted, however, that different phase relationships to themean-
field can also be obtained without twist, in networks of coupled oscillators with different intrinsic periods.64 But here
again, the slower running clocks will tend to be phase-delayed in comparison to the faster-running clocks which will be
phase-advanced. This shows that twist plays an important role in how synchronization arises in network of coupled
oscillators.

Our simulations assume that the coupling strength is constant across all oscillators. This assumption, however, might be
questioned, considering that oscillators may ‘communicate’ with different strengths to each other, especially because
individual clocks are spatially organized within tissues. For example, rhythms in cellular activity across SCN neurons do
not occur simultaneously: depending on the developmental stage and the environmental conditions, the SCN can show
complex spatio-temporal patterns such as phase waves or phase clustering.64,90,97 Such phase organizations have been
shown to depend on the previous light schedule that the SCNnetworkwas entrained to98: while small phase differences of
PER2::LUC rhythms are observed in cultured SCN slices after 12:12 light-dark schedules, entrainment to long days with
20 h of light and 4 h of darkness leads to phase clusters and region-specific phase differences of up to 12 h.92,93Moreover,
it has been shown that long summertime days result in a reduced synchronization within the SCN, which might facilitate
fast adaptations to a new light-dark cycle.99 Experimental evidence suggests that these seasonal changes are regulated by
coupling via neurotransmitters such as GABA100,101 or VIP.102 These results imply that adaptation to day length and thus
to seasonal variations requires network re-organizations of the SCN. (For complete reviews on coupling in the SCN and
seasonality, refer to Refs. 86, 98.) In light of these findings, a more plausible scenario may involve local coupling, where
clocks couple to neighbor clocks with a strength proportional to the oscillator distance. Alternatively, differences in
coupling may occur, with the same agent acting as a synchronizing or desynchronizing factor based on the network’s
state, as has been suggested for GABA.93,100 Thus, twist might not only be critical in how temporal synchronization but
also spatial patterning arises in coupled ensembles.

It is important to remark that also the relaxation rate λ (i.e., how rigid/plastic an oscillator is) modulates phase space twist
effects (Figure 8D–F) and affects the response of oscillators to perturbations (Figure 8G–I), consistent with previous
computational work.20,57 It is in fact the ratio of ϵ to λ what determines the skewing of isochrones (see the analytical
derivation in Materials and Methods) and the oscillator’s response to zeitgebers. Larger values of λ (more ‘rigid’
oscillators) imply that any perturbation is attracted back to the limit cycle at a higher rate and thus, perturbations ‘spend
less time’ outside the limit cycle. Consequently, the twist parameter ϵ has a shorter effective time to act on the perturbed
trajectory, and the isochrones become more straight and radial (Figure 8A–C). Relaxation rate also has implications
on coupling and entrainment. Rigid oscillators with ϵ 6¼ 0 display less coupling-induced amplitude expansions
(Supplementary Figure S3B in Ref. 59, also Ref. 20) and less period variations (Supplementary Figure S3A in
Ref. 59) in response to coupling than more ‘plastic’ oscillators with lower λ values. Moreover, rigid oscillators have
smaller ranges of entrainment and narrower Arnold tongues.20 Again, our results imply that any observation of resonant
behavior and/or period changes might provide information on whether the underlying oscillator is a rigid versus plastic
and hard versus soft clock.
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We finish with an open question. Throughout our work we have claimed that period-amplitude correlations are
widespread in both in vivo and in in silico clocks, and how they are critical to define how oscillators function in their
environment. But, how does one integrate the circadian clock’s property of temperature compensation within this
framework? The circadian clockwork is temperature-compensated,18,52,69,103,104 which means that increasing temper-
atures do not speed up significantly the clock, which still runs at approximately 24 h. A proposed hypothesis for
temperature compensation suggests that temperature-sensitivity of oscillation amplitude could stabilize the period.18,69 In
support of this supposition is evidence from Neurospora18 and Gonyaulax105 suggesting that amplitude increases in
response to temperature, but decreases in Drosophila.106 What are the twist effects behind this adaptation? Twist might
play a role in how fast that temperature variation is sensed in the clockwork and modulate the adaptation to find the new
steady-state rhythm of larger or smaller amplitude at the new temperature.

Conclusions
Despite the complexities in quantifying amplitude, our models stress the important role of circadian amplitudes and their
correlation with oscillator period. Although amplitudes are known to be regulated by a number of internal and external
cellular factors, including cellular biochemical rates,107 light conditions,108 coupling,64 genetic and epigenetic factors109

or ageing,110 our findings stress that twist effects (i.e., co-modulations of amplitudes and periods) also ‘feed back’ and
affect the interaction of oscillators with the environment, facilitating entrainment, fastening response to pulse-like
perturbations or modifying the response of a system to coupling. The theory of our conceptual models can also be applied
to other oscillating system such as cardiac rhythms, somite formation, central pattern generators or voice production.

Data and code availability
Extended data
GitHub: Simulated (numerical) data generated for the manuscript. https://github.com/olmom/twist

GitHub: Supplementary Material. https://github.com/olmom/twist

Analysis code
GitHub: Source code to generate and analyze the data and to reproduce all figures. https://github.com/olmom/twist

Data and codes are available under the terms of the Creative CommonsAttribution 4.0 International license (CC-BY 4.0).

Acknowledgements
The authors thank Gianmarco Ducci, Bharath Ananthasubramaniam and Adrián Granada for stimulating and helpful
comments as well as constructive criticism. The authors would also like to acknowledge the work done by the Bachelor
and Master students Pia Rose, Julia K. Schlichting, Barbara Zita Peters Couto and Rebekka Trenkle. We acknowledge
financial support from the Open Access Publication Fund of Charité – Universitätsmedizin Berlin and the German
Research Foundation (DFG).

References

1. Aschoff J: Exogenous and endogenous components in circadian
rhythms. Cold Spring Harb Symp Quant Biol. Cold Spring Harbor
Laboratory Press; 1960; vol. 25; pp. 11–28.

2. Aschoff J, Pohl H: Phase relations between a circadian rhythm
and its zeitgeber within the range of entrainment.
Naturwissenschaften. 1978; 65: 80–84.
PubMed Abstract|Publisher Full Text

3. Duffy JF, Wright KP Jr: Entrainment of the human circadian
system by light. J. Biol. Rhythm. 2005; 20: 326–338.
Publisher Full Text

4. Brown SA, Kunz D, Dumas A, et al.:Molecular insights into human
daily behavior. Proc. Natl. Acad. Sci. U. S. A. 2008; 105: 1602–1607.
PubMed Abstract|Publisher Full Text|Free Full Text

5. Granada AE, Bordyugov G, Kramer A, et al. : Human chronotypes
from a theoretical perspective. PLoS One. 2013; 8: e59464.
PubMed Abstract|Publisher Full Text|Free Full Text

6. Hoffmann K: Zum Einfluss der Zeitgeberstärke auf die
Phasenlage der synchronisierten circadianen Periodik. J. Comp.
Physiol. 1969; 62: 93–110.

7. VanselowK, Vanselow JT,Westermark PO, et al.:Differential effects
of PER2 phosphorylation: molecular basis for the human
familial advanced sleep phase syndrome (FASPS). Genes Dev.
2006; 20: 2660–2672.
PubMed Abstract|Publisher Full Text|Free Full Text

8. Bode B, Shahmoradi A, Rossner MJ, et al. : Genetic interaction of
Per1 and Dec1/2 in the regulation of circadian locomotor
activity. J. Biol. Rhythm. 2011; 26: 530–540.
PubMed Abstract|Publisher Full Text

9. Erzberger A, Hampp G, Granada A, et al. : Genetic redundancy
strengthens the circadian clock leading to a narrow
entrainment range. J. R. Soc. Interface. 2013; 10: 20130221.
PubMed Abstract|Publisher Full Text|Free Full Text

10. Merrow M, Brunner M, Roenneberg T: Assignment of circadian
function for the Neurospora clock gene frequency. Nature. 1999;
399: 584–586.
PubMed Abstract|Publisher Full Text

11. Korenčič A, Bordyugov G, Košir R, et al. : The interplay of cis-
regulatory elements rules circadian rhythms in mouse liver.

Page 21 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024

https://github.com/olmom/twist
https://github.com/olmom/twist
https://github.com/olmom/twist
https://creativecommons.org/licenses/by/4.0/
http://www.ncbi.nlm.nih.gov/pubmed/345129
https://doi.org/10.1007/BF00440545
https://doi.org/10.1007/BF00440545
https://doi.org/10.1007/BF00440545
https://doi.org/10.1177/0748730405277983
http://www.ncbi.nlm.nih.gov/pubmed/18227513
https://doi.org/10.1073/pnas.0707772105
https://doi.org/10.1073/pnas.0707772105
https://doi.org/10.1073/pnas.0707772105
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2234191
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2234191
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2234191
http://www.ncbi.nlm.nih.gov/pubmed/23544070
https://doi.org/10.1371/journal.pone.0059464
https://doi.org/10.1371/journal.pone.0059464
https://doi.org/10.1371/journal.pone.0059464
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3609763
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3609763
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3609763
http://www.ncbi.nlm.nih.gov/pubmed/16983144
https://doi.org/10.1101/gad.397006
https://doi.org/10.1101/gad.397006
https://doi.org/10.1101/gad.397006
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1578693
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1578693
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1578693
http://www.ncbi.nlm.nih.gov/pubmed/22215611
https://doi.org/10.1177/0748730411419782
https://doi.org/10.1177/0748730411419782
https://doi.org/10.1177/0748730411419782
http://www.ncbi.nlm.nih.gov/pubmed/23676895
https://doi.org/10.1098/rsif.2013.0221
https://doi.org/10.1098/rsif.2013.0221
https://doi.org/10.1098/rsif.2013.0221
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3673158
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3673158
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3673158
http://www.ncbi.nlm.nih.gov/pubmed/10376598
https://doi.org/10.1038/21190
https://doi.org/10.1038/21190
https://doi.org/10.1038/21190


PLoS One. 2012; 7: e46835.
PubMed Abstract|Publisher Full Text|Free Full Text

12. Ueda HR, Hayashi S, Chen W, et al. : System-level identification of
transcriptional circuits underlying mammalian circadian
clocks. Nat. Genet. 2005; 37: 187–192.
PubMed Abstract|Publisher Full Text

13. Leise TL, Wang CW, Gitis PJ, et al. : Persistent cell-autonomous
circadian oscillations in fibroblasts revealed by six-week single-
cell imaging of PER2::LUC bioluminescence. PLoS One. 2012; 7:
e33334.
PubMed Abstract|Publisher Full Text|Free Full Text

14. Myung J, Schmal C, Hong S, et al. : The choroid plexus is an
important circadian clock component. Nat. Commun. 2018; 9:
1062.
PubMed Abstract|Publisher Full Text|Free Full Text

15. Pittendrigh CS, KynerWT, Takamura T: The amplitude of circadian
oscillations: temperature dependence, latitudinal clines, and
the photoperiodic time measurement. J. Biol. Rhythm. 1991; 6:
299–313.
PubMed Abstract|Publisher Full Text

16. Barrett RK, Takahashi JS: Lability of circadian pacemaker
amplitude in chick pineal cells: a temperature-dependent
process. J. Biol. Rhythm. 1997; 12: 309–318.
PubMed Abstract|Publisher Full Text

17. Shaw J, Brody S: Circadian rhythms in Neurospora:
a new measurement, the reset zone. J. Biol. Rhythm. 2000; 15:
225–240.
PubMed Abstract|Publisher Full Text

18. Lakin-Thomas PL, Brody S, Coté GG: Amplitude model for the
effects of mutations and temperature on period and phase
resetting of the Neurospora circadian oscillator. J. Biol. Rhythm.
1991; 6: 281–297.
PubMed Abstract|Publisher Full Text

19. Granada A, Hennig R, Ronacher B, et al. : Phase response curves:
elucidating the dynamics of coupled oscillators. Methods
Enzymol. 2009; 454: 1–27.
PubMed Abstract|Publisher Full Text

20. Abraham U, Granada AE, Westermark PO, et al. : Coupling governs
entrainment range of circadian clocks.Mol. Syst. Biol. 2010; 6: 438.
PubMed Abstract|Publisher Full Text|Free Full Text

21. Yamaguchi Y, Suzuki T,Mizoro Y, et al.:Micegenetically deficient in
vasopressin V1a and V1b receptors are resistant to jet lag.
Science. 2013; 342: 85–90.
PubMed Abstract|Publisher Full Text

22. Tokuda IT, Schmal C, Ananthasubramaniam B, et al. : Conceptual
models of entrainment, jet lag, and seasonality. Front. Physiol.
2020; 11: 334.
PubMed Abstract|Publisher Full Text|Free Full Text

23. Ananthasubramaniam B, Schmal C, Herzel H: Amplitude effects
allow short jet lags and large seasonal phase shifts in minimal
clock models. J. Mol. Biol. 2020; 432: 3722–3737.
PubMed Abstract|Publisher Full Text

24. Bordyugov G, Abraham U, Granada A, et al. : Tuning the phase of
circadian entrainment. J. R. Soc. Interface. 2015; 12: 20150282.
PubMed Abstract|Publisher Full Text|Free Full Text

25. Schmal C, Myung J, Herzel H, et al. : A theoretical study on
seasonality. Front. Neurol. 2015; 6: 94.

26. Gabriel CH, Del Olmo M, Zehtabian A, et al. : Live-cell imaging of
circadian clock protein dynamics in CRISPR-generated knock-in
cells. Nat. Commun. 2021; 12: 3796.
PubMed Abstract|Publisher Full Text|Free Full Text

27. Ashwin P, Coombes S, Nicks R: Mathematical frameworks for
oscillatory network dynamics in neuroscience. J. Math. Neurosci.
2016; 6: 1–92.
Publisher Full Text

28. Holmes P: A nonlinear oscillator with a strange attractor. Philos
Trans Royal Soc A. 1979; 292: 419–448.

29. Berge P, Pomeau Y, Vidal C: Order within Chaos, translated by
L. Tuckerman. 1984.

30. Kaplan D, Glass L: Understanding nonlinear dynamics.Springer
Science & Business Media; 1997.

31. Duffing G: Erzwungene Schwingungen bei veränderlicher
Eigenfrequenz und ihre technische Bedeutung. Vieweg; 1918;
pp. 41–42.

32. Griffith JS:Mathematics of cellular control processes I. negative
feedback to one gene. J. Theor. Biol. 1968; 20: 202–208.
Publisher Full Text

33. Gonze D, Bernard S, Waltermann C, et al. : Spontaneous
synchronization of coupled circadian oscillators. Biophys. J. 2005;
89: 120–129.
PubMed Abstract|Publisher Full Text|Free Full Text

34. Kurosawa G, Iwasa Y: Saturation of enzyme kinetics in circadian
clock models. J. Biol. Rhythms. 2002; 17(6): 568–577.
PubMed Abstract|Publisher Full Text

35. Ruoff P, Rensing L: The temperature-compensated Goodwin
model simulates many circadian clock properties. J. Theor. Biol.
1996; 179: 275–285.
Publisher Full Text

36. Ruoff P, Vinsjevik M, Monnerjahn C, et al.: The Goodwin oscillator:
on the importance of degradation reactions in the circadian
clock. J. Biol. Rhythm. 1999; 14: 469–479.
Publisher Full Text

37. Almeida S, Chaves M, Delaunay F: Transcription-based circadian
mechanism controls the duration of molecular clock states in
response to signaling inputs. J. Theor. Biol. 2020; 484: 110015.
PubMed Abstract|Publisher Full Text

38. Relógio A, Westermark PO, Wallach T, et al. : Tuning the
mammalian circadian clock: robust synergy of two loops.
PLoS Comput. Biol. 2011; 7: e1002309.
PubMed Abstract|Publisher Full Text|Free Full Text

39. Becker-Weimann S, Wolf J, Herzel H, et al. : Modeling feedback
loops of the mammalian circadian oscillator. Biophys. J. 2004; 87:
3023–3034.
PubMed Abstract|Publisher Full Text|Free Full Text

40. Van Soest I, Del OlmoM, Schmal C, et al.:Nonlinear phenomena in
models of the circadian clock. J. R. Soc. Interface. 2020; 17:
20200556.
PubMed Abstract|Publisher Full Text|Free Full Text

41. Glass L, Mackey MC: From clocks to chaos: The rhythms of life.
Princeton University Press; 1988.

42. Winfree AT: The geometry of biological time. Springer; 1980; vol. 2.

43. Schmal C, Leloup J-C, Gonze D: Modeling and simulating the
Arabidopsis thaliana circadian clock using XPP-AUTO. Plant
Circadian Networks: Methods and Protocols. Springer; 2014; 337–358.

44. Hooke R: De potentia restitutiva, or of spring explaining the power of
springing bodies. London, UK: John Martyn; 1678; vol. 23.

45. Kepler J: The harmony of the world, vol. 209 (American Philosophical
Society, 1997). Translated into English with an introduction and notes.
Aiton EJ, Duncan AM, Field JV, editors.

46. Thompson JMT, Stewart HB: Nonlinear dynamics and chaos.
John Wiley & Sons; 2002.

47. Kovacic I, BrennanMJ: The Duffing equation: nonlinear oscillators and
their behaviour. John Wiley & Sons; 2011.

48. Strogatz SH: Nonlinear dynamics and chaos with student solutions
manual: With applications to physics, biology, chemistry, and
engineering. CRC Press; 2018.

49. Goodwin BC: Oscillatory behavior in enzymatic control
processes. Adv. Enzym. Regul. 1965; 3: 425–437.
PubMed Abstract|Publisher Full Text

50. Gonze D, Ruoff P: The Goodwin oscillator and its legacy. Acta
Biotheor. 2021; 69: 857–874.
Publisher Full Text

51. Woller A, Gonze D, Erneux T: The Goodwin model revisited: Hopf
bifurcation, limit-cycle, and periodic entrainment. Phys. Biol.
2014; 11: 045002.
PubMed Abstract|Publisher Full Text

52. Ruoff P, Loros JJ, Dunlap JC: The relationshipbetweenFRQ-protein
stability and temperature compensation in the Neurospora
circadian clock. Proc. Natl. Acad. Sci. U. S. A. 2005; 102: 17681–17686.
PubMed Abstract|Publisher Full Text|Free Full Text

53. Ruoff P, Vinsjevik M, Monnerjahn C, et al.: The Goodwin model:
simulating the effect of light pulses on the circadian sporulation
rhythm of Neurospora crassa. J. Theor. Biol. 2001; 209: 29–42.
PubMed Abstract|Publisher Full Text

54. Locke JC, Westermark PO, Kramer A, et al. : Global parameter
search reveals design principles of the mammalian circadian
clock. BMC Syst. Biol. 2008; 2: 1–9.
Publisher Full Text

55. Komin N, Murza AC, Hernández-García E, et al. : Synchronization
andentrainment of coupled circadianoscillators. Interface Focus.
2011; 1: 167–176.
PubMed Abstract|Publisher Full Text|Free Full Text

56. Ananthasubramaniam B, Herzel H: Positive feedback promotes
oscillations in negative feedback loops. PLoS One. 2014; 9:
e104761.
PubMed Abstract|Publisher Full Text|Free Full Text

57. Granada AE, Herzel H: How to achieve fast entrainment? The
timescale to synchronization. PLoS One. 2009; 4: e7057.
PubMed Abstract|Publisher Full Text|Free Full Text

58. Grabe S, Mahammadov E, Olmo MD, et al. : Synergies of multiple
zeitgebers tune entrainment. Front. Netw. Physiol. 2022; 1: 803011.
PubMed Abstract|Publisher Full Text|Free Full Text

Page 22 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024

http://www.ncbi.nlm.nih.gov/pubmed/23144788
https://doi.org/10.1371/journal.pone.0046835
https://doi.org/10.1371/journal.pone.0046835
https://doi.org/10.1371/journal.pone.0046835
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3489864
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3489864
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3489864
http://www.ncbi.nlm.nih.gov/pubmed/15665827
https://doi.org/10.1038/ng1504
https://doi.org/10.1038/ng1504
https://doi.org/10.1038/ng1504
http://www.ncbi.nlm.nih.gov/pubmed/22479387
https://doi.org/10.1371/journal.pone.0033334
https://doi.org/10.1371/journal.pone.0033334
https://doi.org/10.1371/journal.pone.0033334
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3315561
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3315561
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3315561
http://www.ncbi.nlm.nih.gov/pubmed/29540683
https://doi.org/10.1038/s41467-018-03507-2
https://doi.org/10.1038/s41467-018-03507-2
https://doi.org/10.1038/s41467-018-03507-2
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5852131
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5852131
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5852131
http://www.ncbi.nlm.nih.gov/pubmed/1773097
https://doi.org/10.1177/074873049100600402
https://doi.org/10.1177/074873049100600402
https://doi.org/10.1177/074873049100600402
http://www.ncbi.nlm.nih.gov/pubmed/9438879
https://doi.org/10.1177/074873049701200403
https://doi.org/10.1177/074873049701200403
https://doi.org/10.1177/074873049701200403
http://www.ncbi.nlm.nih.gov/pubmed/10885877
https://doi.org/10.1177/074873040001500304
https://doi.org/10.1177/074873040001500304
https://doi.org/10.1177/074873040001500304
http://www.ncbi.nlm.nih.gov/pubmed/1837742
https://doi.org/10.1177/074873049100600401
https://doi.org/10.1177/074873049100600401
https://doi.org/10.1177/074873049100600401
http://www.ncbi.nlm.nih.gov/pubmed/19216921
https://doi.org/10.1016/S0076-6879(08)03801-9
https://doi.org/10.1016/S0076-6879(08)03801-9
https://doi.org/10.1016/S0076-6879(08)03801-9
http://www.ncbi.nlm.nih.gov/pubmed/21119632
https://doi.org/10.1038/msb.2010.92
https://doi.org/10.1038/msb.2010.92
https://doi.org/10.1038/msb.2010.92
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3010105
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3010105
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3010105
http://www.ncbi.nlm.nih.gov/pubmed/24092737
https://doi.org/10.1126/science.1238599
https://doi.org/10.1126/science.1238599
https://doi.org/10.1126/science.1238599
http://www.ncbi.nlm.nih.gov/pubmed/32411006
https://doi.org/10.3389/fphys.2020.00334
https://doi.org/10.3389/fphys.2020.00334
https://doi.org/10.3389/fphys.2020.00334
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7199094
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7199094
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7199094
http://www.ncbi.nlm.nih.gov/pubmed/31978397
https://doi.org/10.1016/j.jmb.2020.01.014
https://doi.org/10.1016/j.jmb.2020.01.014
https://doi.org/10.1016/j.jmb.2020.01.014
http://www.ncbi.nlm.nih.gov/pubmed/26136227
https://doi.org/10.1098/rsif.2015.0282
https://doi.org/10.1098/rsif.2015.0282
https://doi.org/10.1098/rsif.2015.0282
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4528595
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4528595
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4528595
http://www.ncbi.nlm.nih.gov/pubmed/34145278
https://doi.org/10.1038/s41467-021-24086-9
https://doi.org/10.1038/s41467-021-24086-9
https://doi.org/10.1038/s41467-021-24086-9
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8213786
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8213786
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8213786
https://doi.org/10.1186/s13408-015-0033-6
https://doi.org/10.1016/0022-5193(68)90189-6
http://www.ncbi.nlm.nih.gov/pubmed/15849258
https://doi.org/10.1529/biophysj.104.058388
https://doi.org/10.1529/biophysj.104.058388
https://doi.org/10.1529/biophysj.104.058388
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1366510
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1366510
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1366510
http://www.ncbi.nlm.nih.gov/pubmed/12465890
https://doi.org/10.1177/0748730402238239
https://doi.org/10.1177/0748730402238239
https://doi.org/10.1177/0748730402238239
https://doi.org/10.1006/jtbi.1996.0067
https://doi.org/10.1177/074873099129001037
http://www.ncbi.nlm.nih.gov/pubmed/31539528
https://doi.org/10.1016/j.jtbi.2019.110015
https://doi.org/10.1016/j.jtbi.2019.110015
https://doi.org/10.1016/j.jtbi.2019.110015
http://www.ncbi.nlm.nih.gov/pubmed/22194677
https://doi.org/10.1371/journal.pcbi.1002309
https://doi.org/10.1371/journal.pcbi.1002309
https://doi.org/10.1371/journal.pcbi.1002309
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3240597
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3240597
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3240597
http://www.ncbi.nlm.nih.gov/pubmed/15347590
https://doi.org/10.1529/biophysj.104.040824
https://doi.org/10.1529/biophysj.104.040824
https://doi.org/10.1529/biophysj.104.040824
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1304775
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1304775
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1304775
http://www.ncbi.nlm.nih.gov/pubmed/32993432
https://doi.org/10.1098/rsif.2020.0556
https://doi.org/10.1098/rsif.2020.0556
https://doi.org/10.1098/rsif.2020.0556
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7536064
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7536064
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7536064
http://www.ncbi.nlm.nih.gov/pubmed/5861813
https://doi.org/10.1016/0065-2571(65)90067-1
https://doi.org/10.1016/0065-2571(65)90067-1
https://doi.org/10.1016/0065-2571(65)90067-1
https://doi.org/10.1007/s10441-020-09379-8
http://www.ncbi.nlm.nih.gov/pubmed/25075916
https://doi.org/10.1088/1478-3975/11/4/045002
https://doi.org/10.1088/1478-3975/11/4/045002
https://doi.org/10.1088/1478-3975/11/4/045002
http://www.ncbi.nlm.nih.gov/pubmed/16314576
https://doi.org/10.1073/pnas.0505137102
https://doi.org/10.1073/pnas.0505137102
https://doi.org/10.1073/pnas.0505137102
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1308891
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1308891
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1308891
http://www.ncbi.nlm.nih.gov/pubmed/11237568
https://doi.org/10.1006/jtbi.2000.2239
https://doi.org/10.1006/jtbi.2000.2239
https://doi.org/10.1006/jtbi.2000.2239
https://doi.org/10.1186/1752-0509-2-22
http://www.ncbi.nlm.nih.gov/pubmed/22419982
https://doi.org/10.1098/rsfs.2010.0327
https://doi.org/10.1098/rsfs.2010.0327
https://doi.org/10.1098/rsfs.2010.0327
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3262239
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3262239
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3262239
http://www.ncbi.nlm.nih.gov/pubmed/25126951
https://doi.org/10.1371/journal.pone.0104761
https://doi.org/10.1371/journal.pone.0104761
https://doi.org/10.1371/journal.pone.0104761
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4134231
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4134231
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4134231
http://www.ncbi.nlm.nih.gov/pubmed/19774087
https://doi.org/10.1371/journal.pone.0007057
https://doi.org/10.1371/journal.pone.0007057
https://doi.org/10.1371/journal.pone.0007057
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2745570
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2745570
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2745570
http://www.ncbi.nlm.nih.gov/pubmed/36925578
https://doi.org/10.3389/fnetp.2021.803011
https://doi.org/10.3389/fnetp.2021.803011
https://doi.org/10.3389/fnetp.2021.803011
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC10013031
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC10013031
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC10013031


59. Del Olmo M: Supplementary Material for the manuscript ‘Are
circadian amplitudes and periods correlated? A new twist in the
story’. 2023.
Reference Source

60. Ott W, Stenlund M: From limit cycles to strange attractors.
Commun. Math. Phys. 2010; 296: 215–249.
Publisher Full Text

61. Wedgwood KC, Lin KK, Thul R, et al.: Phase-amplitude descriptions
of neural oscillator models. J. Math. Neurosci. 2013; 3: 2–22.
Publisher Full Text

62. Petrenko V, et al.: Pancreatic α- and β-cellular clocks have distinct
molecular properties and impact on islet hormone secretion
and gene expression. Genes Dev. 2017; 31: 383–398.
PubMed Abstract|Publisher Full Text

63. Marder E, Bucher D: Central pattern generators and the control
of rhythmic movements. Curr. Biol. 2001; 11: R986–R996.
Publisher Full Text

64. Schmal C, Herzog ED, Herzel H: Measuring relative coupling
strength in circadian systems. J. Biol. Rhythm. 2018; 33: 84–98.
PubMed Abstract|Publisher Full Text|Free Full Text

65. Strogatz SH, Stewart I: Coupled oscillators and biological
synchronization. Sci. Am. 1993; 269: 102–109.
Publisher Full Text

66. Bokka V, Dey A, Sen S: Period–amplitude co-variation in
biomolecular oscillators. IET Syst. Biol. 2018; 12: 190–198.
PubMed Abstract|Publisher Full Text|Free Full Text

67. Goldbeter A: Amodel for circadian oscillations in the Drosophila
period protein (PER). Proc. R. Soc. B. 1995; 67: 319–324.
PubMed Abstract|Publisher Full Text

68. Li Y, Shan Y, Desai RV, et al.:Noise-driven cellular heterogeneity in
circadian periodicity. Proc. Natl. Acad. Sci. U S A. 2020; 117:
10350–10356.
PubMed Abstract|Publisher Full Text|Free Full Text

69. Kurosawa G, Fujioka A, Koinuma S, et al.: Temperature–amplitude
coupling for stable biological rhythms at different
temperatures. PLoS Comput. Biol. 2017; 13: e1005501.
PubMed Abstract|Publisher Full Text|Free Full Text

70. Menet JS, Abruzzi KC, Desrochers J, et al. Dynamic PER repression
mechanisms in the Drosophila circadian clock: from on-DNA to
off-DNA. Genes Dev. 2010; 24: 358–367.
PubMed Abstract|Publisher Full Text|Free Full Text

71. Nangle SN, Rosensweig C, KoikeN, et al.Molecular assembly of the
period-cryptochrome circadian transcriptional repressor
complex. Elife. 2014; 3: e03674.
PubMed Abstract|Publisher Full Text|Free Full Text

72. Schmalen I, Reischl S, Wallach T, et al. : Interaction of circadian
clock proteins CRY1 and PER2 is modulated by zinc binding and
disulfide bond formation. Cell. 2014; 157: 1203–1215.
PubMed Abstract|Publisher Full Text

73. Aryal RP, Kwak PB, Tamayo AG, et al.:Macromolecular assemblies
of themammalian circadian clock.Mol. Cell. 2017; 67: 770–782.e6.
PubMed Abstract|Publisher Full Text|Free Full Text

74. Ye R, Selby CP, Chiou YY, et al. : Dual modes of CLOCK:BMAL1
inhibition mediated by Cryptochrome and Period proteins in
the mammalian circadian clock. Genes Dev. 2014; 28: 1989–1998.
PubMed Abstract|Publisher Full Text|Free Full Text

75. Cao X, Yang Y, Selby CP, et al. : Molecular mechanism of the
repressive phase of the mammalian circadian clock. Proc. Natl.
Acad. Sci. U S A. 2021; 118: e2021174118.
PubMed Abstract|Publisher Full Text|Free Full Text

76. Kim JK, Forger DB: A mechanism for robust circadian
timekeeping via stoichiometric balance. Mol. Syst. Biol. 2012; 8:
630.
PubMed Abstract|Publisher Full Text|Free Full Text

77. Kim JK: Protein sequestration versus hill-type repression in
circadian clock models. IET. Syst. Biol. 2016; 10: 125–135.
Publisher Full Text

78. Schafmeier T, Haase A, Káldi K, et al. : Transcriptional feedback of
neurospora circadian clock gene by phosphorylation-
dependent inactivationof its transcription factor.Cell. 2005;122:
235–246.
PubMed Abstract|Publisher Full Text

79. Marzoll D, Serrano FE, Shostak A, et al. : Casein kinase 1 and
disordered clock proteins form functionally equivalent,
phospho-based circadian modules in fungi and mammals. Proc.
Natl. Acad. Sci. U S A. 2022; 119: e2118286119.
PubMed Abstract|Publisher Full Text|Free Full Text

80. Gonze D, Abou-Jaoudé W: The Goodwin model: behind the Hill
function. PLoS One. 2013; 8: e69573.
Publisher Full Text

81. Ferrell JE, Ha SH: Ultrasensitivity part II: multisite
phosphorylation, stoichiometric inhibitors, and positive
feedback. Trends Biochem. Sci. 2014; 39: 556–569.
PubMed Abstract|Publisher Full Text|Free Full Text

82. Johnson CH: Forty years of prcs-what have we learned?
Chronobiol. Int. 1999; 16: 711–743.
PubMed Abstract|Publisher Full Text

83. VitaternaMH, et al.: Themouse Clockmutation reduces circadian
pacemaker amplitude and enhances efficacy of resetting
stimuli andphase–response curve amplitude. Proc. Natl. Acad. Sci.
U S A. 2006; 103: 9327–9332.
PubMed Abstract|Publisher Full Text|Free Full Text

84. Parlitz U, Lauterborn W: Superstructure in the bifurcation set of
theduffingequationx¨+dx˙+x3= f cos (ωt).Phys. Lett. A. 1985;107:
351–355.

85. Kurosawa G, Goldbeter A: Amplitude of circadian oscillations
entrained by 24-h light–dark cycles. J. Theor. Biol. 2006; 242:
478–488.
PubMed Abstract|Publisher Full Text

86. Pilorz V, Astiz M, Heinen KO, et al. : The concept of coupling in the
mammalian circadian clock network. J. Mol. Biol. 2020; 432:
3618–3638.
PubMed Abstract|Publisher Full Text

87. Finger A-M, et al. : Intercellular coupling between peripheral
circadian oscillators by TGF-β signaling. Sci. Adv. 2021; 7:
eabg5174.

88. Aton SJ, Colwell CS, Harmar AJ, et al. : Vasoactive intestinal
polypeptide mediates circadian rhythmicity and synchrony in
mammalian clock neurons. Nat. Neurosci. 2005; 8: 476–483.
PubMed Abstract|Publisher Full Text|Free Full Text

89. Ono D, Honma S, Honma K-i: Cryptochromes are critical for the
development of coherent circadian rhythms in the mouse
suprachiasmatic nucleus. Nat. Commun. 2013; 4: 1666.
PubMed Abstract|Publisher Full Text

90. Myung J, Hong S, Hatanaka F, et al. : Period coding of Bmal1
oscillators in the suprachiasmatic nucleus. J. Neurosci. 2012; 32:
8900–8918.
PubMed Abstract|Publisher Full Text|Free Full Text

91. Quintero JE, Kuhlman SJ, McMahon DG: The biological clock
nucleus: a multiphasic oscillator network regulated by light.
J. Neurosci. 2003; 23: 8070–8076.
PubMed Abstract|Publisher Full Text|Free Full Text

92. Evans JA, Leise TL, Castanon-CervantesO, et al.: Intrinsic regulation
of spatiotemporal organization within the suprachiasmatic
nucleus. PLoS One. 2011; 6: e15869.
PubMed Abstract|Publisher Full Text|Free Full Text

93. Evans JA, Leise TL, Castanon-Cervantes O, et al. : Dynamic
interactionsmediated by nonredundant signalingmechanisms
couple circadian clock neurons. Neuron. 2013; 80: 973–983.
PubMed Abstract|Publisher Full Text|Free Full Text

94. Fukuda H, Tokuda I, Hashimoto S, et al. : Quantitative analysis of
phase wave of gene expression in the mammalian central
circadian clock network. PLoS One. 2011; 6: e23568.
PubMed Abstract|Publisher Full Text|Free Full Text

95. Tokuda IT, OnoD,HonmaS, et al.:Coherency of circadian rhythms
in the SCN is governed by the interplay of two coupling factors.
PLoS Comp. Biol. 2018; 14: e1006607.
PubMed Abstract|Publisher Full Text|Free Full Text

96. Taylor SR, Wang TJ, Granados-Fuentes D, et al.: Resynchronization
dynamics reveal that the ventral entrains the dorsal
suprachiasmatic nucleus. J. Biol. Rhythm. 2017; 32: 35–47.
PubMed Abstract|Publisher Full Text|Free Full Text

97. Herzog ED, Hermanstyne T, Smyllie NJ, et al. : Regulating the
suprachiasmatic nucleus (SCN) circadian clockwork: interplay
between cell-autonomous and circuit-level mechanisms. Cold
Spring Harb. Perspect. Biol. 2017; 9: a027706.
PubMed Abstract|Publisher Full Text|Free Full Text

98. Schmal C: The seasons within: a theoretical perspective on
photoperiodic entrainment and encoding. J. Comp. Physiol. 2023;
1–16.
Publisher Full Text

99. Meijer JH, Michel S, VanderLeest HT, et al. : Daily and seasonal
adaptation of the circadian clock requires plasticity of the SCN
neuronal network. Eur. J. Neurosci. 2010; 32: 2143–2151.
PubMed Abstract|Publisher Full Text

100. Myung J, Hongc S, DeWoskin D, et al. : GABA-mediated repulsive
coupling between circadian clock neurons in the SCN encodes
seasonal time. Proc. Natl. Acad. Sci. U S A. 2015; 112: E3920–E3929.
Publisher Full Text

101. Farajnia S, van Westering TL, Meijer JH, et al. : Seasonal induction
of GABAergic excitation in the central mammalian clock. Proc.

Page 23 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024

https://github.com/olmom/twist
https://doi.org/10.1007/s00220-010-0994-y
https://doi.org/10.1186/2190-8567-3-2
http://www.ncbi.nlm.nih.gov/pubmed/28275001
https://doi.org/10.1101/gad.290379.116
https://doi.org/10.1101/gad.290379.116
https://doi.org/10.1101/gad.290379.116
https://doi.org/10.1016/S0960-9822(01)00581-4
http://www.ncbi.nlm.nih.gov/pubmed/29219034
https://doi.org/10.1177/0748730417740467
https://doi.org/10.1177/0748730417740467
https://doi.org/10.1177/0748730417740467
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6344889
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6344889
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6344889
https://doi.org/10.1038/scientificamerican1293-102
http://www.ncbi.nlm.nih.gov/pubmed/33451181
https://doi.org/10.1049/iet-syb.2018.0015
https://doi.org/10.1049/iet-syb.2018.0015
https://doi.org/10.1049/iet-syb.2018.0015
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8687215
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8687215
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8687215
http://www.ncbi.nlm.nih.gov/pubmed/8587874
https://doi.org/10.1098/rspb.1995.0153
https://doi.org/10.1098/rspb.1995.0153
https://doi.org/10.1098/rspb.1995.0153
http://www.ncbi.nlm.nih.gov/pubmed/32358201
https://doi.org/10.1073/pnas.1922388117
https://doi.org/10.1073/pnas.1922388117
https://doi.org/10.1073/pnas.1922388117
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7229691
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7229691
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7229691
http://www.ncbi.nlm.nih.gov/pubmed/28594845
https://doi.org/10.1371/journal.pcbi.1005501
https://doi.org/10.1371/journal.pcbi.1005501
https://doi.org/10.1371/journal.pcbi.1005501
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5464531
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5464531
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5464531
http://www.ncbi.nlm.nih.gov/pubmed/20159956
https://doi.org/10.1101/gad.1883910
https://doi.org/10.1101/gad.1883910
https://doi.org/10.1101/gad.1883910
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2816735
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2816735
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2816735
http://www.ncbi.nlm.nih.gov/pubmed/25127877
https://doi.org/10.7554/eLife.03674
https://doi.org/10.7554/eLife.03674
https://doi.org/10.7554/eLife.03674
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4157330
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4157330
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4157330
http://www.ncbi.nlm.nih.gov/pubmed/24855952
https://doi.org/10.1016/j.cell.2014.03.057
https://doi.org/10.1016/j.cell.2014.03.057
https://doi.org/10.1016/j.cell.2014.03.057
http://www.ncbi.nlm.nih.gov/pubmed/28886335
https://doi.org/10.1016/j.molcel.2017.07.017
https://doi.org/10.1016/j.molcel.2017.07.017
https://doi.org/10.1016/j.molcel.2017.07.017
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5679067
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5679067
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5679067
http://www.ncbi.nlm.nih.gov/pubmed/25228643
https://doi.org/10.1101/gad.249417.114
https://doi.org/10.1101/gad.249417.114
https://doi.org/10.1101/gad.249417.114
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4173159
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4173159
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4173159
http://www.ncbi.nlm.nih.gov/pubmed/33443219
https://doi.org/10.1073/pnas.2021174118
https://doi.org/10.1073/pnas.2021174118
https://doi.org/10.1073/pnas.2021174118
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7812753
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7812753
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC7812753
http://www.ncbi.nlm.nih.gov/pubmed/23212247
https://doi.org/10.1038/msb.2012.62
https://doi.org/10.1038/msb.2012.62
https://doi.org/10.1038/msb.2012.62
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3542529
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3542529
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3542529
https://doi.org/10.1049/iet-syb.2015.0090
http://www.ncbi.nlm.nih.gov/pubmed/16051148
https://doi.org/10.1016/j.cell.2005.05.032
https://doi.org/10.1016/j.cell.2005.05.032
https://doi.org/10.1016/j.cell.2005.05.032
http://www.ncbi.nlm.nih.gov/pubmed/35217617
https://doi.org/10.1073/pnas.2118286119
https://doi.org/10.1073/pnas.2118286119
https://doi.org/10.1073/pnas.2118286119
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8892514
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8892514
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8892514
https://doi.org/10.1016/j.tibs.2014.09.003
http://www.ncbi.nlm.nih.gov/pubmed/25440716
https://doi.org/10.1016/j.tibs.2014.09.003
https://doi.org/10.1016/j.tibs.2014.09.003
https://doi.org/10.1016/j.tibs.2014.09.003
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4435807
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4435807
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4435807
http://www.ncbi.nlm.nih.gov/pubmed/10584173
https://doi.org/10.3109/07420529909016940
https://doi.org/10.3109/07420529909016940
https://doi.org/10.3109/07420529909016940
http://www.ncbi.nlm.nih.gov/pubmed/16754844
https://doi.org/10.1073/pnas.0603601103
https://doi.org/10.1073/pnas.0603601103
https://doi.org/10.1073/pnas.0603601103
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1474012
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1474012
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1474012
http://www.ncbi.nlm.nih.gov/pubmed/16678857
https://doi.org/10.1016/j.jtbi.2006.03.016
https://doi.org/10.1016/j.jtbi.2006.03.016
https://doi.org/10.1016/j.jtbi.2006.03.016
http://www.ncbi.nlm.nih.gov/pubmed/31926953
https://doi.org/10.1016/j.jmb.2019.12.037
https://doi.org/10.1016/j.jmb.2019.12.037
https://doi.org/10.1016/j.jmb.2019.12.037
http://www.ncbi.nlm.nih.gov/pubmed/15750589
https://doi.org/10.1038/nn1419
https://doi.org/10.1038/nn1419
https://doi.org/10.1038/nn1419
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1628303
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1628303
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1628303
http://www.ncbi.nlm.nih.gov/pubmed/23575670
https://doi.org/10.1038/ncomms2670
https://doi.org/10.1038/ncomms2670
https://doi.org/10.1038/ncomms2670
http://www.ncbi.nlm.nih.gov/pubmed/22745491
https://doi.org/10.1523/JNEUROSCI.5586-11.2012
https://doi.org/10.1523/JNEUROSCI.5586-11.2012
https://doi.org/10.1523/JNEUROSCI.5586-11.2012
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6622328
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6622328
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6622328
http://www.ncbi.nlm.nih.gov/pubmed/12954869
https://doi.org/10.1523/JNEUROSCI.23-22-08070.2003
https://doi.org/10.1523/JNEUROSCI.23-22-08070.2003
https://doi.org/10.1523/JNEUROSCI.23-22-08070.2003
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6740506
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6740506
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6740506
http://www.ncbi.nlm.nih.gov/pubmed/21249213
https://doi.org/10.1371/journal.pone.0015869
https://doi.org/10.1371/journal.pone.0015869
https://doi.org/10.1371/journal.pone.0015869
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3017566
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3017566
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3017566
http://www.ncbi.nlm.nih.gov/pubmed/24267653
https://doi.org/10.1016/j.neuron.2013.08.022
https://doi.org/10.1016/j.neuron.2013.08.022
https://doi.org/10.1016/j.neuron.2013.08.022
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3841113
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3841113
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3841113
http://www.ncbi.nlm.nih.gov/pubmed/21912598
https://doi.org/10.1371/journal.pone.0023568
https://doi.org/10.1371/journal.pone.0023568
https://doi.org/10.1371/journal.pone.0023568
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3162606
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3162606
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3162606
http://www.ncbi.nlm.nih.gov/pubmed/30532130
https://doi.org/10.1371/journal.pcbi.1006607
https://doi.org/10.1371/journal.pcbi.1006607
https://doi.org/10.1371/journal.pcbi.1006607
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6301697
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6301697
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6301697
http://www.ncbi.nlm.nih.gov/pubmed/28326909
https://doi.org/10.1177/0748730416680904
https://doi.org/10.1177/0748730416680904
https://doi.org/10.1177/0748730416680904
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5483321
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5483321
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5483321
http://www.ncbi.nlm.nih.gov/pubmed/28049647
https://doi.org/10.1101/cshperspect.a027706
https://doi.org/10.1101/cshperspect.a027706
https://doi.org/10.1101/cshperspect.a027706
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5204321
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5204321
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC5204321
https://doi.org/10.1007/s00359-023-01669-z
http://www.ncbi.nlm.nih.gov/pubmed/21143668
https://doi.org/10.1111/j.1460-9568.2010.07522.x
https://doi.org/10.1111/j.1460-9568.2010.07522.x
https://doi.org/10.1111/j.1460-9568.2010.07522.x
https://doi.org/10.1073/pnas.1421200112


Natl. Acad. Sci. U S A. 2014; 111: 9627–9632.
PubMed Abstract|Publisher Full Text|Free Full Text

102. Lucassen EA, van Diepen HC, Houben T, et al. : Role of vasoactive
intestinal peptide in seasonal encoding by the
suprachiasmatic nucleus clock. Eur. J. Neurosci. 2012; 35:
1466–1474.
PubMed Abstract|Publisher Full Text

103. Terauchi K, Kitayama Y, Nishiwaki T, et al.: ATPase activity of KaiC
determines the basic timing for circadian clock of
cyanobacteria.Proc. Natl. Acad. Sci. U. S. A.2007;104: 16377–16381.
PubMed Abstract|Publisher Full Text|Free Full Text

104. Ruoff P: Introducing temperature-compensation in any
reaction kinetic oscillator model. J. Interdiscipl. Cycle Res. 1992;
23: 92–99.
Publisher Full Text

105. Hastings JW, Sweeney BM: On the mechanism of temperature
independence in a biological clock. Proc. Natl. Acad. Sci. U. S. A.
1957; 43: 804–811.
PubMed Abstract|Publisher Full Text|Free Full Text

106. Pittendrigh CS, Takamura T: Latitudinal clines in the properties
of a circadian pacemaker. J. Biol. Rhythm. 1989; 4: 105–123.
Publisher Full Text

107. Jeong EM, Kwon M, Cho E, et al. : Systematic modeling-driven
experiments identify distinct molecular clockworks
underlying hierarchically organized pacemaker neurons. Proc.
Natl. Acad. Sci. U S A. 2022; 119: e2113403119.
PubMed Abstract|Publisher Full Text|Free Full Text

108. Bano-Otalora B, Martial F, Harding C, et al. : Bright daytime light
enhances circadian amplitude in a diurnal mammal. Proc. Natl.
Acad. Sci. U S A. 2021; 118: e2100094118.
PubMed Abstract|Publisher Full Text|Free Full Text

109. Emmett MJ, Lazar MA: Integrative regulation of physiology by
histone deacetylase 3. Nat. Rev. Mol. Cell Biol. 2019; 20: 102–115.
PubMed Abstract|Publisher Full Text|Free Full Text

110. Talamanca L, Gobet C,Naef F: Sex-dimorphic andage-dependent
organization of 24-hour gene expression rhythms in humans.
Science. 2023; 379: 478–483.
PubMed Abstract|Publisher Full Text

Page 24 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024

http://www.ncbi.nlm.nih.gov/pubmed/24979761
https://doi.org/10.1073/pnas.1319820111
https://doi.org/10.1073/pnas.1319820111
https://doi.org/10.1073/pnas.1319820111
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4084452
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4084452
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC4084452
http://www.ncbi.nlm.nih.gov/pubmed/22512278
https://doi.org/10.1111/j.1460-9568.2012.08054.x
https://doi.org/10.1111/j.1460-9568.2012.08054.x
https://doi.org/10.1111/j.1460-9568.2012.08054.x
http://www.ncbi.nlm.nih.gov/pubmed/17901204
https://doi.org/10.1073/pnas.0706292104
https://doi.org/10.1073/pnas.0706292104
https://doi.org/10.1073/pnas.0706292104
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2042214
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2042214
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2042214
https://doi.org/10.1080/09291019209360133
http://www.ncbi.nlm.nih.gov/pubmed/16590089
https://doi.org/10.1073/pnas.43.9.804
https://doi.org/10.1073/pnas.43.9.804
https://doi.org/10.1073/pnas.43.9.804
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC534330
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC534330
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC534330
https://doi.org/10.1177/074873048900400209
http://www.ncbi.nlm.nih.gov/pubmed/35193959
https://doi.org/10.1073/pnas.2113403119
https://doi.org/10.1073/pnas.2113403119
https://doi.org/10.1073/pnas.2113403119
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8872709
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8872709
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8872709
http://www.ncbi.nlm.nih.gov/pubmed/34031246
https://doi.org/10.1073/pnas.2100094118
https://doi.org/10.1073/pnas.2100094118
https://doi.org/10.1073/pnas.2100094118
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8179182
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8179182
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC8179182
http://www.ncbi.nlm.nih.gov/pubmed/30390028
https://doi.org/10.1038/s41580-018-0076-0
https://doi.org/10.1038/s41580-018-0076-0
https://doi.org/10.1038/s41580-018-0076-0
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6347506
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6347506
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC6347506
http://www.ncbi.nlm.nih.gov/pubmed/36730411
https://doi.org/10.1126/science.add0846
https://doi.org/10.1126/science.add0846
https://doi.org/10.1126/science.add0846


Open Peer Review
Current Peer Review Status:    

Version 1

Reviewer Report 29 September 2023

https://doi.org/10.5256/f1000research.148657.r202730

© 2023 Kim J. This is an open access peer review report distributed under the terms of the Creative Commons 
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the 
original work is properly cited. The author(s) is/are employees of the US Government and therefore domestic 
copyright protection in USA does not apply to this work. The work may be protected under the copyright laws of 
other jurisdictions when used in those jurisdictions.

Jae Kim  
Department of Mathematical Sciences, KAIST, Daejeon, South Korea 

The authors have conducted a study on the relationship between amplitude and period in 
various circadian clock models. However, it is crucial to address the novelty and distinctions 
of this study compared to prior work, specifically the study by Bokka et al. in 2018 (
https://doi.org/10.1049/iet-syb.2018.0015). Additionally, while the models in this manuscript 
are based on Hill-type repression (such as the Goodwin and Gonze models), it is important 
to acknowledge recent research findings that reveal different repression mechanisms in the 
Drosophila (https://doi.org/10.1073/pnas.2113403119) and mammalian circadian clocks (
https://doi.org/10.1098/rsfs.2021.0084). These studies demonstrate that the use of multiple 
repression mechanisms, including protein sequestration, can substantially alter the 
oscillator dynamics (https://doi.org/10.1049/iet-syb.2015.0090). Given these discoveries, it 
would be valuable to explore or discuss how different repression mechanisms impact the 
relationship between period and amplitude, as demonstrated by Bokka et al. in 2018. 
 

1. 

In the Conclusions section on page 19, please provide a reference for 'cellular biochemical 
rates' as a factor influencing circadian amplitudes. For instance, it was demonstrated that 
faster production and degradation rates of proteins can generate circadian rhythms with 
higher amplitudes in the Drosophila circadian clock (
https://doi.org/10.1073/pnas.2113403119).

2. 
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In this article, the authors describe the phenomenon of twist (period-amplitude inter-dependence) 
using a range of differential equation oscillator models, ultimately with a view to understanding 
circadian clocks. The simplest models (harmonic and Duffing) are used to demonstrate the non-
linearity introduces a relationship between amplitude and period. The authors then switch to limit-
cycle oscillators, because limit-cycle oscillators are more appropriate for studying circadian clocks. 
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They use two approaches to studying twist. The first, referred to as "parametric twist", computes 
the periods and amplitudes of oscillators with varied parameter values, creating graphs that 
relates period to amplitude (and thus demonstrate twist - if the correlation is positive, there is 
positive twist, and negative correlation indicates negative twist). This parametric twist analysis is 
performed using two limit cycle models, one with one feedback loop and one with more 
(synergistic) loops. The second, referred to as "phase space twist", examines the response of a 
single oscillator to a temporary change in one parameter, mimicking signaling. A separate limit-
cycle model (a Poincare oscillator) is used for this analysis. Important to the discussion of phase 
space twist is the concept of isochrons, which are useful for understanding the effects of 
perturbations on the phase and speed of the clock (does it speed up or slow down the clock?) and 
it is easy to see how amplitude and phase response are related, when we look at how curved the 
isochrons are. The authors relate these analyses to phase response curves, recovery from jetlag, 
the range of entrainment, and temperature compensation and conclude, that although measuring 
amplitude and understanding relationship between amplitude and period are highly complicated, 
it is nonetheless important to be mindful of the role of amplitude and its correlation to period 
when studying clocks. 
 
On the one hand, I really appreciated that the authors chose models that best illustrated the 
points and that the paper is organized to go from simple ideas to more complex ideas. It was 
helpful to have the initial explanation of twist use duffing oscillator (which has non-linearity) as a 
contrast to a harmonic oscillator (which doesn't). It provided a nice introduction to the cause of 
twist and helped me to develop an intuition. Then, it made sense to use a very simple (3-ODE 
Goodwin oscillator) as the first example of a limit cycle oscillator. Since it has so few parameters, it 
was possible to perturb them one at a time and in pairs to illustrate a good portion of the 
possibilities for how one might observe heterogeneity in the system. Then, moving to Almeida's 
oscillator demonstrated how quickly the analysis can become very complex. All of this provides a 
nice progression of complexity. Then, we pivot a bit to the Poincare oscillator, to study twist in a 
more dynamical way - instead of permanently choosing different parameters, the authors model 
light signaling (at least, initially) and study the effects of the model returning to its limit cycle after 
the perturbation is over. This model is particularly appropriate for studying the dynamics of 
recovery because it is a 2-ode model (so we can examine it in "phase space", which is helpful for 
visualizing the clock) and because there is a parameter that controls how related period and 
amplitude are. It is also straight-forward to adjust how curved the isochrons are, which makes 
illustrating twist very clear. Then, after studying the response of a single oscillator to light, they 
use the same model to study the effects of intercellular signaling and the effects of different twist 
on the properties of the ensemble oscillation (e.g. how long the ensemble period is in contrast to 
that of individual oscillators). 
 
On the other hand, I would have appreciated a more explicit connection between the discussion of 
"parametric twist" and "phase space twist". They are both due to changes in parameter values 
causing changes in period and amplitude. In the one case, we measure the period and amplitude 
of oscillators with different (constant) parameter values. In the second case, we measure 
instantaneous changes in period and amplitude due to a temporary changes in parameter values 
(I am referring to Z(t) as a parameter here). In both cases, the shape of the isochrons in the 
unperturbed condition should help us to predict what will happen in the perturbed condition. 
There are two challenges with making that point clear with the Goodwin and Almeida models - 1) 
the isochrons aren't lines, they are multi-dimensional manifolds, and 2) the isochrons in the 
unperturbed and perturbed systems are different. So I am asking for too much to relate the two 
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discussions by using images of isochrons, but a more explicit comparison would help the reader 
understand how the analyses are related to each other. 
 
In the analysis of the modified Poincare oscillator, the term "twist" is used differently than it is in 
the "parametric twist" analysis. In the parametric analysis, the twist captures the full effects of the 
perturbations (we plot the measured periods and amplitudes across the heterogeneous set of 
oscillators). In the phase space analysis, "twist" refers to a particular parameter \epsilon that, 
when non-zero, introduces a dependence of the speed and amplitude on each other. However, 
that twist parameter (\epsilon) is not the only parameter that affects the skewness of the 
isochrons. The relaxation rate \lambda also affects the skewness of the isochrons. And the 
skewness of the isochrons affects the changes in speed and amplitude when the oscillator is 
signaled (i.e. a parameter is temporarily perturbed). So, if we were to measure the effects on 
period and amplitude (as is done with figures 7G, H, and I), that reflects that values of both 
\lambda and \epsilon. When I was thinking about how to relate the "parametric twist" and "phase 
twist" analysis, I was looking for aspects of figures 3 (Gonze model), 5 (Almeida model), and 7 
(poincare model) to relate and it seemed to me that that the subfigures that related the amplitude 
of the oscillator to its period (3C, 3D, 3E, 3F, 3G, 3H, 5B, 5B, 5E, 7G, 7H, 7I) should be the figures 
that I can connect. They are labeled as twist in figures 3 and 5. In Figure 7, they show an 
approximation of instantaneous amplitude and period (rather than steady-state amplitude and 
period), so it isn't a perfect 1-1 mapping, but it is still the closest that makes sense to me. And in all 
of these cases, the output could be labeled twist if \epsilon didn't get to claim that label. I think it 
would make the concept of twist clearer to the reader if it were consistent across both analyses 
that twist is the "effect" we can measure. My reading of the text as it is currently written is that 
twist is a phenomenon we can measure in "parametric twist" analyses and that twist is a 
parameter that causes one change in the isochrons (but not all of the changes that can happen) 
that ultimately leads to something we can measure. Also, labeling the parameter as twist in the 
Poincare oscillator makes it seem like we need to use the Poincare oscillator to perform a "phase 
space twist" analysis. But we aren't limited to the Poincare oscillator for such analyses. 
 
Specific Points

It would be helpful to have a little more framing text that indicates the different models are 
used to make different points. 
 

○

I think of the "phase space twist" analysis as analysis of recovery from temporary changes 
to parameters and "parametric twist" as analysis of permanent differences in parameters. If 
that is the way you intend readers to think about it, then I would suggest changing the 
names to reflect those ideas more directly. Right now, the term "phase space twist" stands 
out as a highly specific analysis - the model most be 2D so you can draw the isochrons. But I 
think that is limiting. I totally embrace idea that there is both heterogeneity among 
oscillators and temporary changes due to intercellular signaling, so I would love to see it 
characterized that way more explicitly. What about "twist due to heterogeneity" and "twist 
due to signaling"? They aren't quite zippy enough and rely on my characterization of twist 
as a measurable phenomenon, so I don't push those terms exactly. 
 

○

On page 8, when you are introducing isochrons, it would be helpful to have a figure to refer 
to. The most natural figure is Figure 7, but that would force you to make an unnatural re-
ordering of the figures. So maybe introduce a new figure? 
 

○
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On Page 11, (analyses shown in Figure 3), how did you choose which parameters to pair 
together? 
 

○

On Page 11, there is a discussion of the Hopf bifurcation that is interesting (and highlights 
how sensitivity twist is to our choice of parameters). It occurs to me that this has 
implications for modeling SCN oscillators as they recover from TTX treatment. The individual 
oscillator amplitude crashes and the oscillators lose synchrony during TTX and both recover 
after TTX is washed out. Is there anything you could add to the discussion about this? 
 

○

On Page 12, in the paragraph about how overall twist effects depend not only on the 
parameter being studies, but also on the variable that is measured, I was reminded of early 
modeling studies that showed not-immediately intuitive results. In his 1995 fly model paper 
(A model of circadian oscillations in the Drosophila period protein, Proc. R. Soc. Lond. B, 
1995), Goldbeter showed that the rate of (doubly-phosphorylated) PER degradation affected 
both period and amplitude and that increasing this rate led to PER amplitude increasing 
(rather than decreasing, as one might expect). This can be reasoned through, but it is 
another illustration of the complexity of the non-linear feedback and the relationship 
between period and amplitude. Is this worth bringing up here or on the discussion? 
 

○

Figure 6. Why are there no yellow dots on the limit cycle for A and B? Also, maybe make the 
dot color on the limit cycle different from yellow (e.g. to blue), so that you can describe what 
is happening over time with even more clarity (i.e. that the simulation eventually reaches 
the "blue" dot after enough cycles). 
 

○

Figure 8 and text referring to it. I appreciate that you relate twist to entrainment and PRCs. I 
think this is interesting and shows why twist is important to understand. 
 

○

Page 16 first paragraph. "This suggests that single oscillator twist might also affect how 
coupling synchronizes a network of oscillators" is too weak. Given that coupling (M) and the 
perturbation used in Figure 7 (Z(t)) both affect the model the same way (they both are 
added to the rate equation for the x variable), Figure 7 shows that the PRCs are affected by 
twist. Not only are they affected, they are affected dramatically - Figures 7K and 7L look like 
they are opposite each other (i.e. flipped sign). This means we are guaranteed that the 
oscillators will respond differently to intercellular signaling and that that the ensemble 
oscillation will be different. 
 

○

Page 16, in the discussion of the ensemble period, we see that for this model that positive 
twist leads to longer periods (and negative twist to shorter). What is missing from this 
discussion is that the relative phase of the signal and of the PRC of the receiver determine 
the period of the ensemble. Positive twist leads to longer periods because the mean field is 
determined by the value of the x variable. If it were determined by a variable with the 
opposite phase, then we would have the opposite effect. This affects the related paragraph 
in the Discussion as well. 
 

○

Page 17. The meaning of "For this reason we have not termed twist, in the context of 
conservative oscillations, parametric or phase space" wasn't clear to me. I think you mean 
you can't study twist in non-limit-cycle oscillators in the same way you can for limit cycle 
oscillators. Is that correct?

○
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In this manuscript, the authors make a comprehensive exploration of the "twist" (amplitude-
period correlation) in nonlinear oscillators, especially in the context of circadian rhythms. The 
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remains consistently and clearly highlighted. Overall, this manuscript is a noteworthy addition to 
the field, and I recommend its acceptance for indexing with minor revisions. 
 

 
Page 30 of 32

F1000Research 2024, 12:1077 Last updated: 23 APR 2024

https://doi.org/10.5256/f1000research.148657.r202732
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
http://orcid.org/0000-0002-2529-8013


Minor comments: 
 
1. Abstract: I suggest changing "..., fastening recovery..." to either "speeding up recovery" or 
"accelerating recovery". 
 
2. p.4, subsection "Goodwin-like models": I recommend changing "sigmoidal Hill curve" to "Hill 
curve", as "sigmoidal" often refers to forms involving exponential functions. 
 
3. p.4, subsection "Goodwin-like models": Add biological interpretations of the variables x, y, and z 
(mRNA, ...). 
 
4. p.5. ll.4-5: While the Gonze model[33] describes degradation processes with Michaelis-Menten 
dynamics, it may not provide sufficient historical context. I recommend citing Kurosawa & Iwasa 
(2002)1 for a more comprehensive historical perspective. 
 
5. p.6, Table 2: The reference [36] should be spelled out in "The default values are taken from [36]. 
 
6. p.11. Figure 4: It is unclear if the graphs are figurative cartoons or based on actual numerical 
data from Gonze oscillators. 
 
7. pp.11-12: The justification for the use of the Almeida model can be described. For example, why 
not use the detailed Gonze model or Becker-Weimann model? 
 
8. p.13, ll.1-2: It is challenging to assert that the "parametric twist" emerges solely due to a 
heterogeneous population. While it describes the average oscillator behavior in a population 
(often assumed to be normally distributed), it essentially characterizes the behavior of a single 
representative oscillator. 
 
9. p.14, "... 24 h, matching the intrinsic oscillator's frequency (Figure 7P).": I suggest to rephrase it 
to "... 24 h, matching the oscillator's intrinsic period (Figure 7P)." The change from "frequency" to 
"intrinsic period" would provide more specificity and clarity. 
 
10. p.18  "the longer period that has been observed in dispersed... , but not in dispersed SCN 
neurons in culture": In light of the findings in Figure 5, it's noteworthy that when Bmal1 oscillation 
is observed (as opposed to Per2), the SCN period lengthens under pharmacological decoupling or 
physical sub-sectioning of the SCN (Myung et al., 20122),. 
 
11. p.18 "Thus, a more plausible scenario may involve local coupling...": Especially in the SCN, there 
are papers that highlight the role of specific coupling among subregions, which can reproduce the 
wave-like spatial patterns and seasonal encoding of circadian time. These can be discussed. 
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