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Abstract 

A fundamental defense mechanism against pathogens is the recognition of pathogen-

associated molecular patterns (PAMPs) by pattern recognition receptors (PRRs). These PRRs 

are integral components of the innate immune system. This recognition process initiates the 

interferon (IFN) response mechanism, triggering expression of interferon-stimulated genes 

(ISGs). Many of these ISGs possess antiviral properties that inhibit viruses, including HIV-1. 

The PPRs and their following signal pathways vary based on cell type. Publications have 

shown that an unknown pathway mediated over MAVS is activated by intron-containing RNA 

from HIV-1 in monocyte-derived macrophages (MDMs). However, the mechanism behind the 

sensing of the viral genomic RNA is yet unknown.  

This work identified two distinct stages of immune recognition in MDMs triggered by HIV-1 

infection. The first stage occurred prior to reverse transcription and was influenced by the 

stability of the viral capsid. In the second stage, characterized by a more robust immune 

response, a short peptide sequence encoded by the N-terminus of gag was crucial to inducing 

inflammatory responses. While partially spliced or full-length viral RNA in the cytoplasm was 

required for Gag protein translation, the myristoylation site of Gag was essential to induce 

innate sensing in MDMs. Furthermore, we examined whether THP-1 or U937 cells in 

differentiated state showed a similar phenotype to MDMs during HIV-1 infection to identify the 

molecular mechanisms involved in sensing the virus. We found that U937 cells exhibited robust 

innate response at a late-stage of virus replication, whereas pre-integration determinants, 

observed in MDMs, differ. Surprisingly, THP-1 cells exhibited minimal innate immune 

responses against HIV-1 and showed significant differences from the responses observed in 

MDMs and U937 cells. Our findings reveal that HIV-1 sensing in differentiated THP-1 and U937 

cells does not parallel the responses seen in primary cells. These results enable new research 

targets in regard to find the cellular sensor, which induces HIV-1 chronic inflammation in MDMs 

and highlight the importance of research in primary cell systems. 
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Zusammenfassung 

Ein fundamentaler Verteidigungsmechanismus in der Abwehr von Pathogenen ist die 

Erkennung von Pathogen-assoziierten molekularen Mustern (PAMPs) durch 

Mustererkennungsrezeptoren (PRRs). Diese PRRs sind integrale Bestandteile des 

angeborenen Immunsystems, ein Erkennungsprozess löst die Ausschüttung von Interferonen 

aus, welche die Expression von Interferon-stimulierten Genen (ISGs) zur Folge hat. Viele 

dieser ISGs haben antivirale Funktionen die Viren, wie HIV-1, inhibieren. Die PRRs und ihre 

nachfolgenden Signalwege variieren je nach Zelltyp. In Publikationen wurde gezeigt, dass ein 

über MAVS vermittelter unbekannter Signalweg durch Intron beinhaltene RNA von HIV-1 in 

Monozyten-herangereiften Makrophagen (MDMs) aktiviert wird. Der Mechanismus, der hinter 

der Erkennung der viralen genomischen RNA steht, ist jedoch noch unbekannt.  

In dieser Arbeit wurden zwei unterschiedliche Phasen der Immunerkennung in MDMs 

identifiziert, die durch eine HIV-1-Infektion ausgelöst werden. Die erste Phase findet vor der 

reversen Transkription statt und wurde durch die Stabilität des viralen Kapsids beeinflusst. In 

der zweiten Phase, die durch eine robuste Immunreaktion gekennzeichnet ist, spielt eine kurze 

Peptidsequenz im N-Terminus von Gag eine entscheidende Rolle bei der Auslösung von 

Entzündungsreaktionen. Während für die Translation des Gag-Proteins die virale einfach 

gespleißte oder Volllängen RNA im Zytoplasma erforderlich war, erwies sich die 

Myristoylierung von Gag als wesentlich für die Auslösung der angeborenen Signalerkennung 

in MDMs. Darüber hinaus wurde untersucht, ob THP-1- oder U937-Zellen im differenzierten 

Zustand während einer HIV-1 Infektion einen ähnlichen Phänotyp wie MDMs aufweisen, um 

weiterfolgend die molekularen Mechanismen zu identifizieren, die an der Erkennung des Virus 

beteiligt sind. Es konnte gezeigt werden, dass U937-Zellen eine robuste angeborene Antwort 

in einem späten Stadium der Virusreplikation besitzen, während die Determinanten vor der 

Integration, die in MDMs beobachtet wurden, sich unterscheiden. Überraschenderweise 

zeigten THP-1-Zellen nur minimale angeborene Immunantworten gegen HIV-1 und wiesen 

signifikante Unterschiede zu den in MDMs und U937-Zellen beobachteten Reaktionen auf. 

Unsere Ergebnisse belegen, dass die Erkennung von HIV-1 in differenzierten THP-1- und 

U937-Zellen nicht mit den in Primärzellen beobachteten Reaktionen übereinstimmt. Diese 

Ergebnisse ermöglichen neue Forschungsziele im Hinblick auf die Suche nach dem zellulären 

Sensor, der die chronische Entzündung von HIV-1 in MDMs auslöst, und bestärkt die 

Bedeutung der Forschung in primären Zellsystemen. 
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1 Introduction 

1.1 The Immune System 

The immune system represents the major biological defense system of higher organisms 

against pathogens such as bacteria, fungi, viruses, parasites, and in a broader sense, 

degenerated cells. These cells have been stimulated to uncontrolled growth by mutations and 

can be eliminated by immunological control mechanisms. This system has continued to evolve 

over millions of years.1  

In vertebrates a basic distinction of the immune 

system is made between the innate and adaptive 

immune systems. The innate immune system 

functions as an initial barrier of protection, responding 

rapidly, but unable to recognize certain pathogens and 

prevent re-infection. In contrast, the adaptive immune 

system operates slowly and more directed, targeting 

specific pathogens through the process of clonal 

selection within a pool of lymphocytes carrying diverse 

antigen-specific receptors. These receptors equip the 

immune system with the capability to identify any 

unknown antigen effectively and establish an 

immunological memory against pathogens, thereby 

providing long-term protection against re-infections. 

The two systems do not act in isolation from each 

other, but are interconnected via complex signaling 

pathways and mechanisms (Figure 1).2,3 

Disruptions within this intricate interplay underlie a diverse array of diseases, manifesting as 

an inability to differentiate between foreign and host-structures. Furthermore, the immune 

system must maintain a calibrated tolerance towards foreign elements that pose minimal threat 

and occasionally even confer beneficial effects on the organism. When the immune system 

reacts to such harmless structures, it leads to a hypersensitivity reaction, analogous to an 

allergic response. Conversely, an inverse scenario can also emerge, characterized by an 

immune deficiency. Such deficiencies originate from defects in one or more components of the 

immune system. These immunodeficiencies can arise congenitally (primary immune-

deficiencies) due to genetic anomalies or they can be acquired through environmental 

 

Figure 1: Interplay of the Innate and 
Adaptive Immune System 

Schematic representation of the 
dynamic interactions between the 
innate and adaptive immune systems. 
Illustrated are the synergistic activity to 
counteract pathogenic threats. Image 
reproduced with permission from 3 
p.1353. 
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influences (secondary immunodeficiencies), as in the case of human immunodeficient virus 

(HIV) infection.2  

1.1.1 The Myeloid and Lymphoid Cell Lineage 

A variety of cell types are involved in the innate as well as the adaptive immune system and 

all are derived from a single pluripotent cell, the hematopoietic stem cell. They originate from 

the bone marrow and develop into lymphoid and myeloid progenitor cells, each of which 

constitutes an individual lineage and matures into a wide range of immune cell types (Figure 

2). While the myeloid lineage can directly mature in the environment of the marrow, the 

lymphoid lineage requires maturation outside of the bone. The mature or immature cells enter 

the bloodstream, where they are distributed throughout the body.2 

 

Figure 2: Hematopoietic Differentiation Scheme to Immune Cells 

The schematic illustrates the current understanding of hematopoietic lineage in a hierarchical manner. 
It shows a two-stage progression in which multipotent hematopoietic stem cells transform gradually 
along a spectrum into myeloid and lymphoid cells of the immune systems. Image adapted from 4. 

Myeloid Cell Lineage 

The myeloid lineage produces the majority of cells constituting the innate immune system as 

well as important antigen-presenting cells (APCs) that prime the adaptive immune response 

(Figure 2). Red blood cells and platelets also arise from myeloid lineages,2,3 but are omitted in 

Figure 2 to focus on immune cells.  
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Within the myeloid lineage, there exists a distinct subgroup referred to as granulocytes, notable 

for their numerous cytoplasmic granules. This subgroup consists of eosinophils, neutrophils, 

basophils, and mast cells, each contributing to a range of protective functions.2,3 Eosinophils 

are specialized in releasing cytokines to promote immune defense.5 Neutrophils, on the other 

hand, function as innate immune cells uniquely equipped to capture and eliminate 

microorganisms through phagocytosis.2,6 Basophils are thought to play a role in the immune 

response against parasites,2,7 and allergic responses,2,8 while mast cells take on an active role 

as effectors in allergic reactions.2,9 

The myeloid progenitors can also develop into a monocyte, representing the largest population 

of immune cells. Subsequently, these monocytes undergo further differentiation, branching 

into dendritic cells (DCs) and macrophages.  DCs, which are specialized phagocytic cells, 

serve as important intermediaries between innate and adaptive immunity. Their crucial role 

involves the processing and presentation of antigens to T and B lymphocytes (T-cells and 

B-cells), both of which are essential components of the adaptive immune system.2,3,10 

Macrophages are part of the innate immune system and are tissue-resident cells that act as 

primary sentinels for pathogenic invaders. They initiate the elimination of pathogens through 

phagocytosis, thereby contributing to the non-specific immune defense mechanism. This 

phagocytic activity leads to the lysis of captured pathogens, generating peptide fragments 

within the macrophages. These peptide fragments are subsequently displayed as antigens 

through the major histocompatibility complex (MHC) class II molecules on the cell membrane 

surface. MHC molecules are referred to as the human leukocyte antigen (HLA) system. This 

presentation ultimately drives the differentiation of macrophages into activated APCs. 

Subsequently, the release of pro-inflammatory cytokines triggers a signaling cascade, which 

recruit T-cells and further amplify the immune response. This process is called 

inflammation.2,3,11 

Lymphoid Cell Lineage 

The lymphoid progenitor cell undergoes differentiation into three classes of cells: the T-cells, 

B-cells, and natural killer (NK) cells (Figure 2).  

T-cells, belonging to the adaptive immune system, encompass several types. T-cells that have 

not yet been activated are referred to as naïve T-cells. These cells migrate through the 

bloodstream to the thymus for maturation, where they recognize antigens presented by APCs 

via T-cell receptors located on their cell surfaces. This recognition induces their proliferation 

and differentiation into effector T-cells, which assume specialized functions in immune 

defense.2 
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Among these effector T-cells, cytotoxic T-cells play a 

crucial role. They recognize the same antigen, or small 

pathogen-derived particles, present on infected cells 

that activates the APCs. Cytotoxic T-cells eliminate 

these infected cells in a pathogen-specific manner 

(Figure 3). These cells are commonly identified by the 

expression of the CD8 receptor on their cell surface, 

hence referred to as CD8+ T-cells. Similarly, helper 

T-cells, bearing the CD4 receptor, are known as CD4+ 

T-cells. Notably, helper T-cells primarily activate 

B-cells, thereby inducing antibody synthesis. Following 

T-cell-mediated response, >95% of effector T-cells 

undergo apoptosis, while a minority develop into long-

lived memory T-cells. These memory T-cells serve as 

a repository of “immunological memory” facilitating a 

more rapid and potent immune response upon re-

infection with the same pathogen.2,12 

Upon activation through antigen binding, B-cells 

undergo maturation into either memory B-cells or 

plasma cells. Plasma cells play a critical role in the 

adaptive immune response. They are responsible for 

secreting antibodies that bind to and neutralize the 

pathogen. These antibodies are specific for the 

particular activating antigen encountered by the B-cell 

(Figure 3).2,3 In parallel, NK cells function as cytotoxic 

entities within the innate immune system. Their role 

involves detecting and eliminating virus-infected cells, 

contributing to the overall defense against 

infections.2,13 

1.1.2 Sensing Pathways of the Innate Immune System 

As mentioned above, the innate immune system represents the first barrier of defense against 

pathogens. The receptors responsible for recognizing conserved microbial molecular motifs 

are termed pattern recognition receptors (PRRs). These receptors detect non-specific patterns 

that include foreign molecules like those from microbes and non-foreign molecules like cellular 

DNA. These patterns are known as pathogen-associated molecular patterns (PAMPs). 

Additionally, danger-associated molecular patterns (DAMPs), released from dying host cells, 

 

Figure 3: Activation of Adaptive 
Immune Responses 

Schematic illustration depicts the 
induction of the adaptive immune 
response involving B-cells and 
T-cells, demonstrated here in res-
ponse to a viral infection. B-cells 
release antibodies that bind to and 
neutralize the virus, effectively pre-
venting further infection. Conversely, 
T-cells react directly by neutralizing 
the virus-infected host cells. Image 
reproduced with permission from 3 
p.1354. 
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dead cells, or tumor-associated cells, are also detected. These molecular motifs are 

recognized by multiple PRR families, including Toll-like receptors (TLRs), Nucleotide 

oligomerization domain (NOD)-like receptors (NLRs), RIG-I-like receptors (RLRs), C-type 

lectin receptors (CLRs), and other DNA sensors. These PRRs sense various molecules from 

different pathogens, such as viruses, bacteria, and fungi, initiating downstream signaling 

cascades that lead to the production of pro-inflammatory cytokines and the three types of 

interferons (IFNs). These molecular events subsequently activate the adaptive immune 

response.2,3,14–17 

 

Figure 4: TLR Sensing Pathway 

(A) Schematic representation of TLR3 dimerization caused by sensing dsRNA. (B) Downstream 
signaling pathways of extracellular TLR4 and endosomal TLR3. TLR4 mediates NF-κB signaling via 
myeloid differentiation factor 88 (MyD88) and IRF3 signaling via Toll IL-1 receptor domain-containing 
adaptor inducing IFN-b (TRIF). TLR3, in contrast, mediates the NF-κB pathway via TNF receptor-
associated factor 6 (TRAF6). Images reproduced from (A)18 and (B)19. 

TLRs are important host-associated PRRs essential for recognizing PAMPs in innate sensing 

pathways, including molecules of viral origin. Intracellularly anchored TLRs located in 

endosomes (TLR3, 7-9) play crucial roles in detecting those viral molecules. For instance, 

TLR3 recognizes double-stranded RNA (dsRNA) viruses, while TLR7 detects single-stranded 

RNA (ssRNA) viruses.2 Additionally, TLR4, that is located on the cell membrane and 

traditionally known for sensing bacterial lipopolysaccharides (LPS), has also been shown to 

detect viral coat proteins.20  

Recognition of TLR-specific PAMPs leads to receptor dimerization (Figure 4A). This regulates 

interactions between their cytoplasmic tails containing adaptor proteins, thus initiating 

intracellular signaling. It is important to note that other PRRs besides TLRs also have adaptor 

proteins and these have different downstream signaling cascades depending on the 

combinations of adaptor proteins. However, e.g., TLR4 activates the MyD88-dependent 

pathway, leading to the activation of nuclear factor κB (NF-κB), while members of the interferon 

regulatory factor (IRF) family are activated through the TRIF-dependent pathway, resulting in 
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their phosphorylation-dependent translocation to the nucleus (Figure 4B). IRFs, including IRF3 

and IRF7, play crucial roles in antiviral responses by inducing the production of type I 

interferons (IFN-I; IFNα and IFNβ), while NF-κB primarily drives the transcription of pro-

inflammatory cytokines. IFN-I exerts its effects in both the infected cell (autocrine) and the 

neighboring, uninfected cells (paracrine) by binding to essential cell-surface interferon-alpha-

beta receptors (IFNARs). This binding triggers the Janus kinase/signal transducers and 

activators of transcription (JAK-STAT) in the intracellular signaling pathway, which leads to the 

transcription of hundreds of interferon-stimulated genes (ISGs). ISGs inhibit viral replication, 

direct cellular metabolism to an antiviral state, and regulate the downstream adaptive immune 

response.2,3,14–17 

 

Figure 5: MAVS-Mediated Innate Immune Signaling Pathway 

Schematic illustration of viral RNA sensing in macrophages. Sensing of viral RNA through MAVS 
sensing pathways leads to the transcription of Type-I IFN, which in turn triggers the translation of ISGs 
via the JAK-STAT pathway, in both autocrine and paracrine cells. Image adapted from 21. 

Apart from TLRs, RLRs like retinoic-acid-inducible gene-I (RIG-I) and melanoma 

differentiation-associated protein 5 (MDA5) play significant roles as cytoplasmic viral RNA 

sensors. Both sensors activate the adaptor protein mitochondrial antiviral signaling (MAVS), 

which initiates downstream signaling through TANK-binding kinase 1 (TBK1) and IКB kinase-

ε (IKKε) followed by IRF3/7, which is subsequently linked to the IFN-I signaling pathway (Figure 

5).2,16,22 RIG-I detects short uncapped dsRNAs with a 5’-triphosphate, typically synthesized by 

viral polymerases,23 while MDA5 senses longer dsRNAs.24,25 These distinguish viral from 

cellular RNA, allowing RIG-I and MDA5 to primarily sense foreign RNA.2,16,22 

 



Introduction   9 

 

 

Figure 6: cGAS-STING-Mediated Innate Immune Signaling Pathway 

Schematic illustration of viral DNA sensing mediated via the cGAS-STING pathway. Sensing of 
exogenous DNA or cytoplasmic self-DNA through cGAS mediates downstream actions of the adaptor 
STING, leading to the transcription of Type-I IFN and cytokines. Image reproduced from 26. 

An important DNA recognition pathway for DNA of viral origin is the cGAS-STING pathway. 

This pathway not only recognizes viral PAMPs but also detects any DNA present within the 

cytoplasm (Figure 6). Cytoplasmic dsDNA is recognized by cyclic GMP-AMP synthase (cGAS), 

with the downstream adaptor protein stimulator of interferon genes (STING). Upon DNA 

detection, cGAS produces cyclic GMP-AMP (cGAMP), which binds to and activates STING. 

This activation leads to the downstream transcription factor IRF3, similar to TLR3 and RLRs, 

ultimately resulting in IFN-I production.2,16,27–30 

1.2 Human Immunodeficiency Virus: A Brief Summary 

In 1981, an unknown immunodeficiency was diagnosed in patients suffering from severe 

opportunistic infections. The following year, the still-unknown condition was described as 

acquired immunodeficiency syndrome (AIDS).31 Two years later, a retrovirus was isolated for 

the first time from a sample of a patient with AIDS,32 which was identified as the causative 

agent of the disease in 1984.33 The retrovirus was named lymphadenopathy associated virus 

(LAV) but was later changed to human immunodeficiency virus (HIV, now HIV-1).34 In 1986, 

another related immunodeficiency syndrome human retrovirus was discovered in West Africa 

(now called HIV-2).35 After years of extensive research and discovery, HIV-1 has been 

classified into four distinct groups (M, N, O, P).36 It has been established that HIV-1 

(chimpanzee, Pan troglodytes),37 as well as HIV-2 (sooty mangabeys, Cercocebus atys)38,39 
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originated from the genetically diverse simian immunodeficiency virus (SIV).36 Among these 

viruses,  the HIV-1 M group emerged as the primary virus driving the ongoing HIV epidemic 

(>90%).2,36,40,41 

According to estimates, 38.4 million people worldwide were living with HIV in 2021 and a total 

number of 40.1 million people have died since the start of the epidemic from AIDS-related 

illnesses.42 In the same year, 1.5 million people worldwide were newly infected with HIV.42,43  

The infection can be controlled through antiretroviral therapy, and infected persons achieve 

almost the same average life span as uninfected persons.44 However, only three patients have 

confirmed complete clearance of the virus in peer-reviewed published cases.45,46 Three more 

patients are currently in long-term remission and could soon be declared completely 

HIV-free.47–49 This underscores the challenges of research in finding therapeutic approaches 

to cure HIV infection. 

1.2.1 Morphology, Genomic Characteristics, and Proteins of HIV-1/2 

The basic structure of an HIV particle consists of 

an envelope, a core, and two copies of an RNA 

genome with enzymes, which is analogous to 

other retroviruses (Figure 7). The outermost layer 

of the HIV-1 particle consists of a membrane 

originating from the cytoplasmic membrane. This 

membrane carries the viral glycoprotein 120 

(gp120, SU) positioned on its surface, while 

glycoprotein 41 (gp41, TM) spans the trans-

membrane region, collectively forming the 

envelope glycoprotein (Env). The isometric 

structure of the particle is based on the matrix 

protein (MA) bound to the inner side of the envelope membrane. The core of the particle 

constitutes the viral capsid (CA), comprising the capsid protein (p24). In the case of the 

lentivirus HIV-1, it has a conical shape, which is connected to the membrane by a linker protein 

(p6). The dimer of linear positive-sense ssRNAs (+ssRNAs), which are not linked, constitute 

the viral genome and are located in the viral capsid along with the reverse transcriptase (RT), 

protease (PR), integrase (IN), and nucleocapsid protein (NC). The genomic RNA (gRNA) has 

all the characteristics of a cellular mRNA, a 5'-cap structure at the beginning and a 3'-

polyadenylation at the end of the RNA strand.50–52  

 

Figure 7: Structure of HIV-1 Virus Particle 

Schematic representation illustrates the 
structure of an HIV-1 virus particle. Image 
adapted from 77. 
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Figure 8: Genomic Maps of HIV-1 and HIV-2  

A schematic illustration depicts the genomic structure and organization of both HIV-1 and HIV-2. The 
maps provide a visual representation of the major genes (gag, pol, env) and their coding proteins (gag: 
MA, CA, NC, p6; pol: PR, RT, IN; env: SU, TU) as well as, regulatory proteins (tat, rev), and accessory 
genes (vif, vpr, vpu HIV-1; vpx HIV-2) and the regions of the LTRs (U3, R, U5). Image adapted from 53. 

The genomes of HIV-1 and HIV-2 share fundamental similarities with those of other 

retroviruses, consisting of partially overlapping open reading frames (ORFs) that facilitate the 

transcription of various genes from the viral RNA genome (Figure 8).50,51 

The full genome of HIV-1 genome (HXB2; NIH GenBank: K03455.1) around 9.7 kilo base (kb), 

while the genome of HIV-2 (ROD; NIH GenBank: M15390.1) spans 9.6 kb and encode for nine 

genes each. The exact length may however vary depending on the specific phylogenetic group 

or even in a single individual.54,55 Like all retroviruses, the genome of HIV contains three major 

genes: group-specific antigen (gag), polymerase (pol), and envelope (env). These segments 

encode diverse proteins that arise through mechanisms such as alternative splicing, ribosomal 

frameshifts, and precursor peptide cleavage (Figure 10). The 5’-end of the genomic RNA is 

flanked by long terminal repeats (LTRs), which play roles in transcriptional regulation and 

integration into the host genome. The pol gene region encodes viral enzymes (RT, PR, IN), 

while the gag gene encompasses the structural proteins CA, MA, p6, and NC. The env gene 

governs the synthesis of gp120 and gp41 proteins. The Gag, Gag/Pol, and Env proteins initially 

exist as polyproteins, undergoing cleavage by the viral protease during later-stages of viral 

maturation.50,51 

In addition to these conserved genes present in all infectious retroviruses, the HIV-1/2 genome 

also encodes multiple regulatory proteins. The trans-activator of transcription (Tat) binds to a 

hairpin structure known as the trans-activation responsive region (TAR) element, which is 

encoded within the R region of the LTR. This binding leads to an increase in the transcriptional 
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elongation of viral genes, which is amplified 100-fold through the recruitment of host factors. 

The activation of transcription by Tat is crucial for the replication of the virus.50,56–59 

Another regulatory protein is the regulator of the expression of virion proteins (Rev). Rev binds 

to the Rev-responsive element (RRE) located within the HIV-1 env gene and, through its 

interaction with the chromosomal region maintenance 1 (CRM-1, XPO1) exporter protein, 

facilitates the export of unspliced and partially spliced viral RNA from the nucleus. This process 

allows the expression of gene products from gag, pol, and env.50,60,61 

The last four genes encoding the HIV-1/2 genome are accessory proteins. These proteins 

exert a significant influence on viral infectivity by either redirecting regular host factor functions 

or inhibiting antiviral mechanisms of the host cell to promote viral replication.50–52 

The viral infectivity factor (Vif) is prominently expressed within the cytoplasm, where it is also 

encapsulated into virus particles, contributing to increased infectivity. Its role includes the 

degradation of constituents within the apolipoprotein B mRNA-editing catalytic polypeptide-like 

3 (APOBEC3) family, which functions as a cellular restriction factor against HIV.50,62–65  

The viral protein R (Vpr) is substantially packaged into virus particles, facilitated by its 

interaction with Gag (p6 domain). It exerts a robust cell cycle arrest, specifically targeting the 

G2 stage of the cell cycle. This effect is achieved through the ubiquitination and subsequent 

degradation of cell cycle-related proteins. Vpr achieves this by binding to a ubiquitin ligase 

complex via DDB1 and CUL4 associated factor 1 (DCAF1)/VprBP. Moreover, Vpr aids in the 

import of the pre-integration complex (PIC) into the nucleus of non-dividing cells, particularly 

macrophages.50,66–70 

HIV-1/2 also possesses a unique, type-specific accessory protein. HIV-1, for instance, 

encodes the viral protein U (Vpu), a membrane-bound protein that plays a pivotal role in 

augmenting virus production. It achieves this by inhibiting the activity of Tetherin, a restriction 

factor of HIV, which prevents the virus from spreading to nearby cells by entrapping them on 

the cell surface. Additionally, Vpu is involved in facilitating the degradation of CD4 through the 

ubiquitin-conjugating pathway.50,71–73 

HIV-2 and a few other SIVs contain the viral protein X (Vpx), which supports the early stages 

of infection. This support is particularly important in macrophages and DC in a non-proliferative 

state, which consequently expresses the sterile alpha motif and HD domain-containing protein 

1 (SAMHD1). SAMHD1 functions as a nucleosidase, breaking down the pool of available 

deoxyribonucleoside triphosphates (dNTPs) within the cytoplasm. This degradation impairs RT 

activity drastically. In a manner similar to other HIV accessory proteins, Vpx contributes to 

SAMHD1 degradation with the assistance of DCAF1 and the ubiquitin pathway.50,74,75  
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Finally, the genome also encodes the negative factor (nef), which induces downregulation of 

chemokine receptors (e.g. CD4, CD8), restriction factors, and HLA class I antigens on the 

surface of HIV-1 infected cells.50,76 

1.2.2 HIV-1 Replication Cycle 

 

Figure 9: Schematic of HIV-1 Replication Cycle  

Illustration depicting the current understanding of the HIV-1 replication cycle. The virus particle first binds 
to the CD4 and co-receptor (CCR5 or CXCR4) on the host cell membrane, resulting in fusion and the 
entry of the viral capsid into the cytoplasm. Reverse transcription is initiated in the cytoplasm and is 
completed after nuclear import. In the nucleus, the capsid falls apart, and the reverse-transcribed cDNA 
integrates into the host cell genome. The integrated provirus is then transcribed, and the resulting RNA 
products are exported to the cytoplasm. Unspliced and single-spliced RNA products utilize separate 
export pathways than multiply spliced RNA. The viral proteins are translated, and Gag and Gag/Pol 
precursor proteins assemble at the plasma membrane. The Gag/Pol protein binds to the newly 
transcribed viral genome, and the virus buds from the plasma membrane, subsequently maturing into a 
new infectious virus. Image adapted from 77. 

Entry, Reverse Transcription, and Cytoplasmic Transport 

After entering the host bloodstream, HIV-1 binds to macrophages, DC, or T cell CD4 receptors 

via the gp120 portion of the env protein. To facilitate fusion between the viral envelope and the 

cell membrane, a chemokine receptor (CCR5 or CXCR4) acts as a co-receptor. After binding, 

the fusion of viral and plasma membranes is initiated, allowing the capsid to enter the target 

cell's cytoplasm and initiating the replication cycle of HIV-1.50,51,78 

In the cytoplasm, reverse transcription of the viral genome begins within the capsid, using host 

dNTPs and tRNAs to synthesize and initiate the reaction. In this process, the RT synthesizes 

a complementary double-stranded DNA (cDNA) from the two +ssRNA genome copies present 

in the capsid. Cellular and viral proteins that are connected with cDNA are called PIC.79,80 

During the process of reverse transcription, the capsid is transported through the cytoplasm to 

the nucleus by interactions with microtubules and ATP-dependent motor proteins.81–84  
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Nuclear Import, Capsid Uncoating, and Integration 

The process of uncoating in HIV has been a topic of debate, particularly regarding its location 

and timing, whether it occurs in the cytoplasm or the nucleus of the host cell.85,86 Recent 

publications tend to support the latter hypothesis. In this scenario, intact capsid reaches the 

nucleus and gains entry through a nuclear pore, facilitated by the cellular host factor cleavage 

and polyadenylation specific factor 6 (CPSF6), which binds to the capsid.83,85–87 This process 

allows lentiviruses like HIV to also infect non-dividing cells.88 In the nucleus, reverse 

transcription is completed and the capsid disassembles. The viral cDNA is then integrated into 

the host genome with the help of integrase. This integration establishes the virus as a provirus 

structure within the host's DNA and marks the end of the early stage of the HIV replication 

cycle.50,85,89 

Transcription, RNA Export, and Translation  

After integration, the late stages of HIV’s life cycle start with gene transcription of the provirus. 

This process may be immediate or the provirus may remain latent for varying periods of time, 

spanning from days to years, and differing in duration from cell to cell.90 Post-latency, 

transcription from the provirus occurs by human RNA polymerase II (Pol II),50,91 which can bind 

to three adjacent transcription start sites (TSS) within the promoter U3-R region of the 5’ LTR 

(Figure 8).92 This region also contains binding sites for the transcription factors like NF-κB, 

which acts as a positive regulatory factor for transcription.93 Pol II synthesizes long primary 

RNA transcripts, that are processed and may be also be spliced into small RNAs.50,91,94,95 As 

mentioned previously, during the cellular Pol II-mediated transcription Tat protein binds to the 

TAR region of nascent viral RNA, forming a protein complex with cellular proteins which 

significantly enhances Pol II transcription rates, elevating viral RNA levels.50,56,57 While multiply-

spliced viral RNAs can exit the nucleus similar to cellular mRNAs, singly-spliced or unspliced 

viral RNAs require assistance of the viral Rev protein binding to the RRE in order to exit the 

nucleus (Figure 10) (1.2.1).50,60,61  

Once in the cytoplasm, viral RNAs undergo translation into proteins through the cellular 

translation machinery. The gag and pol coding sequences are located in separate ORFs 

(Figure 10). Commonly, unspliced viral RNA translation produces the Gag precursor protein 

(Pr55Gag). However, due to an occasional one-amino acid frameshift occurring approximately 

10% of the time near the end of the Gag ORF, ribosomal translation proceeds within the pol 

reading frame. As a result, the entire pol gene is transcribed and the Gag/Pol precursor protein 

(Gag/Pol) is formed.50,96 
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Figure 10: Different splice forms of HIV-1 RNA  

This illustration depicts the transcription and processing of RNA from HIV-1 provirus and potential 
splicing events. Dashed lines showing the connection between major splice donor and acceptor sites. 
RNAs indicating the RRE site are leaving the nucleus through the CRM-1 pathway with the aid of Rev. 
The coded proteins of the respective RNA are shown on the left-hand side. Image adapted with 
permission from 97. 

Packaging, Assembly, Budding, and Maturation 

The assembly process primarily involves the aggregation of numerous Pr55Gag molecules at 

the cell membrane through a process known as Gag multimerization.98–100 During this process, 

the N-terminal glycine within the MA domain undergoes myristoylation.50,99,101 This 

myristoylation remains cloaked within the hydrophobic pocket of monomeric MA. Exposure of 

the myristate occurs upon the trimerization of MA.102 This trimerization is induced by the 

multimerization of Pr55Gag, mediated by the CA and NC domains. The binding of the newly 

transcribed gRNA to the NC promotes the Gag multimerization.102 This conformational 

alteration is referred to as the "myristyl switch”.102,103 Additionally, a highly basic region (HBR; 

amino acids 14-31 of MA) forms a positively charged patch on the surface of the MA domain, 

promoting the association of Pr55Gag with the plasma membrane.101,104,105 Remarkably, Pr55Gag 

itself can generate new particles without requiring additional viral proteins, emphasizing the 

significance of a few essential sites.106 The Env glycoprotein is transported from the Golgi 

apparatus to the plasma membrane, integrating into it.50,107 Over time, increasing amounts of 

Pr55Gag and a limited amount of Gag/Pol multimerize, causing the plasma membrane to bulge 

and form a spherical particle. The gRNA dimer, binding to NC through the “packaging 

sequence” psi (ψ) within the 5’ LTR, becomes packaged within this particle. 50,96,97,99,108,109 
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After completion of the virus assembly, budding occurs in which the immature virus particles 

detach from the plasma membrane, which is facilitated by proteins of the host cell. 

Subsequently, immature virus particles are released into the extracellular space.50,96,99,110 

Afterwards, the PR undergoes autocatalytic cleavage, separating itself from the Gag/Pol and 

processing other viral proteins that undergo reorganization. This results in the construction of 

a new conical capsid shell out of the p24, which encapsulates the gRNA-NC-enzyme complex. 

This completes the maturation process. The virus is now infectious and can infect a new 

cell.50,96,99  

1.2.3 HIV Transmission, Pathogenesis, and the Onset of AIDS  

This section focuses on medical and some epidemiological aspects of the virus. HIV infection 

occurs via infectious body fluids. Most cases occur through sexual contact, but transmission 

can also occur through the exchange of needles and perinatally. Not only free virus particles 

but also already infected cells represent a source of infection. HIV cannot be transmitted via 

droplet or smear infection, meaning that HIV is often described as difficult to transmit compared 

to other pathogens. However, the transmissibility of the virus cannot be understated, since the 

risk of transmission via the above-mentioned routes is great, especially at high viral loads.51,111 

The course of HIV pathogenesis can be divided into the following three phases: 

Primary Infection 

The first phase of the natural HIV pathogenesis lasts approximately one to six months and is 

often asymptomatic. During this time, HIV establishes itself and builds up reservoirs inside 

CD4+ memory T cells and macrophages. Flu-like symptoms such as fever, joint pain, 

lymphadenopathy and skin rashes can occur. During this phase, large amounts of virus 

particles accumulate in the blood and CD4+ cell counts temporarily decrease but increase 

again towards the end of this phase. Due to the fact that the viral load is extremely elevated 

during this phase, the risk of transmission is also higher compared to the later-stages of 

infection.51,111 

Latency Phase 

The second phase lasts on average 8-10 years, in which the patient is in a symptom-free state. 

Due to the immune response, HIV-specific antibodies and cytotoxic CD8+ T cells are 

established against HIV. As a result, the viral load diminishes in the bloodstream, while the 

CD4+ T cell count decreases only slightly over the years. Overall, there is a balance in the body 

of the infected person between viral replication, followed by cell death, and the production of 

new CD4+ cells.51,111 
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Symptomatic Phase 

The last phase is defined by the onset of immunodeficiency and the development of the AIDS 

clinical symptoms. The CD4+ T cell count decreases rapidly while the viral load in the blood 

spikes once more. The weakening of the immune system leads to HIV-associated infections 

such as fungal infections, shingles, or bacterial pneumonia. If the CD4+ T cell count drops 

below approximately 200 cells/μl, opportunistic diseases associated with AIDS occur. These 

are infections that specifically affect individuals with immune deficiencies. The primary cause 

of this lies in the diversity of specific antibodies that are no longer present, and a wide variety 

of pathogen can get a foothold. Eventually, the immune system fails, potentially caused by the 

drastic loss of CD4+ T cells. The patient dies due to one of the overwhelming burdens of 

opportunistic infections.51,111 

1.2.4 A Life With HIV: cART Treatment and Long-Term Consequences 

However, HIV infection is no longer a death sentence. This dramatic change is due to the 

effective highly active antiretroviral therapy (HAART), which is a type of HIV therapy that 

involves a combination of medications to suppress the replication of HIV and slow down the 

disease progression. HAART is also known as combination antiretroviral therapy (cART). The 

previously described phase progression of infection occurred in the pre-HAART era without 

medical intervention of the infected individual.50,51,111,112  

cART typically involves the use of three or more antiretroviral medications from different 

classes, including nucleoside reverse transcriptase inhibitors (NRTIs), non-nucleoside reverse 

transcriptase inhibitors (NNRTIs), protease inhibitors (PIs), and integrase inhibitors (INIs). By 

using a combination of drugs with different mechanisms of action, cART is able to attack the 

virus at multiple points in its life cycle, making it more difficult for the virus to develop resistance 

against drugs. The goals of cART therapy are to reduce the viral load, increase the CD4+ T 

cell count, and improve the overall health and quality of life of people living with HIV.50,51,111,113 

cART is highly effective in achieving these goals, with many people living with HIV being able 

to reach nearly normal life expectancy with proper treatment.44 However, cART is not a cure 

for HIV, and it requires lifelong adherence to the medication regimen in order to maintain its 

effectiveness.50,51,111,113 Additionally, cART can have side effects, including nausea, vomiting, 

diarrhea, neurotoxicity, fatigue, and interactions with other medications.51,111,114  

It is nearly impossible to cure HIV infection (described in section 1.2). The reason for this 

resiliency is the HIV reservoir, with proviruses being inactive and not affected by the drugs in 

cART. They do not express viral proteins and the immune system cannot differentiate between 

healthy cells and provirus containing cells. As a result, the immune system is unable to 

distinguish between infected and uninfected cells. HIV reservoirs thus enable replication-
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competent viruses to persist despite therapy, which means that increased virus production can 

occur anytime if therapy is interrupted.51,111,112,115  

The major challenge for research is to find a means to eradicate the HIV reservoir.111,112,116–118 

Attempts are being made to prevent the integration of HIV into the host cell genome, to 

reactivate it from dormant memory cells by the "shock and kill" strategy,117 or to epigenetically 

silence the provirus in the genome by the “block and lock” strategy.116 Ultimately, the aim is to 

prevent the expression of viral proteins and the resulting formation of new virions.  

HIV-Associated Neurocognitive Disorder and the Role of Macrophages 

A complete, safe cure remains the ultimate goal in HIV research. However, despite cART 

treatment, individuals with HIV infection still experience pathogenic manifestation. Although 

these symptoms are milder than those associated with AIDS, they continue to have a 

significant impact on their lives.119 The life expectancy for those living with HIV is approaching 

that of people without HIV infection, leading to a growing population of individuals living with 

HIV.44 It is therefore essential to understand molecular mechanisms underlying these 

symptoms and to investigate possible treatments. 

One major pathogenic manifestation 

in current HIV-infected patients is 

cognitive impairments, which are 

grouped under the term HIV-

associated neurocognitive disorders 

(HAND).120–122 This impairment 

affects up to 50% of individuals with 

HIV-1 infection, particularly those with 

advanced states of disease (Figure 

11).121,123 The clinical manifestations 

of HAND can vary depending on the 

severity of the disease. Mild 

neurocognitive disorders (MND) 

associated with HAND may manifest as subtle deficits in attention, memory, and executive 

functions, while more severe forms may lead to HIV-associated dementia (HAD), which can 

include motor deficits and seizures. In developed countries where cART treatment is the 

standard, asymptomatic neurocognitive impairments (ANI) is the most common group of 

HANDs, defined by the detectability of HIV in the cerebrospinal fluid, but that does not 

significantly affect the individual's daily functions.121,122,124 Despite effective cART treatment, 

the incidence of HAND remains high, with numbers remaining at levels similar to the pre-cART 

era, although the severity of HAD cases is less pronounced today (Figure 11). This ongoing 

prevalence of HAND poses increasing challenges for health systems worldwide.122–124  

 

Figure 11: Proportion of HAND in the HIV-Infected 
Population 

Illustration of the distribution of unaffected (purple), as 
well as HAND affected individuals of the HIV infected 
population before and with treatment by cART. HAND is 
split into ANI (green), MND (red) and HAD (blue) cases. 
Image reproduced with permission from 122. 
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The pathogenesis of HAND is complex and not yet fully understood.  Macrophages, as one of 

the first cell types encountered by HIV-1 after infection, play a crucial role in the pathogenesis 

of HAND. During the acute phase, HIV-1 infects monocytes, allowing the virus to migrate 

through these monocytes across the blood-brain barrier as ‘trojan horse’ into the central 

nervous system (CNS).119,125,126 Within the CNS, monocytes can differentiate into mature 

tissue-resident macrophages, and HIV-1 establishes persistent infection.124,127,128 Moreover, 

newly produced virus particles can infect cells within the CNS, including microglial cells.129 Viral 

components in infected cells trigger the release of pro-inflammatory cytokines, leading to 

neuroinflammation,128,130,131 and neurotoxicity mediated by viral proteins.127,132 These 

processes can damage neurons and contribute to cognitive impairment.  

Understanding the interaction between macrophages and HIV-1 is important for the 

development of new treatments and strategies for controlling chronic inflammation caused by 

the virus and to improve the health of a growing population of individuals living with HIV-1. 
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1.3 Aims of This Thesis 

This thesis focuses on the innate immune response of monocyte-derived macrophages 

(MDMs) against HIV-1 infection, investigating the viral and cellular determinants that produce 

the innate immune response and subsequent inflammation. The aim is to identify and 

characterize viral or cellular determinants that are crucial for driving innate immune activation 

in macrophages. 

First, we investigate the innate immune response in MDMs. This will involve time-interval 

experiments using antiviral agents to inhibit reverse transcription or integration of the viral 

genome to determine the stage of the replication cycle that triggers the innate immune 

response. A panel of ISGs will be selected to assess nascent inflammation and activated PRRs 

in MDMs and their expression will be monitored over time using real-time PCR. Activation of 

transcription factors is measured by western blot analysis. 

Subsequently, analytical experiments are carried out using macrophage-like stable cell lines. 

The utilization of cell lines will minimize genetic variability between experiments and enable 

the generation of stable knockout (KO) cell lines for identified cellular proteins associated with 

innate immune recognition of HIV-1. Further experiments involving pharmacological or genetic 

approaches are conducted to investigate the specific viral determinants required for triggering 

the innate immune response. 

The study will also try to explore the interaction between the identified viral components of 

HIV-1 and the cellular factors involved in the innate sensing pathway. This analysis aims to 

provide insights into the cellular mechanisms underlying innate immune recognition. 

Ultimately, this knowledge will facilitate our understanding of inflammation in HIV-1-infected 

MDMs at both the viral and cellular levels. 
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2 Materials and Methods 

2.1 Materials 

The following tables list the materials used in the preparation of this thesis that could not be 

assigned to just one of the subsequent method sections (2.2, 2.3, 2.4, 2.5). 

Table 1: Antibiotics, Drugs and Stimulants 

Antibiotic / Drug / Stimulants Supplier 

Ampicillin Carl Roth, Germany 

cOmplete™ protease inhibitor cocktail Roche, Switzerland 

eBioscience™cell stimulation cocktail (500X) ThermoFisher Scientific, USA 

Gentamicin-solution Merck, Germany 

Gibco pen strep (penicillin-streptomycin)  ThermoFisher Scientific, USA 

Human GM-CSF recombinant protein, PeproTech® ThermoFisher Scientific, USA 

Leptomycin-B InvivoGen, France 

Nevirapine Merck, Germany 

Normocin™ InvivoGen, France 

Phorbol 12-myristate 13-acetate (PMA) Merck, Germany 

PhosSTOP™ phosphate inhibitor cocktail tablets Roche, Switzerland 

Puromycin InvivoGen, France 

R-33 AdooQ BioScience, USA 

Raltegravir Merck, Germany 

Selinexor (KPT-330) Selleck Chemicals, USA 

 

Table 2: Antibodies and Dyes 

Antibody / Dye Dilution Organism Supplier 

AG3.0 Anti-p24 1:500 Mouse Stephen Norley133 NIH reagent 

program ARP-4121 

Anti-human IgG (γ-chain specific)-

peroxidase  

1:1,000 Goat Merck, Germany 

c-Myc monoclonal antibody (9E10) 1:1,000 Mouse ThermoFisher Scientific, USA 

eBioscience™ fixable viability dye 

eFluor™ 660 (FVD-660) 

1:1,000  ThermoFisher Scientific, USA 

GAPDH monoclonal Ab (FF26A), 

eBioscience™ 

1:2,500 Mouse ThermoFisher Scientific, USA 

HIV positive plasma pool 1:10,000 Human Stephen Norley133 

IRDye® 680RD goat anti-rabbit IgG 1:15,000 Goat LI-COR, USA 

IRDye® 800CW goat anti-mouse IgG 1:15,000 Goat LI-COR, USA 

IRF3 monoclonal antibody 1:1,000 Mouse Proteintech Group, USA 

IRF3 monoclonal antibody 

eBioscience™ 

1:1,000 Mouse ThermoFisher Scientific, USA 

Anti-IRF3 (phospho-S386) [EPR2346] 

monoclonal antibody 

1:1,000 Rabbit Abcam, UK 

MAVS antibody #3993 polyclonal 

antibody 

1:1,000 Rabbit Cell Signaling Technology, USA 

Monoclonal anti-α-Tubulin antibody 

T6074 

1:1,000 Mouse Merck, Germany 
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Monoclonal anti-β-Actin antibody 1:1,000 Mouse Merck, Germany 

Phospho-IRF-3 (S396) (D601M) 

monoclonal antibody 

1:1,000 Rabbit Cell Signaling Technology, USA 

Phospho-STAT1 S(S727) (D3B7) 

monoclonal antibody 

1:1,000 Rabbit Cell Signaling Technology, USA 

Phospho-STAT1 S(T701) (58D6) 

monoclonal antibody 

1:1,000 Rabbit Cell Signaling Technology, USA 

Phospho-TBK1/NAK (S172) (D52C2) 

monoclonal antibody 

1:1,000 Rabbit Cell Signaling Technology, USA 

SAMHD1 mouse monoclonal antibody 1:1,000 Mouse OriGene, USA 

STAT1 (9H2) monoclonal antibody 1:1,000 Mouse Cell Signaling Technology, USA 

STING (D2P2F) monoclonal antibody 1:1,000 Rabbit Cell Signaling Technology, USA 

TBK1 monoclonal antibody 1:1,000 Mouse Proteintech Group, USA 

TBK1 monoclonal antibody 1:1,000 Mouse Proteintech Group, USA 

 

Table 3: Chemicals  

Chemical Supplier 

1,2-Bis-(dimethylamino)-ethane,N,N,N’,N’-

Tetramethylethylenediamine (TEMED) 

Carl Roth, Germany 

1,4-Dithiohreit (DTT) Carl Roth, Germany 

2-Mercaptoethanol Carl Roth, Germany 

Agarose analyze and prep Simplebiotech, Germany 

Ammonium chloride Carl Roth, Germany 

Ammonium persulfate (APS) Carl Roth, Germany 

Bovine serum albumin (BSA) fraction V  Carl Roth, Germany 

D(+)-Saccharose Carl Roth, Germany 

Dimethyl sulfoxide (DMSO) Merck, Germany 

Ethanol Carl Roth, Germany 

Ethidium bromide Roche, Switzerland 

Ethylenediaminetetraacetic acid (EDTA) Merck, Germany 

Formaldehyde Merck, Germany 

Glycerol Carl Roth, Germany 

Glycine Carl Roth, Germany 

Glycogen ThermoFisher Scientific, USA 

Glutaraldehyde 25% aqueous solution Merck, Germany 

Hydrochloric acid (HCl) 37% Carl Roth, Germany 

Isopropanol (2-propanol) Carl Roth, Germany 

Methanol Carl Roth, Germany 

MS2 RNA from bacteriophage MS2 Roche, Switzerland 

Nonoxinol 40 (NP-40) ThermoFisher Scientific, USA 

Skimmed milk powder Carl Roth, Germany 

Polyethylenimine hydrochloride (PEI) Merck, Germany 

Polyethylene glycol alkylphenyl ether (Triton X-100) Carl Roth, Germany 

Polyoxyethyelne-20-sorbitan monolaurate (Tween® 20) Carl Roth, Germany 

ROTIPHORESE®Gel 30 (37,5:1)  Carl Roth, Germany 

Sodium azide Merck, Germany 

Sodium chloride Carl Roth, Germany 

Sodium deoxycholate Merck, Germany 

Sodium dodecyl sulphate (SDS) Carl Roth, Germany 

Sodium hydroxide (NaOH) Carl Roth, Germany 

Sulfuric acid (H2SO4) 95-98% Carl Roth, Germany 

Trichloromethane/chloroform Carl Roth, Germany 
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Tris-(hydroxymethyl)-amino methane Carl Roth, Germany 

TRIzol™ reagent ThermoFisher Scientific, USA 

 

Table 4: Commercial Buffers, Growth Media, and Solutions  

Buffer / Solution / Growth medium Supplier 

10X Phosphate-buffered saline (PBS) / 1X PBS, pH 7.2 RKI, Germany 

10X Tris-buffered saline (TBS), pH 7.5 RKI, Germany 

2-[4-(2-Hydroxyethyl)-1-piperazinyl]-ethane sulfonic acid 

(HEPES)-Buffer 1 M 

Merck, Germany 

Accutase® solution Merck, Germany 

Blocking buffer (western blot) Rockland Inc., USA 

Carbonate-bicarbonate buffer, pH 9.6 GENAXXON bioscience, Germany 

Dulbecco’s modified eagle medium (DMEM), pH 7.2 Nutrient center of RKI, Germany 

FastDigest green buffer (10X) Thermo Fisher Scientific, USA 

Gibco™ fetal bovine serum (FBS) origin brazil Thermo Fisher Scientific, USA 

Histopaque®-1077 Hybri-Max™ Merck, Germany 

Humanserum heat inactivated, male AB Merck, Germany 

IC fixation buffer Thermo Fisher Scientific, USA 

Incuwater-Clean™ ITW Reagents, Italy 

NuPAGE®LDS sample buffer (4X) ThermoFisher Scientific, USA 

QUANTI-Blue™: SEAP detection reagent InvivoGen, France 

QUANTI-Luc™: luciferase detection reagent InvivoGen, France 

Resolving gel buffer 1.5 M Tris-HCl, pH 8.8 Bio-Rad Laboratories, Inc., USA 

Roswell Park memorial institute (RPMI)-1640, pH 7.2 Nutrient center of RKI, Germany 

ROTIPHORESE®50x TAE buffer Carl Roth, Germany 

S.O.C. medium Thermo Fisher Scientific, USA 

Stacking gel buffer 0.5 M Tris-HCl, pH 6.8 Bio-Rad Laboratories, Inc., USA 

Trypsin-EDTA solution 1X Merck, Germany 

 

Table 5: Compositions of Made Buffers, Growth Media, and Solutions  

Buffer / Solution / Growth medium Composition 

10X Tris-glycine 

 

250 mM Tris, 1.92 M glycine in ddH2O 

12% Resolving gel solution 

 

40% (v/v) ROTIPHORESE®Gel 30 (37,5:1), 25% (v/v) 

resolving gel buffer, 0.1% (v/v) SDS, 0.05% (v/v) APS, 

0.05% (v/v) TEMED 

 

5% Stacking gel solution 

 

17% (v/v) ROTIPHORESE®Gel 30 (37,5:1), 25% (v/v) 

stacking gel buffer, 0.1% (v/v) SDS, 0.05% (v/v) APS, 

0.05% (v/v) TEMED 

 

Blocking buffer (ELISA) 2% (w/v) Skimmed milk powder in 1XPBS, pH 7.2 

 

Cell freezing medium 

 

45% (v/v) FBS, 45% (v/v) RPMI-1640, pH 7.2, 10% (v/v) 

DMSO 

 

Dendritic cell (DC)-medium 

 

5% (v/v) Human serum, 1mM HEPES, 24 µg/mL 

gentamicin in RPMI-1640, pH 7.2 
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Disruption buffer 

 

40 mM Tris-HCl, pH 8.1, 50 mM KCl, 20 mM DTT, 0.2% 

NP-40 

 

DMEM complete 

 

10% (v/v) FBS, 20 Units/mL pen strep-solution in 

DMEM, pH 7,2 

ELISA wash buffer 

 

0,05% Tween 20 in 1XPBS, pH 7,2 

LB-medium complete 

 

50µg/mL Ampicillin in LB-medium, pH 7,2 

NP40-lysis buffer 100 mM Tris-HCl, pH 8,0, 30 mM NaCl, 0,5% (v/v) NP40 

in ddH2O, 1 tablet each of cOmplete™ Protease inhibitor 

cocktail for 10 mL buffer 

 

Radio-immunoprecipitation assay 

(RIPA)-lysis buffer 

 

50 mM Tris HCl, 150 mM NaCl, 1% (v/v) NP-40, 0,5% 

(w/v) sodium deoxycholate, 1 mM EDTA, 0,1% (w/v) 

SDS, 0.01% (w/v) sodium azide in ddH2O, pH of 7.4, 1 

tablet each of cOmplete™ protease inhibitor cocktail and 

PhosSTOP™ for 10 mL buffer 

 

Red blood cell-lysis-buffer 

 

160 mM NH4Cl, 170mM Tris-HCl, pH 7.2 

RPMI-1640 complete 

 

10% (v/v) FBS, 2% (v/v) pen strep-solution, 100 µg/mL 

normocin in RPMI-1640, pH 7.2 

 

Running buffer  

 

0.1% (v/v) SDS, 10% (v/v) 10X Tris-gylcine in ddH2O 

Sucrose gradient solution 

 

20% (w/v) Sucrose in 1XPBS, pH 7.4, 

Transfer buffer 

 

20% (v/v) Methanol, 10% (v/v) 10X Tris-gylcine in 

ddH2O 

 

WB sample buffer 

 

5% 2-Mercaptoethanol in 4X NuPAGE®LDS sample 

buffer 

 

WB wash buffer 0.1% Tween 20 in 1XPBS, pH 7.2 or 1XTBS, pH 7.5 

 

Table 6: Enzymes and Ladders  

Enzyme / Ladder Supplier 

FastDigest BamHI Thermo Fisher Scientific, USA 

FastDigest FspAI Thermo Fisher Scientific, USA 

FastDigest NheI Thermo Fisher Scientific, USA 

FastDigest SalI Thermo Fisher Scientific, USA 

FastDigest SpeI Thermo Fisher Scientific, USA 

FastDigest XhoI Thermo Fisher Scientific, USA 

GeneRuler 1 kb DNA-ladder Thermo Fisher Scientific, USA 

GeneRuler 1 kb Plus DNA-ladder Thermo Fisher Scientific, USA 

GeneRuler 100 bp Plus DNA-ladder Thermo Fisher Scientific, USA 

PageRuler™ prestained protein ladder Thermo Fisher Scientific, USA 

Phusion green HS II high-fidelity PCR MM Thermo Fisher Scientific, USA 

T4 DNA ligase, LC (1 U/µL) Thermo Fisher Scientific, USA 
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Table 7: Kits  

Kit Supplier 

BigDye™ terminator v3.1 cycle sequencing kit ThermoFisher Scientific, USA 

GeneJET gel extraction kit ThermoFisher Scientific, USA 

GeneJET PCR purification kit ThermoFisher Scientific, USA 

Luciferase assay system Promega, USA 

Pierce BCA protein assay kit Thermo Fisher Scientific, USA 

OIAprep® spin miniprep kit QIAGEN, Germany 

QIAamp® DNA mini kit QIAGEN, Germany 

QIAamp® viral RNA mini kit QIAGEN, Germany 

QIAGEN plasmid maxi kit QIAGEN, Germany 

QIAGEN plasmid midi kit QIAGEN, Germany 

QIAquick® gel extraction kit QIAGEN, Germany 

QIAquick® PCR purification kit QIAGEN, Germany 

RevertAid RT reverse transcription kit Thermo Fisher Scientific, USA 

RNeasy® mini kit QIAGEN, Germany 

Lenti RT activity kit Cavidi, Sweden 

SensiFAST™ probe no-ROX kit Meridian Bioscience, USA 

SensiFAST™ SYBR no-ROX kit Meridian Bioscience, USA 

SuperScript™ III first-strand synthesis system Thermo Fisher Scientific, USA 

SV 96 total RNA isolation system Promega, USA 

 

Table 8: Laboratory Gear  

Laboratory gear Supplier 

96PW-Tecan CE micro plate washer Tecan Group, Switzerland 

Avanti™J-20 XP centrifuge Beckman Coulter, USA 

CB 170 CO2-incubator Binder, Germany 

Cell culture dishes, well-plates, and flasks TPP, Switzerland 

Centrifuge 5415 R Eppendorf, Germany 

Centrifuge 5424 R Eppendorf, Germany 

CFX96™real-time system Bio-Rad Laboratories, USA 

Countess 3 FL Thermo Fisher Scientific, USA 

Ecotron Infors HT, Switzerland 

Eppendorf thermomixer compact 5350 Mixer Eppendorf, Germany 

FACSCalibur flow cytometer: 4-color BD Biosciences, USA 

Heraeus biofuge primo R centrifuge Thermo Fisher Scientific, USA 

Immobilon®-FL transfer membranes 0.45 µm Merck, Germany 

Invitrogen™ nunc MaxiSorp™ flat bottom Thermo Fisher Scientific, USA 

LABSONIC® M Sartorius, Germany 

LUMIstar OMEGA BMG LABTECH, Germany 

Magna-Sep™ Thermo Fisher Scientific, USA 

Mastercycler X50s Eppendorf, Germany 

Mini Trans-Blot® cell Bio-Rad Laboratories, USA 

Mini-PROTEAN® tetra handcast system Bio-Rad Laboratories, USA 

Mini-PROTEAN® TGX gels Bio-Rad Laboratories, USA 

Multiskan Go Thermo Fisher Scientific, USA 

NanoDrop™ One/Onec microvolume-UV/Vis 

Spectrophotometer 

Thermo Fisher Scientific, USA 

Optima XPN-80 ultracentrifuge Beckman Coulter, USA 

Polymax1040 Heidolph Instruments, Germany 

Power supplies Bio-Rad Laboratories, USA 
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ROTILANO®Blotting papers, thick 0.75, Carl Roth, Germany 

Sartorius top-loading balance excellence E2000D Sartorius, Germany 

Sigma 3-30KS Sigma Laborzentrifugen, Germany 

Tecan sunrise OEM remote microplate absorbance reader Tecan Group, Switzerland 

Thermo HERAsafe KS 12 Thermo Fisher Scientific, USA 

Ultra-Clear™ centrifuge tubes 25 x 89mm Beckman Coulter, USA 

Wide mini-sub cell GT cell Bio-Rad Laboratories, USA 

 

Table 9: Plasmids  

Nr. Plasmid Source 

1 p89.6 NIH HIV reagent program 

ARP-3552 

2 pcDNA6-SIVmac239-Vpx-Myc-His Henning Hofmann134 

3 pCH040.c/2625 NIH HIV reagent program 

ARP-11740 

4 pCMV-VSV-G Myc Addgene# 80054 

5 pLentiCRISPR.v1-Puro-MAVS#1 Oya Cingöz 

6 pLentiCRISPR.v1-Puro-MAVS#2 Oya Cingöz 

7 pLentiCRISPR.v1-Puro-STING#2 Oya Cingöz 

8 pMDLg/pRRE Addgene #12251 

9 pNL.4.3-Luc E- R- Ned Landau135 NIH HIV 

reagent program ARP-4121 

10 pNL4.3 GFP CAE45A Stephen Goff 

11 pNL4.3 GFP CAK203A Stephen Goff 

12 pNL4.3 GFP CAN74D Stephen Goff 

13 pNL4.3 GFP CAP38A Stephen Goff 

14 pNL4.3 GFP CAQQ63/67AA Stephen Goff 

15 pNL4.3 Luc MAG2A E- R-  Nicolas Arnow 

16 pNL4.3 Luc RevLE76 77DL E- R-  Oya Cingöz 

17 pNL4.3 Luc TatM1A E- R-  Oya Cingöz 

18 pNL4.3.CMV-GFP SIVp6 (SIVmacgag 17-26) E- R-  Henning Hofmann136 

19 pNL4.3.CMV-GFP SIVp6 (SIVmacgag 17-26) MAG2A E- R-  Nicolas Arnow 

20 pNL4.3.CMV-GFP SIVp6 (SIVmacgag 17-26) RevLE76/77DL E- R-  Nicolas Arnow 

21 pNL4.3.CMV-GFP Δgag/pol(52-3711) E- R-  Nicolas Arnow 

22 pNL4.3-Luc CAP90A E- R-  Stephen Goff 

23 pNL4.3-Luc IND64A E- R-  Oya Cingöz 

24 pNL4.3-Luc RHH539F E- R-  Oya Cingöz 

25 pNL4.3-Luc RTD110A E- R-  Oya Cingöz 

26 pRSV.rev Addgene #12253 

27 psPAX2 Addgene #12260 

28 pWPXL-GFP Addgene #12257 
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Table 10: Plasmids Used for Virus Production 

Virus Plasmids used (Table 9) Ratio of transfection 

WPREGFP  4, 19, 28 1: 3: 4 

NL4.3GFP CAE45A  4, 10, 19 1: 4: 3 

NL4.3GFP CAK203A  4, 11, 19 1: 4: 3 

NL4.3GFP CAN74D  4, 12, 19 1: 4: 3 

NL4.3GFP CAP38A 4, 13, 19 1: 4: 3 

NL4.3GFP CAQQ63/67AA  4, 14, 19 1: 4: 3 

NL4.3GFP MAG2A  2, 4, 19, 27 1: 1: 3: 4 

NL4.3GFP RevM10 2, 4, 20, 25 1: 1: 7: 1 

NL4.3GFP  2, 4, 18  1: 1: 7 

NL4.3GFP Δgag/pol  4, 19, 21 1: 3: 4 

NL4.3Luc CAP90A  4, 19, 22 1: 3: 4 

NL4.3Luc IND64A  4, 19, 23 1: 3: 4 

NL4.3Luc MAG2A  4, 15, 19 1: 4: 3 

NL4.3Luc RevM10 4, 16, 19 1: 4: 3 

NL4.3Luc RHH539F  4, 19, 24 1: 3: 4 

NL4.3Luc RTD110A  4, 19, 25 1: 3: 4 

NL4.3Luc TatM1A  4, 17, 19 1: 4: 3 

NL4.3Luc  4, 9 1: 7 

Virus-like particle (VLP) empty 4, 8, 25  1: 7: 1  

VLP Vpx 2, 4, 8, 25  1: 1: 7: 1 

 

Table 11: Software  

Software Version Supplier 

CFX Maestro Software 2.2 Bio-Rad Laboratories, Inc., USA 

CMU FireCam 2.03 PHASE, Germany 

DeepL 23.9.2 DeepL SE, Germany 

FlowJo 10.8.0 FLOWJO, LLC, USA 

Geneious Prime 2021.2.2 Biomatters, New Zealand 

GraphPad Prism 9.1.0 Graph Pad Software, USA 

Image Studio 5.2.5 LI-COR, USA 

ImageJ 01.52a.0 National Institutes of Health, USA 

MARS 3.32 R5 BMG LABTECH, Germany 

Mendeley Desktop 1.19.8 Elsevier Inc., USA 

Microsoft Office Professional Plus 2019  Microsoft, USA  

ND1000 V 3.8.1 Thermo Fisher Scientific, USA 

Omega 5.50 R4 BMG LABTECH, Germany 

TECAN Reader 1.0 Steve. Ink. 
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2.2 Cell Biological Methods 

2.2.1 Cell Culture 

For cell culture, only cell culture plastics from TPP (Table 8) were purchased. The cells were 

cultured at 37°C in a 5% CO2 humidified atmosphere in Binder incubators (Table 8). 

Table 12: Cells Used in Cell Culture 

Cells Cell type Supplier 

C8166 CD4+ CCR5+ Suspension Kindly provided by Oya Cingöz at RKI 

HEK-293T Adherend  ATCC, USA 

HEK-Blue™ IFN-α/β Reporter HEK 

293 Cells 

Adherend  InvivoGen, France 

PBMCs (Buffy Coats from 

anonymous blood donors) 

Suspension/ 

Adherend 

DRK Blutspendedienst Nord-Ost, Germany 

THP-1  Suspension Kindly provided by Veit Hornung at Ludwig-

Maximilians-Universität Munich 

THP-1 Dual™ Cells Suspension InvivoGen, France 

THP-1 Dual™ KO-STING Cells Suspension InvivoGen, France 

THP-1 MAVS KO Suspension Created by Nicolas Arnow at RKI 

THP-1 STING KO Suspension Kindly provided by Veit Hornung at Ludwig-

Maximilians-Universität Munich 

TZM-bl Adherend  Kindly provided by Uwe Fiebig at RKI 

U937 Suspension Kindly provided by Albrecht F. Kiderlen at 

RKI 

U937 MAVS KO Suspension Created by Nicolas Arnow at RKI 

U937 STING KO Suspension Created by Nicolas Arnow at RKI 

 

Adherent Cells 

Adherent cells (Table 12) were cultured in Dulbecco's Modified Eagle Medium (DMEM) 

complete medium (Table 5). Cells were passaged every two to three days at a ratio of 1:5 to 

1:20, depending on cell density. For this purpose, the medium was first removed, and the cells 

were washed with 1X PBS. Subsequently, the cells were detached from the bottom of the flask 

using a trypsin/EDTA solution (Table 4). Depending on the ratio, the cells were resuspended 

in a fresh medium and further cultured.  

Suspension Cells 

Suspension cells (Table 12) were cultured in Roswell Park Memorial Institute 1640 (RPMI-

1640) complete medium (Table 5). Depending on cell density, the cell suspensions were 

diluted at a ratio of 1: 10 to 1: 20 with fresh medium and then cultured further. 

Primary Blood Cells 

Isolated primary blood cells from Buffy Coats (Table 12) were cultured in DC-Medium  

(Table 5). 
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2.2.2 PBMC Isolation 

The following protocol details how peripheral blood mononuclear cells (PBMC) are properly 

isolated to obtain a pure cell population for downstream applications. 

To isolate PBMCs from a fresh buffy coat of samples (Table 12), the buffy coat was first diluted 

1: 2 with RPMI-1640 and carefully layered onto 12 mL of ficoll (Histopaque, Table 4) in 50 mL 

centrifuge tubes. Histopaque, a polysucrose, can penetrate erythrocytes, dead cells, and cell 

fragments while leaving PBMCs in the interphase. After centrifugation at 1420 x g for 25 

minutes with the lowest possible acceleration and braking forces, the buffy coat separated into 

three phases, and the PBMCs were collected from the interphase. 

The collected PBMCs were then washed with RPMI-1640 and centrifuged at 840 x g for 8 

minutes. After discarding the supernatant, the pellet was resuspended in 5 mL of RBC Lysis 

Buffer and incubated at room temperature for 5 minutes to lyse any remaining erythrocytes. 

Following another wash step with RPMI-1640 and centrifugation at 840 x g for 5 minutes, the 

supernatant was discarded again. If the pellet was still strongly stained red, indicating the 

presence of many remaining erythrocytes, the lysis and washing step was repeated. 

Finally, the PBMC pellet was resuspended in 10 mL of DC medium, and cell counting was 

performed. The desired number of cells were either used directly or cultured for further 

experiments. 

The use of Histopaque 1077 as ficoll and RBC Lysis Buffer allows for efficient separation of 

PBMCs from other blood components, particularly erythrocytes, which can interfere with 

downstream applications. 

Differentiation of MDMs 

Macrophages can be differentiated in vitro from monocytes isolated out of peripheral blood. 

First, monocytes of the PBMCs population were selected by adhering to the plate surface for 

several hours, followed by washing to remove unbound cells. Macrophages were differentiated 

from monocytes by stimulating the cells with 50 ng/mL Granulocyte-Macrophage Colony-

Stimulating Factor (GM-CSF) for one to two weeks with freshly added GM-CSF every other 

day. The resulting macrophages are referred to as monocytic-derived macrophages (MDM). 

2.2.3 Flow Cytometry 

Fluorescence-activated cell sorting (FACS) is a method used to analyze and sort cells based 

on their physical and fluorescent characteristics. FACS involves labeling cells with 

fluorescently labeled antibodies or dyes, which bind to specific molecules or structures within 

the cell. The cells are then passed through a flow cytometer, which detects the fluorescence 

emitted by the cells and measures their physical properties, such as size and granularity. 
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Adherent cells were harvested by incubating them with Accutase or trypsin/EDTA at 37°C for 

20 minutes, or by washing them off with PBS. Suspension cells were harvested by washing 

them once with PBS. To detect the live and dead cell populations, a fixable-viability dye (FVD) 

660 was used. The cells were incubated with PBS containing FVD-660 at a 1: 1,000 dilution 

for 20 minutes in the dark at room temperature. After the cells were washed, they were fixed 

in IC fixation buffer for 10 minutes at room temperature or overnight at 4°C. Prior to analysis 

by flow cytometry, the cells were washed twice and then diluted in PBS. 

2.2.4 Production of CRISPR/CAS 9 KOs  

The Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR) method, coupled 

with the lentiviral vector system, enables efficient and precise KO of gene expression in various 

cell types.  

Table 13: Oligonucleotides for CRISPR/Cas9 KO 

Name 5’-Sequence-3’ 

MAVS gRNA-1a AGT ACT TCA TTG CGG CAC TG 

MAVS gRNA-1b ACT GGA GCA GAT GAT AGG CT 

STING gRNA2 CAT TAC AAC AAC CTG CTA CG 

 

In this study, the lentiCRISPR v1 construct, which carries the codon-optimized CRISPR-

associated 9 (Cas9) nuclease and a puromycin resistance gene, was used as a lentiviral 

backbone. A guide RNA (Table 13) targeting the gene of interest (GOI) for KO was cloned into 

the vector under the control of a U6 promoter. Virus-Like Particles (VLPs) carrying the 

lentiCRISPR constructs were produced by transfecting (section 2.2.5) HEK-293T cells with the 

lentiCRISPR construct, psPAX2 packaging plasmid, and VSV-G envelope (Env) plasmid in a 

4:3:1 ratio. The VLPs were collected using the same method as virus particles (section 2.2.6). 

The KO of STING and MAVS genes was then introduced into 5×105 target THP-1 and U937 

cells via viral transduction with 20 µl of concentrated VLPs. The transduction procedure was 

similar to spinoculation with virus infection (section 2.2.6). The integrated lentiviral construct 

then produced Cas9 nuclease, which generated double-stranded breaks at the guide 

RNA-targeted gene locus, triggering the cell's natural DNA repair mechanisms. These repair 

mechanisms can result in the KO of the target genes through non-homologous end-joining or 

homology-directed repair mechanisms. After 72 hours of transfection, the positively transduced 

cells were selected by puromycin (1 µg/mL) treatment. Non-transduced cells served as a 

reference for puromycin effectiveness. Typically, after seven days of puromycin selection, all 

control cells had died. The transduced cells were then diluted for single-cell clones in a 96-well 

U-bottom plate to establish a genetic homogenous KO cell line. After two weeks of cell growth, 

wells containing single cells were transferred into small cell culture flasks. Once the cell amount 

was sufficient, the cells were tested via western blot analysis to confirm the success of the KO. 
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Positive clones in the western blot were then also verified via sequencing of the KO gene 

region. 

2.2.5 PEI Transfection  

Transfection is the process of introducing free, soluble DNA into eukaryotic cells. The current 

study employed a transfection agent, specifically the synthetic polymer polyethylenimine (PEI) 

(Table 3). PEI compresses DNA into positively charged particles which interact with the 

negatively charged cell membranes. This interaction leads to endocytosis of the DNA:PEI 

complex by the cells, thereby releasing the DNA into the cytoplasm.137 

The desired plasmid/s and the PEI were taken separately from each other in equal volumes of 

DMEM and allowed to stand for 5 minutes to homogenize the solutions. The PEI was used in 

a ratio of 2.5: 1 (w/w) to DNA. Subsequently, the two solutions were combined to form a 

transfection mixture, which was inverted several times and incubated for 15-20 minutes at 

room temperature to form particles. The transfection mixture was then added to the cells and 

removed at the latest 24 hours after transfection. 

2.2.6 Virus Production and Infections  

Virus stocks were produced by transfecting 293T cells with PEI, followed by a change of 

medium 24 hours later, and collecting the virus-containing media 48-72 hours post-

transfection. The media was then filtered and layered carefully on top of a sucrose cushion 

(Table 5). The virus was concentrated by ultracentrifugation at 4°C, using a relative centrifugal 

force (RCF) of 133.900 × g for 3 hours. The concentrated virus was then aliquoted and frozen 

at -80°C for future use. 

Infections were carried out by simply adding the concentrated virus supernatants to the 

medium, followed by spinoculation138 at RCF of 1200 × g for 1 hour at 25 °C. Infectious units 

were determined on TZM-bl cells followed by X-gal staining (section 2.5.4). In the case of GFP 

viruses, infectious units were also quantified on 293T cells by flow cytometry (section 2.2.3). 

For luciferase reporter gene-containing viruses, infectious units were relatively quantified via a 

luciferase assay (section 2.5.1). The p24 levels were quantified using enzyme-linked 

immunosorbent assay (ELISA) (section 2.3.1), and the reverse transcriptase activity was 

determined through a PERT assay (section 2.4.4). 

2.3 Immunological Methods 

2.3.1 p24 Capture ELISA 

The capture ELISA is a type of broadly used immunological ELISA method for detecting and 

quantifying specific proteins or molecules in a sample. The process involves the use of two 
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antibodies, one that is immobilized on a solid support and another that is linked to a peptide. 

ELISA utilizes the specific binding of an antibody to its antigen, followed by detection through 

an enzymatic reaction.  

B. Sanders-Beer et al. established the p24-Capture ELISA protocol used in this thesis, and the 

ELISA was performed using the same materials according to their established protocol 133 

(Table 2). The process starts with p24 monoclonal antibody AG.30 is immobilized onto a 96-

well polystyrene ELISA plate with high protein binding capacity. The plate is then blocked using 

the blocking buffer to prevent non-specific binding of other proteins. Viral lysates are added to 

the AG3.0-coated plate, where the p24 antigen specifically binds. Next, a selected pool of HIV-

1 patient plasma is added, and the bound p24 antigen is detected using a horseradish 

peroxidase (HRP)-labeled secondary antibody. 

The concentration of the samples is quantified based on their optical densities in the linear 

range of the measured standard curve. Dilutions of the samples were prepared to obtain optical 

densities falling within this linear range. 

2.3.2 Western Blot 

The western blot is an immunological method that allows the detection of specific proteins in a 

complex mixture like cellular lysates via immunological reactions on a membrane.  

The western blot process was carried out in the following steps. First, we separated protein 

lysates by SDS-PAGE based on size (section 2.5.3). We used the wet blotting method with the 

Mini Trans-Blot® cell (Table 8), following the manufacturer's instructions, to transfer the 

proteins onto a polyvinylidene difluoride (PVDF) membrane that had been activated by 

immersion in pure methanol. Electrophoresis was performed at 4°C or with a frozen cold cool 

pack in the blot tank. A constant current of 200 mA was applied for 60-90 minutes, depending 

on the protein size. After transfer, we blocked the PVDF membrane with a Blocking Buffer 

(Table 4) for 1 hour at room temperature. We then incubated the membrane with the primary 

antibody (Table 2), diluted in WB Wash Buffer (Table 5), for 1-2 hours at room temperature or 

overnight at 4°C. Then, the membrane was washed three times with WB Wash Buffer and 

incubated with an IRDye® fluorescent dye-labeled secondary antibody (Table 2) for 45-60 

minutes at room temperature. The membrane was washed four times and subsequently 

scanned in the Odyssey. 

2.4 Molecular Biological Methods 

2.4.1 Creation of NL4.3 Mutated Lentiviral Constructs 

Mutations were introduced into the lentiviral vector of the HIV-1 NL.4.3 construct by altering 

point mutations in an insert of the full-length molecular clone. This was achieved using a 
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combination of mutagenesis PCR, followed by a two-step PCR (2.4.4). The resulting insert 

carrying the mutation was then cloned into the same backbone of the full-length molecular 

clone. First, two overlapping PCR amplicons were generated through mutagenesis PCR with 

the following cycling parameters: 98°C for 30 seconds, followed by 30 cycles of 98°C for 10 

seconds, 58°C for 30 seconds, and 72°C for 2.5 minutes. Next, the PCR products were purified 

by gel electrophoresis and extraction. Afterwards, PCR was performed using small amounts 

of the purified PCR amplicons, with the overlapping regions serving as the primer region in the 

first step. The following cycling parameters were used: 98°C for 30 seconds, followed by 15 

cycles of 98°C for 10 seconds, 65°C for 30 seconds, and 72°C for 3 minutes. Since annealing 

temperatures were determined in advance in touchdown PCR, there was no gradual 

temperature progression applied. In the second step, the resulting DNA strand was amplified 

by adding primers with the following cycling parameters: 98°C for 30 seconds, followed by 30 

cycles of 98°C for 10 seconds, 58°C for 30 seconds, and 72°C for 3 minutes. After the cycling 

program, the amplification was completed with a final elongation step of 10 minutes at 72°C. 

 

 

Figure 12: PCR Workflow of NL4.3 Mutant Vector Creation 

Schematic showing the PCR workflow of the cloning procedure for NL4.3 mutants. First, mutagenesis 
PCR was performed to introduce the mutation on two PCR fragments, with the mutagenesis site 
indicated in red, forward primers binding sites shown in green, and reverse primers in orange. A two-
step PCR was used to join the two fragments, with primers added in the second step. 
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2.4.2 Cloning 

Restriction Enzyme Digest 

Restriction enzyme digest is a method used to cleave DNA molecules at specific locations 

using endonucleases, resulting in DNA fragments of predefined sizes. 

Two main applications are central to the use of restriction digests. One is the control digest, 

which is used to verify a plasmid by fragmenting it into expected DNA fragments and analyzing 

the results via electrophoresis. We typically use 0.5-1 µg of plasmid DNA for control digests at 

37°C for 1 hour, followed by heat inactivation of the enzyme as per the manufacturer's 

recommendations. 

The other application is preparative digestion, which represents a crucial step in cloning. In the 

preparative restriction digest, a selected plasmid serves as the “backbone” of the new vector 

and is cleaved at a designated section where the new GOI should be inserted. The GOI DNA 

fragment is amplified via PCR (section 2.4.4) and then cleaved with the same enzymes so that 

it can be ligated into the resulting gap. We typically perform preparative digestion at 37°C for 

3 hours for the backbone and 12 hours for the inserts, followed by heat inactivation of the 

enzyme according to the manufacturer's recommendations. For the plasmids cloned in this 

study, we used the FastDigest Green Buffer system and enzymes from ThermoFisher 

Scientific (Table 4, Table 6). 

Ligation 

Ligation is a process that allows the joining of two DNA fragments through the formation of a 

phosphodiester bond. 

T4 DNA ligase, LC (1 unit) was utilized to link the free 3'-hydroxy and the 5'-phosphate ends 

of the insert and vector. To ensure efficient ligation, a 3- or 5-fold molar excess of insert DNA 

was used relative to the vector DNA, and the DNA concentrations were determined using a 

NanoDrop™ One spectrophotometer (Table 8). 

During the ligation reaction, 50 ng of vector DNA and the excess insert DNA were mixed with 

T4 DNA ligase in a reaction buffer, and the mixture was incubated at room temperature for two 

hours to facilitate the ligation reaction. After the ligation reaction, the DNA mixture was 

transformed into chemically-competent Escherichia coli (E. coli) cells. 

Transformation 

Transformation of chemically-competent E. coli (Table 14) cells is a process used to transfer 

and amplify plasmid DNA.  

First, the competent cells were thawed on ice and mixed with 5 μL of the ligation product or 10 

ng of plasmid DNA. The suspension was then incubated on ice for 10 minutes, followed by 

heating in a heat block at 42°C for 45 seconds, before being incubated on ice for another two 
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minutes. Next, 200 μl of pre-warmed S.O.C. medium was added to each batch, and the 

samples were shaken at 225 rpm and 37°C for one hour. Finally, 50-150 μl of the suspension 

was plated onto LB ampicillin agar plates and incubated overnight at 37°C in an incubator, 

placed upside down. This selection allowed the plasmid-bearing clones to be used for plasmid 

preparation the following day. 

Table 14: Bacteria 

Bacteria Supplier 

One Shot™ Stbl3™ chemical competent E. coli ThermoFisher Scientific, USA 

One Shot™ TOP10™ chemical competent E. coli ThermoFisher Scientific, USA 

 

2.4.3 Nucleic Acid Extraction and Purification 

Agarose Gel Electrophoresis 

Agarose gel electrophoresis is an analytical separation method used to separate nucleic acid 

fragments by size through the application of an electrical voltage.  

First, 1% (w/v) agarose (Table 3) in 1X TAE buffer (Table 4) was boiled. Ethidium bromide (0,5 

μg/mL, Table 3) was added to the gel and then poured into an electrophoresis chamber to 

harden. The sample was then applied to the gel, and separation was performed at 80-100 V 

for about 30-60 minutes in 1X TAE buffer. The duration depended on the size of the anticipated 

bands. During the electrophoresis process, ethidium bromide intercalates with the nucleic 

acids present in the agarose gel, which changes the excitation spectrum of ethidium bromide 

and significantly enhances the substance's fluorescence upon excitation with ultraviolet (UV) 

light. Nucleic acids that have intercalated with ethidium bromide were excited and visualized 

by the UV light. The intensity of the light emitted is directly proportional to both the 

concentration of DNA/RNA present and the length of the nucleic acid. 

Gel Extraction and PCR Purification 

Purification of PCR products after amplification is a crucial step in cloning to remove residual 

buffers or enzymes that may interfere with downstream applications. Subsequently, the 

size-separation of amplicons through agarose gel electrophoresis. 

PCR purification and gel extraction were performed using QIAGEN or Thermo Fisher kits 

(Table 7) according to the manufacturers’ protocols. Before extraction, the desired nucleic acid 

band was cut out on a UV table. The purified DNA was eluted in 30 µl of ddH2O. 

Genomic DNA Isolation 

QIAGEN QIAamp® DNA Mini Kit (Table 7) was used for the preparation of genomic DNA, 

following the manufacturer's instructions. The purified DNA was eluted in 200 µl ddH2O. 

Samples were stored at -20°C until further use. 
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Measuring of Nucleic Acid Concentrations 

The concentrations of RNA and DNA were determined using a NanoDrop™ (Table 8) 

spectrophotometer by measuring absorbance at 260 nm. The solvent (e.g. water, buffer) used 

to dissolve the sample was used as a reference for the measurement. 

Plasmid DNA Purification 

QIAGEN Plasmid preparation kits (Table 7) were used for the preparation of plasmid DNA, 

following the manufacturer's instructions. The purified DNA pellet was eluted in ddH2O. 

Samples were stored at -20°C until further use. 

RNA-Isolation 

The QIAGEN RNeasy® Mini Kit (Table 7) was utilized for the preparation of total RNA of cell 

lysates for RT-qPCR downstream application, following the manufacturer's instructions. The 

purified RNA was eluted in 30 µl ddH2O. Samples were stored at -20°C until further use. 

TRIzol Extraction 

The TRIzol™ Reagent enables the sequential precipitation of RNA, DNA, and proteins from a 

sample.139 The manufacturer's instructions for TRIzol™ extraction were followed in order to 

isolate RNA. After homogenization of the sample with TRIzol™ reagent, chloroform was added 

to allow separation into three layers. The first layer is a clear upper aqueous phase containing 

the RNA, followed by an intermediate phase and a red lower organic phase at the bottom 

containing the DNA and proteins. To the aqueous phase, 10-20 µg/sample of glycogen was 

added as a carrier. The glycogen co-precipitated with the RNA but did not interfere with 

subsequent applications. Isopropanol was used to precipitate RNA from the aqueous layer. 

The precipitated RNA was washed to remove impurities and was then resuspended in 30 µl of 

ddH2O for downstream applications. 

Viral RNA Isolation 

The QIAGEN QIAamp® Viral RNA Mini Kit (Table 7) was used to prepare concentrated virus 

RNA for downstream RT-qPCR measurement of viral genomic RNA copies, following the 

manufacturer's instructions. The purified viral RNA was eluted in 60 µl of the AVL buffer 

provided in the kit. Samples were stored at -20°C until further use 

2.4.4 PCR-Methods 

Polymerase chain reaction (PCR) is used for the in vitro amplification of a specific DNA 

segment. In the subsequent sections, the specific PCR methods and primers used during this 

study are described in detail. 

All primers and probes used in this work were manufactured and supplied by Integrated DNA 

Technologies (Germany). 
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Mutagenesis PCR 

The oligonucleotide-directed mutagenesis (ODM) technique was used in this study as a form 

of mutagenesis PCR to introduce specific mutations into a vector DNA sequence. This 

technique uses a synthetic oligonucleotide primer that is designed to hybridize with the DNA 

template at a specific site. The mutations are introduced by replacing one or more nucleotides 

in the template with corresponding nucleotides in the primer. 

Table 15: Oligonucleotides Used for Mutagenesis PCR 

Name 5’-Sequence-3’ 

NL43 BamHI Rev GGT GGT AGC TGA AGA GGC AC 

NL43 FspAI outFwd CCC ACT CGG CTT TGC TTT CC 

NL43 NheI Fwd GTA GAG CAA AAT GGA ATG CC 

NL43 SalI Fwd CCA TTT CAG AAT TGG GTG TCG ACA TAG CAG AAT AGG CG 

NL43 SalI Fwd2 GGC AGG AGT GGA AGC CAT AAT 

NL43 SalI Rev2 TCC TCT GTC GAG TAA CGC CTA 

NL43 SpeI2 Rev TCT CCT ACT GGG ATA GGT GGA 

NL43 XhoI outRev CAC AAG CAG CAT TGT TAG CTG C 

pri64_NheI_outRev CCC CTC CAC AAT TAA AAC TGT GC 

delta Gag-Pol Mut55 GGA GAA TTA GAT AAA TGG GAA∆GGC CAG TAA AAA CAG TAC 

delta Gag-Pol Mut56 GTA CTG TTT TTA CTG GCC∆TTC CCA TTT ATC TAA TTC TCC 

Gag (start codon) Mut7 GAC TAG CGG AGG CTA GAA GGA GAG AGG CGG GTG CGA GAG CGT 

CGG TAT TAA GCG 

Gag (start codon) Mut8 CGC TTA ATA CCG ACG CTC TCG CAC CCG CCT CTC TCC TTC TAG 

CCT CCG CTA GTC 

MA-G2A Mut11 GCG GAG GCT AGA AGG AGA GAG ATG GCT GCG AGA GCG TCG GTA 

TTA AGC G 

MA-G2A Mut12 CGC TTA ATA CCG ACG CTC TCG CAG CCA TCT CTC TCC TTC TAG 

CCT CCG C 

RevM10 mutation Mut10 CCT CGT TAC AAT CAA GAG TAA GTC TCA GAT CCG GTG GTA GCT 

GAA GAG GCA CAG GC 

RevM10 mutation Mut9 GCC TGT GCC TCT TCA GCT ACC ACC GGA TCT GAG ACT TAC TCT 

TGA TTG TAA CGA GG 

Tat-M1A Mut13 GTT ACT CGA CAG AGG AGA GCA AGA AGC GGA GCC AGT AGA TCC 

TAG ACT AGA G 

Tat-M1A Mut14 CTC TAG TCT AGG ATC TAC TGG CTC CGC TTC TTG CTC TCC TCT 

GTC GAG TAA C 

 

Touchdown PCR 

Touchdown PCR is a technique that can improve the specificity of PCR reactions. It achieves 

this by gradually reducing the annealing temperature during a cycling program, typically by 

1-2°C every second cycle. The starting annealing temperature is set several degrees higher 

than the estimated melting temperature (Tm) of the primers to prevent non-specific binding. 

The annealing temperature is then gradually decreased until it reaches the calculated 

annealing temperature of the primers, or a few degrees below, which facilitates specific primer 

binding. The amplification is then continued at this annealing temperature to amplify the target 

DNA sequence. 
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Table 16: Oligonucleotides for Touchdown PCR 

Name 5’-Sequence-3’ 

NL43 BamHI Fwd GGT GGA GAG AGA GAC AGA GAC A 

NL43 FspAI Fwd GCG TTC AGC CAA GGT CTG AAA CTA G 

NL43 NheI Rev CTC CTG AGG ATT GCT TAA AGA 

NL43 SalI Rev CGC CTA TTC TGC TAT GTC GAC ACC CAA TTC TGA AAT GG 

NL43 SpeI Rev TGT TCC TGA AGG GTA CTA GTA GTT CCT GCT ATG TC 

NL43 XhoI Rev GCT ACT TGT GAT TGC TCC ATG T 

 

F-PERT-Assay 

The Fluorescent Product-Enhanced Reverse Transcriptase (F-PERT) assay is used to detect 

and quantify the presence of RT activity. The F-PERT assay is a fluorescence-based method 

that allows for the real-time monitoring of RT activity during the reverse transcription 

process.140 The F-PERT assay was employed to quantify the RT activity per mL of virus 

production. The primer and probe set, as well as the materials and protocol, were based on 

the previously published description by Horie et al.141 

Briefly, virus or cell supernatants were added to a pre-cooled 96-well plate containing a 1: 1 

mixture of disruption buffer (Table 5), RNase (0.8 U/µl), and lysed for 10 minutes at room 

temperature. The lysis was stopped by adding 9: 1 ratio of ddH2O. The RT standard consisted 

of 12 dilutions of the HIV-1 rRT Standard Lenti from the Cavidi kit (Table 7), which were 

prepared according to the manufacturer's protocol. Next, 9 µl of the lysate was added to the 

11 µl RT-master mix (2x SensiFast MM, Horie primer (500 nM) and probe (250 nM), and 1.5 

ng MS2 RNA; Table 4, Table 17, Table 3). Real-time PCR was performed in a CFX96™ Real-

Time System (Table 8) using the following parameters: 95 °C for 10 minutes, followed by 45 

cycles of 94 °C for 30 seconds and 64 °C for 1 minute. 

Table 17: Oligonucleotides for F-PERT-Assay 

Name 5’- Dye/Sequence-3’ 

Horie2010_PERT-F     TCC TGC TCA ACT TCC TGT CGA G 

Horie2010_PERT-R     CAC AGG TCA AAC CTC CTA GGA ATG 

Horie_Probe FAM-TCT TTA GCG AGA CGC TAC CAT GGC TA 

 

HIV-1 qPCR 

Malnati et al. described and established a qPCR assay targeting a conserved region of the 

HIV-1 genome that is present in all group-M HIV-1 subtypes, including subtypes A, B, C, D, F, 

G, H, J and K, marking it a universal assay capable of detecting and qualifying all major 

subtypes of group-M HIV-1.142 We utilized this qPCR, referred to as the "HIV-1 qPCR," to 

quantify the genomic copies of our produced viruses or to determine the amount of integrated 

provirus in infected cells. The wild-type (WT) NL4.3GFP and NL4.3Luc-plasmid DNA (Table 9) 

used as a standard in our experiments. The corresponding copy numbers were calculated by 
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determining the number of molecules/weight (10 ng NL4.3Luc ≈ 565.928.271,4 molecules/10 

ng; NL4.3GFP ≈ 633.332.874,2 molecules). 

Table 18: Oligonucleotides for HIV-1 qPCR 

Name 5’- Dye/Sequence-3’ 

CCR5-F (h)     ATG ATT CCT GGG AGA GAC GC 

CCR5-P (h) VIC-AAC ACA GCC ACC ACC CAA GTG ATC A 

CCR5-R (h)     AGC CAG GAC GGT CAC CTT 

HIV1-Malnati-For     TAC TGA CGC TCT CGC ACC 

HIV1-Malnati-Probe FAM-CTC TCT CCT TCT AGC CTC 

HIV1-Malnati-Rev     TCT CGA CGC AGG ACT CG 

 

Real-Time PCR (qPCR) 

In real-time PCR or quantitative PCR (qPCR), the amplification process is continuously 

monitored during each amplification cycle, allowing for the measurement of the amount of 

amplified DNA or RNA in real-time. This is achieved using a fluorescent probe (Taqman®) or a 

DNA-binding dye (SYBR) that emits fluorescence when it binds to the amplified DNA or RNA. 

The emitted fluorescence is measured after each cycle, providing a quantification of the target 

DNA or RNA molecules in the sample without the need for post-amplification analysis. 

The qPCRs were performed using the SensiFAST™ SYBR or Probe Kits (Table 7) with a 

duplex probe approach (FAM/HEX) carried out in the CFX96™ Real-Time System (Table 8), 

following the manufacturer's recommendations. Primers were used at a final concentration of 

500 pmol, and probes at 125 pmol. The underlined primers were excluded for qPCRs with 

SYBR Green (Table 19). 3 µl of genomic DNA and for reverse transcription-qPCR (RT-qPCR), 

2.5-3 µl of cDNA were used as templates. The cycle threshold (Ct) value for each sample was 

automatically calculated using the CFX Maestro Software (Table 11). Subsequently, the 

evaluation data and determination of the ΔΔCt value and fold change value were performed 

using Excel. The calculation followed the method published by the ΔΔCt method143 as 

described below: 

 

∆𝑪𝑻(𝒕𝒂𝒓𝒈𝒆𝒕 𝒐𝒓 𝒄𝒐𝒏𝒕𝒓𝒐𝒍 𝒔𝒂𝒎𝒑𝒍𝒆) = 𝐶𝑇(𝑔𝑒𝑛𝑒 𝑜𝑓 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡) − 𝐶𝑇(ℎ𝑜𝑢𝑠𝑒𝑘𝑒𝑒𝑝𝑖𝑛𝑔 𝑔𝑒𝑛𝑒) 

∆∆𝑪𝑻 = ∆𝐶𝑇(𝑡𝑎𝑟𝑔𝑒𝑡 𝑠𝑎𝑚𝑝𝑙𝑒 − ∆𝐶𝑇(𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑠𝑎𝑚𝑝𝑙𝑒) 

𝑭𝒐𝒍𝒅 𝒄𝒉𝒂𝒏𝒈𝒆 = 2−∆∆𝐶𝑇 
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Table 19: Oligonucleotides for SYBR Green or Taqman® Probe qPCR  

Name 5’- Dye/Sequence-3’ 

CXCL10 Prob Hu FAM-TGC CAT TCT GAT TTG CTG CC 

CXCL10-F     TGG CAT TCA AGG AGT ACC TC 

CXCL10-F Taq Hu     GAA CCT CCA GTC TCA GCA CC 

CXCL10-R     TTG TAG CAA TGA TCT CAA CAC G 

CXCL10-R Taq Hu     GCT GAT GCA GGT ACA GCG TA 

HPRT-probe (h) HEX-AGT GAT AGA TCC ATT CCT ATG ACT GT 

HPRT-R (h)     TTA TGT CCC CTG TTG ACT GGT 

HRPT-F (h)     TCT TTG CTG ACC TGC TGG ATT 

IFI27-F     GGC AGC CTT GTG GCT ACT CT 

IFI27-R     ATG GAG CCC AGG ATG AAC TTG 

IFI44L-F     GTA TAG CAT ATG TGG CCT TGC TTA CT 

IFI44L-R     ATG ACC CGG CTT TGA GAA GTC 

IFIT1-F     AAC AGG TTT TCG CAA TCA GGC 

IFIT1-probe FAM-AGA TTG CCT CCT CCC TGG AA 

IFIT1-R     GCT CCA GAC TAT CCT TGA CCT G 

IFIT2-F     AAC AGC TGA GAA TTG CAC TGC 

IFIT2-probe FAM-TTC CTT GGA GAG CAG CCT AC 

IFIT2-R     GCC AGT AGG TTG CAC ATT GTG 

IFNB1-F     TTG ACA TCC CTG AGG AGA TTA AGC 

IFNB1-P HEX-CCA GAA GGA GGA CGC CGC ATT GAC C 

IFNB1-R     TTA GCC AGG AGG TTC TCA ACA ATA G 

ISG15-F     ACT CAT CTT TGC CAG TAC AGG AG 

ISG15-R     CAG CAT CTT CAC CGT CAG GTC 

MX1-F     ATC CTG GGA TTT TGG GGC TT 

MX1-R     CCG CTT GTC GCT GGT GTC G 

Viperin Prob Hu HEX-TCG CTA TCT CCT GTG ACA GC 

Viperin-F     TGG GTG CTT ACA CCT GCT G 

Viperin-F Taq Hu     CGT GAG CAT CGT GAG CAA TG 

Viperin-R     GAA GTG ATA GTT GAC GCT GGT T 

Viperin-R Taq Hu     TCT TCT TTC CTT GGC CAC GG 

 

RT-PCR 

Reverse Transcription PCR (RT-PCR) involves the conversion of RNA into cDNA using a 

reverse transcriptase enzyme, followed by amplification through PCR. In this study, we utilized 

the SuperScript™ III First-Strand Synthesis System for RT of RNA isolates which was used for 

following ISG transcription analysis by qPCR. For all other RT reactions, the RevertAid RT 

Reverse Transcription Kit was utilized. The reaction conditions and PCR protocols were carried 

out following the manufacturer's instructions. 

Sequencing 

The BigDye™ Terminator v3.1 Cycle Sequencing Kit was utilized for Sanger sequencing with 

the following primers (10 pmol/µl, Table 20). 100-300 ng of vector DNA was used as the initial 

template for sequencing. After the sequencing reaction was completed, the sequencing 

department at the Robert Koch Institute performed an analysis of the sequencing reaction and 
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provided the sequence results in AB1-data format. Subsequently, the sequencing results 

underwent further analysis using the Geneious Prime software (Table 11). 

Table 20: Oligonucleotides for Sequencing 

Name 5’-Sequence-3’ 

1SeqFor_#1MAVS KO GGG CCA TAT TAA TCC AAG GCT 

2SeqRev_#1MAVS KO CCC TCC CTC TCT CCT CCT TC 

3SeqFor_#2MAVS KO GAG AGG AAA AAG CGG AGA GAA 

4SeqRev_#2MAVS KO CCC ACA CCA TGT TCT CCA GG 

MAVS gRNA-1a AGT ACT TCA TTG CGG CAC TG 

MAVS gRNA-1b ACT GGA GCA GAT GAT AGG CT 

neoCMVF CGC AAA TGG GCG GTA GGC GTG 

seq16-4658F TAG CAG GAA GAT GGC CAG TA 

seq18-5675F GAC AGA TGG AAC AAG CCC CAG 

seq22-10234R GAT GGG AGG GGC ATA CAT TGC 

seq23-8232F GCA GGA AGC ACT ATG GGC GC 

seq25-8830F CGA GGG GAC CCG ACA GGC C 

seq7-3347F TAG CAG TGG CGC CCG AAC AG 

 

2.5 Protein Biochemistry Methods 

2.5.1 Luciferase Reporter and SEAP Assay 

The luciferase reporter assay represents a method in molecular biology for studying gene 

expression, promoter activity, and protein-protein interactions. It involves fusing the luciferase 

gene to the GOI, followed by measuring the amount of luciferase activity produced by the cells. 

Luciferase is an enzyme that catalyzes the oxidation of luciferin to produce light, allowing the 

measurement of gene expression or promoter activity in real-time. 

The secreted alkaline phosphatase (SEAP) assay is in many ways comparable to the 

luciferase assay, as it represents a biochemical method to detect and quantify the activity of a 

reporter gene. Compared to intracellular reporters like firefly luciferase, SEAP as well as the 

Lucia luciferase has the advantage of being secreted from cells into the culture medium.  

Firefly Luciferase 

The assay was performed using the luciferase assay kit (Table 7). 72 hours after infection with 

a luciferase reporter virus, the cells were washed with PBS and lysed with 25 μl of the 1x 

passive lysis buffer included in the kit for 10 minutes at room temperature. 2-20 µl of the lysate 

was then transferred into a white, opaque 96-well luminometer plate. The measurement of 

relative light units (RLU) was performed using the LUMIstar OMEGA plate reader (Table 8). 

The automated measurement program proceeded as follows: injection of 50 μl of the luciferase 

substrate (Table 7), a delay of 1 second, and a measurement time of 6 s/well. 
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Lucia Luciferase  

Lucia luciferase assays were performed exclusively with THP-1-Dual™ cells, which feature the 

Lucia gene. These cells secrete a luciferase reporter gene that is under the control of an ISG54 

minimal promoter in combination with five IFN-stimulated response elements. The assays were 

performed in accordance with the specifications provided by the manufacturer.  

At the designated time points throughout the experiment, 20 µl of the THP-1-Dual™ cell 

supernatants were collected and transferred into a 96-well luminometer plate. Then, 50 µl of 

QUANTI-Luc™ substrate (Table 4) was injected into the plate and the resulting mixture was 

measured using the LUMIstar OMEGA, as described previously. 

SEAP 

SEAP assays were carried out using THP-1-Dual™ and HEK-Blue™ IFN-α/β Reporter cells, 

which contain a SEAP reporter gene. The THP-1-Dual™ cells secrete the reporter gene that 

is governed by an IFN-β minimal promoter fused to five copies of the NF-κB consensus 

transcriptional response element, while the HEK-Blue™ IFN-α/β Reporter cells regulate the 

SEAP reporter gene using the IFN-α/β inducible ISG54 promoter. 

The levels of SEAP in the supernatant were evaluated using QUANTI-Blue™ solution (Table 

4). In the presence of SEAP, the color of QUANTI-Blue™ changes from pink to purple/blue, 

and the intensity of the purple/blue color reflects the activity of SEAP. The levels of SEAP can 

be determined quantitatively by using a spectrophotometer at 620-655 nm. 

At the designated time points during the experiment, 20 µl of the THP1-Dual™ or HEK-Blue™ 

IFN-α/β Reporter cell supernatants were collected and mixed with 100 µl of QUANTI-Blue™ in 

a clear, flat-bottom 96-well plate. The mixture was then incubated for 15-120 minutes at 37°C 

before measuring the optical density (OD) using the microplate reader Multiskan Go (Table 8). 

2.5.2 Protein Sample Preparation 

Determination of Protein Concentration  

The protein concentration of the lysates was determined using the BCA assay following the 

manufacturer's protocol. The Pierce BCA Protein Assay Kit (Table 7) was used, and the 

protocol provided by the manufacturer was followed. 

Western Blot Lysate Preparation 

To extract proteins from cells, either the NP-40 or the RIPA lysis buffers (Table 5) were used, 

depending on the protein being investigated. For phosphorylated proteins, the RIPA buffer was 

used to ensure complete lysis of cells, including the nucleus. Prior to lysis, 1-2 million cells 

were washed with PBS. Adherent cells were kept in wells, and suspension cells were pelleted 

before lysis. Lysis was then performed using 15-100 µl of lysis buffer for 15-60 minutes at 4°C. 

Adherent cells were then scraped off using a cell scraper. The lysate was sonicated for 30 
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seconds on ice using the Sartorius Labsonic M (50-watt, 0.7 seconds continuous action, Table 

8) to prevent DNA clumping. The lysate was then centrifuged in a centrifuge at  

16,100 × g for 15 minutes at 4°C, and the supernatant was stored at -20°C until further use. 

2.5.3 SDS-PAGE 

Sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) is a widely used 

laboratory technique for separating proteins based on their size. This method involves 

denaturing the proteins with SDS and separating them in a polyacrylamide gel matrix through 

an electric field.  

In this study, we performed SDS-PAGE using gradient gels (4-20%, Table 8) or hand-cast 

polyacrylamide gels. The hand-cast gels were prepared by mixing acrylamide/bis-acrylamide 

solution (30%) and a polymerization initiator (APS+TEMED) with a buffer solution (Table 5). 

The gels were cast between two glass plates with a 10 or 15 well-comb inserted to create wells 

for loading the protein sample (Table 8). 

The protein lysates were prepared for running by mixing them with the WB Sample Buffer 

(Table 5) at a ratio of 1: 4 and then boiling at 95°C for 5-10 minutes to denature the proteins. 

Loading and electrophoresis involved adding the protein sample to the wells along with 5 µl of 

the PageRuler™ ladder in a well (Table 6). An electric field with a voltage of 120-150V was 

then applied for 60-120 minutes to the gel to separate the proteins based on their size. 

Subsequently, the proteins were blotted on a membrane (western blot; 2.3.2). 

2.5.4 β-Gal Staining in TZM-bl Cells 

The TZM-bl cells utilized in this study are a type of adherent, HeLa-based cell line. TZM-bl 

cells have been genetically modified to overexpress the CD4 receptor, as well as the 

co-receptor CCR5. The CXCR4 receptor is constitutively expressed. Both receptors are used 

by HIV-1 to enter cells. These cells were originally derived from HeLa cells and are frequently 

used as an indicator cell platform for HIV-1 research.144 The TZM-bl cells also contain an HIV 

Tat-responsive LTR promoter, which activates the expression of beta-galactosidase and firefly 

luciferase.145 This allows us to determine the multiplicity of infection (MOI) of produced viruses 

that have a functional Tat accessory protein, using β-gal staining, which detects the activity of 

beta-galactosidase and is easily visualized as a blue color resulting from the hydrolysis of X-

gal. 

In this study, 25.000 TZM-bl cells were plated out in each well of a 96-well plate one day before 

infection. On the following day, infection was carried out with 1-10 µl of the virus of interest, as 

previously described. The infection was titrated out on the plate, typically with a 1:3 dilution 

with eleven dilution steps. 48 hours after infection, β-gal staining was performed. 
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To prepare for staining, cells were washed with PBS and fixed with 50 µl fixative solution 

(included in the staining kit) or 0.5% glutaraldehyde in PBS for 10 minutes at room temperature. 

Cells were then washed twice and incubated with 75 µl of the kit staining solution at 37°C for 

30-120 minutes. Infected cells appeared stained, allowing us to determine the MOI of produced 

viruses that have a functional Tat accessory protein. After staining, the solution was removed, 

and the cells were overlaid with 75% glycerol for preservation. The cells were then counted 

and stored at 4°C for further analysis. 
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3 Results   

3.1 Characterization of the Innate Immune Response of MDMs 

Against HIV-1 

Our primary aim was to analyze the innate immune response of MDMs upon HIV-1 infection 

(Figure 13). The MDMs used in this study were derived from isolated monocytes obtained from 

different blood donors (n=3-6). These monocytes were differentiated into macrophages 

through treatment with GM-CSF. To accurately determine the timing of the innate immune 

response in macrophages following HIV-1 infection, we decided to conduct a time-course 

experiment between 16-72 hours-post infection (hpi) spanning five different conditions. The 

first two conditions served as control groups, for which no virus was added and no DMSO 

treatment was administered. The remaining conditions involved infections with HIV-1. Among 

these, two conditions included drug treatments, while one condition had no drug treatment. 

The drug treatments consisted of Nevirapine (NVP), an NNRTI, one hour prior to infection to 

inhibit reverse transcription or Raltegravir (RAL), an INI, to inhibit the integration process of the 

virus. These treatments aimed to identify the stage of the replication cycle triggering the innate 

immune response. The MDMs were infected with a vesicular stomatitis virus glycoprotein 

(VSV-G) pseudotyped HIV-1 green fluorescent protein (GFP) reporter virus (hereafter 

NL4.3GFP) at a MOI of 6. Additionally, the NL4.3GFP virus carries the HIV-2 accessory protein 

Vpx, which prevents the block of SAMHD1-mediated depletion of extracellular dNTPs by 

promoting the degradation of the protein.146 Packaging is mediated through a change of ten 

amino acids of SIVp6 within the p6 region of gag (SIVMacp6 region).134  

In the absence of drug treatment, we observed robust infection levels in MDMs, reaching over 

50% in three representative donors, depicted in Figure 13A. The measurements were 

performed through FACS analysis by counting GFP+ living cells at 72 hpi. In the case of NVP 

treatment, no GFP signal was observed, as expected. With RAL treatment, a minimal GFP 

signal remained, which is due to the transcriptional activity of the non-integrated viral DNA in 

the cell nucleus. We selected the IFNB1 gene and an ISGs transcription panel, consisting of 

IFIT1, IFIT2, CXCL10, and RSAD2 (for full-lengths gene names, see abbreviations list), to 

serve as a readout for innate immune signaling activation. These genes have been widely 

studied and documented in the literature as established ISGs that indicate innate immune 

signaling in MDMs and other immune-responsive cells.147–156  

Our RT-qPCR measurement of IFNB1 transcriptional changes (Figure 13B) shows a 10-fold 

change between 16-24 hpi in the presence of virus infection, regardless of drug treatment. 

Over time, significant differences of over 100-fold were observed at 72 hpi between conditions 
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with and without drug treatment compared to the virus-free condition. Neither NVP nor RAL 

showed any significant differences in IFNB1 transcriptional levels compared to each other. The 

same observations were made for the genes in the ISGs transcription panel (Figure 13C). The 

same result was observed in an infection with RT and IN defective mutants (Supplementary  

Figure 25A-B). 

 

Figure 13: Macrophages Detect HIV-1 in Two Stages of the Virus Infection Cycle 

(A) Infection levels of three representative donors infected with HIV-1 single-round GFP reporter virus 
(NL4.3GFP, MOI=6) were harvest 72 hpi and GFP levels analyzed by FACS. (B) Temporal fold change 
gene expression of IFNB1 of detailed time-course (16-72 hpi) as well as (C) IFIT1, IFIT2, CXCL10, and 
RSAD2 of infected MDMs from different patient blood-isolated PBMCs (n=3-6) with NL4.3GFP infections 
(MOI=6) to uninfected cells. Cells were untreated or treated with NVP (10 µM) or RAL (10 µM) one hour 
before infection and harvested at timepoints as indicated. Gene expression was measured by RT-qPCR. 
(B, C) Dot plots display the means ± SEM, while bar graphs show the means ± SD, with each symbol 
representing an independent donor. (B, C) Two-tailed p-values: two-way mixed ANOVA followed by 
Tukey post-test, ***p < 0.001, ****p < 0.0001, ns: not significant. 
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Furthermore, we investigated the activated innate sensing pathways in MDMs in the presence 

of HIV-1 infection via western blot analysis. We were able to detect latent activation of the 

JAK-STAT pathway through phosphorylation of STAT1 (Figure 14A). Consistent with our 

previous observations, increased phosphorylation of STAT1 was detected with increasing 

duration of infection in NL4.3GFP-infected MDMs without drug treatment (Figure 14A). However, 

the observed intensity of the bands, relative to the +Ctrl, did not exhibit as pronounced 

differences as observed at the transcriptional level of IFNB1 in infected cells (Figure 14B). 

Interestingly, no phosphorylation of IRF3, which acts upstream of STAT1, was detected. 

 

Figure 14: HIV-1 Infection in MDMs Induces STAT1 but Not Upstream IRF3 Phosphorylation 

(A) Representative western blot of NL4.3GFP infection (MOI=6) in MDMs showing IRF3-pS386 and 
STAT1-pS727 phosphorylation as well as STAT1 and α-Tubulin as loading control at time points as 
indicated (B) Relative density of STAT1-pS727 signal to positive control (Lysate of differentiated THP-1 
cells 4 hours after transfection with ct-DNA) analyzed with ImageJ. Bands there normalized to STAT1 
signal.  

In summary, two distinct stages of innate immune signaling in MDMs during HIV-1 infection 

were observed. The initial stage of detection occurs before reverse transcription takes place, 

resulting in a comparatively weak innate immune response (observed in NVP-treated cells at 

16-24 hpi). In contrast, the second stage triggers a significantly stronger response following 

the integration of the virus into the host cell genome (compare NL4.3GFP infected cells in the 

presence vs. absence of RAL at 72 hpi). This phenomenon is further supported by the 

enhanced activation of the JAK-STAT pathway (Figure 14A), leading to the transcription of 

ISGs (Figure 13C). Notably, IRF3, which acts in multiple innate sensing pathways upstream of 

the JAK-STAT pathway, is not activated. 

3.2 Macrophage-like Cell Lines as a Model for Studying the 

Interaction between MDMs and HIV-1 Components 

Now that we have provided evidence for two distinct stages of the innate immune response in 

MDMs in response to HIV-1, we wanted to employ established macrophage-like cell line model 

systems to investigate interaction between viral and cellular components. We decided to use 

the human myeloid THP-1 cell line, originally derived from a 1-year-old human male with acute 
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monocytic leukemia.157 THP-1 cells differentiate by stimulation with phorbol 12-myristate 13-

acetate (PMA) into adherent, macrophage-like cells. These cells are often used in the literature 

as a possible alternative for macrophages derived from blood monocytes as a cell culture 

system and are therefore widely used in research of innate immunity.158–160  

3.2.1 The Phenotype of HIV-1-Infected PMA-Differentiated THP-1 Cells 

Differs from MDMs 

After conducting preliminary experiments to optimize the experimental settings, we initiated 

time-course experiments in THP-1 cells. Based on our observations in MDMs, we selected 24, 

48, and 72 hpi as time points of interest for investigating the innate immune response. 

Additionally, we changed the MOI to 1.5 and achieved comparable infection levels in MDMs 

(compare Figure 13A with Figure 15A). One notable finding was that the amount of GFP signal 

in RAL-treated samples was five times higher than in MDMs, indicating an increased 

transcription rate of the unintegrated viral genomes. GFP signal with NVP treatment was 

comparable to the virus-free samples as assumed. 

Differentiated THP-1 cells infected with NL4.3GFP exhibited significantly lower gene expression 

of IFNB1 and our ISG panel compared to MDMs (compare Figure 13B-C and Figure 15B). For 

example, after 72 hpi, the expression of IFNB1 is around 50-fold less in THP-1 cells compared 

to macrophages. Interestingly, both NVP and RAL treatments in NL4.3GFP-infected THP-1 cells 

had a marginal impact on the detected IFNB1 and ISG expression compared to infection the 

absence of drugs (Figure 15B). Notably, we did observe a significant change in the expression 

level of RSAD2 only at 72 hpi (Figure 15B). We repeated the time-course experiments in THP-1 

cells four times to account for potential variations, but the results remained consistent. Also, in 

STING or MAVS KO variants of THP-1 cells, no noteworthy changes in ISG expression 

compared with WT cells were observed (Supplementary  Figure 26B) 

The results suggest the use of a different sensing pathway or a lack of effective sensing of 

HIV-1 in differentiated THP-1 cells in comparison to MDMs. Furthermore, we observed that 

IRF3 phosphorylation was absent in NL4.3GFP infected differentiated THP-1 cells at 16 and  

24 hpi (Figure 15C). This finding is in agreement with the results of MDMs experiments 

(compare Figure 14A and Figure 15C).  
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Figure 15: THP-1 Cells Phenotype Against HIV-1 Differs to MDMs 

(A) Infection levels of four independent time-courses (24-72 hpi) with PMA (25 ng/mL, 24 h) 
differentiated THP-1 cells that were infected with NL4.3GFP (MOI=1.5) were harvested 72 hpi and GFP 
levels analyzed by FACS. The percentage of live/dead cells was determined by FVD-660 staining. (B) 
Temporal fold change gene expression of IFNB1, IFIT1. IFIT2, CXCL10, and RSAD2 in time-course 
experiments above. Cells were untreated or treated with NVP (10 µM) or RAL (10 µM) one hour before 
infection and harvested at timepoints as indicated. Gene expression was measured by RT-qPCR. (C) 
Representative western blot of time-course (16 and 24 hpi) showing IRF3-pS386 and α-Tubulin as 
loading control at time points as indicated. (A, B) Dot plots display the means ± SEM, while bar graphs 
show the means ± SD, with each symbol representing an independent well. (B) Two-tailed p-values: 
two-way mixed ANOVA followed by Tukey post-test, *p < 0.05, **p < 0.01, ns: not significant. 

3.2.2 U937 Cells Are Highly Immune Competent Against HIV-1  

After determining that THP-1 cells were unsuitable for studying the innate immune response 

due to significant phenotypic differences invoked by the HIV-1 infection, an alternative myeloid 

cell line, U937, was selected for further study. The U937 cell line is commonly used in the field 

of innate immune response studies and was initially derived from a histiocytic lymphoma isolate 

taken from a 37-year-old male patient in 1974.161 Like THP-1 cells, U937 cells have the ability 

to differentiate into macrophage-like cells, which can be induced by treatment with PMA.162,163 

Compared to THP-1 cells, U937 cells originate from a more mature tissue state.159 This 
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characteristic implies their potential as an alternative cell line model for studying the viral and 

cellular interactions of HIV-1 infection. 

Similar to previous experiments, validation experiments in U937 were conducted before 

proceeding with the actual time interval experiments. Similar to THP-1 cells, an MOI of 1.5 with 

NL4.3GFP was found to be sufficient for infecting 50-60% of the U937 cells like in MDMs. 

Furthermore, approximately 10% of RAL treated cells exhibited GFP signal from non-

integrated viral genomes (Figure 16A).  

 

Figure 16: U937 Cells Detected RT-Produces Additionally to Late-Stage Sensing 

(A) Infection levels of four independent time-courses (24-72 hpi) with PMA (100 ng/mL, 24 h) 
differentiated U937 cells that were infected with NL4.3GFP (MOI=1.5) were harvested 72 hpi and GFP 
levels analyzed by FACS. The percentage of live/dead cells was determined by FVD-660 staining. (B) 
Temporal fold change gene expression of IFNB1, IFIT1, IFIT2, and CXCL10 in time-course experiments 
above. Cells were untreated or treated with NVP (10 µM) or RAL (10 µM) one hour before infection and 
harvested at timepoints as indicated. Gene expression was measured by RT-qPCR. (C) Representative 
western blot of time-course (16 and 24 hpi) showing IRF3-pS386, positive control (Lysate of 
differentiated THP-1 cells 4 hours after transfection with ct-DNA), and α-Tubulin as loading control at 
time points as indicated. (A, B) Dot plots display the means ± SEM, while bar graphs show the means 
± SD, with each symbol representing an independent well. (B) Two-tailed p-values: two-way mixed 
ANOVA followed by Tukey post-test, *p < 0.05, **p < 0.01, ****p < 0.0001, ns: not significant. 
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Four independent time interval experiments were performed following the design of the 

previous experiments. Interestingly, a significantly higher immunoreactivity against HIV-1 in 

IFNB1 and the chosen ISGs expression panel was observed in differentiated U937 cells 

compared to THP-1 cells (compare Figure 15B and Figure 16B). One notable finding was the 

nearly identical expression of measured ISGs in RAL-treated cells after 24 hpi, while this was 

not the case with NVP-treated cells. This difference was not consistent with the observations 

made in MDMs (compare Figure 13B and Figure 16B). Moreover, the immune response in 

RAL-treated cells remained elevated even after 48 hpi and plateaued thereafter. This 

observation also differs from the results observed in HIV-1-infected MDMs. Additionally, 

western blot analysis revealed the phosphorylation-mediated activation of IRF3, indicating its 

involvement in the expression of the ISGs in the innate immune signaling pathway  

(Figure 16C). This activation was observed in both NL4.3GFP infected cells without drugs and 

with RAL treatment. However, from 16 hpi to 24 hpi, the intensity of the detected band 

decreased. 

The results suggest that U937 cells identify viral components that are not detected in MDMs. 

The fact that this occurs at the early-stages of infection and that RAL treatment does not result 

in a loss or reduction of gene expression, unlike NVP treatment, suggests the involvement of 

DNA-RNA intermediates or viral cDNA in the detection mechanism within U937 cells. It is worth 

noting that while U937 and THP-1 cells exhibit phenotypic differences compared to MDMs in 

response to HIV-1, they also share certain similarities, which underscores the importance of 

further investigating the cellular determinants of the innate immune response to fully 

characterize these differences. 

3.2.3 Detection of RT-Products is STING-Dependent, but MAVS Plays a 

Role in Late-Stage Sensing 

To further investigate innate immune pathways and cellular determinants in differentiated U937 

cells, stable CRISPR/Cas9 KO cell lines were generated for STING and MAVS, which are 

crucial adaptor proteins for viral DNA and RNA sensing in innate immunity (section 1.1.2). 

Resulting clones were analyzed by western blot, and KO clones selected for further 

experiments are illustrated in Figure 17A. Similar levels of infection were achieved in the KO 

cell lines compared to U937 WT under the same conditions (Figure 17B). The expression of 

IFNB1 and ISG genes showed a significant reduction after 72 hpi in both STING and MAVS 

KO cell lines (compare Figure 17C and Figure 16B). However, the expression of IFIT2 and 

CXCL10 appeared to be more dependent on STING than MAVS. These findings suggest that 

both adapter proteins play a role in the innate immune recognition of HIV-1 in U937 cells. The 

western blot analysis demonstrated that the phosphorylation of IRF3 is dependent on STING 

in U937 cells (Figure 17D). MAVS, on the other hand, seems to not affect IRF3 activation in 
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U937 cells under HIV-1 infection, as the activation of IRF3 can be detected even in the 

presence of RAL and without drug treatment (Figure 17D). 

 

Figure 17: STING and MAVS Are Critical for Sensing HIV-1 Infection in U937 Cells  

(A) Western blot of U937 WT, STING, and MAVS KO cells showing STING, MAVS and α-Tubulin as 
loading control. (B) Infection levels of five-time-courses (24-72 hpi) with PMA (100 ng/mL, 24 h) 
differentiated U937 STING KO and MAVS cells that were infected with NL4.3GFP (MOI=1.5) were harvest 
72 hpi and GFP levels analyzed by FACS. The percentage of live/dead cells was determined by 
FVD-660 staining. (C) Temporal fold change gene expression of IFNB1, IFIT1, IFIT2, and CXCL10 in 
time-course experiments above. Gene expression was measured by RT-qPCR. (D) Representative 
western blot of time-course (16 and 24 hpi) showing IRF3-pS386 and α-Tubulin as loading control at 
time points as indicated. (B, C) Dot plots display the means ± SEM, while bar graphs show the means 
± SD, with each symbol representing an independent well. (C) Two-tailed p-values: two-way mixed 
ANOVA followed by Tukey post-test, *p < 0.05, **p < 0.01, ****p < 0.0001, ns: not significant. 

Taken together, these results suggest that U937 cells differentiated by PMA are 

immunocompetent against HIV-1. They are capable of recognizing RT-products and non-

integrated viral DNA. The STING adapter protein is necessary for the signaling pathway and 
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plays a role in the downstream activation and phosphorylation of IRF3. Additionally, a 

secondary recognition pathway involving MAVS appears to exist in U937 cells. 

Therefore, it can be concluded that U937 cells, due to their ability to detect pre-integrated viral 

DNA genomes, exhibit a distinct phenotype compared to MDMs in response to HIV-1. 

However, U937 cells seem to serve as a more suitable model for studying macrophages in the 

context of HIV-1 infection and detection compared to THP-1 cells. Further investigation is 

needed to elucidate the specific viral determinants responsible for early detection in MDMs, 

which will contribute to a clearer understanding of whether U937 cells can be utilized as an 

appropriate model cell line. 

3.3 Finding the Viral Determinants that Induce Innate Response in 

Macrophages 

3.3.1 Early Sensing in MDMs is Dependent on the Viral Capsid 

Our previous experiments have shown that the initial response of MDMs to HIV-1 occurs before 

the reverse transcription process. We speculated that there must be a viral component that 

triggers this response between the entry of the virus into the cell and its reverse transcription. 

Previous studies have shown that fusion of virus particle is essential for this early-stage of 

sensing in MDM.164 

To investigate this finding further, we focused on the viral capsid and its potential effects on 

early sensing in MDMs. We tested various known CA mutants, and their different effects on 

IFNB1 and ISG expression levels (Figure 18A). One of the mutants, E45A, resulted in a 

hyperstable CA, while the K203A, P38A, and Q63/67A mutations made the CA hypostable 

compared to the WT CA core. We also tested a known host cofactor binding mutant, N74D, 

which disrupts the capsid-CPSF6 interaction.155 The CA-mutants were engineered to carry a 

GFP reporter gene. Due to their less efficient virus production, we reduced the MOI to 3, and 

the virus amount used was normalized to the WT reporter virus using p24 ELISA. During 

infection, we introduced VLPs containing Vpx in trans, as the CA-mutants were produced 

without Vpx due to the absence of the SIVmacp6 region, which would result in very low levels 

of Vpx packaging.134 

Upon analyzing the MDMs 24 hpi, we made an intriguing discovery. Every single CA-mutant 

virus-induced higher expression of ISGs compared to the WT virus infection (Figure 18A). This 

led us to focus on the stability of viral capsid and whether RT-products in CA-mutants might 

be involved in sensing targets in MDMs, resulting in enhanced gene expressions compared to 

WT virus. In contrast, U937 cells infected with capsid stability mutants showed a decrease in 
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IFNB1 and ISG expressions when the cells were treated with NVP. The CPSF6 non-binding 

mutant also showed a decrease when treated with RAL (Supplementary  Figure 26D). 

 

Figure 18: A Change in HIV-1 Capsid Stability Enhances Early-Innate Immune Response in MDMs 

(A) Fold change gene expressions of IFNB1, IFIT1, IFIT2, CXCL10 and RSAD2 from infected MDMs 
(n=2) with NL4.3GFP WT-CA or defective-CA (MOI=3) to uninfected cells (B) Infectious levels of MDMs 
(n=3) infected with NL4.3GFP WT-CA or mutant-CA (E45A, P38A; MOI=3). Cells were harvested 72 hpi 
and analyzed by FACS. The percentage of live/dead cells was determined by FVD-660 staining. (C) 
Comparison of fold change gene expression levels (uninfected) of those infections (B). (A, B, C) VLPVpx 
were added in trans and viruses were normalized by p24 levels measured via ELISA. (B) The means ± 
SD or (A, C) grand means are shown and each symbol represented by the measured expression of a 
gene 24 hpi or (B) donor 72 hpi. (C) Two-tailed p-values: two-way ANOVA followed by Tukey post-test, 
*p < 0.05, **p < 0.01, ns: not significant. 

Therefore, we infected MDMs from three individual donors with NL4.3GFP, CAE45A, and CAP38A 

GFP reporter viruses. In addition, we treated the cells as before with NVP and RAL. We also 

tested heat-inactivated CA-mutants. Interestingly, we observed low GFP signals in CA-mutant 

infected cells by FACS analysis, although the p24 amounts of used viruses were normalized 
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(Figure 18B). We previously made the same observation during the infection presented in 

Figure 18A but it was only observed via fluorescence microscopy (Supplementary   

Figure 25E). Notably, the ISG expression induced by the CA-mutants remained higher than in 

WT infection, regardless of drug treatments. Heat-inactivated virus did not induce any 

response at all (Figure 18C). 

From these findings, we conclude that RT-products still do not trigger a response in MDMs as 

suspected previously (section 3.1). Instead, the conformation of the capsid itself appears to 

play a crucial role in sensing, even when the capsid is more stable. This strongly suggests that 

the HIV-1 capsid acts as a viral determinant in MDMs, responsible for the observed innate 

immune sensing at 24 hours post-infection. It is worth noting that the amount of integrated 

provirus in the CA mutants seems significantly lower than in the case of the WT virus.  

Summarizing the results from U937 and MDMs, it becomes evident that early sensing in U937 

and MDMs differs in phenotype across both viral and cellular determinants. We have not yet 

identified a simple and suitable myeloid model cell line to study infected MDMs with HIV-1. 

Although there are other cell lines like MonoMac6, ML-2, or HL60 cells that could potentially 

serve as models, our testing of the two most frequently used cell lines, THP-1 and U937, has 

indicated that neither is suitable for studying cellular and viral determinants in innate immune 

signaling during HIV-1 infection in MDMs. For this reason, further experiments had to be 

carried out in MDMs. 

3.3.2 Minimal Lentiviral Genome Does Not Induce an Innate Immune 

Response 

Next, our focus was to identify the viral determinants responsible for the robust innate immune 

response observed between 48 and 72 hpi (Figure 13B-C). Previous experiments indicated 

that this sensing mechanism occurs after viral integration into the host genome (section 3.1).  

To investigate this further, we questioned whether a minimal provirus with only essential 

genetic elements for integration could still induce a similar expression of our ISG panel. For 

this purpose, we utilized a GFP reporter lentiviral construct, WPXL (Table 9), which contains 

minimal genetic elements for viral infection. The construct included the sequence of the 

woodchuck hepatitis virus posttranscriptional regulatory element (WPRE) to enhance 

expression. Additionally, it carried the RRE from HIV-1 for gRNA transportation outside of the 

nucleus, the HIV-1 ψ site for viral gRNA packaging, and the central polypurine tract (cPPT) to 

enhance transduction efficiency. The vector is driven by the human elongation factor-1α 

(EF-1α) promoter. 

Despite the comparable infection efficiency of MDMs with WPREGFP, there was hardly any 

stronger mRNA expression of IFNB1 or ISGs compared to the NVP-treated NL4.3GFP infection 
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after 72 hpi (Figure 19C). This difference in the innate immune response was evident in both 

NL4.3GFP infections, whether using a MOI of 3 or 6 (Figure 19C). 

Based on these observations, it can be inferred that a viral component within the HIV-1 genome 

plays a crucial role in triggering the strong immune response following provirus integration. 

Furthermore, it is evident that a simple lentiviral infection in MDMs does not induce such a 

pronounced immune response. Additionally, it can be ruled out that the reporter protein GFP 

is the reason for this induction, as well as the HIV-2 protein Vpx, which was added in trans as 

VLP during the infection. Nevertheless, Vpx is an essential component to effectively infect 

MDMs, which is crucial to induce strong expression of IFNB1 and ISGs during infection of 

MDMs (Supplementary  Figure 25C-D).  

 

Figure 19: Minimal Lentiviral Genome Differs from HIV-1 Genome Sensing 

(A) Schematic genome map of NL4.3GFP and WPREGFP used in infection experiment in MDMs. (B) 
Infection levels of MDMs (n=4) infected with NL4.3GFP (MOI=3 or 6) or the minimal lentivirus WPREGFP 
(MOI=6). Cells their harvested 72 hpi and GFP levels were analyzed by FACS. The percentage of 
live/dead cells was determined by FVD-660 staining. (C) Comparison of fold change gene expression 
levels (uninfected) of those infections (B). VLPVpx were added in trans and viruses were normalized by 
p24 levels measured via ELISA. (B, C) The means ± SD are shown, and each symbol representing an 
independent donor. (C) Two-tailed p-values: two-way ANOVA followed by Tukey post-test, **p < 0.01, 
***p < 0.001, ns: not significant. 
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3.3.3 The Nuclear Export of gRNA is Essential for Late-Stage Sensing in 

MDMs 

To explore the pronounced late-stage immune response in MDMs, we adopted a step-by-step 

approach to examine the virus replication cycle. 

Initially, the provirus would produce the first proteins, namely Tat, Rev, and Nef. Subsequently, 

the accessory proteins and the Gag; Gag/Pol polyprotein would follow, leading to the budding 

process. Since most of the accessory proteins and Nef are not expressed by our NL4.3GFP, 

following they are not essential for the observed phenotype, our focus shifted to the crucial 

viral proteins of the replication. Attempts using a pharmacological approach to inhibit later-

stages of viral replication would have impacted cellular processes significantly. Therefore, we 

opted for a less cell-invasive approach. 

 

Figure 20: Late-Stage of HIV-1 Defective Mutants 

Schematic figure illustrating the generated viral genome mutants using the NL4.3GFP vector. Three 
distinct mutants were generated: (A) RevM10; Designed to produce a Rev binding-deficient protein. (B) 
MAG2A; Engineered to result in a myristoylation-deficient gag/pol-polyprotein. (C) Δgag/pol; 
Characterized by a wide deletion in the gag/pol region of the virus. Only the RNA-binding Ψ-side 
remains, and the shown amino acid sequence (blue) can be expressed. 

To determine the specific impact of viral determinants on the immune response, we created 

mutants that inhibited key replication proteins, thus generating infections that progressed only 

to particular stages of the HIV-1 replication cycle. This allowed us to individually assess the 
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role of each viral determinant. Notably, we generated mutants by overlap PCR based on 

literature findings for Rev151,165 (Figure 20A), and the myristoylation site of the MA151,166,167 

(Figure 20B). Additionally, we designed a sequence with almost the entire gag/pol region 

deleted, which still retained the ability to package gRNA (Figure 20C), as well as a Tat mutant 

where the start codon (M1A) is shifted, resulting in the translation of a non-functioning protein. 

We introduced the mutations into two different vector systems, one with GFP (NL4.3GFP) and 

the other with a luciferase reporter gene (NL4.3Luc; Supplementary  Figure 24). The primary 

difference between these two vector systems is the absence of the SIVp6 site in NL4.3Luc. 

The viruses were produced using Tat, Rev, or gag/pol expressing packaging plasmids 

transfected in trans during virus production to generate infectious viral particles, including the 

NL4.3GFP Δgag/pol variant (Table 10). However, due to the absence of the SIVmacp6 region in 

this variant and NL4.3Luc, Vpx could not be co-packaged into the virus particles during 

production.134 In contrast, Vpx could be co-packaged into the virus particles of other mutants 

like WT virus particles. Therefore, we initiated our study first by examining the innate immune 

responses of NL4.3GFP, RevM10, and MAG2A in MDMs. 

In infection experiments, varying amounts of GFP+ cells were observed with fluorescence 

microscopy when infecting cells with the same p24 amount of virus (Figure 21B). These 

observations were further validated using FACS analysis (Figure 21A). On average, RevM10 

showed more GFP+ cells, while MAG2A showed fewer GFP+ cells compared to the WT infection. 

To investigate the temporal dynamics of IFNB1 and ISGs mRNA expression, we monitored 

their levels over a 24 - 72-hour time interval like in previous experiments (section 3.1, 3.2). 

Initially, the infections did not exhibit significant differences in their responses (Figure 21C, 24 

hpi). However, at 72 hpi, WT infection showed the previously observed increase in IFNB1 and 

ISG expression (Figure 13B-C), which did not occur in either mutant (Figure 21C). Notably, 

both virus mutants demonstrated immune activity beyond that of the heat-inactivated WT 

control. Moreover, a slightly stronger expression of ISGs was observed in MAG2A compared to 

the RevM10 mutant, although this difference was not statistically significant. In addition to the 

NL4.3GFP mutant infection experiments (Figure 21), we also conducted infections with the 

NL4.3Luc TatM1A virus. However, we could not detect any significant IFNB1 or ISG expression 

compared to uninfected MDMs (Supplementary  Figure 27C). Furthermore, as expected, the 

mutation resulted in a drastic reduction of the Firefly luciferase reporter gene expression 

(Supplementary  Figure 27B). 
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Figure 21: The Nuclear Export of gRNA is Essential for Strong Late-Stage Innate Sensing in HIV-1 
Infected MDMs 

(A) Infection levels from time-course (24-72 hpi) of MDMs from different donors (n=5) infected with 
NL4.3GFP WT, MAG2A, RevM10 virus, or left uninfected as control (MOI=3). After 72 hpi, cells were harvest 
and GFP+ levels were analyzed by FACS (B) Representative fluorescence microscopy images of GFP 
signals (green) of infected MDMs with different viruses (left to right WT, MAG2A, and RevM10) are shown. 
A scale bar of 0.2 mm is provided under the images and the percentage of GFP+ cells measured by 
FACS analysis is indicated. (C) MDMs (n=5) were infected with the viruses mentioned in (A), and cells 
were also treated with heat-inactivated WT virus (WT-Heat) as a control. Cells were harvest at time 
points as indicated. The gene expression of IFNB1, IFIT1, IFIT2, and RSAD2 was measured using RT-
qPCR. (A, C) Dot plots display the means ± SEM, while bar graphs show the means ± SD, with each 
symbol representing an independent well. (C) Two-tailed p-values: two-way mixed ANOVA followed by 
Tukey post-test, **p < 0.01, ***p < 0.001, ****p < 0.0001, ns: not significant.  
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3.3.4 Newly-Produced Gag-Particles Are Not Sensed by MDMs  

Next, it was necessary to ensure that the newly produced viral particles resulting from the 

integrated proviruses did not impact the observed immune response in MDMs. Even in the 

case of a single-round infection, we expected the production of Gag-particles carrying gRNA, 

but lacking an envelope, rendering them non-infectious. This approach also enabled us to 

investigate the likely phenotype of our viral mutants.  

To accomplish this, we initiated the experiment by infecting MDMs from two different donors 

with our HIV-1 WTs and mutants (GFP and Luc; Table 10). Four hours after spinoculation, we 

washed the cells and replenished them with fresh medium. At 48 and 72 hpi, we collected the 

supernatants, centrifuged the VLPs present in them, and lysed the cells at each time point. A 

fraction of the supernatants was used to determine the associated p24 levels using ELISA, 

while the lysates were subjected to analysis using western blot. 

 

Figure 22: Extracellular ΔEnv Viruses Do Not Induce Innate Immune Activation of MDMs 

(A) Western blot of infected MDMs with different NL4.3 GFP or Luc single-round reporter viruses 
(MOI=3, 72 hpi). Viruses are indicated. The blot showing provirus newly produced ΔEnv viruses from 
cell lysate or supernatant. Blot is incubated with AG3.0 and α-GAPDH antibodies. (B) Temporary fold 
change gene expression of IFNB1, CXCL10, and RSAD2 at indicated time points in infected and ΔEnv 
viruses producing MDMs (n=2). The p24 amount at 48 and 72 hpi was measured via ELISA and (C) 
MDMs (n=2) were treated with ΔEnv viruses based on the p24 amount. At 48 hours post-treatment, cells 
were harvested, and gene expression of IFNB1, IFIT1, IFIT2, and RSAD2 was measured by RT-qPCR. 
(B, C) The means ± SD are shown and each symbol represents an independent infection in MDMs. 



Results   61 

 

In the western blot analysis, we detected p24 and Pr55Gag of the WT viruses and to our surprise 

also the MAG2A mutant in both the cell lysate and the supernatant (Figure 22A). The infection 

of WT viruses showed a comparable expression of IFNB1 and ISGs (CXCL10 and RSAD2) as 

observed previously, even after 48 and 72 hpi (compare Figure 21C and Figure 22B). Based 

on the ELISA results, we determined p24 levels of 4 - 20 ng/mL in the 48 and 72 hpi 

supernatants (Supplementary  Figure 27D). Subsequently, we produced HIV-1 without an 

envelope (ΔEnv viruses) through transfection, concentrated them, and added p24 amounts of 

4 and 20 ng/mL to the MDMs from the same donor used earlier. We then examined IFNB1 and 

ISGs expressions 48 hours after the addition and found it to be similar to the untreated control 

(Figure 22C). 

The results of this experiment indicate that only the WT and MAG2A proviruses were capable 

of producing VLPs in MDMs. Furthermore, these particles did not have any significant effect 

on the induced innate immune response that we could detect. 

3.3.5 Myristoylation is the Major Driver for Enhanced Late-Stage Innate 

Immune Response in Human MDMs 

Having excluded any potential side effects from nascent VLPs, our attention turned towards 

studying our Δgag/pol viruses. One intriguing aspect of this mutant is its capacity to package 

gRNA and accurately translate the first 17 amino acids of the gag protein, which includes the 

myristoylation site. Most residues of the following HBR (14-31 amino acid of MA) site are 

deleted (18-31 amino acid). To investigate the specific impact of myristoylation, we included 

the MAG2A mutant in the infection experiment, effectively eliminating the myristoylation site. To 

distinguish this parameter from the previous infection experiment with the NL4.3GFP, and MAG2A 

we increased the MOI compared to earlier experiments, aiming to potentially observe stronger 

effects on the immune response. We infected MDMs from three different donors at the same 

time points.  

Under fluorescence microscopy, the infection levels of WT and the MAG2A virus infections 

showed similarities to previous experiments (compare Figure 21B and Figure 23B), which were 

further confirmed by FACS analysis (Figure 23A). Additionally, the Δgag/pol mutant exhibited 

a visually stronger GFP signal saturation within the cells compared to the WT, indicating a 

potentially higher level of GFP and viral protein expression. However, the number of  

GFP+ cells remained similar based on FACS results (Figure 23A). 

A surprising finding emerged from the evaluation of RT-qPCR results. We were not able to 

observe difference in IFNB1 and ISG expression levels between the WT and the Δgag/pol 

mutant virus infection (Figure 23C), suggesting that the presence of a complete gag/pol 

polyprotein is not critical for inducing late-stage innate immune response in MDMs. In contrast, 
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the MAG2A mutant displayed a similar reduction in IFNB1 and ISG expression as previously 

observed (compare Figure 21C with Figure 23C and Figure 27C with Figure 27F). These 

different transcription levels were also notable compared with the Δgag/pol mutant virus 

infection (Figure 23C).  

 

Figure 23: Binding of HIV-1 gRNA to Gag is Not Critical to Induced Late-Stage Sensing in MDMs 

(A) Infection levels from time-course (24-72 hpi) of MDMs from different donors (n=3) infected with 
NL4.3GFP WT, MAG2A, Δgag/pol virus, or left uninfected as control (MOI=6). After 72 hpi, cells were 
harvest and GFP+ levels were analyzed by FACS. The percentage of live/dead cells was determined by 
FVD-660 staining. (B) Representative fluorescence microscopy images of GFP signals (green) of 
infected MDMs with different viruses (left to right WT, MAG2A, and Δgag/pol) are shown. A scale bar of 
0.2 mm is provided under the images and the percentage of GFP+ cells measured by FACS analysis is 
indicated. (C) MDMs were infected with the viruses mentioned in (A) and treatment with NVP (10 µM; 
not shown) as control. Cells were harvested at time points as indicated. The gene expression of IFNB1, 
IFIT1, IFIT2, and RSAD2 was measured using RT-qPCR and the fold change is shown (uninfected).  
(A, C) Dot plots display the means ± SEM, while bar graphs show the means ± SD, with each symbol 
representing an independent well. (C) Two-tailed p-values: two-way mixed ANOVA followed by Tukey 
post-test; p-values are shown.  
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Furthermore, the absence of the NC region in the Δgag/pol mutant indicates that the binding 

of gRNA to the gag/pol polyprotein is not necessary for sensing, highlighting the significance 

of myristoylation at the Pr55Gag or Gag/Pol as the viral determinant for triggering the late 

immune response in the virus life cycle in MDMs. The cellular sensing determinants remain to 

be discussed. 

These results indicate that myristoylation at the Pr55Gag protein plays a crucial role as a viral 

determinant for detecting and triggering late immune responses in the virus life cycle in MDMs. 

Furthermore, the findings suggest that Pr55Gag, Gag/Pol, and packaging of the gRNA into 

assembling virus particle is not necessary for this response, and the initial MA peptide 

sequence is sufficient. Conversely, a non-myristoylatable Pr55Gag or Gag/Pol leads to a 

significantly reduced immune response. 
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4 Discussion 

The primary objective of this thesis was to explore the intricate interplay between cellular and 

viral components, which induce the innate immune response of macrophages against HIV-1. 

The research objective is based on understanding the mechanisms behind the inflammation 

caused by HIV-1 in immune cells, as it likely contributes to the various symptoms observed in 

long-term HIV infected patients.119,124,128,131,168,169 

Considerable effort in research has been dedicated to investigate the viral components of 

HIV-1 and their interactions with cellular factors.169,170 Much of these efforts focus primarily on 

CD4+ T cells, given their central role in the HIV infection process, viral latency, and AIDS 

development.171–174 However, further studies extend beyond T cells to include myeloid cells, 

such as DCs and macrophages, which also play an essential role in the immune response to 

HIV-1.126,128,175 Monocytes in particular are postulated to facilitate the crossing of the 

blood-brain barrier during HIV infection, where they eventually persists and mature into 

resident macrophages.130,176 This is relevant considering the frequency of neurodegenerative 

symptoms observed in chronically infected HIV-1 patients, even throughout long-term antiviral 

therapy and undetectable virus levels. In such instances, inflammation within the CNS has 

emerged as the likely cause for these symptoms.121,124,128,177 Intriguingly, despite minimal 

detectable virus presence within the CNS, inflammation seems to originate from the integrated 

HIV-1 provirus in CNS-resident cells like macrophages.128,151,152 

Considering these findings, a study of the innate immune response that is induced by 

HIV-1-infected macrophages becomes a key for further investigation. This research potentially 

reveals the determinants that fuel the inflammation observed within the central nervous system 

of chronically infected HIV-1 patients.127,128 The exact mechanisms of inflammation have not 

yet been clarified and are therefore of great interest. Identifying critical determinants of 

inflammation, whether they are of cellular or viral origin, therefore remains essential. Such 

findings are needed to formulate precise therapeutic strategies aimed at containing and 

alleviating the inflammation triggered by the virus. This thesis and the presented research 

within therefore aim to contribute towards gaining these additional vital insights into HIV and 

immunological research. 

4.1 Two Stages of HIV-1 Innate Immune Sensing in Macrophages 

Our objective was to establish a baseline understanding of the innate immune response in 

MDMs against HIV-1. Since HIV-1 is known to be a poor inducer of the innate immune 

system,178 we infected the MDMs with a high viral load (MOI 6) in order to maximize the 

chances of triggering a response. Samples treated with NVP, an RT inhibitor, and RAL, which 
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suppresses the integration process, were used to determine at which stage of the HIV-1 life 

cycle the innate immune response in MDMs was induced.  

As shown in Figure 13B-C, we observed an initially moderate innate immune response in 

MDMs, which increased significantly across time. This increase was not observed in cells 

where the RT or IN enzymatic activity was inhibited. This suggests that there exists two distinct 

stages of recognition and induction of an immune response in MDMs. First sensing before the 

process of reverse transcription takes place and the second after the provirus is established in 

the host cellular genome. It is further noteworthy that in a comparable experimental setting of 

another study, two distinct stages were also identified, even when lower amounts of virus were 

utillized.156 

Notably, the results from the NVP (RT inhibitor), and RAL (IN inhibitor)-treated cells illustrated 

similar levels of IFNB1 and ISG expression after 24 hpi compared to the untreated infection. 

This indicates comparable levels of innate immune induction and inflammation in MDMs, 

regardless of the treatment and virus inhibition. However, these levels plateaued as time 

progressed. In contrast, IFNB1 and ISG expression in the untreated infected cells continued 

to increase significantly over time. This implies that the early IFNB1 and ISG expression 

observed at 16-24 hpi in the NVP-treated cells cannot be due to RT products or pre-integration 

events. Otherwise, a strong IFNB1 and/or ISG expression in the untreated infection compared 

to the NVP-treated infection would have been detected. Additionally, it has been demonstrated 

that macrophages detect HIV-1 upon entry into the cell,164 which underline the recognition 

process observed within this work. However, this finding contradicts previous observations that 

macrophages recognize RT products via STING mediation in MDMs.179 It is therefore worth 

noting that the measured type-I IFN amounts in human macrophages in the above-mentioned 

study were low. Furthermore, the absence of ISG induction 72 hpi of HIV-1 when the 

integration process was inhibited through RAL-treatment suggests that the recognition of a 

cellular sensor in MDMs must be related to the viral components of the integrated provirus. 

Previous research has shown that macrophages can sense various stages of the HIV life cycle 

after integration, including intron-containing RNA,151,152 PR activity,160 or virus assembly180, 

supporting the findings of this thesis. 

To further explore the sensing pathways involved in induction of the innate response of MDMs 

towards HIV-1 infection, we examined STAT1 and IRF3 phosphorylation through western blot 

analysis (Figure 14). Interestingly, we observed that the MDMs used in the experiments 

contained a basal level of JAK-STAT pathway activation. However, the intensity of 

phosphorylated STAT1 increased significantly throughout the course of the experiment in 

infected cells, in line with prior observations.181 The expression of IFNB1 and STAT1 

phosphorylation indicates an increased activation of the JAK-STAT pathway, making them the 

primary cause of the strong increase in ISG expression and likely contributors to the 
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inflammatory response. However, we did not detect IRF3 phosphorylation, which would be 

expected since many signaling pathways proceed via downstream activation of this 

transcription factor. In the context of cGAS dependency, IRF3 phosphorylation by HIV-1 

infection has been demonstrated several times in monocyte-derived dendritic cells.182–185 This 

opens the question of which signaling pathway induces the observed ISG expression in MDMs. 

Previous studies obtained similar findings186,187 and concluded that HIV-1 activates 

macrophages independently of TLRs.187 If this is the case, we cannot draw firm conclusions 

from the results to this point. Additionally, HIV-1 has been shown to employ the NF-κB pathway 

to significantly increase transcription levels of its viral genes.188 Our results suggest that 

activation of the NF-κB pathway occurred without downstream signaling through IRF3. 

Consequently, additional questions arise regarding the mechanisms by which NF-κB is 

activated and if TLRs are involved in these mechanisms. Furthermore, it is still unclear which 

viral and cellular determinants play a key role in the initial increase in IFNB1 and ISG 

expression levels at 16-24 hpi. 

4.1.1 Early Sensing: The Issue Lies in the Viral Capsid 

Previous studies have shown that deficient viral CA, which are unable to bind the host protein 

CPSF6 (CAN74D), induce increased levels of innate activation in macrophages compared to WT 

HIV-1 infection.155 In addition, the viral CA itself may also represent a PAMP that is recognized 

by multiple host factors and triggers a downstream signaling cascade via NF-κB.182,189 

Therefore, the CA is likely the viral determinant that is recognized and responsible for triggering 

the observed innate immune response after 16-24 hpi in MDMs. 

To investigate this hypothesis further, we generated NL4.3 variants carrying various known 

mutations in the CA. These included CA-mutants producing more stable (CAE45A)190 or less 

stable CA (CAK203A, CAQQ63/67AA, CAP38A),190,191 as well as a CA-mutant which disrupts the 

interaction between the cellular host factor CPSF6 (CAN74D)192 and CA. It is important to note 

that these mutants do not impair the conical formation of the CA.190–192 After 24 hpi, we 

observed that all illustrated mutants increased expression of IFNB1 and ISGs compared to the 

WT infection (Figure 18A). The CA-mutants generally exhibited dramatically reduced 

expression of the GFP reporter protein compared to the WT-CA, even though we infected cells 

with the same p24 levels of viruses (Figure 18B). This reduction suggests a lower integration 

rate of the viral genomes due to fewer CAs entering the nucleus. Previous studies have 

demonstrated that CAQQ63/67AA, CAE45A, and CAP38A mutants can undergo the reverse 

transcription process but are unable to enter the nucleus, further supporting the observation of 

reduced GFP expression.190,191 Achieving equal amounts of GFP+ cells with CA-mutants 

compared to WT-CA infection seems unlikely. It is worth noting that there are inconsistencies 

in the literature regarding the CAP38A-mutation. A study observed that virus particles with CAP38A 
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may not be able to complete reverse transcription without an additional mutation193, which 

could significantly impact the viral components that can be sensed by the cell. However, other 

studies have observed that RT activity is present with the CAP38A.190 It should further be 

considered that these studies were performed on different cell types, including T cells190 and 

HeLa cells.193 We therefore place more confidence in the results obtained from the T cells, as 

we believe this model is more physiologically-relevant.190  

We continued to investigate mutations affecting CA-stability. We hereby hypothesized that the 

reason for the observed phenotype might be related to stability changes affecting the timing of 

the CA uncoating. This, in turn, could influence gRNA or RT-product recognition and 

consequently IFNB1 and ISG expression compared to WT CA. Surprisingly, inhibiting the 

establishment of the provirus by RAL treatment had no effect on the observed IFNB1 and ISG 

expressions in NL4.3GFP CAE45A or CAP38A infected MDMs compared to untreated infections 

(Figure 18C). This suggests the presence of RT products and recognition by cGAS in the cell, 

which should lead to increased ISG expression.154,182 However, even with NVP treatment, 

innate immune recognition remained at equal levels compared to the untreated cells (Figure 

18C). This indicates that the recognition by RT products was not the reason for elevated ISG 

expression levels over WT-CA infection in MDMs. Therefore, the viral determinant must be 

present before reverse transcription takes place. 

To sum up, the CA itself or the packaged viral gRNA within the CA triggers recognition in 

MDMs. Consequently, defective CAs are likely also present throughout WT infection, as not all 

viral particles successfully infect the host cells. The reduced expression of ISGs compared to 

the CA-mutants are therefore likely due to the presence and number of defective CAs, leading 

to increased recognition of the virus. However, it cannot be excluded that the entry process 

may contribute to some of the observed IFNB1 and ISG expression.20,164 Nevertheless, it can 

be concluded that variations in HIV-1 CA-stability have a significant effect on the innate 

detection of HIV in MDMs and therefore play a major role in the early-stage of HIV infection. 

4.1.2 Post-Integration Sensing: What is it About the Gag? 

Based on our finding that CAs are essential PAMPs for MDMs in early detection, the question 

arose whether CAs could also impact the late-stage of infection.  We ruled out the possibility 

of re-detection observed in the early-stage, possibly caused by the entry process20,164, gRNA, 

or CA of newly produced viruses by the provirus, as we had previously used single-round 

viruses. The integrated provirus does not contain the env gene region, which should lead to 

production of ΔEnv viruses. Therefore, the newly produced particles were not able to fuse with 

the plasma membrane due to the lack of an envelope. However, there was a possibility that 

these ΔEnv viruses, containing all essential virus components, could trigger recognition in the 

extracellular space of MDMs or find their way into the cells, for instance by phagocytosis. It 
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was previously shown that Gag-VLPs can activate human monocyte-derived dendritic cells 

and subsequently activate NK cells.194 This is important to note, as that these Gag-VLPs 

contained an envelope but no vital viral components. We found that even with the highest 

amount ΔEnv viruses in the supernatants of infected MDMs at 72 hpi, there was no significant 

difference in IFNB1 or ISG expression when treated with equivalent p24 levels of ΔEnv viruses 

compared to the untreated MDMs (Figure 22C). The levels of IFNB1 and ISG expression 

observed is negligible compared to the high expression observed in late-stage of infection in 

MDMs. Therefore, the ΔEnv viruses type of stimulation of MDMs can be excluded as a cause 

for innate immune induction in the later-stages of infection. Additionally, we investigated 

whether VLPVpx treatment, which included an envelope and was used in several experiments 

(Figure 18, Figure 19, Figure 23), would have impacted the immune response in MDMs. We 

observed a minor increase in IFNB1 and ISG expression in MDMs transduced with VLPVpx 

(Supplementary  Figure 25B). Therefore, it cannot be excluded that the expression of IFNB1 

and ISG in experiments presented in this study is completely independent of the influence of 

Vpx. We have recently shown in another study that Vpx enhances the innate immune response 

independently of SAMHD1 during HIV-1 infection.195 

Next, we questioned whether a minimal lentiviral genome packaged in HIV-CA would also 

induce similar IFNB1 and ISG expressions. We achieved comparable infection levels between 

the NL4.3GFP and WPREGFP viruses, with WPREGFP containing a minimal lentivirus genome 

and NL4.3GFP containing a full-length HIV-1 genome, indicating successful integration of both 

viruses and expression of the encoded proteins (Figure 19B). It is worth noting that we 

observed increased variability in the infection levels of those MDMs infected with NL4.3GFP. 

We attribute this variability to the induced immune response in NL4.3GFP infected cells, which 

can affect the establishment of the provirus and GFP levels. Another contributing factor may 

be the cell preparation process required for the FACS measurements, as we noticed variations 

in counts under the microscope of the GFP+ cells when comparing to those obtained through 

FACS measurements (Figure 27A). These differences may be attributed to challenges in the 

detaching process of MDMs from the well surface. In some experiments, increased cell death 

occurred throughout FACS measurements, resulting in differences between the amount of 

GFP+ living cells and those observed under the microscope. Handling MDMs can be 

challenging, and this issue is well-documented in research involving these cells.196 

Nevertheless, the IFNB1 and ISG expression in MDMs at 72 hpi induced by NL4.3GFP infection 

was significantly elevated, although it was barely present in the WPREGFP infected cells (Figure 

19C). Similar observations have been made by other studies investigating minimal lentiviruses 

in myeloid cells.151,152 Thus, it became evident that the strong immune induction in MDMs at 

72 hpi depends on the viral components encoded by the HIV-1 genome. 
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We further investigated the potential viral determinants using single defective mutants of the 

proteins Tat, Rev, Gag/Pol, as well as a Gag myristoylation mutant in order to gain a deeper 

insight into the late-stage sensing process in MDMs causing innate immune activation. Tat and 

Rev were hereby found to be essential, indicating that transcription and export of unspliced 

and partially spliced viral RNA from the nucleus is required for the innate immune response 

after 72 hpi, as shown by the loss of IFNB1 and ISG expression (Figure 21C, Figure 27C). 

However, the initial stage of the innate immune activation remained. This indicates that 

multiply-spliced viral RNAs, capable of nuclear export without the assistance of Rev, are not 

involved in the late-stage sensing processes. Instead, it appears that partially spliced or 

full-length RNA transcripts containing introns of the viral genome, are required to trigger the 

observed immune activation. In addition, Akiyama et al. had highlighted the indispensable role 

of HIV-1 partially spliced or full-length RNA transcripts exported by the CRM-1 pathway to 

activate innate immune response in MDMs.151 It is likely that the export of the partially spliced 

and full-length RNA transcripts via CRM-1 is crucial for late-stage sensing, as it affects 

trafficking within the cytoplasm. Indeed, export via a different nuclear export system would lead 

to a different process of intracellular trafficking.197 Our results therefore support the findings of 

early studies in presenting the partially spliced or full-length RNA transcripts of HIV-1 as an 

essential viral determinant for late-stage signaling in MDMs and within general myeloid 

cells.128,152,176  

In subsequent experiments with the Δgag/pol mutant, which lacks nearly the entire Gag/Pol 

region, we investigated the role of Pr55Gag or Gag/Pol in triggering the late-stage immune 

response in MDMs. A surprising discovery was that this mutant exhibited a similar level of 

IFNB1 and ISG expression compared to the WT infection. Previous studies demonstrated the 

immune induction in MDMs without expression of Gag, although this was significantly 

weakened in contrast to the WT infection.151 Another study has also demonstrated that DCs 

and macrophages were activated similarly and even matured when transduced with HIV-1 WT 

or a Δgag/pol mutant, which contains a deletion ranging from the start of gag until the cPPT 

region.152 However, in our Δgag/pol mutant a short gag region that encoded a peptide 

sequence and induced solid IFNB1 and ISG expression in MDMs similar to our WT infections. 

The question therefore remains as to which structures are recognized by the MDMs in this 

short peptide of Gag that triggers an innate immune response. It can be assumed that the 

connection through the NC domain and the gRNA was no longer present in the short peptide 

sequence due to the absence of the domain. Therefore, binding of the gRNA to Gag does not 

appear to be necessary for the observed late-stage IFNB1 and ISG expression.  

Intriguingly, infection with the myristoylation-incapable mutant, which was otherwise identical 

in genomic sequence to the WT, did not induce an immune response. This strengthened our 

assumption that the binding of gRNA to the NC domain of Gag does not ensure recognition. 
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Furthermore, we observed that the NL4.3GFP MAG2A was capable of producing VLPs and 

processing Pr55Gag into p24 (Figure 22A) and p24 were also detected in the supernatant of 

MDMs. However, the absence of myristylation at the first glycine can affect the membrane 

association potential of Gag, by which Gag should not be detectable in the supernatant. 

Previous studies have already demonstrated that the MAG2A mutant is able to process Pr55Gag 

to p24, but these failed to identify Gag in the supernatant.166 While others have demonstrated 

that VLP production by HIV can be detected in the supernatant when myristoylation of Gag 

was substituted198 or even in the complete absence of MA.199 Our observations support the 

findings that production of new HIV viral particles is still possible in the absence of Gag 

myristoylation. 

Furthermore, myristoylation of the first glycine in the MA domain of Pr55Gag or Gag/Pol appears 

to be essential for late-stage IFNB1 and ISG expression, therefore recognition by cellular 

PRRs. Akiyama et al. concluded that myristoylation and membrane targeting of Pr55Gag and 

Gag/Pol are essential for HIV recognition in myeloid cells due to their role in membrane 

targeting of the full-length gRNA.151 They further associated the inflammatory response to the 

adaptor protein MAVS and excluded the classic upstream PRRs RIG-I and MDA5.151 What 

would challenge these findings from our site is that we cannot detect IRF3 phosphorylation in 

HIV-1 infected MDMs, which is strongly associated with the activation of MAVS.200 

Nevertheless, our results with the Δgag/pol mutant (Figure 23C), our observation of p24 in the 

supernatant of MAG2A mutant (Figure 22A), and the report of virus assembly being possible 

without myristoylation of MA,198 led us to the conclusion that full-length gRNA membrane 

association is highly unlikely as the trigger for late-stage sensing in MDMs. However, we also 

consider the export of the partially spliced or full-length RNA transcripts of HIV-1’s provirus via 

the CRM-1 pathway to be a significant contributor to this late-stage innate immune response 

in MDMs.  

Furthermore, it would be crucial to investigate whether the short Gag peptide is also capable 

of myristoylation. Involvement of N-myristoylation in Gag itself as a PAMP for cellular PRRs 

seems logical, as evidenced by the loss of IFNB1 and ISG expression observed in infection 

with the N-myristoylation-deficient virus (NL4.3GFP MAG2A; Figure 21C and Figure 23C). 

However, this is challenged by the recent discovery of heme oxygenase 2 binding to 

N-myristoylation of Gag. Heme oxygenase 2 hereby interrupts the virus assembly process and 

negatively regulates the inflammatory responses of TLR4 via its associated adaptor protein.201 

This implies that myristoylation can have a negative impact on virus replication and possibly 

inflammatory responses. The exact role of N-myristoylation of MA however requires further 

study. What is clear is that partially spliced or full-length RNA transcripts of HIV, and its 

presence in the cytoplasm, are crucial for driving MDMs activation and inflammatory response 
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in cell culture, as shown in this and other studies.128,151,176 Whether these results can be directly 

linked to HAND symptoms needs to be investigated in further studies.  

4.2 Differentiated Monocyte Cell Lines as a Model to Study the 

Immunological Role of Macrophages Against HIV-1 

The importance of cell line models in simplifying biomedical studies represents an essential 

aspect of modern biology-related research. The use of cell lines is also very common in 

immunological research due to their advantageous properties such as ease of use, genetic 

uniformity, ability to modify, and experimental reproducibility. Among the most commonly used 

cells for research of innate immunity are THP-1 and U937 cells.125 However, it's worth noting 

that the phenotype of these cell line models may differ from those of primary cell systems.125,202 

4.2.1 THP-1 Cells 

We aimed to use differentiated THP-1 cells as a macrophage model system to further 

investigate the cellular and viral determinants responsible for the observed IFNB1 and ISG 

expression in HIV-1-infected MDMs (Figure 13). THP-1 cells have been widely used in 

numerous studies as a macrophage cell line to investigate signaling pathways and various 

mechanisms within the context of innate immune system research.159 However, in our 

experiments, we observed significant differences in phenotype between differentiated THP-1 

cells and MDMs. We faced challenges when trying to detect significant increases in IFNB1 and 

ISG expression upon HIV-1 infection of THP-1 cells (Figure 15). In contrast, we observed 

robust expression of IFNB1 and the same ISGs in MDMs, with a similar level of measured 

infectivity (compare Figure 13 and Figure 15). Although a robust immune response could be 

detected in several reports of PMA-treated THP-1 cells previously.154,160,203 Interestingly, in the 

reports referenced here, only one utilized SAMHD1 downregulation via the addition of Vpx.154 

The other used shRNA knockdown to overcome the SAMHD1 block.160 It is important to note, 

that SAMHD1 influences on the differentiation of THP-1 cells,204 and variations in the results 

may be attributed to differences of how the SAMHD1 block were bypassed. 

Further, we did not detect phosphorylation of IRF3 in HIV-1-infected differentiated THP-1 cells, 

which is in line with what we observed in MDMs. The reason for this lack of phosphorylation in 

the THP-1 cell line remains uncertain, raising questions about whether it reflects a similar 

phenotypic expression as observed in MDMs or if HIV-1 fails to activate IRF3 at detectable 

levels in these cells in their differentiated stage. We did not find any study demonstrating pIRF3 

expression in differentiated THP-1 cells upon HIV-1 infection. Our control experiments, 

involving differentiated THP-1 cells stimulated with ct-DNA, demonstrated their capability to 

exhibit IRF3 phosphorylation. Additionally, a separate study revealed that IRF3 dimerization, 

a process contingent on phosphorylation, is induced by HIV-1 infection in undifferentiated 
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THP-1 cells.183 In summary, we conclude that IRF3 is not activated in differentiated THP-1 cells 

by HIV-1 infection, consistent with our findings in MDMs. 

Furthermore, STING or MAVS KO variants of differentiated THP-1 cells illustrated minor 

differences in IFNB1 and ISG expression compared to WT cells, but these differences 

remained far from the immune activity observed in MDMs (Supplementary  Figure 26B). It is 

worth noting that in undifferentiated THP-1 cells, HIV-1 infection did result in robust ISG 

expression, but also led to an increased amount of cell death, depending on the virus dose.205 

Previous studies have frequently demonstrated higher innate immunoreactivity in 

undifferentiated THP-1 cells compared to PMA-treated THP-1 cells.206–209 

We conclude that undifferentiated THP-1 cells in their monocyte stage exhibit increased 

immunoreactivity towards HIV-1 compared to their differentiated counterparts, as evidenced 

by enhanced inflammation and cell death. Due to these significant differences in phenotype 

between THP-1 cells and MDMs during HIV-1 infection, we do not consider THP-1 cells to 

represent a suitable model for studying cellular interactions with HIV-1 in MDMs. 

4.2.2 U937 Cells 

We decided to discontinue experiments with THP-1 cells and instead focused on U937 cells 

as a potential cell line for investigating the cellular and viral determinants in HIV-1-infected 

MDMs. This decision was influenced by previous reports showing significant induction of 

proinflammatory cytokines in differentiated U937 cells infected with various viruses.149,210,211  

In subsequent infection experiments using differentiated U937 cells, we observed a 

comparable induction of IFNB1 and ISG expression, similar to what we had observed in MDMs 

(compare Figure 13B-C and Figure 16B). However, we noticed slight differences in IFIT1, IFIT2 

and CXCL10 gene expression among drug-treated cells. In RAL-treated cells, ISG expression 

was similar to those in untreated infected cells at 24 hpi, but it reached NVP expressions levels 

after 72 hpi. The distinction is also apparent in the phosphorylation of IRF3. RAL-treated and 

untreated infected cells demonstrated the activation of IRF3 after 16 and 24 hpi, whereas NVP 

did not exhibit activation. These results suggest that viral components are detected prior to 

virus integration and after or during reverse transcription. It is likely that the PIC or RNA:DNA 

hybrid formed during reverse transcription is sensed by DNA sensors, triggering the observed 

response at 24 hpi. The cGAS-STING pathway is likely involved in this sensing process. This 

is strongly supported by the fact that we observed a loss of IFNB1 and ISG expression and 

IRF3 phosphorylation in STING KO cells, while IRF3 phosphorylation is still detectable in 

MAVS KO cells (Figure 17D). Importantly, IFNB1 and ISG expression in MAVS KO cells 

revealed significantly lower levels compared to WT U937 cells and do not differ significantly 

from STING KO cells. This indicates that both adaptor proteins, STING and MAVS, are 

involved in the innate immune activation in HIV-1-infected differentiated U937 cells. 
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Our experiments demonstrate a dependence on both the STING and MAVS pathways for 

innate immune activation in early- and late-stage HIV-1 infection in differentiated U937 cells 

(Figure 16). IRF3 activation depends on STING-mediated signaling, possibly indicating cGAS-

mediated signaling, which requires further investigation. Therefore, recognition and immune 

response via the recently discovered DNA-PK STING-independent signaling pathway seems 

unlikely.149 However, we also observed a significant influence of MAVS on IFNB1 and ISG 

expression in MAVS KO cells. The absence of IRF3 phosphorylation in STING KO cells 

suggests that IRF3 is not required for MAVS-dependent immune activation in U937 cells 

(Figure 17). This implies immune activation independent of IRF3 phosphorylation, similar to 

what we observed in MDMs, and suggests that the same signaling pathway may also be 

activated in U937 cells. Further experiments with HIV-1 mutants used in MDM experiments 

could help to clarify whether the late-stage viral and cellular determinants in U937 are 

comparable to those in MDMs. It can be assumed that IFNB1 and ISG expression would differ 

due to the influenced by STING-mediated signaling in U937 cells. 

In summary, although differentiated U937 cells provide a valuable tool for studying innate 

recognition of HIV-1, their phenotype differs from that observed in MDMs. However, U937 cells 

exhibit closer similarities to MDMs compared to THP-1 cells in the context of HIV-1 infection. 

As a result, we have determined that both differentiated THP-1 cells and U937 cells do not 

represent ideal choices for studying the cellular virus-host interactions that occur in MDMs. We 

strongly recommend the use of MDMs or other primary cells in conducting comprehensive and 

in-depth studies within cell culture systems to identify the viral and cellular determinants of 

HIV-1-induced innate immune activation. Our findings align with those of other studies which 

have highlighted the limitations of using cell line models to draw conclusions about the behavior 

of MDMs.125,202 
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4.3 Conclusion and Outlook 

We have identified two distinct stages of innate immune response activation in MDMs, which 

are independent of IRF3 activation. The first stage occurs independently of reverse 

transcription or integration of HIV-1. The intensity of this immune response is influenced by the 

stability of the CA, with hyper- or hypostable CA variants inducing significantly elevated IFNB1 

and ISG expression compared to infection with the WT CA. This strongly suggests that the CA 

is a viral determinant for the first stage of innate immune response in MDMs. Further 

investigation is needed to determine whether capsid stability is related to recognition of the 

attached gRNA or not. Subsequent experiments with minimal lentiviral genomes enclosed in 

different stable capsids will provide insights into whether the gRNA is recognized in the 

early-phase or not. 

The second stage of innate immune activation depends on the export of viral partially-spliced 

or full-length RNA into the cytoplasm. Activation likely occurs through the presence of N-

myristoylated Gag, but it is not dependent on Gag NC-Domain binding to gRNA. An infection 

with NL4.3GFP Δgag/pol encoding only a short peptide sequence of Gag, primarily consisting of 

the N-terminus associated with myristoylation, was sufficient to trigger late-stage innate 

immune response similar to WT infection. Therefore, it is assumed that Gag/Pol polyproteins 

or binding of gRNA to Gag are not required for the recognition of this late response. The cellular 

determinants that interact with these viral PAMPs in late-stage infection are still unclear. To 

gain deeper insights, future experiments, such as pull-down assays involving the short Gag 

peptide sequence or myristoylation-deficient and WT gRNA, could shed light on which cellular 

PRRs sense these viral determinants. 

Furthermore, we have demonstrated distinct phenotype differences between differentiated 

THP-1 and U937 cells compared to MDMs. Differentiated THP-1 cells exhibited limited immune 

reactivity when exposed to HIV-1. Conversely, U937 cells displayed a unique phenotype 

compared to MDMs in response to HIV-1 infection, with immune response involving both 

STING and MAVS. We suspect that RT products are sensed by cGAS, which would be an 

interesting area to explore in future experiments. In addition, an investigation of the possible 

role of myristoylation of Gag in the MAVS-associated response is needed. In conclusion, our 

findings suggest that THP-1 and U937 cells are not ideal cell model systems for studying the 

interaction between macrophages and HIV-1 due to their inadequacies. For future studies 

focusing on innate sensing mechanisms in macrophages against HIV-1, we recommend 

prioritizing the use of MDMs over cell line models. 

Ultimately, our research has provided valuable insights into cell system-based research of the 

innate immune system. We have confirmed the significance of the CA and Gag myristoylation 

in HIV-1 infection. We believe that further research in these areas could pave the way for the 
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development of drug interventions aimed at reducing inflammation in chronic HIV patients, 

particularly those experiencing HAND. 
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Appendix 

Supplementary Figures 

 

Figure 24: Mutants Specifically Created for the HIV-1 Luciferase Reporter System 

Schematic figures illustrate the generated viral genome mutants using the (A) NL4.3Luc vector. Six 
mutants were generated, with three mutants in just NL4.3Luc vector system: (B) IND64A, designed to 
produce a IN deficient protein. (C) RHH539F, engineered to result in a ribonuclease H-deficient domain of 
the RT. (D) TatM1A, do not express Tat protein. 
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Figure 25: Additional Supporting MDM Figures 

(A) Indication of infectious levels by relative light units (RLU) of MDMs (n=1) infected with NL4.3Luc WT, 
IND64A or RHH539F (MOI=2). Cells were harvested 72 hpi, lysed with passive lysis buffer, and analyzed 
by luciferase assay. (B) MDMs (n=1) were infected with the viruses mentioned in (A), and cells were 
also treated with VLPs containing Vpx (VLPVpx) as a control. Cells were harvested at time points as 
indicated. The gene expression of IFNB1, IFIT1, IFIT2, and MX1 was measured using RT-qPCR and 
the fold change is shown (uninfected). (C) Infection levels of MDMs from blood donors (n=3-8) infected 
with NL4.3GFP Δgag/pol with or without VLPVpx (MOI=3 and 6). Cells were harvested 72 hpi and analyzed 
by FACS. The percentage of live/dead cells was determined by FVD-660 staining. (D) Comparison of 
ISGs fold change levels (uninfected) of those infected MDMs (C). (E) Representative fluorescence 
images of GFP (green) signals from MDMs infected with NL4.3GFP and CA-mutants (MOI=3). A scale 
bar of 0.2 mm is provided under the images (C) The means ± SEM or (C) The means ± SD or (D) grand 
means are shown and each symbol represented (C) donor from an experiment (D) or a measured 
expression of a gene. 
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Figure 26: Macrophage-Like Cell Lines Exhibit Different Innate Immune Phenotypes Against 
HIV-1 Compared to MDMs 

(A) Infectious levels of differentiated THP-1 WT (n=3), STING KO (n=3) and MAVS KO (n=1) cells 
infected with NL4.3GFP (MOI=1.5). After 72 hpi, cells were harvested, and the levels of GFP+ cells were 
analyzed using FACS (B) Comparison of ISGs fold change levels (uninfected) of those (B) infected 
THP-1 cells relative to uninfected cells. (C) Infection levels of differentiated U937 (n=1) infected with 
NL43GFP WT or defective-CA (E45A, P38A, N74D; MOI=3) in addition with VLPVpx. Cells were harvest 
72 hpi and analyzed by FACS. (D) Comparison of ISGs fold change levels of those (C) infected U937 
cells relative to uninfected cells. (A, C) The percentage of live/dead cells was determined by FVD-660 
staining. (A, B) The means ± SD are shown and each symbol represents an independent experiment.  
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Figure 27: Sensing of NL4.3 Luciferase Reporter Virus in MDMs Induced Gag Myristoylation 
Dependent Late-Stage Innate Immune Response 

(A) Fluorescence images of GFP (green) signals from MDMs infected with NL4.3GFP and WPREGFP 
(MOI=6). A scale bar of 0.2 mm is provided under the images, and the percentage of GFP+ living cells 
measured from the FACS analysis is indicated. (B) Infection levels of MDMs from different donors 
(n=3-4) infected with NL4.3Luc WT, TatM1A, RevM10, and MAG2A, virus, or left uninfected as control 
(MOI=3). After 72 hpi, cells were harvested, lysed with passive lysis buffer, and analyzed by luciferase 
assay (C) MDMs were infected with the viruses mentioned in (B), and were also treated with NVP (10 
µM) as a control. Cells were harvested at specific time points as indicated. The expression of ISGs, 
including IFNB1, IFIT1, IFIT2, and RSAD2, was measured using RT-qPCR and fold change is shown 
(uninfected). (D) Measured p24 amounts of the supernatant of infected MDMs with NL4.3GFP or NL4.3Luc 
(MOI=3) collected at time points as indicated. (E) Indication of infectious levels by relative light units 
(RLU) of MDMs (n=3) infected with NL4.3Luc WT and MAG2A (MOI=6). Cells were harvested 72 hpi, lysed 
with passive lysis buffer, and analyzed by luciferase assay. (F) Comparison of fold change in ISG 
expression levels 72 hpi in those (E) infected MDMs relative to uninfected cells. (B, C, E, F) Dot plots 
display the means ± SEM, while bar graphs show the means ± SD, with each symbol representing an 
independent well.  

 


