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We propose a highly-scalable method to compute the statistics of charge transfer in driven conductors. The
framework can be applied in situations of non-zero temperature, strong coupling to terminals and in the presence
of non-periodic light-matter interactions, away from equilibrium. The approach combines the so-called meso-
scopic leads formalism with full counting statistics. It results in a generalised quantum master equation that
dictates the dynamics of current fluctuations and higher order moments of the probability distribution function
of charge exchange. For generic time-dependent quadratic Hamiltonians, we provide closed-form expressions
for computing noise in the non-perturbative regime of the parameters of the system, reservoir or system-reservoir
interactions. Having access to the full dynamics of the current and its noise, the method allows us to compute
the variance of charge transfer over time in non-equilibrium configurations. The dynamics reveal that in driven
systems, the average noise should be defined operationally with care over which period of time is covered.

Current fluctuations are inherent to out-of-equilibrium
mesoscopic devices operating in the quantum regime [1–5].
Their categorisation and quantification is relevant to the un-
derstanding of fundamental thermodynamics as well as the
operation of quantum thermal machines [6–9]. Recent exper-
imental advances include non-periodic modulation in light-
induced currents [10, 11] and the control of the system-
reservoir interactions in superconducting circuits [12] as well
as single-molecule junctions [13, 14]. These advances call for
methodologies that allow one to cope with the effects of these
physical properties at finite-temperature to understand fluctu-
ations in their regimes of operation.

Most of the existing methods for computing current fluctu-
ations, however, are only applicable in restricted regimes of
operation. When solely coherent quantum effects are impor-
tant and there is no time-dependence in the Hamiltonian, the
Levitov-Lesovik approach [15, 16], which extends the Lan-
dauer scattering theory [17], provides non-perturbative exact
results. Green’s function techniques can be formulated to treat
strong system-reservoir coupling [18]. However, to include in
this approach either a time-periodic drive or incoherent effects
arising from many-body interactions typically requires treat-
ments via non-equilibrium Green’s functions [19–22]. These
methods are perturbative either in the Hamiltonian parame-
ters or the drive parameters, and naturally cannot be applied
to cases lacking a perturbative parameter, such as when apply-
ing a strong non-periodic drive on the nanoscale conductor.

If the system-reservoir coupling energy is weak, quantum
master equations (QMEs) offer an alternative, flexible route
to evaluate both average currents and their fluctuations [1, 23–
26].

While for small systems, QME methods can handle many-
body interactions in a non-perturbative manner, these methods

are fundamentally limited in their ability to accurately and
consistently describe the system’s quantum state [27]. Fur-
thermore, it has been recently argued that an appropriate ther-
modynamic description at the fluctuating level may only be
obtained after applying the secular approximation on the Red-
field QME [28].

We introduce a novel method that allows for the non-
perturbative characterisation of current fluctuations in out-
of-equilibrium configurations for arbitrarily-driven systems,
overcoming the aforementioned limitations. Our scalable
method combines a full-counting statistics (FCS) treat-
ment [1] with the so-called mesoscopic leads description [29–
32] and brings together advantages of both approaches. Meso-
scopic leads build the reservoirs by a finite collection of
fermionic modes, each of which is subject to damping, in-
tended to bring the discrete modes of the bath to their equi-
librium state with respect to a fixed temperature and chemical
potential. In its basic form, the mesoscopic leads approach
has been shown to build the correct thermodynamic state [33–
40] and it has been adopted to study non-interacting [41–
44], periodically-driven [40, 45, 46] and impurity [47–49]
models, as well as thermal machines [39] in the strongly-
interacting, finite-temperature and strong system-reservoir
coupling regimes, away from equilibrium. The method pre-
sented in this work bridges and combines in a non-trivial way
two established but separate frameworks, namely the meso-
scopic leads approach and the FCS, yielding the charge cur-
rent and its fluctuations for arbitrary system-reservoir cou-
pling strength, temperature, bias-voltage and time-dependent
driving fields. Further, in the case of Gaussian time-dependent
quantum systems, our framework leads to elegant expres-
sions for the instantaneous dynamics of the currents and its
noise. Studying as an example a periodically-driven system,
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FIG. 1. Mesoscopic lead description of an open quantum system.
(a) A depiction of an infinite bath at temperature T and chemical
potential µ with spectral density function J (ω) coupled locally to
the p-th fermionic site of a system. (b) The bath is discretised by a
finite collection of N fermionic modes with self-energies εk, which
are coupled locally to the p-th site of the system with strength κk,p.
Each of the modes is subject to dissipation intended to drive the mode
to thermal and chemical equilibrium state. In (a), FCS is performed
with a counting field χ embedded in the reservoir. In contrast, in (b)
the counting fields turn up in the internal system-modes couplings.

we compute the instantaneous charge current noise. We reveal
the subtle nature of fluctuations under driving far away from
equilibrium with the noise showing crucial dependency on the
time interval under investigation.

Mesoscopic reservoirs. We consider a fermionic system
S described by a set of L annihilation operators {ĉj} and
a Hamiltonian ĤS(t), possibly interacting and driven. The
system is coupled to Q fermionic reservoirs, each mod-
elled by a set of operators {b̂n,α}, Hamiltonians ĤB,α =∑∞

n=1 ωn,αb̂
†
n,αb̂n,α (we set ℏ = 1, kB = 1) and prepared in

grand-canonical states at temperatures Tα and chemical po-
tentials µα. Each reservoir α is assumed to couple to a spe-
cific system operator ĉpα

via ĤSBα =
∑∞

n=1 λn,α(ĉ
†
pα
b̂n,α +

b̂†n,αĉpα), which is not necessarily weak. The corresponding
bath spectral densities are Jα(ω) = 2π

∑∞
n=1 |λn,α|2δ(ω −

ωn,α). The combination of time-dependent drives and/or in-
teractions in t 7→ ĤS(t), together with strong couplings be-
tween the system and the fermionic baths, makes the above
problem notoriously difficult to handle.

The mesoscopic leads approach has been successful in this
regard [29–31, 39, 40, 45, 50, 51]. Here, each reservoir α
is mapped into a finite set of Nα lead modes {âk,α}, k =
1, . . . , Nα, each of which is coupled to a residual reservoir, as
depicted in Fig. 1. The method is designed so as it converges
to the true dynamics when Nα → ∞.

The Hamiltonian of the leads reads ĤL =∑
α

∑Nα

k=1 εk,αâ
†
k,αâk,α, with each lead mode âk,α as-

signed an energy εk,α, designed to homogeneously sample
the spectral bandwidth of ĤBα . Moreover, S only interacts
with the lead modes, and not their residual reservoirs. It fol-
lows that ĤSBα 7→ ĤSLα =

∑Nα

k=1 κk,α

(
ĉ†pα

âk,α + â†k,αĉpα

)
,

with new coupling strengths κk,α =
√

Jα(εk,α)γk,α/(2π),
where γk,α = εk+1,α − εk,α will be small whenever Nα is

large. Crucially, via this mapping the residual environment
of each lead mode has a flat spectral density, governed by
γk,α [30, 31]. Thus, even if the original SB coupling is not
weak, the coupling of the lead modes to their residual baths
becomes small, provided Nα is sufficiently large [52]. This
condition allows one to trace out the residual environments
and obtain a master equation for the joint system-state ρ̂SL.

Full counting statistics. The mesoscopic leads approach
only gives access to average currents through continuity equa-
tions. Our goal is to take this method a step further and con-
struct the full probability distribution of charge fluctuations.
Letting Iν(t) denote the stochastic charge current to reservoir
ν and Nν(t, t0) =

∫ t

t0
dt′ Iν(t

′) the corresponding integrated
(net) charge in the interval [t0, t], our interest will be on the
probability P (n, t, t0) = P

(
Nν(t, t0) = n

)
. We have that [1]

P (n, t, t0) =

∫ π

−π

dχ

2π
e−inχG(χ, t, t0). (1)

As one of our main results, we show in the Supplemental Ma-
terial [53] that G(χ, t, t0) ..= Tr[ρ̂SL(χ, t, t0)] and ρ̂SL(χ, t, t0)
satisfies the generalised master equation d

dt ρ̂SL(χ, t, t0) =
Lχ(t)ρ̂SL(χ, t, t0), with the tilted Liouvillian

Lχ(t)ρ̂ = −i[ĤS(t) + ĤL + Ĥχ
SL, ρ̂]χ +

∑
α

Dαρ̂. (2)

Here, χ is the counting field, [Âχ, B̂]χ ..= ÂχB̂ − B̂Â−χ,

Ĥχ
SL =

Q∑
α=1

Nα∑
k=1

κk,α

(
ĉ†pα

âk,α e−iχδα,ν/2+ â†k,αĉpα eiχδα,ν/2
)

(3)
and

Dαρ̂ =

Nα∑
k=1

γk,α(1− fk,α)
[
âk,αρ̂â

†
k,α − 1

2{â
†
k,αâk,α, ρ̂}

]
+

Nα∑
k=1

γk,αfk,α

[
â†k,αρ̂âk,α − 1

2{âk,αâ
†
k,α, ρ̂}

]
. (4)

The Lindblad dissipators Dα are generators of quantum dy-
namical semi-groups: It is important to note that in this pic-
ture, they are made time-independent. They act only locally
on the individual lead modes âk,α, with strength γk,α and
Fermi-Dirac occupation fk,α ..= (e(εk,α−µα)/Tα + 1)−1. Set-
ting χ = 0, one recovers the traditional mesoscopic leads mas-
ter equation [39]. With Lχ, however, we now have access to
the full P (n, t, t0). Note that we have included an explicit
dependence on the initial condition at t0. As we shall see, it
is important to keep track of this argument to evaluate charge
statistics in systems with an explicit time-dependent Hamil-
tonian. The counting field χ specifies which physical process
we are monitoring. Charge transport is usually associated with
quantum jumps in the master equation, with χ placed in the
terms âk,αρ̂â

†
k,α and â†k,αρ̂âk,α of Eq. (4). Instead, a crucial

aspect of our result (2) is that χ is placed in the unitary system-
leads interactions, ĉ†pâk,α and â†k,αĉp. This is a consequence
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of the mapping, which implies that the exchange of particles
between S and B is mapped to an exchange between S and the
lead modes âk,α. In non-driven systems at steady-state, such
a distinction is immaterial. However, for driven systems, and
during transients, it is crucial.

We note that the proposed scheme is based on the two-point
measurement protocol FCS [1] which can be justified with the
assumption that initial total density matrix is a product state
of system and environment states (see Ref. [53] for further
details).

Noise. The average current, Jν(t) ..= ⟨Iν(t)⟩ =
d
dt ⟨Nν(t, t0)⟩ is given by [39, 40]

Jν(t) = i

Nν∑
k=1

κk,νTr
{(

ĉ†pν
âk,ν − â†k,ν ĉpν

)
ρ̂SL(χ = 0, t, t0)

}
,

(5)

and therefore does not require the tilted dynamics. For all
higher order moments, however, Lχ is required. Here, we
focus on the charge variance var[N(t, t0)] ..= ⟨N2

ν (t, t0)⟩ −
⟨Nν(t, t0)⟩2 or, more conveniently, the noise

Dν(t, t0) ..=
d

dt
var[Nν(t, t0)] = 2

∫ t

t0

dt′
〈
δIν(t)δIν(t

′)
〉
,

(6)
where δIν(t) = Iν(t) − Jν(t) and the last equality follows
from Nν(t, t0) =

∫ t

t0
dt′ Iν(t

′).
A major advantage of our approach is the ability to de-

scribe arbitrary drives and transient dynamics. In such cases,
it is crucial to note that while Jν(t) is an instantaneous quan-
tity, Dν(t, t0) depends on the time interval [t0, t] in question.
At the stochastic level the charge is additive as Nν(t2, t0) =
Nν(t2, t1) +Nν(t1, t0),∀t2 > t1 > t0. In contrast, the vari-
ance is not additive since var(A + B) = var(A) + var(B) +
2cov(A,B). Eq. (6) thus yields

Dν(t2, t0) = Dν(t2, t1) + 2
d

dt2
cov
[
Nν(t2, t1), Nν(t1, t0)

]
,

(7)
which shows a dependence on the correlation between
the transferred charge at different intervals. For systems
with autonomous steady-states, it suffices to work with
limt→∞ Dν(t, t0), and no such subtlety arises. However,
this is not the case in driven systems. For example, in the
case of periodic drives (with characteristic driving period τ ),
Dν(t0 + τ, t0) reflects fluctuations over a single period while
limt→∞ Dν(t, t0) portrays the fluctuations over many peri-
ods. To our knowledge, there is currently no method capable
to account for this distinction, and demonstrate its ramifica-
tions.

Gaussian states and dynamics. Our description thus far has
made no assumption about the structure of ĤS(t). Arbitrary
interacting systems are accessible and can be simulated using,
e.g., tensor networks, as put forth in Ref. [39]. However, if
ĤS(t) is quadratic in fermionic operators, the tilted Liouvil-
lian (2) is Gaussian-preserving. Let {b̂i} = {ĉj , âk,α} de-
note a combined set of fermionic operators of the system plus

the Q leads. A quadratic ĤS(t) implies that we may write
Ĥ(t) = ĤS(t) +

∑Q
α=1(ĤLα + ĤSLα)

..=
∑

i,j hi,j(t)b̂
†
i b̂j ,

for a matrix H(t) with matrix elements hi,j(t) of dimension
L+

∑Q
α=1 Nα. In the untilted case (χ = 0), it is well-known

that the particle-number preserving covariance matrix C ≥ 0
with entries [C(t)]i,j ..= Tr[b̂†j b̂iρ̂(t)] evolves according to the
Lyapunov equation [40, 54, 55]

dC(t)

dt
= −

[
W(t)C(t) +C(t)W†(t)

]
+ F, (8)

where [W(t)]i,j = ihi,j(t)+γi,j/2 and γ is a diagonal matrix
with entries γk,α [Eq. (4)] in the sector of the leads. Similarly,
F is a diagonal matrix with entries γk,αfk,α. The average cur-
rent (5) can then be written as Jν(t) = iTr[GνC(t)], where
Gν is an anti-symmetric matrix with entries ±κk,ν in the sec-
tors connecting ĉpν and âk,ν [53].

The noise can be obtained using the method shown in the
Ref. [53]. It consists of writing the noise over any interval
[t1, t2] as Dν(t2, t1) = 2Tr[GνC̃(t2, t1)], where C̃(t2, t1)
is an auxiliary matrix, obtained by integrating the modified
Lyapunov equation

dC̃(t, t1)

dt
= −

[
W(t)C̃(t, t1) + C̃(t, t1)W

†(t)
]

(9)

− 1

2

[
C(t)Gν [1−C(t)] + [1−C(t)]GνC(t)

]
,

with initial condition C̃(t1, t1) = 0. The second line contains
C(t), which is the solution of Eq. (8), with initial condition at
time t = 0 (and not t1). Physically, we can interpret the solu-
tion C̃(t2, t1) as turning a detector on at t1 and then off at t2.
The real dynamics C(t, 0) evolves from t = 0 onward, indef-
initely. Given a window [t1, t2], we obtain the corresponding
fluctuations by integrating Eq. (9). With these expressions,
we can therefore analyse fluctuations over arbitrary intervals,
for Hamiltonians with arbitrary time-dependence. Eqs. (8)-(9)
can be integrated using standard Runge-Kutta methods.

Time-dependent current and noise in two-terminal junc-
tions. We consider two metal electrodes kept at different equi-
librium states and bridged by a two-site fermionic system,
which is modulated via a time-periodic electric field,

ĤS(t) =

(
eaE(t)

2

)(
ĉ†1ĉ1 − ĉ†2ĉ2

)
−∆

(
ĉ†1ĉ2 + ĉ†2ĉ1

)
.

(10)

Here e is the electric charge, a is the spacing between the two
sites and E(t) = A cos(ωt) is the electric field. We fix the in-
ternal coupling ∆ as the energy scale of the problem. The two
reservoirs have the same temperatures, TL = TR = 0.1∆, but a
chemical potential bias µL = 24∆ and µR = −24∆ [45]. The
spectral function of the baths are taken as JL(ω) = JR(ω) =
Γ, ∀ω ∈ [−W,W ], and zero otherwise, where W is a cut-
off energy and Γ the effective coupling. We discretise each
reservoir into N lead-modes with energies εk between −W
and W , such that γk,α = 2W/N and κk,p =

√
Γγk,α/2π.
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Throughout, we fix Γ = 0.5∆, W = 100∆ and N = 400
(which sufficed to guarantee convergence of all simulations).
The integration of Eqs. (8)-(9) was carried out through fourth-
order Runge-Kutta integration with a time-step δt = 0.01/∆.

Fig. 2 (top) displays the instantaneous currents Eq. (5) of
the left and right reservoirs during several drive periods τ =
2π/ω, starting at C̃(0) = 0, with a fixed eaA = 40∆ and
ω = 5∆. As can be seen, JL/R gradually tend to the limit
cycle (LC) where Jν(t+ τ) = Jν(t). This suggests we define
the LC-averaged current as

Jν =
1

τ

∫ t1+τ

t1

dt′Jν(t
′), (11)

where t1 is a large enough time such that Jν(t1+τ) = Jν(t1).
To analyse the noise, we wait until the LC has been reached

at time t1, so that we eliminate any dependence on the ar-
bitrary initial condition [56]. In Fig. 2 (bottom), we plot
DL/R(t, t1), starting at t1 = 24π/ω. The choice of t1 is ar-
bitrary, as long as it is large enough such that Jν(t1 + τ) =
Jν(t1). Note that DL(t, t1) = DR(t, t1) ∀t; this is a con-
sequence of the symmetric model parameters and it is non-
generic behaviour (see Ref. [53] for details). At t = t1,
we start counting particles to analyse the instantaneous noise.
We find that Dν(t + τ, t1) ̸= Dν(t, t1) over the first period
[left-most grey region in Fig. 2 (bottom)]. In fact, integrating
Dν(t, t1) from t1 to t1 + τ yields

S0
ν

..=
1

τ

∫ τ

0

dt′Dν(t1 + t′, t1), (12)

which is the average variance of the charge transferred over
a single period after the LC. Similarly, integrating from t1 to

0

0.1

0.2

0.3

t = 0 4π
ω

8π
ω

12π
ω

16π
ω

20π
ω

t1 =
24π
ω

eaA = 40∆

J
(t
)/
∆

L
−R

D
(t
,t

1
)/
∆

2

Time ∆t

L
R

0

0.1

0.2

0.3

t1 =
24π
ω

28π
ω

32π
ω

36π
ω

S0
ν S∞

ν

FIG. 2. (Top) average currents JL(t) and −JR(t) [Eq. (5)] during
multiple periods τ = 2π/ω of the external drive, up until the LC is
reached. (Bottom) noise DL/R(t, t1), starting at the LC t1 = 24π/ω.
Integrating over the first period yields S0

ν in Eq. (12). Waiting for
multiple periods and then integrating yields instead S∞

ν in Eq. (13).
Parameters are described in the main text.

0

0.1

0.2

0.3

0 20 40 60 80 100 120 140

ω = 5∆J
/∆

,
S

0
/∆

2
,
S

∞
/∆

2

Driving field eaA/∆

J/∆

S0/∆2

S∞/∆2

Driving frequency ω/∆

0

0.1

0.2

10−1 100

eaA = 20∆

FIG. 3. J , S0 and S∞ [Eqs. (11)-(13)] as a function of the driving
field amplitude eaA/∆, in the limit cycle, with fixed frequency ω =
5∆. (Inset) same, but as a function of ω/∆, with fixed eaA = 20∆.
Other parameters are as in Fig. 2.

t1 + 2τ yields the average fluctuation over two periods, and
so forth, as it can also be measured. For t ≫ t1, τ , we see in
Fig. 2 (bottom) that eventually the noise itself becomes peri-
odic, and |Dν(t + τ, t1) − Dν(t, t1)| → 0 for t → ∞ [57].
This suggests we define

S∞
ν

..= lim
t→∞

1

τ

∫ τ

0

dt′Dν(t+ t′, t1), (13)

depicted in the right-most grey region in Fig. 2 (bottom). S∞
ν

is in fact the so-called LC-averaged zero-frequency compo-
nent of the noise [19]. Despite being a more standard quan-
tity in the context of systems with autonomous steady-states,
it lacks the clear physical interpretation as S0

ν when time-
dependent drives are present.

Fig. 3 displays J , S0 and S∞ as a function of the driving
field strength A. We have suppressed the ν index, as L and
R quantities are equivalent in the present case with symmetric
driving and bias. This model is known to display current-
suppressed minima for certain values of the driving field [45].
A key feature of this is that one can also systematically sup-
press S∞ [19]. In contrast, the single-period variance S0

displays a fundamentally different behaviour, remaining non-
zero even for arbitrarily-large drive amplitudes. This means
that even though the average current is suppressed, the fluc-
tuations of the charge exchanged within each period are not.
This fundamental difference between S∞ and S0 is a feature
of driven systems, and depends on the frequency in question.
In the inset of Fig. 3 we plot J , S0 and S∞ as a function of
ω. We see that S0 and S∞ coincide asymptotically in the low
frequency regime, becoming identical in the non-driven case,
ω = 0 (see Ref. [53]). Conversely, for large frequencies, they
deviate substantially.
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Conclusions. Accurate, non-perturbative computation of
fluctuations of observables in driven, non-equilibrium quan-
tum settings is a long-standing problem. Here, we have put
forward a powerful, flexible method that paves the pathway
into investigations of fluctuations of quantum systems out of
equilibrium. Having access to the full dynamics of the noise
we revealed that the average fluctuations contain correlations
between different time periods in periodically-driven systems,
arising from the non-additivity of the variance. Specifically
our method allowed us to uncover the fundamental distinc-
tion between two measures for noise, S0 and S∞. While the
former is a measure for the pure variance of a physical quan-
tity within a certain time interval, the latter contains covari-
ance terms over time intervals [Eq. (7)]. In driven systems,
S0 thus has a clearer physical interpretation of charge fluctu-
ations, contrasting S∞.

Future prospects include studies of light-driven materials
under non-periodic modulations, relevant to proposals for
petahertz signal processing [10, 58]. In these scenarios, the
full transient dynamics of currents and charge fluctuations are
of the essence.

Current fluctuations can further reveal fundamental aspects
of electron-electron interactions, as demonstrated in non-
driven systems [59]. By combining our FCS-mesoscopic lead
framework with tensor-network techniques [39] one could
uncover correlated-electron phenomena in nanoscale devices
from the behaviour of both transient currents and their noise
signals.
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SUPPLEMENTAL MATERIAL

Particle current statistics in driven mesoscale conductors

In this Supplemental Material we provide further details on the full counting statistics (FCS) in Sec. S1 and on the mesoscopic
leads description in Sec. S2. The full derivation on the dynamical equations of the average current and the noise for Gaussian
time-dependent systems is presented in Sec. S3. Finally, in Sec. S4 we present mathematical arguments behind the correspon-
dence of the variance in the limit cycle S0 and the zero-frequency component of the noise S∞ in the ω → 0 limit. We also
present noise calculations in asymmetric non-equilibrium configurations, as well as different regimes of operation dictated by
the temperature and the system-reservoir coupling strength.

S1. FULL COUNTING STATISTICS

We begin by describing the exact FCS results for measuring the charge current to the reservoirs. We consider a distinguished
system captured by a Hamiltonian ĤS(t), expressed in terms of a set of fermionic annihilation operators {ĉj}, that is coupled to
Q fermionic reservoirs. The α-th reservoir is written in the energy basis of canonical {b̂n,α} operators, such that

ĤBα =

∞∑
n=1

ωn,αb̂
†
n,αb̂n,α, (S1)

while the total reservoir Hamiltonian is given by the sum of individual terms as

ĤB =

Q∑
α=1

ĤBα . (S2)

As is commonly assumed, the reservoirs are initially prepared in thermal states

ρ̂Bα = e−βα(ĤBα−µαNα)/Zα (S3)

with Nα :=
∑

n b
†
n,αbn,α, Zα := Tr[e−βα(ĤBα−µαN̂α)]. The combined system composed of the distinguished system and the

reservoirs configuration is thought to be prepared, initially, in a product state

ρ̂tot = ρ̂S

Q∏
α=1

ρ̂Bα , (S4)

reflecting what are called factorising initial conditions. Each reservoir couples to specific system operators ĉpα
with an interaction

ĤSBα =

∞∑
n=1

λn,α

(
ĉ†pα

b̂n,α + b̂†n,αĉpα

)
. (S5)

The couplings λn,α are not necessarily weak. The corresponding reservoir spectral densities are Jα(ω) =
2π
∑∞

n=1 |λn,α|2δ(ω − ωn,α). The total Hamiltonian for the entire configuration is given by

Ĥ(t) = ĤS(t) +

Q∑
α=1

[
ĤBα + ĤSBα

]
. (S6)

S1.1. Derivation of the tilted Hamiltonian

Our interest is in the FCS for the current to a given reservoir ν. This is obtained by doing a two-point measurement of Nα.
The resulting characteristic function (CF) is [1]

G(χ, t, t0) = Tr
{
U†(t, t0)e

iχNνU(t, t0)e
−iχNν ρ̂tot(χ = 0, t0, t0)

}
, (S7)
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where χ is the counting field and U(t, t0) = T exp[−i
∫ t

t0
dt′Ĥ(t′)], with T being the time-ordering operator. The CF can also

be written as

G(χ, t, t0) = Tr [ρ̂tot(χ, t, t0)] , (S8)

where ρ̂tot(χ, t, t0) evolves according to

dρ̂tot(χ, t, t0)

dt
= −i[Ĥχ(t), ρ̂tot(χ, t, t0)]χ, (S9)

where [Âχ, ρ̂]χ = Âχρ̂− ρ̂Â−χ and the newly-defined tilted Hamiltonian

Ĥχ(t) = ĤS(t) +

Q∑
α=1

[
ĤBα + eiχNν/2ĤSBαe

−iχNν/2
]

= ĤS(t) +

Q∑
α=1

ĤBα +

Q∑
α=1

eiχδα,νNα/2ĤSBαe
−iχδα,νNα/2. (S10)

Note that the total state, as well as the CF, depend on three arguments: the counting field χ, the time t and the time of the
initial state t0. Even though this notation might seem unconventional at first hand, as we shall see later, keeping track of the
initial condition will be important when considering fluctuations and higher-order moments of the distribution in systems with a
Hamiltonian that contains an explicit time dependence. The initial state is ρ̂tot(χ = 0, t0, t0) and, in principle, it could be any
system-reservoir state. However, we shall consider [as in Eq. (S4)] initial system-reservoir product states where the reservoirs
are prepared in stationary thermal states

ρ̂tot(χ = 0, t0, t0) = ρ̂S(t0, t0)

Q∏
α=1

ρ̂Bα , (S11)

where the system-state depends on two time arguments to keep track of the initial condition and the dependence on the counting
field is generated via the dynamics of Eq. (S9).

Henceforth, for simplicity of the notation, we shall define ρ̂(χ = 0, t, t0) ..= ρ̂(t, t0).
It is possible to use the Baker–Campbell–Hausdorff (BCH) formula [60] to express the counting-field term in Eq. (S10) in

terms of canonical operators, which yields

Ĥχ(t) = ĤS(t) + ĤB +

Q∑
α=1

∞∑
n=1

λn,α

(
ĉ†pb̂n,αe

−iχδα,ν/2 + b̂†n,αĉpe
iχδα,ν/2

)
. (S12)

At this point we would like to highlight that the CF in Eq. (S7) stems from the commonly-proposed scheme for the FCS,
namely, the two-point measurement protocol. Such protocol has been successful in, e.g., the formulation of steady-state fluctua-
tion relations away from equilibrium [1]. However, it has been subject to recent criticism and accompanying proposals [66–70],
particularly designed to overcome the fact that the first measurement collapses the quantum state onto an eigenstate of the ini-
tial observable. Consequently, the two-point measurement protocol fails to capture the true dynamics of general processes in
which the initial state could be in coherent superposition of eigenstates. In light of Eq. (S11), however, we expect the two-point
measurement protocol to correctly describe the statistics of the distribution since our initial state is a product state and the bath’s
density matrix is a statistical mixture of eigenstates.

S1.2. Formulae for the first two cumulants

Consider a generic tilted master equation

dρ̂(χ, t, t0)

dt
= Lχ(t)ρ̂(χ, t, t0), (S13)

for some tilted Liouvillian that has a time dependence t 7→ Lχ(t) (the true Liouvillian being L(t)). Let N(t, t0) =
∫ t

t0
dt′ I(t′)

denote the integrated current. If one is interested only in the first few cumulants, there is no need to consider the evolution of ρ̂
under a generalised master equation [following Eq. (S9)]. The average current can simply be written as (see Ref. [23])

J(t) =
d

dt
⟨N(t, t0)⟩ = −i Tr

{
L′(t)ρ̂(t, t0)

}
, (S14)
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where ρ̂(t, t0) is the actual (non-tilted) quantum state and L′(t) = ∂χLχ(t)
∣∣
χ=0

. Computing J thus requires only knowledge of
ρ̂(χ = 0, t, t0) and not ρ̂(χ, t, t0). Similarly, the instantaneous noise can be written as

D(t, t0) ..=
d

dt

(
⟨N2(t, t0)⟩ − ⟨N(t, t0)⟩2

)
= −Tr

{
L′′(t)ρ̂(t, t0)

}
− 2Tr

{
L′(t)σ̂(t, t0)

}
, (S15)

where σ̂(t, t0) is an auxiliary variable that satisfies the differential equation (see Sec. II.I.3 in Ref. [23])

dσ̂(t, t0)

dt
= L(t)σ̂(t, t0) +

[
L′(t)ρ̂(t, t0)− ρ̂(t, t0)Tr[L′(t)ρ̂(t, t0)]

]
, (S16)

with initial condition σ̂(t0, t0) = 0. Thus, to compute D(t, t0) we only require the dynamics of ρ̂(t, t0) and σ̂(t, t0).

S2. MESOSCOPIC LEADS TRANSFORMATION

Next we implement a unitary transformation to the mesoscopic leads configuration [Fig. 1 (main text)]. The basic idea is that,
instead of having the system directly coupled to an infinite number of modes {b̂n,α} for the α-th reservoir, we couple it instead
to a finite number Nα of lead modes {âα}, where each of the {âα} modes are coupled to their own Markovian environment E,
described by modes {dj,α}. This can be seen as a variant of a mappings of open quantum systems onto chain representations
and Markovian embeddings (see, e.g., Ref. [63] and references therein). The key difference, however, is that not many direct
couplings are mapped to single chains with modulated couplings, but instead to collections of single fermionic degrees of
freedom, each of which is coupled to its own Markovian environment. This is a highly desirable feature for the purposes of
this work. Specifically, the transformation is implemented in such a way that the system-bath coupling is transformed into a
system-lead as

ĤSBα → ĤSLα =

Nα∑
k=1

κk,α

(
ĉ†pâk,α + â†k,αĉp

)
. (S17)

The bath Hamiltonian, in contrast, transforms as

ĤBα 7→ ĤLα + ĤEα + ĤLEα =

Nα∑
k=1

εk,αâ
†
k,αâk,α +

Nα∑
k=1

∞∑
j=1

Ωj,k,αd̂
†
j,k,αd̂j,k,α +

Nα∑
k=1

∞∑
j=1

Λj,k,α

(
â†k,αd̂j,k,α + d̂†j,k,αâk,α

)
.

(S18)

Hence, the total Hamiltonian is mapped as

Ĥ(t) 7→ ĤS(t) +

Q∑
α=1

[
ĤLα + ĤEα + ĤLEα + ĤSLα

]
..= ĤS(t) + ĤL + ĤE + ĤLE + ĤSL. (S19)

At first glance, this extension would seem to only convolute the problem further. However, if we assume that each single energy
mode εk,α is coupled to an effective infinite reservoir with a flat spectral density

Jk,α(ω) =

∞∑
j=1

|Λj,k,α|2δ(ω − Ωj,k,α) =.. γk,α, (S20)

the resulting effective spectral density to the system of interest with the addition of the single mode will take a Lorentzian
form [39]. The key insight in the mesoscopic leads transformation [29–32, 39] then lies in the realisation that any continuous
spectral function may be discretised into k Lorentzian functions, each centred at energy εk,α of width γk,α for the α-th reservoir.
We name this the effective spectral function with form

J eff
α (ω) =

Nα∑
k=1

|κk,α|2γk,α
(ω − εk,α) + (γk,α/2)2

, (S21)
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which converges to the true spectral density, J eff
α (ω) 7→ Jα(ω), in the limit of Nα → ∞ [39]. Furthermore, the κk,α are fixed

by the true spectral function via

κ2
k,α =

Jα(εk,α)γk,α
2π

, (S22)

where we have assumed the dissipative couplings to be γk,α = ε(k+1)α − εk,α and each εk,α are sampled equidistantly in the
energy space of the bandwidth of the α-th reservoir. As Nα increases, the γk,α will decrease asymptotically which allows one
to justify a Lindblad master equation for the dynamics of each mode coupled to the system [39]. We define ρ̂ ..= ρ̂SL as the
quantum state of the joint system composed of the distinguished system and the leads, obtained after tracing over the residual E
bath. In the specific case without the counting fields, the dynamics is found to be Markovian and the time dependent quantum
state satisfies the Lindblad master equation (see Sec. S2 S2.2)

dρ̂(t, t0)

dt
= −i[ĤS(t) + ĤL + ĤSL, ρ̂(t, t0)] +

Q∑
α=1

Nα∑
k=1

{
γk,α(1− fk,α)D[âk,α] + γk,αfk,αD[â†k,α]

}
, (S23)

where fk,α ..= f(εk,α) is the Fermi-Dirac distribution evaluated at the energy of the lead mode, and D[L̂] ..= L̂ρ̂L̂†− 1
2{L̂†L̂, ρ̂}.

The average particle current can be computed directly in this case [39]. By definition

Jν(t) =
d⟨Nν⟩
dt

= i⟨[ĤSB,Nν ]⟩. (S24)

Since ĤSB = ĤSL in the leads picture, we are then left only with

Jν(t) = i

Nν∑
k=1

κk,ν⟨ĉ†pν
âk,ν − â†k,ν ĉpν

⟩. (S25)

S2.1. Tilted Hamiltonian in the mesoscopic leads transformation

Going back to Eq. (S12), only the ĤSBα gets tilted with the counting field χ. Through the BCH formula we may pull the
counting fields out of the sum, and write

Ĥχ
SBν

= eiχNν/2ĤSBνe
−iχNν/2

= e−iχ/2
∞∑

n=1

λn,ν ĉ
†
pb̂n,ν + eiχ/2

∞∑
n=1

λn,ν b̂
†
n,ν ĉp, (S26)

which is exactly the form to which ĤSLν gets mapped in the mesoscopic leads transformation. That is,

Ĥχ
SBν

7→ Ĥχ
SLν

=

Nν∑
k=1

κk,ν

(
e−iχ/2ĉ†pâk,ν + eiχ/2â†k,ν ĉp

)
. (S27)

Eq. (S26) is the key technical result of this calculation. It shows that counting the change in particles in the bath is equivalent to
putting a counting field in the lead modes. The full tilted Hamiltonian in the mesoscopic leads transformation, then, reads

Ĥχ(t) = ĤS(t) + ĤL + ĤE + ĤLE + Ĥχ
SL

= ĤS(t) + ĤL + ĤE + ĤLE +

Q∑
α=1

Nα∑
k=1

κk,α

(
e−iχδα,ν/2ĉ†pâk,α + eiχδα,ν/2â†k,αĉp

)
. (S28)

S2.2. Generalised master equation

We return to the computation of the characteristic function in Eq. (S8). Our starting point is Eq. (S9) and we aim to trace over
the residual environment E, to obtain a generalised master equation for ρ̂(χ, t, t0) ..= ρ̂SL(χ, t, t0) = TrE[ρ̂SLE(χ, t, t0)]. We can



11

then write Eq. (S8) as G(χ, t, t0) = TrSLρ̂(χ, t, t0). To be consistent with Eq. (S23), we want to derive a local generalised master
equation, acting only on the lead modes. We therefore move to the interaction picture with respect only to Ĥ0 = ĤL + ĤE. This
yields

dρ̂SLE(χ, t, t0)

dt
= −i[ĤS(t) + Ĥχ

SL(t) + ĤLE(t), ρ̂SLE(χ, t, t0)]χ. (S29)

The formal solution is

ρ̂SLE(χ, t, t0) = ρ̂SLE(χ, t0, t0)− i

∫ t

t0

dt′[ĤS(t
′) + Ĥχ

SL(t
′) + ĤLE(t

′), ρ̂SLE(χ, t
′, t0)]χ. (S30)

As usual [60], we reinsert this in Eq. (S29). However, to obtain a local master equation, we only reinsert it in the terms containing
support on E [6]. That is, we write, after tracing over E

dρ̂(χ, t, t0)

dt
= −i[ĤS(t) + Ĥχ

SL(t), ρ̂(χ, t, t0)]χ −
∫ t

t0

dt′ TrE[ĤLE(t), [ĤLE(t
′), ρ̂SLE(χ, t

′, t0)]χ]χ. (S31)

Here, we have already neglected terms containing combinations of ĤS(t)+Ĥχ
SL(t) with ĤLE(t

′), which vanish since they involve
expectation values of linear operators with support on E. Applying the usual Born-Markov [60] approximations then leads to

dρ̂(χ, t, t0)

dt
= −i[ĤS(t) + Ĥχ

SL(t), ρ̂(χ, t, t0)]χ −
∫ ∞

t0

dt′ TrE[ĤLE(t), [ĤLE(t− t′), ρ̂(χ, t, t0)ρ̂E]χ]χ

= −i[ĤS(t) + Ĥχ
SL(t), ρ̂(χ, t, t0)]χ −

∫ ∞

t0

dt′ TrE[ĤLE(t), [ĤLE(t− t′), ρ̂(χ, t, t0)ρ̂E]], (S32)

where we have suppressed the subscript χ in the commutators appearing inside the integral, since in the mesoscopic transfor-
mation the ĤLE interaction Hamiltonian no longer depends on the counting field. Consequently, the integral on the right-hand
side now becomes the standard integral appearing in the derivation of Born-Markov-Secular master equations [6, 60], with the
exception that the trace over E now refers to tracing out environment degrees of freedom from each fermionic site composing
the lead of the α-th reservoir.

Note that the lead-environment interaction is of the usual form [23] ĤLEα(t) =
∑

β Âβ(t)B̂β(t), where Âβ(t) and B̂β(t) are
operators with support over lead and environment degrees of freedom, respectively. After expanding the commutators inside the
integral in Eq. (S32) and tracing over E, we obtain

dρ̂(χ, t, t0)

dt
= −i[ĤS(t) + Ĥχ

SL(t), ρ̂(χ, t, t0)]χ −
∑
βγ

∫ ∞

t0

dt′ {Cβγ(t
′)[Âβ(t), Âγ(t− t′)ρ̂(χ, t, t0)]

+ Cγβ(−t′)[ρ̂(χ, t, t0)Âγ(t− t′), Âβ(t)]}. (S33)

Note that due to the bilinear form of ĤLEα(t), it follows that β, γ = 1, 2. Above, we have defined the environment correlations

Cβγ(t1, t2) = TrE[B̂β(t1)B̂γ(t2)ρ̂E] = TrE[B̂β(t1 − t2)B̂γ ρ̂E] ..= Cβγ(t1 − t2), (S34)

where we have assumed that ρ̂E is a stationary (thermal) state, [ĤE, ρ̂E] = 0. Consequently, only cross-correlations are non-zero
(β ̸= γ) and will lead to expressions which depend on the Fermi-Dirac distribution. We also assume that thermal correlations
between environment operators acting on different lead modes vanish.

Note that the operators Âβ(t) are just canonical creation and annihilation operators with support over lead modes, which
evolve according to â†k,α(t) = â†k,αe

iεk,αt and âk,α(t) = âk,αe
−iεk,αt. These expressions allow one to evaluate the integral in

Fourier space using our defined spectral density in Eq. (S20). We remark that only the residual environments are defined by a
flat spectral function, while the effective spectral function can have any continuous form according to Eq. (S21).

It is then straightforward, albeit somewhat cumbersome, to then arrive to the final form of the generalised master equation in
the Schrödinger picture

dρ̂(χ, t, t0)

dt
= −i[ĤS(t) + ĤL + Ĥχ

SL, ρ̂(χ, t, t0)]χ +

Q∑
α=1

Nα∑
k=1

{
γk,α(1− fk,α)D[âk,α] + γk,αfk,αD[â†k,α]

}
, (S35)

with Ĥχ
SL defined in Eq. (S28). It is interesting to note that the usual Lamb-shift Hamiltonian does not appear here, since by

construction the environments that couple to each lead mode have flat spectral densities [71].
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S2.3. Average current and noise

We thus have an equation of the form

dρ̂(χ, t, t0)

dt
= Lχ(t)ρ̂(χ, t, t0) (S36)

with Lχ(t) defined from Eq. (S35). Note that the explicit time dependence of Lχ(t) comes from the time dependence in ĤS(t).
This expression allows us to obtain expressions for the first two cumulants in terms of canonical operators from Eqs. (S14)-
(S16), which depend on L′ = ∂χLχ(t)

∣∣
χ=0

and L′′ = ∂2
χLχ(t)

∣∣
χ=0

. We remove the time dependence on both L′ and L′′, since

these terms will not contain the explicit time dependence that is only present in ĤS(t), which in turn does not depend on χ and,
therefore, L′ and L′′ are static. From Eq. (S28) and Eq. (S35), we have

L′ρ = −1

2

Nν∑
k=1

κk,ν

{
ĉ†pâk,ν − â†k,ν ĉp, ρ

}
(S37)

and

L′′ρ =
i

4

Nν∑
k=1

κk,ν

[
ĉ†pâk,ν + â†k,ν ĉp, ρ

]
. (S38)

The equations for the instantaneous current and noise follow from Eqs. (S14)-(S16). The instantaneous current

Jν(t) = i

Nν∑
k=1

κk,ν⟨ĉ†pâk,ν − â†k,ν ĉp⟩, (S39)

with the expectation value taken over ρ̂(t, t0). For the noise, the term proportional to L′′ in Eq. (S15) vanishes since it is a
commutator. We are thus left with

Dν(t, t0) = 2

Nν∑
k=1

κk,νTr{
(
ĉ†pâk,ν − â†k,ν ĉp

)
σ̂(t, t0)}, (S40)

where σ̂(t, t0) is the solution to the time-dependent differential equation

dσ̂(t, t0)

dt
= L(t)σ̂(t, t0)−

Nν∑
k=1

κk,ν

[(
ĉ†pâk,ν − â†k,ν ĉp

)
ρ̂(t, t0)− ⟨ĉ†pâk,ν − â†k,ν ĉp⟩ρ̂(t, t0)

]
, (S41)

with the initial condition σ̂(t0, t0) = 0 and L(t) the actual, non-tilted Liouvillian defined in Eq. (S23).

S3. GAUSSIAN SYSTEMS

We now specialise our results to the situation where the system Hamiltonian ĤS(t) is quadratic in the fermionic operators with
a generic time-dependence which needs not be periodic. For simplicity, we focus here on the problem of a fermionic system of
L sites coupled to a single fermionic reservoir, i.e., Q = 1. The generalisation to multiple reservoirs, as we shall see, will follow
straightforwardly. Thus, overall there will be L + N modes, for which we shall use a set of b̂j operators for the entire system
plus lead configuration for simplicity, j = 1, · · · , L, L+ 1, · · · , L+N . The non-tilted master equation reads

dρ̂SL(t, t0)

dt
= L(t)ρ̂SL(t, t0) = −i[ĤS(t) + ĤL + ĤSL, ρ̂SL(t, t0)] +

N∑
k=1

{
γk(1− fk)D[âk] + γkfkD[â†k]

}
. (S42)

The Gaussian nature of the problem means that we may write

Ĥ(t) = HS(t) + ĤL + ĤSL =

L+N∑
i,j=1

hi,j(t)b̂
†
i b̂j , (S43)
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where only the terms i, j ∈ [1, L] contain the explicit time-dependence. In principle, there exists no need to express the degrees
of freedom of ĤS(t) in either configurational or energy space, as long as the basis of b̂j is consistent. For instance, for the case of
a single reservoir Q = 1 coupled to the first site p = 1 of a system with L fermionic sites, the matrix elements [H(t)]i,j = hi,j(t)
may be displayed in matrix form as

H(t) =



h1,1(t) . . . h1,L(t) κ1 . . . κN

...
. . .

... 0 . . . 0

hL,1(t) . . . hL,L(t) 0 . . . 0

κ1 0 0 ε1 . . . 0

...
...

...
...

. . . 0

κN 0 0 0 0 εN


, (S44)

where the first i, j ∈ [1, L] elements are written in configuration space. We can now define a covariance matrix C which is
positive semi-definite C ≥ 0 by construction and that has entries [C]i,j = Tr[ρ̂b̂†j b̂i]. One may then verify that its time evolution
is governed by

dC(t)

dt
= −

(
WC+CW†)+ F, (S45)

where

W = iH+
γ

2
, [F]k,k = Fk = γkfk, (S46)

with γ a diagonal matrix with entries [γ]k,k =: γk for k = L + 1, · · · , L + N and zero otherwise; similarly for F. For
multiple-reservoir configurations, the matrix is extended accordingly and the κk,α couplings will be located in the row/column
corresponding to the fermionic system-site index to which the reservoir is coupled, while the self-energies εk,α will remain in the
diagonals of each diagonal block, as in Eq. (S44). Eq. (S45) gives a closed-form expression for the dynamics of the correlation
matrix in Gaussian systems.

We shall now go back to Eqs. (S14)-(S15) to evaluate the first two moments of the charge distribution in the Gaussian case,
which can be explicitly computed. The generalised Liouville operator reads

Lχ = −i[ĤS(t) + ĤL + Ĥχ
SL, •] +

L+N∑
k=L+1

{
γk(1− fk)D[b̂k] + γkfkD[b̂†k]

}
, (S47)

where Ĥχ
SL =

∑N
k=1 κk

(
e−iχ/2ĉ†pâk + eiχ/2â†k ĉp

)
as in Eq. (S27) and this is the only χ-dependent term. In our simplified

notation, for the reservoir coupled to the first fermionic system-site, we find

Ĥχ
SL =

L+N∑
k=L+1

κk

(
e−iχ/2b̂†1b̂k + eiχ/2b̂†k b̂1

)
, (S48)

then

L′ ..=

[
∂Lχ

∂χ

]
χ=0

= −1

2

L+N∑
k=L+1

κk{b̂†1b̂k − b̂†k b̂1, •}. (S49)

Furthermore, from this structure we may define a matrix G, with entries

[G]1,k = −[G]k,1 = κk, (S50)

where k = L+ 1, · · · , L+N , and zero otherwise. Then

L′ = −1

2

∑
i,j

[G]i,j{b̂†i b̂j , •}. (S51)
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From Eq. (S14), we then have

J(t) = −iTr[L′ρ̂(t, t0)] = iTr[GC(t)]. (S52)

For the noise, we get instead

D(t, t0) = 2

L+N∑
k=L+1

κkTr
[
(b̂†1b̂k − b̂†k b̂1)σ̂(t)

]
. (S53)

Similarly as before, we may define an auxiliary covariance matrix C̃(t, t0) with entries

[C̃(t, t0)]i,j ..= Tr[b̂†j b̂iσ̂(t, t0)], (S54)

such that

D(t, t0) = 2Tr[GC̃(t, t0)]. (S55)

All that is left to be identified is the equation that leads the dynamics of C̃(t, t0). For this purpose, we go back to Eq. (S16) and
write, in terms of the auxiliary covariance matrix,

dC̃i,j(t, t0)

dt
= −

[
W(t)C̃(t, t0) + C̃(t, t0)W

†(t)
]
i,j

+Tr
[
b̂†j b̂iL′ρ̂(t, t0)

]
− Ci,jTr [L′ρ̂(t, t0)] . (S56)

The last term may be written compactly in terms of the matrix elements of G, such that

Tr
[
b̂†j b̂iL′ρ̂(t, t0)

]
− Ci,jTr [L′ρ̂(t, t0)] = −1

2

∑
k,ℓ

Gk,ℓ

[
⟨{b†jbi, b†kbℓ}⟩ − 2⟨b†jbi⟩⟨b†kbℓ⟩

]
. (S57)

The higher-order expectation values may be expressed in terms of quadratic-terms, given that the density operator is Gaussian
and remains Gaussian throughout the dynamics [61]. Invoking Wick’s theorem, we have

⟨b†jbib†kbℓ⟩ = ⟨b†jbi⟩⟨b†kbℓ⟩+ ⟨b†jbℓ⟩⟨bib†k⟩ (S58)

for all i, j, k, ℓ; which leads to

Tr
[
b̂†j b̂iL′ρ̂(t, t0)

]
− Ci,jTr [L′ρ̂(t, t0)] = −1

2

∑
k,ℓ

Gk,ℓ

[
⟨b†jbℓ⟩⟨bib†k⟩+ ⟨b†kbi⟩⟨bℓb

†
j⟩
]

(S59)

= −1

2
[C(t)G(1−C(t)) + (1−C(t))GC(t)]i,j . (S60)

Finally, we therefore arrive at

dC̃(t, t0)

dt
= −

[
W(t)C̃(t, t0) + C̃(t, t0)W

†(t)
]
− 1

2

[
C(t)G[1−C(t)] + [1−C(t)]GC(t)

]
. (S61)

Note that we have suppressed the initial-time dependence in C(t) but not in C̃(t, t0). This can be done since, from Eq. (S14),
only the integrated current depends on the initial condition but not the instantaneous current. For the latter, only knowledge of
C(t) is required. For the instantaneous noise, however, it is important to keep track of the initial condition through C̃(t, t0) due
to the non-additivity inherent to this quantity. In multi-reservoir configurations, the relevant equations maintain the same form
but G changes according to Eq. (S50). The only non-zero elements of G correspond to the κk system-lead couplings, for the
matrix elements that couple the system with the reservoir over which the particle statistics are to be computed.

S4. NOISE IN TWO-TERMINAL DRIVEN JUNCTIONS

S4.1. The ω → 0 limit

Following the discussion in the main text, we observe that the integrated noise strongly depends on the driving frequency ω.
This can be understood from the covariance term that arises when one is interested in the instantaneous noise integrated over
many periods in periodically-driven systems.
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Let us consider the example proposed in the main text. A central quantum fermionic system is periodically-driven such
that ĤS is given by Eq. 10 (main text). The system is driven out of equilibrium by the action of thermal reservoirs kept at
different temperatures and chemical potentials. The state of the system ρ̂S(t, t0) becomes periodic after a sufficiently-long time,
a condition that we have dubbed limit cycle (LC), a notion being reminiscent of a similar notion in the context of synchronisation.
Let us define the time in which this condition occurs as t = t1 and at the same time, consider the subsequent periods for counting
particles. In the main text, we used the condition Jν(t1 + τ) = Jν(t1) to establish this periodicity of the state, where τ ..= 2π/ω
and ν = L, R. Since the current depends only on the state at time t [Eq. 5 (main text)], if ρ̂S(t1 + τ, t1) = ρ̂S(t1, t1), then the
associated currents must also be periodic from t = t1 forward.

We now consider the total charge that flows from one reservoir to the other as a function of time, i.e., Nν(t, t1), starting from
t = t1 after the LC has been reached. Since the total charge is additive, we may express this quantity as a sum of the accumulated
charge over many periods

Nν(t, t1) = Nν(t1 + τ, t1) +Nν(t1 + 2τ, t1 + τ) + · · ·+Nν(t1 + aτ, t1 + [(a− 1)τ ])

=

m∑
a=1

Nν(t1 + aτ, t1 + [(a− 1)τ ]), (S62)

where we have parametrised t = t1 + mτ . The crucial aspect to be highlighted is that to understand fluctuations, we must
consider the variance of Nν(t, t1). We have

var[Nν(t, t1)] = var

[
m∑

a=1

Nν(t1 + aτ, t1 + [(a− 1)τ ])

]
. (S63)

Defining Na
ν

..= Nν(t1 + aτ, t1 + [(a− 1)τ ]), we may express the variance as

var[Nν(t, t1)] =

m∑
a,b=1

cov[Na
ν , N

b
ν ]

=

m∑
a=1

var[Na
ν ] +

∑
a ̸=b

cov[Na
ν , N

b
ν ]. (S64)

In the LC, the accumulated charge per cycle is equivalent for each cycle after t = t1, then

var[Nν(t, t1)] = var[Nν(t1 +mτ, t1)] = mvar[Nν(t1 + τ, t1)] +
∑
a̸=b

cov[Na
ν , N

b
ν ]. (S65)

It is important to stress that the above result does not depend on t1, so long as it remains a timescale large enough such that the
LC condition is reached.

The correspondence between S0
ν and S∞

ν in the ω → 0 regime becomes further manifest by first noting that the zero-frequency
component of the noise, denoted by S∞

ν , can be defined in two equivalent forms. The first corresponds to definition in Eq. 13
(main text), i.e., as the the integral over a single period in the limit of long time of the noise after the limit cycle

S∞
ν

..= lim
t→∞

1

τ

∫ τ

0

dt′Dν(t+ t′, t1), (S66)

while the second equivalent form is via the total time-average of the noise over the entire time domain after the limit cycle

S∞
ν

..= lim
t→∞

1

t

∫ t

t1

dt′Dν(t
′, t1), (S67)

with Dν(•, •) being defined in Eq. 6 (main text). Both these definitions are equivalent in systems with a periodic time-dependent
Hamiltonian given that the noise itself becomes periodic in the limit of long time. Periodicity guarantees that these two definitions
are equivalent in the t → ∞ limit. To visualise this, one may go back to Fig. 2 (bottom)(main text), where it becomes apparent
that in the limit of long time whereby the instantaneous noise is periodic, the average value over a single period [dark grey region
on the right side of Fig. 2 (bottom)(main text)] is approximately the same as the time average of the entire time interval starting
from t = t1. Such approximation becomes arbitrarily accurate as more time periods are considered.

In the main text, we considered the first definition highlighted in Eq. (S66) as it seems more natural in our context, although,
the zero-frequency component of the noise as defined in Eq. (S67) is the one most-commonly found in the literature [19]. We
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introduce here the total-time average definition [Eq. (S67)] since it helps us understand the ω → 0 limit from our statistical
reasoning about the variances described above.

We now may understand the ω → 0 limit, in which τ → ∞. In Eq. (S65), if we set m = 1, the covariance term should not be
included and, taking the t → ∞ time-average on the left-hand side yields

S∞
ν = lim

t→∞

var[Nν(t, t1)]

t

= lim
τ→∞

var[Nν(t1 + τ, t1)]

τ

= lim
τ→∞

1

τ

∫ τ

0

dt′Dν(t1 + t′, t1) = lim
τ→∞

S0
ν . (S68)

Consequently, for systems with autonomous non-equilibrium steady states or periodically-driven systems with very slow driving
frequencies, it is of no consequence to associate a difference between the definitions of the charge fluctuations. However, in
systems with sufficiently fast driving frequencies, there exists a fundamental difference as highlighted in Eq. (S65) and Fig. 3
(main text).

S4.2. Asymmetric coupling

Our discussion thus far has been focused on the particular case of a symmetric configuration. An in the main text, the effective
system-reservoir coupling ΓL = ΓR = Γ is identical for both reservoirs, the mean chemical potential was set to

µ ..= (µL + µR)/2 = 0 (S69)

and the temperatures were set equal TL = TR = T . The system Hamiltonian ĤS in Eq. 10 (main text) is also symmetric with
respect to the reservoirs. If one relaxes any of these conditions, the instantaneous currents will not, in general, coincide at any
point in time, i.e., JL(t) ̸= JR(t), and neither will the noise after the limit cycle DL(t, t1) ̸= DR(t, t1) where t = t1 an arbitrary
point in time in which the instantaneous current (either from the left or the right reservoir) becomes periodic.

This can be observed explicitly in Fig. S1, where we have relaxed the condition of symmetric coupling to the reservoirs by
computing the current and noise with both ΓL = ∆ [Fig. S1 (left)] and ΓL = 2∆ [Fig. S1 (right)] at fixed ΓR = 0.5∆. The

0

0.2

0.4

0.6

t = 0 4π
ω

8π
ω

12π
ω

16π
ω

20π
ω

t1 =
24π
ω

eaA = 40∆, ΓL = ∆, ΓR = 0.5∆

J
(t
)/
∆

L
−R

D
(t
,t

1
)/
∆

2

Time ∆t

L
R

0

0.2

0.4

0.6

t1 =
24π
ω

28π
ω

32π
ω

36π
ω

S0
ν S∞

ν

0

0.4

0.8

t = 0 4π
ω

8π
ω

12π
ω

16π
ω

20π
ω

t1 =
24π
ω

eaA = 40∆, ΓL = 2∆, ΓR = 0.5∆

J
(t
)/
∆

L
−R

D
(t
,t

1
)/
∆

2

Time ∆t

L
R

0

0.5

1

t1 =
24π
ω

28π
ω

32π
ω

36π
ω

S0
ν S∞

ν

FIG. S1. (Top) Average currents JL(t) and −JR(t) [Eq. 5 (main text)] for multiple periods τ = 2π/ω of the external drive, up until the LC is
reached for asymmetric system-reservoir coupling strengths (left) ΓL = ∆ and (right) ΓL = 2∆. (Bottom) Corresponding noise DL/R(t, t1)

for both asymmetric system-reservoir coupling cases, starting at the LC t1 = 24π/ω. Integrating over first period yields S0
ν in Eq. 12 (main

text). Waiting for multiple periods and then integrating yields instead S∞
ν in Eq. 13 (main text). In these simulations we set ΓR = 0.5∆,

ω = 5∆, TL = TR = T = 0.1∆, µL = −µR = 24∆, eaA = 40∆. Reservoir parameters are the same as in the main text, γk,α = 2W/N ,
κk,p =

√
Γαγk,α/2π and W = 100∆ with N = 400, with ∆ the hopping parameter in the system Hamiltonian ĤS in Eq. 10 (main text).
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average currents JL/R(t) do not yield the same amplitude under these conditions, yet, the LC condition still holds for sufficiently
long time such that Jν(t + τ) = Jν(t). Using our previous convention we shall define t = t1 the point in time in which this
condition is satisfied. Note that this condition appears to hold even before the selected value of t1 = 24π/ω. This choice is
arbitrary as long as Jν(t+ τ) ≈ Jν(t).

Interestingly, however, it appears that in both cases shown in Fig. S1 (top), the LC-averaged current

Jν =
1

τ

∫ t1+τ

t1

dt′Jν(t
′) (S70)

computed from either the left or right reservoirs yields the same average (with a sign difference). We have confirmed numerically
that this is indeed the case. Such condition is nothing but conservation of charge over one period in the LC, in which the accu-
mulated charge over one period is given by the expectation value of Nν(t1+τ, t1), given by ⟨Nν(t1+τ, t1)⟩ =

∫ t1+τ

t1
dt′Jν(t

′).
With our sign convention, where the current is positive if flowing from L to R, the LC-averaged currents cancel each other

JL + JR = 0. It immediately follows that the accumulated charge over one period in the LC is equivalent, up to a minus sign,
computed from either L or R, i.e., N = ⟨NL(t1 + τ, t1)⟩+ ⟨NR(t1 + τ, t1)⟩ = 0.

The charge Nν(t, t1) is a random variable. However, it is clear from the above argument that NL(t, t1) and NR(t, t1) cannot
be independent random variables and must somehow be correlated, at least in general. The first few periods in Fig. S1 (bottom)
indicate that this is indeed the case from the dynamics of Dν(t, t1).

This can be understood from the perspective of the configuration as a whole, where system and baths form the universe
evolving in time under unitary dynamics. From this perspective, the total charge divided among each sub-partition must satisfy

⟨NS(t, t1)⟩+ ⟨NL(t, t1)⟩+ ⟨NR(t, t1)⟩ = 0, (S71)

at any point in time t since the total charge is conserved in the global configuration. It follows that the variance of the accumulated
charge computed from either the perspective of the L or R reservoir is correlated to the other reservoir through the system

var[NL(t, t1)] = var[−NS(t, t1)−NR(t, t1)]

= var[NS(t, t1)] + var[NR(t, t1)] + 2cov[NS(t, t1), NR(t, t1)], (S72)

and, naturally, so is the noise

DL(t, t1) = DS(t, t1) +DR(t, t1) + 2
d

dt
cov[NS(t, t1), NR(t, t1)]. (S73)

A very special case consists of considering a symmetric configuration, such as we did in the main text. In this case, after t = t1
where the LC cycle has been reached, the instantaneous current from L or R are equivalent, at any point in time. The condition
JL(t) = JR(t) [Fig. 2 (bottom)(main text)] implies that NL(t, t1) = NR(t, t1) and NS(t, t1) = 0, i.e., the accumulated charge
through the system is always zero ∀t > t1. This is not the case in general, where we have instead that this condition holds only
on average over a single period after t = t1. In this particular case, from Eq. (S72)

var[NL(t, t1)] = var[NR(t, t1)]

=⇒ DL(t, t1) = DR(t, t1). (S74)

This is, however, only a special case and further remarks the subtleties associated to the operational definitions of the noise as
we highlight in our work.

S4.3. Different regimes of operation

The goal of this section is to expose the dynamics of the current and its noise in the time-dependent model ĤS written in
Eq. 10 (main text) within different regimes of temperature T and system-reservoir coupling Γ than those shown in the main text.
Fig. S2(a) shows the averaged current over a single period in the LC (J) the variance over one period in the LC (S0) and the
zero-frequency component of the noise (S∞) as a function of the temperature T = TL = TR. For these calculations we fixed ∆,
the frequency of the driving ω = 5∆, the driving field strength eaA = 20∆, the chemical potential µL = −µR = 24∆ and the
effective system-reservoir coupling Γ = ΓL = ΓR = 0.5∆. As stated in the main text, the reservoirs are parametrised using a
finite number of modes N = 400 which guaranteed convergence of all three quantities. Fig. S2(a) reveals that the calculations
presented thus far represent the zero-temperature regime of operation. Such is the case as it can be observed that for T ≲ ∆,
neither J , S0 or S∞ change below this threshold. An important remark to be made is that the zero-temperature regime is the
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FIG. S2. J , S0 and S∞ [Eqs. 11-13 (main text)] as a function of the (a) temperature T = TL = TR and (b) the system-reservoir coupling
Γ = ΓL = ΓR. Calculations shown for a fixed driving field eaA = 20∆, driving frequency ω = 5∆ and chemical potential µL = −µR = 24∆.
Reservoir parameters are the same as in the main text, γk,α = 2W/N , κk,p =

√
Γαγk,α/2π and W = 100∆ with N = 400, with ∆ the

hopping parameter in the system Hamiltonian ĤS in Eq. 10 (main text). The inset in (b) displays the ratio of the variance at the limit cycle S0

and the zero-frequency component of the noise S∞, and the LC-averaged current J for the same parameters as in the main panel.

most difficult to address with the mesoscopic leads approach. This can be understood from the behaviour of the Fermi-Dirac
distribution in the zero-temperature limit which becomes discontinuous at µα. This implies that the transport will be probed over
very small energy scales and the discretisation of the reservoir would be more prominent in this regime. However, even so we
can reliably compute the transport and its noise with fidelity with a tractable number of modes. At higher temperatures, fewer
modes N are required to attain convergence.

Varying the coupling to the reservoirs Γ = ΓL = ΓR results in non-monotonic behaviour of the average current and its
concomitant average noise at fixed temperature T = 0.1∆. This effect is highlighted in Fig. S2(b) where there exists a value of
Γ for which the average current reaches a maximum value. With respect to the average noise, we observe in Fig. S2 that there
is a stark contrast of the fluctuations depending on how they are operationally defined over time periods. The inset in Fig. S2(b)
displays the ratio S∞/J , also defined as the Fano factor in the literature [17, 19, 62]. In the regime of high voltage, we have
that if the coupling to the reservoirs Γ ≪ ∆, then each of the two contacts act like a transport barrier. This regime can be
understood as a static double-barrier configuration and in this limit the shot noise S∞/J ≈ 1/2. Alternatively, in the opposite
regime whereby Γ ≫ ∆, it is the link between the two fermionic sites that acts a single barrier, in which S∞/J ≈ 1 [17, 62].
These limits only hold at zero-temperature. Our approach provides no limitations in the regimes of operation described by the
voltage, coupling to reservoirs, driving frequency or temperature regimes. It is reassuring, however, to recover known limits
for the model at hand. We observed from the inset in Fig. S2(b) that the variance over one period in the LC, S0, behaves very
differently. In particular, in the limit Γ ≫ ∆, the variance to average current ratio keeps increasing monotonically as a function
of Γ. The difference stems from the very definition of the fluctuations as we highlight in the main text, where we find that both
of these definitions yield the same results in the ω → 0 limit.
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