

View

Online


Export
Citation

CrossMark

RESEARCH ARTICLE |  FEBRUARY 24 2023

Perturbed free induction decay obscures early time
dynamics in two-dimensional electronic spectroscopy: The
case of semiconductor nanocrystals 
Special Collection: Celebrating 25 Years of Two-dimensional Infrared (2D IR) Spectroscopy

Patrick Brosseau  ; Hélène Seiler  ; Samuel Palato  ; Colin Sonnichsen  ; Harry Baker; Etienne Socie  ;
Dallas Strandell  ; Patanjali Kambhampati  

J. Chem. Phys. 158, 084201 (2023)
https://doi.org/10.1063/5.0138252

 06 M
arch 2024 09:17:41

https://pubs.aip.org/aip/jcp/article/158/8/084201/2868871/Perturbed-free-induction-decay-obscures-early-time
https://pubs.aip.org/aip/jcp/article/158/8/084201/2868871/Perturbed-free-induction-decay-obscures-early-time?pdfCoverIconEvent=cite
https://pubs.aip.org/aip/jcp/article/158/8/084201/2868871/Perturbed-free-induction-decay-obscures-early-time?pdfCoverIconEvent=crossmark
https://pubs.aip.org/jcp/collection/1323/Celebrating-25-Years-of-Two-dimensional-Infrared
javascript:;
https://orcid.org/0000-0001-7545-6692
javascript:;
https://orcid.org/0000-0003-1521-4418
javascript:;
https://orcid.org/0000-0002-9826-9029
javascript:;
https://orcid.org/0000-0003-4769-1681
javascript:;
javascript:;
https://orcid.org/0000-0002-7168-6180
javascript:;
https://orcid.org/0000-0001-7829-4721
javascript:;
https://orcid.org/0000-0003-0146-3544
javascript:;
https://doi.org/10.1063/5.0138252
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2314483&setID=592934&channelID=0&CID=850274&banID=521689176&PID=0&textadID=0&tc=1&scheduleID=2233966&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fjcp%22%5D&mt=1709716661373503&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Fjcp%2Farticle-pdf%2Fdoi%2F10.1063%2F5.0138252%2F16676918%2F084201_1_online.pdf&hc=67f3ed2d4c49b1de53a80b9473288c7229d33edf&location=


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Perturbed free induction decay obscures early
time dynamics in two-dimensional electronic
spectroscopy: The case of semiconductor
nanocrystals

Cite as: J. Chem. Phys. 158, 084201 (2023); doi: 10.1063/5.0138252
Submitted: 9 December 2022 • Accepted: 8 February 2023 •
Published Online: 24 February 2023

Patrick Brosseau, Hélène Seiler, Samuel Palato, Colin Sonnichsen, Harry Baker, Etienne Socie,
Dallas Strandell, and Patanjali Kambhampatia)

AFFILIATIONS
Department of Chemistry, McGill University, Montreal, Quebec H3A 0G4, Canada

Note: This paper is part of the JCP Special Topic on Celebrating 25 Years of Two-dimensional Infrared (2D IR) Spectroscopy.
a)Author to whom correspondence should be addressed: pat.kambhampati@mcgill.ca

ABSTRACT
Two-dimensional electronic spectroscopy (2DES) has recently been gaining popularity as an alternative to the more common transient
absorption spectroscopy due to the combination of high frequency and time resolution of 2DES. In order to advance the reliable analysis
of population dynamics and to optimize the time resolution of the method, one has to understand the numerous field matter interac-
tions that take place at an early and negative time. These interactions have historically been discussed in one-dimensional spectroscopy
as coherent artifacts and have been assigned to both resonant and non-resonant system responses during or before the pulse overlap. These
coherent artifacts have also been described in 2DES but remain less well-understood due to the complexity of 2DES and the relative nov-
elty of the method. Here, we present 2DES results in two model nanocrystal samples, CdSe and CsPbI3. We demonstrate non-resonant
signals due to solvent response during the pulse overlap and resonant signals, which we assign to perturbed free induction decay (PFID),
both before and during the pulse overlap. The simulations of the 2DES response functions at early and negative time delays reinforce the
assignment of the negative time delay signals to PFID. Modeling reveals that the PFID signals will severely distort the initial picture of the
resonant population dynamics. By including these effects in models of 2DES spectra, one is able to push forward the extraction of early time
dynamics in 2DES.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0138252

INTRODUCTION

Two-dimensional electronic spectroscopy (2DES) has proven
to be a powerful method for studying coherent dynamics in
electronic materials on an ultrafast timescale.1–6 2DES provides a
combination of time and frequency resolution that is not possi-
ble with the more prevalent one-dimensional transient absorption
(TA) spectroscopy, allowing 2DES to resolve correlational dynam-
ics that are not accessible with TA spectroscopy, such as spectral
ellipticity7,8 and vibrational coherence maps.9–11 However, modeling
the signal during and before the pulse overlap is more compli-
cated in 2DES as three or more pulses are used and multiple time
delays are scanned, allowing for many pulse orderings in the same

experiment. The effective time resolution of 2DES is limited due
to the complexity of resonant and non-resonant signals measured
during the pulse overlap, and unlocking the full potential of the
2DES time resolution requires a thorough understanding of these
signals.

In ultrafast nonlinear laser spectroscopy, two or more electric
fields excite a sample and then a probe field triggers the emission of a
signal field, or free induction decay (FID). Ultrafast experiments are
generally designed with the intention that the excitation fields pre-
cede the probe field in time. However, when the probe and excitation
fields overlap or the probe field precedes the excitation field, various
unintended signals can be measured. These unintended signals are
often termed “coherent artifacts,”12–16 although this nomenclature
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can be misleading as the term has been used to refer to a wide variety
of phenomena and the term “coherent” can refer to coherent inter-
action between the laser fields or coherent interaction between the
laser fields and the sample. Moreover, the coherent artifacts are not
always truly artifactual but are merely part of the material response
to be understood.

Many of these unintended signals originate only when the
excitation and probe fields are simultaneously present in the sam-
ple. For example, the simultaneous presence of both the excitation
and probe pulses can instantaneously change the non-linear index of
refraction of a material, resulting in non-resonant cross-phase mod-
ulation (XPM) of the probe field.17–19 The coherent artifact can also
be attributed to a transient thermal grating effect, where the exci-
tation and probe fields spatially interfere and the excitation field is
diffracted in the direction of the probe beam.14,15,20 XPM and tran-
sient gratings need not originate from the sample itself and can
originate from the cuvette or solvent. Therefore, these non-resonant
signals can be identified in a solvent-only reference scan and can, in
some cases, be removed.16,17

In addition to the non-resonant effects, the resonant sample
response function measured during and before the pulse overlap can
be particularly complex to interpret. The resonant coherent artifact
effect was initially identified because the intensity of the coherent
spike during the pulse overlap was observed to depend on the coher-
ent dephasing time of the sample.12,13 This resonant coherent effect
can also extend before the pulse overlap, at negative time delays.
Electric fields form coherent superpositions of states in a measured
system, and these coherent states can dephase on a timescale longer
than the pulse length. The interaction between the pump pulse and
a long-lived FID at negative time delays can result in unintended
signals being measured at negative time delays, before the pulses
overlap. This phenomenon was widely noted in four-wave mixing
(FWM) signals in semiconductor quantum wells at negative time
delays several times longer than the pulse length due to the inter-
action between the excitation field and the long-lived dephasing of
the exciton state.21–24 This effect is also temperature dependent, as
the coherence dephasing is slower at lower temperatures, meaning
that reverse pulse ordering signals have more impact on cryogenic
ultrafast spectroscopy.25 This phenomenon has also been noted in
two-pulse TA spectroscopy, under the name perturbed free induc-
tion decay (PFID). PFID in TA spectroscopy has been well discussed
in the literature,22–24,26–32 although this discussion is generally lim-
ited to near-infrared (NIR) and IR pump–probe experiments rather
than those in the visible region. Due to the narrow linewidths seen
in the IR regime, coherence dephasing often lasts longer than the
pulse length, allowing for the resolution of the PFID at negative
time delays. However, in room temperature visible TA, coher-
ences often dephase within the pulse length and PFID is generally
not resolved.

Several recent studies have noted that PFID signals appear
at negative population times in 2DES and that this complicates
the interpretation of dynamics near time zero.33–35 Reversed pulse
ordering signals have long been described in 2DIR36,37 and 2D-THz
spectroscopy38 and have recently been discussed in detail in the
2DES literature.39,40 Paleček et al. measured oscillating signals dur-
ing and before the pulse overlap in 2DES, attributed to reversed pulse
ordering double-sided Feynman diagrams (DSFDs) which can be
misattributed to coherent superpositions of electronic or vibrational

states.39 It is also shown that the pulse overlap region may extend
much further than expected due to the long tails in the time pro-
files of the pulses.39 Rose and Krich systematically generated the list
of DSFDs that would theoretically occur for different pulse order-
ings in both third-order and fifth-order 2DES, and they calculated
the corresponding fifth-order 2DES spectra.40 These authors have
opened the discussion of reversed pulse ordering signals in 2DES,
although a full understanding of how these signals can affect various
2DES response functions requires detailed analysis for a variety of
systems.

There are a number of model systems for 2DES, from photo-
synthetic reaction centers41–43 to quantum wells44,45 and nanocrys-
tals (NCs).9,46,47 In this work, we focus on NCs of two forms,
previously studied by our group: CdSe quantum dot nanocrystals
(QD-NCs)8,10,48–51 and CsPbI3 bulk perovskite NCs.8 We imme-
diately differentiate nanocrystals from quantum dots, as we have
discussed in a recent review.52 Both CdSe and CsPbI3 represent
model systems of the semiconductor NC form. In these materi-
als, many processes occur in the first 100 fs, from charge carrier
relaxation48,53 to coherent phonon oscillations9,10 and spectral
diffusion.8 An understanding of these early time dynamics requires
the ability to push forward to as early a time as possible by under-
standing the early and negative time signals. Here, we explore
both the resonant and non-resonant 2DES signals at population
time delays from −100 to 200 fs. We model the 2DES response
functions of both samples in this time range to demonstrate that
PFID can obscure the determination of time-zero and the length
of the instrument response function (IRF), and we show false line
shape dynamics that could be misattributed to carrier relaxation or
spectral diffusion.

METHODS AND MATERIALS

The 2DES experiments were conducted on a previously
described instrument.54 In brief, the output of a Ti:sapphire ampli-
fier (Coherent Legend Elite Duo HE+, 800 nm, 1 kHz, 130 fs) is
broadened in a hollow core fiber (Few-cycle) filled with 3 atm of
argon in a pressure gradient to generate a laser spectrum from 600 to
700 nm. The laser spectrum is temporally stretched in a grism pair
before being split between two acousto-optic pulse shapers (Fastlite,
Dazzler). The pulse shapers apply a phase mask to the spectrum to
compress the pulse to ∼15 fs, as confirmed by TG-FROG.

Three pulses are used in the experiment, labeled k1, k2, and k3.
One of the pulse shapers diffracts the k1 and k2 pulses, separated by
a time delay t1 and phase difference φ, to be used as a pump beam.
The other pulse shaper diffracts the final single pulse k3 to act as
the probe. The pump beam crosses the sample at an angle and is
stopped by a beam block, while the probe is transmitted straight
through the sample and into a CCD spectrometer (Acton 2500i,
PIXIS 100B Excelon). To measure a single 2DES spectrum, the time
delay between the pump and probe pulses, t2, is kept constant, while
the time delay between the two pump pulses, t1, is varied. A 2 × 2 × 1
phase cycling scheme is used, where the phase of the first two pulses
is set to φ = 0 and φ = π for each value of t1. This phase cycling
scheme allows for the simultaneous detection of the signals with
k1 − k2 + k3 and −k1 + k2 + k3 wavevectors, corresponding to the
non-rephasing and rephasing signals, respectively. A rotating frame
is applied to the second pulse relative to the first pulse. The data are
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Fourier transformed along t1 to generate a two-dimensional (E1, E3)
map. CdSe QD-NCs with a diameter of 6.9 nm were purchased from
NNlabs, and CsPbI3 NCs with an average edge size of 9.8 nm were
synthesized using previously described methods.55,56

2DES spectra are simulated using standard methods,57 as
implemented in the Mbo.jl package (https://github.com/spalato/
Mbo.jl). The third-order polarization, given by Eq. (1), is calculated
as a sum of response functions, Rn(t1, t2, t3), convolved with the
laser fields E1, E2, and E3. The number of response functions at a
specific set of time delays (t1, t2, t3) is equal to the number
of possible DSFDs for the appropriate time ordering, as shown
in Fig. S2,

P(3)(t1, t2, t3)∝ ∫
∞

0
dt3∫

∞

0
dt2∫

∞

0
dt1∑nRn(t1, t2, t3)

× E3(t − t3)E2(t − t3 − t2)E1(t − t3 − t2 − t1). (1)

For a given system, the set of response functions Rn are cal-
culated with the same line shape function g(t) using the cumulant
expansion truncated to second-order.57,58 The 2DES spectra shown
in Figs. 2, 3, 6(a), and 6(b) are simulated using57 the Kubo line shape
function

gKubo(t) = Δ2τ2(e
−t
τ + −t

τ
− 1), (2)

where Δ defines the width of the bath frequency fluctuations and τ
defines the timescale of the bath frequency fluctuation. The 2DES
spectra shown in Figs. 5 and 6(c) are simulated using a vibrational
line shape function57

gVib(t) = S(coth[ h̵ωvib

2kBT
][1 − cos(ωvibt)] + i[sin(ωvibt)] − ωvibt)

+ γt + σ2t2, (3)

where S is the Huang–Rhys parameter, ωvib is the frequency of the
vibrational mode, γ is the homogeneous broadening parameter, and
σ is the inhomogeneous broadening parameter.

In a three-pulse 2DES experiment, where t1 is scanned at pos-
itive time delays and t2 is scanned at both negative and positive
time delays, there are three pulse ordering regimes: [k1, k2, k3],
[k1, k3, k2], and [k3, k1, k2]. Sixteen DSFDs, in total, are taken into
account to calculate the 2DES line shape at different time delays.40 At
t2 > 0, the line shape is calculated using the six DSFDs for the [k1,
k2, k3] pulse ordering. At t2 < 0, the line shape is calculated using
the five DSFDs for the [k3, k1, k2] and [k1, k3, k2] pulse order-
ings, respectively. When all three pulses are overlapped, e.g., when
t1 = t2 = 0 fs, three more pulse orderings are possible: [k3, k2, k1],
[k2, k1, k3], and [k2, k3, k1]. For simplicity, the signals originating
from these last three pulse orderings are neglected in the calcula-
tions. Time delay t1 is incremented from 0 fs to 800 in steps of 2 fs,
and time delay t2 is incremented from −400 to 400 fs in steps of 2 fs.
At t2 < 0, the signal is multiplied by a phase factor of ϕ = e(iω3t2) to
take into account the time delay between the signal field and the local
oscillator, k3.36

RESULTS

Figure 1 shows the 2DES spectra of the two model colloidal
NC samples: CdSe QD-NCs and CsPbI3 NCs. We have discussed
the 2DES spectra of both systems in detail elsewhere.8,10,48–51 The

FIG. 1. Two-dimensional electronic spectroscopy (2DES) spectra at various population times, t2, for [panels (a)–(d)] 6.9 nm CdSe quantum dot nanocrystals (QD-NCs) and
[panels (e)–(h)] 9.8 nm CsPbI3 perovskite nanocrystals (NCs). At t2 = −50 fs, narrow fringes parallel to the diagonal appear due to reversed pulse ordering. At t2 = 0 fs,
when the pulses are fully overlapped, the 2DES spectra are still elongated along the diagonal. At t2 = 300 fs, the 2DES spectra broaden and broad positive and negative
features appear due to bleaching, stimulated emission, or excited state absorption signals.

J. Chem. Phys. 158, 084201 (2023); doi: 10.1063/5.0138252 158, 084201-3

Published under an exclusive license by AIP Publishing

 06 M
arch 2024 09:17:41

https://scitation.org/journal/jcp
https://github.com/spalato/Mbo.jl
https://github.com/spalato/Mbo.jl


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

2DES spectra at four population times, t2 = −50 fs, t2 = 0 fs,
t2 = 50 fs, and t2 = 300 fs, show qualitatively similar trends in both
samples. At t2 = −50 fs, when pulse k3 arrives 50 fs before pulse
k2, both samples show narrow fringes parallel to the diagonal. At
t2 = 0 fs, when pulses k2 and k3 are fully overlapped, the 2DES
spectra are still elongated along the diagonal although the width
along the anti-diagonal has broadened. By t2 = 50 fs, the pulses
are well ordered as [k1, k2, k3] and the 2DES spectra reveal broad
spectral features that can be attributed to ground state bleach,
stimulated emission, and excited state absorption pathways. From
t2 = 50 to 300 fs, the line shape continues to evolve, reflecting the
respective system–bath coupling of the two systems, as discussed
previously.8

While 2DES data are generally presented as an energy–energy
correlation plot, S(E1, E3), as shown in Fig. 1, the reversed time-delay
signals are best understood in the time domain. In the pump–probe
beam geometry 2DES experiment, a single 2DES spectrum is col-
lected in a mixed energy–time configuration, S(t1, E3), where t1 is
scanned and E3 is directly measured by a spectrometer. Figure 2
shows CsPbI3 NC S(t1, E3) traces for four values of t2: 200, −40,
−60, and −80 fs. When t2 = 200 fs [Fig. 2(a)], an oscillating and
decaying coherence signal is measured as a function of t1 and the
wavefronts of the oscillating coherences are in phase along E3. In the
2DES spectrum shown in Fig. 2(a), the signal is completely negative
as the coherences are in phase along E3. At t2 = −40 fs [Fig. 2(b)],
an oscillating coherence is seen, but the amplitude of the coherence

FIG. 2. Perturbed free-induction decay (PFID) in the energy–time domain and energy–energy domain for experimental CsPbI3 2DES (a)–(d) and a Kubo line shape
simulation (e)–(h). At t2 > 0, the coherence signal is given by the [k1, k2, k3] pulse ordering, as shown in panels (a) and (e). When t2 < 0 and t1 is scanned, two different
pulse orderings are sampled. The vertical black line in panels (b)–(d) and panels (f)–(h) shows the crossover between the [k3, k1, k2] and [k1, k3, k2] pulse orderings. The
Fourier transform of the coherences results in fringes along the diagonal of the 2DES spectrum, as shown by the experimental spectra in panels (b)–(d) and reproduced by
the simulations in panels (f)–(h).
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rises and falls as a function of t1 and the wavefronts are slanted
relative to E3. In the 2DES spectrum shown in Fig. 2(b), both pos-
itive and negative spectral features are seen due to the shifting phase
across the coherences. At t2 = −60 fs and t2 = −80 fs, the slanted
coherences are still measured, but the peak of the coherence shifts to
longer t1 values so that the peak of the oscillating coherence occurs
around t1 = ∣t2∣, marked by a vertical black line. This vertical black
line also marks the transition from the [k3, k1, k2] pulse ordering to
the [k1, k3, k2] pulse ordering. In all the 2DES spectra at t2 < 0 fs,
diagonal fringes appear and the spacing of these fringes is inversely
proportional to ∣t2∣.

The signals seen in the experimental traces shown in
Figs. 2(a)–2(d) can be rationalized by simulating the response func-
tions corresponding to the appropriate pulse ordering at every set
of time delays (t1, t2), as discussed above. Sixteen DSFDs, in total,
are taken into account to calculate the line shape for the three pulse
ordering regimes, as shown in Fig. S2. The series of quantum coher-
ences that are generated in each of these three pulse ordering regimes
are depicted in Fig. 3(c). At t2 > 0, the line shape is calculated using
the six DSFDs for the [k1, k2, k3] pulse ordering. When t2 < 0
and ∣t2∣ > t1, the line shape is calculated using the five DSFDs for

the [k3, k1, k2] pulse ordering. When t2 < 0 and ∣t2∣ < t1, the line
shape is calculated using the five DSFDs for the [k1, k3, k2] pulse
ordering. When t2 < 0, the coherence created by the first pulse inter-
acting with the sample is cut short, so the effective coherence time
is not t1 but t1,eff = ∣t2 − t1∣. Additionally, when the pulse order-
ing is reversed, a two-quantum coherence can be generated after a
second pulse interacts with the sample. The effective two-quantum
coherence time is t2,eff = ∣t2∣ − t1 with the [k3, k1, k2] pulse order-
ing, and the effective two-quantum coherence time is t2,eff = ∣t2∣ + t1
with the [k1, k3, k2] pulse ordering. As previously demonstrated
for CsPbI3 NCs,8 the simulation in Figs. 2(a)–2(d) is given by a
Kubo line shape function, as described above, with Δ = 36 meV
and τ = 85 fs.

In addition to introducing new DSFDs and changing the effec-
tive coherence times, reversed pulse ordering changes the measured
line shape by introducing a time delay between the emitted signal
field, ksig, and the local oscillator (LO), k3. In ordinary 2DES pulse
ordering in the pump–probe beam geometry, [k1, k2, k3], the emis-
sion of the signal field is triggered by k3 and, then, k3 also acts as
the LO. If the pulse ordering is reversed, k3 still acts as the LO, but
k2 triggers the emission of the signal field. Reverse pulse ordering

FIG. 3. Simulated PFID in transient absorption (TA) and 2DES experiments. (a) Pulse diagrams showing a TA experiment for the cases when the pump precedes the probe
and when the pump follows the probe. In TA, the pump pulse interacts with the sample twice, shown by two concurrent pulses. (b) Simulated TA spectra for narrow (FWHM
= 34 meV) and broad (FWHM = 92 meV) absorption linewidths. (c) Pulse diagrams showing a three-pulse 2DES experiment for difference pulse ordering cases. The blue
diagram shows the case when t2 > 0 and the pulses are ordered as follows: [k1, k2, k3]. The red diagrams show the cases when t2 < 0 and two other pulse ordering are
possible: [k1, k3, k2] and [k3, k1, k2]. In the [k1, k2, k3] case, as t1 is scanned, the measured signal oscillates due to the coherence between pulses k1 and k2. In the reversed
pulse order case, as t1 is scanned, multiple pulse orderings are sampled. (d) Pseudo-TA spectra extracted from the simulated 2DES spectra for a narrow and broad line
shape, respectively. The pseudo-TA spectra correspond to excitation at E1 = 1.95 eV, as discussed in detail in the text.
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creates a time delay between the signal and the LO fields, resulting
in a phase difference between the two fields when they arrive at the
detector.36,37 The phase factor is given by ϕ = e(i

E3
h̵ t2), as the time

delay between ksig and the LO is t2 at t2 < 0. The response func-
tions shown in Figs. 2(f)–2(h) have been multiplied by the phase
factor ϕ to simulate the time delay between ksig and the LO. This
correlated phase generates the slanted wavefronts in the simulated
coherences shown in Figs. 2(f)–2(h) and accounts for the slanted
phase in the experimental coherences shown in Figs. 2(b)–2(d).
In the (E1, E3) plots in Figs. 2(f)–2(h), the slanted fringes seen
in the experimental spectra are recreated and the spacing of the
simulated fringes is also inversely proportional to ∣t2∣. The direct
correspondence between the experimental and simulated traces in
Fig. 2 confirms that the signals seen at t2 < 0 in the 2DES exper-
iments are due to resonant and correlated reversed pulse ordering
signals.

The reversed pulse ordering signals in 2DES can be intuitively
understood by comparing them to the more familiar case of PFID
in a two-pulse TA experiment. Figure 3(a) depicts a TA exper-
iment in the pump–probe and probe–pump pulse orderings. In
the pump–probe ordering, the pump excites the system; then, the
probe initiates the emission of the FID after a time delay T. In
the probe–pump ordering, the probe generates FID and, then, the
pump arrives later and perturbs this FID. Hence, the reversed pulse
ordering signal in TA spectroscopy is generally referred to as per-
turbed free-induction decay, or PFID.29,30,59 The PFID appears as
spectral fringes in the TA spectrum at negative time delays, and the
spacing of these fringes decreases as the pump–probe time delay
becomes more negative.29,30,59 The PFID has been measured in two-
pulse TA experiments with narrow linewidths and long-lived FID,
particularly in the near-IR29,30,59 and IR26,28 regions. PFID is gener-
ally not seen in visible TA experiments as the pulses used are long
relative to the dephasing time of the FID. For example, the visi-
ble FID signal from an ensemble of CdSe QDs fully decays within
50 fs, while the time resolution of most TA experiments is greater
than 100 fs. Hence, PFID is generally not considered when inter-
preting visible TA spectra, although PFID can be resolved with
10 fs pulses.60

Whether PFID is resolved in TA depends on the linewidth of
the measured system. Figure 3(b) shows two simulated TA spec-
tra. The TA spectra are generated by simulating the coherences
for a 2DES spectrum with a Kubo line shape function at positive
t2. The negative time delay signal (PFID) is generated by setting
the coherences to zero after the time delay t1 = ∣t2∣, when t2 < 0.
The coherences are Fourier transformed to generate a 2DES spec-
trum, and a vertical slice of the 2DES spectrum is taken at
E1 = 1.95 eV. In Fig. 3(b), on the left, a narrow line shape with
Δ = 20 meV, a FWHM of 34 meV, and an FID lifetime of 90 fs is
shown and, on the right, a broader line shape with Δ = 50 meV, a
FWHM of 92 meV, and an FID lifetime of 35 fs is shown. A pulse
length of 18 fs is used for both simulations, corresponding to a band-
width of 200 meV. For the narrow linewidth, the PFID fringes can be
clearly seen at T < 0 fs, but for the broad linewidth, the PFID does not
show distinctive fringes at T < 0 fs. The PFID are only resolved in TA
when the FID lifetime is significantly longer than the pulse length.
This observation is consistent with the pump–probe experiments,
which show that the PFID is stronger at cryogenic temperatures than
at room temperature,31 because, at low temperatures, the dephasing

lifetime of the FID increases and the PFID is easier to resolve. In
samples with broad absorption features at room temperatures, such
as semiconductor NCs, the visible TA spectra generally do not show
PFID outside the pulse overlap region.61,62

As demonstrated in Figs. 1(a), 1(d), and 1(h), reversed pulse
ordering signals can be measured in 2DES at t2 = −50 fs, signif-
icantly before t2 = 0 fs. These PFID signals can be resolved in
2DES experiments of nanocrystals despite fast electronic decoher-
ence because the 2DES experiments used three pulses instead of
two. The [k1, k2, k3] pulse ordering is shown in the blue diagram
in Fig. 3(c). The k1 pulse creates a coherence, the k2 pulse creates
a population, then the k3 pulse once again creates a coherence, and
the signal field ksig is emitted. The red diagrams in Fig. 3(c) depict
two cases of reversed pulse ordering: [k1, k3, k2] and [k3, k1, k2].
Even when the time delay between the k2 and k3 is large, k1 and
k3 can still interact and generate a PFID signal at any negative time
delay t2.

Figure 3(d) shows two simulated pseudo-TA spectra extracted
from the simulated 2DES spectra, with the same linewidths used
in Fig. 3(b) and an 18 fs pulse. For the narrow linewidth, the FID
lifetime is ∼90 fs and PFID can be clearly seen at t2 < 0 fs, as in
the two-pulse TA case. For the broad linewidth, the FID lifetime is
∼35 fs. The FID does not last much longer than the pulse length,
but the PFID can still be resolved at t2 << 0 fs due to the overlap of
pulses k1 and k3 while scanning time delay t1. While PFID can be jus-
tifiably ignored when interpreting room temperature visible TA data
of samples with broad linewidths, PFID must be taken into account
when interpreting any 2DES spectra.

Figure 2 shows that the spectral features at t2 << 0 fs in 2DES
can be attributed to resonant reversed pulse ordering pathways and
an accumulated phase factor that correlates the t1, t2, and E3 axes.
Near time-zero, however, the non-resonant solvent signals can also
be measured in the 2DES spectra. Figure 4 shows the experimental
2DES results from CdSe NCs dispersed in toluene and from toluene
alone. In Fig. 4(a), the transients correspond to a narrow integra-
tion area off the resonant CdSe absorption peak, as shown by the
red circle in the inset. The CdSe response (solid line) and the sol-
vent response (dotted line) are nearly identical, so at this energy,
the measured 2DES signal can be primarily attributed to solvent
response. The solvent signal has an oscillatory shape, is centered at
t2 = 0 fs, lasts until t2 = ∼50 fs, and can be attributed to an instanta-
neous process, such as XPM, during the pulse overlap.63 In Fig. 4(b),
the transients correspond to a narrow integration area centered at
the resonant CdSe absorption peak, as shown by the blue circle in the
inset. In this case, the CdSe response is much stronger than the sol-
vent response, but an oscillatory signal can still be seen in the toluene
transient near time-zero. After subtracting the solvent response from
the CdSe transient, resulting in the dashed line, there remains a
significant signal at t2 << 0 fs. We attribute the resonant CdSe sig-
nal at t2 < 0 fs to PFID. In Fig. 4(c), the transients correspond
to a broad integration area centered at the resonant CdSe absorp-
tion peak, as shown by the green circle in the inset. In the broad
integration case, the positive and negative fringes from PFID at
t2 < 0 fs cancel out and the CdSe signal is close to zero at neg-
ative time delays. The 2DES signal before the pulse overlap is
primarily due to PFID, while the signal during the pulse over-
lap is contaminated by both the PFID and non-resonant solvent
contributions.
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FIG. 4. Comparing the intensity of the resonant and non-resonant signals in CdSe
NC 2DES. The solid lines show the response of CdSe NCs dispersed in toluene,
while the dotted lines show the response of just toluene in a flow cell. The dashed
lines correspond to the difference between the solid and dotted lines. The colored
transients correspond to the integration areas in the inset in panel (a). (a) The
red transients show the response where CdSe does not absorb strongly, (b) the
blue transients show the response at the peak of the CdSe 2DES spectrum with a
narrow integration width (20 meV), and (c) the green transients show the response
at the peak of the CdSe 2DES spectrum with a broad integration width (60 meV).

It is possible to conduct a solvent reference scan and sub-
tract non-resonant solvent contributions, such as XPM, although
the PFID will persist as it originates from the resonant pathways
in the sample itself. Many methods have been proposed for remov-
ing coherent artifact signals in various spectroscopies.12,16,27,28,64 The
methods for minimizing the PFID generally amount to smoothing
out the narrow PFID fringes at t2 << 0, as previously shown in the IR
pump–probe.27,28,64 In 2DES, the PFID at negative population times
(t2 << 0) appears at late coherence times so that apodization will
smooth out the PFID fringes at t2 << 0, although the apodization
would not significantly affect the PFID near t2 = 0 fs. As shown in
Fig. 4(c), using a broad integration radius when extracting transients
can remove the PFID fringes at t2 << 0. In 2DES, such smoothing
procedures are generally undesirable as maintaining a high fre-
quency resolution is often the goal of the technique.9,65,66 Coherent
artifacts during the pulse overlap in 2DES have been shown to be
polarization dependent,39 so the variation of the pulse polarization
could aid in minimizing these effects in 2DES.

Figure 5 shows the simulated 2DES spectra obtained using
the vibrational line shape function in Eq. (3), where S = 0.25, ωvib
= 38 rad/ps = 25 meV, γ = 25 meV, and σ = 25 meV. The
2DES simulations shown in Fig. 5(a) qualitatively recreate the

spectroscopic signatures of the PFID shown in Fig. 1 for CdSe NCs.
At t2 = −50 fs, the PFID generates diagonal fringes; at t2 = 0 fs, the
2DES spectrum is elliptical; and from t2 = 25 to 200 fs, the 2DES
spectrum features subtle line shape oscillations due to a coupling
to the LO phonon.9,10 Figure 5(b) tracks the transient intensity at
three points labeled A, B, and C on the simulated 2DES spectra,
with a 10 meV integration radius. Figure 5(c) shows the experimen-
tal transients in CdSe NCs, at the same three spectral positions, A,
B, and C, with the solvent response subtracted. The experimental
transients in Fig. 5(c) are qualitatively similar to the simulated tran-
sients in Fig. 5(b), and four effects of the PFID on the transient line
shape dynamics are noted: (1) transients can be shifted toward neg-
ative t2, obscuring time-zero; (2) transients can be shifted relative
to each other, and this shift could be misattributed to population
dynamics; (3) transients can be stretched toward negative t2, obscur-
ing the length of the IRF; and (4) positive signals can be generated
that could be misattributed to excited state absorption or coher-
ent oscillations. In aggregate, these four effects create a complicated
spectral landscape during and before the pulse overlap in 2DES,
although a qualitative understanding of these effects can help to dis-
entangle the PFID contributions from the desired signals at positive
delay times.

In TA spectroscopy, a transient can be modeled as a step func-
tion convolved with the IRF or, if modeling population dynamics, a
step function and an exponential decay at positive time delays con-
volved with the IRF.62,67,68 However, in 2DES, the PFID obscures
both time-zero and the length of the IRF, so this simple fitting
procedure would generally be ineffective. The PFID can also cre-
ate the impression that the system dynamics are occurring on a
timescale similar to the IRF. In both Figs. 5(a) and 5(b), the B tran-
sient is delayed relative to the A transient. The spectral response
at point B vs point A could reflect hot carrier thermalization or
spectral diffusion within a continuum of states, and the line shape
transients associated with PFID can be mistaken for those dynam-
ical processes. Furthermore, a positive signal is seen in transient
C from t2 = −30 to 0 fs. Ordinarily, a positive feature could be
attributed to an excited state absorption from a lower excited state
to a higher excited state. However, the simulation in Fig. 5 only
includes negative bleaching signals, so the positive signal in tran-
sient C in Fig. 5(b) must be attributed to a phase shift due to reverse
pulse ordering. The early time-delay signals in 2DES introduce
ambiguities that do not generally need to be considered in visible
TA spectroscopy.

Figure 6(a) shows a 2DES simulation with the Kubo line shape
function in Eq. (2), with Δ = 36 meV and τ = 85 fs and PFID at
t2 < 0 fs. The 2DES simulations in Figs. 5(a) and 6(a) are qualita-
tively similar at t2 = −50 fs as the spectral line shape at negative t2 is
primarily defined by the PFID rather than the resonant line shape.
Figure 6(b) shows the FWHM of the anti-diagonal slice of the 2DES
spectrum for the CsPbI3 NCs (solid line) and the FWHM of the anti-
diagonal of the simulated 2DES spectrum in Fig. 6(a) (dashed line).
Both the experiment and the simulation follow the same trend, and
the anti-diagonal broadens from t2 = −100 to 100 fs. In Fig. 6(b), the
dotted line shows the same simulation without PFID at negative t2,
revealing that the broadening at negative time delays in the CsPbI3
is due to PFID rather than a dynamical process in the NCs, such as
spectral diffusion.8 The anti-diagonal linewidth at t2 = 0 fs, ∼50 meV,
corresponds to the homogeneous linewidth of the CsPbI3 NCs, and
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FIG. 5. Simulated 2DES spectra corresponding to the vibrational line shape function in Eq. (3), with S = 0.25, σ = 25 meV, γ = 25 meV, ωvib = 38 rad/ps, and an IRF of 25 fs.
(a) 2DES spectra at various population times, showing diagonal fringes from PFID at t2 = −50 fs. (b) Transients for three different points in the simulated 2DES spectra, A,
B, and C. (c) Transients for the points A, B, and C in CdSe NCs, extracted from the CdSe 2DES spectra in Fig. 1.

the narrower linewidth at negative delay time is unphysically narrow
and distorted by the PFID.

Figure 6(c) shows the FWHM of the anti-diagonal slices
of the 2DES spectrum for the CdSe NCs and a corresponding
simulated 2DES trace obtained using the vibrational line shape func-
tion in Eq. (3). As in the CsPbI3 NCs, the anti-diagonal becomes

unphysically narrow at negative time delays due to the PFID. Con-
trary to CsPbI3 NCs, the anti-diagonal oscillates around a central
value at t2 > 0 fs. This oscillation corresponds to exciton–phonon
coupling with the CdSe LO phonon mode at ωvib = 38 rad/ps
= 25 meV.8 Both CdSe and CsPbI3 NCs reveal similar line shape
dynamics during and before the pulse overlap region due to PFID,

FIG. 6. Simulated 2DES spectra corresponding to the Kubo line shape function in Eq. (2) with τ = 85 fs, Δ = 36 meV, an IRF of 25 fs, and PFID at t2 < 0 fs. (a) 2DES spectra
at various population times. (b) The FWHM of the anti-diagonal for the experimental CsPbI3 2DES spectra in Fig. 1 is shown with a solid line. The dashed line reflects
the simulation in (a), showing broadening due to PFID at t2 < 0 and spectral diffusion at t2 > 0. The dotted line shows the simulation without PFID, with no anti-diagonal
dynamics at t2 < 0. (c) The FWHM of the anti-diagonal for the experimental CdSe 2DES spectrum in Fig. 1 is shown with a solid line. The dashed line reflects the simulation
in Fig. 5(a) showing broadening due to PFID at t2 < 0 and oscillations due to exciton–phonon coupling at t2 > 0. The dotted line reflects the simulated 2DES spectrum
without PFID, showing a flat line at t2 < 0.

J. Chem. Phys. 158, 084201 (2023); doi: 10.1063/5.0138252 158, 084201-8

Published under an exclusive license by AIP Publishing

 06 M
arch 2024 09:17:41

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

although, after t2 = 25 fs, the two samples reveal different line shape
dynamics corresponding to their respective system–bath couplings.8

CONCLUSIONS

Advances in coherent control and detection have significantly
improved the quality of 2DES data in recent years and have made
it possible to reliably resolve transient signals on short timescales.
However, both resonant and non-resonant signals during and before
the pulse overlap complicate the interpretation of the 2DES data
in those regions. We have shown that, after the removal of the
non-resonant solvent response, the PFID signals contaminate the
early time transient data in 2DES measurements. These PFID sig-
nals have been demonstrated in two widely studied nanocrystal
samples, CdSe and CsPbI3, showing a qualitatively consistent pic-
ture of PFID in both samples that originates from the experimental
design and is independent of material composition. The agreement
between the calculated and experimental 2DES spectra confirms
that the PFID can obscure time-zero and the IRF length near
the pulse overlap. The PFID can also introduce false excited state
absorption and spectral diffusion signatures, as shown by spectral
transients and anti-diagonal linewidths, respectively. These find-
ings build upon the earlier work in the IR pump–probe and 2DIR
and the recent work in 2DES, to establish a deeper understanding
of the early time delay signals in visible TA and 2DES, providing
a unified picture of the reversed pulse ordering signals in various
ultrafast spectroscopies. A comparison between the simulated and
experimental 2DES traces near time-zero can aid in confidently
attributing the spectroscopic signatures to resonant physical pro-
cesses in novel materials and avoiding the pitfalls of misleading
spectroscopic signals.

SUPPLEMENTARY MATERIAL

See the supplementary material for nanocrystal sample details,
pulse characterization, and a detailed description of the simulation
procedure.
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