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P UBL ICAT IONS

Chapter 3 contains a work that grew from a collaboration with the lab of Denes Hnisz. In
this work, we developed a statistical method to identify periodic regions in transcription
factors.

� Naderi J, Magalhaes A, Kibar G, Stik G, Zhang Y, Wieler H, Rossi F, Buschow R,
Christou-Kent M, Alcoverro-Bertran M, Mackowiak S , Graf T, Vingron M, Hnisz D.
Suboptimization of human transcription factors. (Submitted at Nature Cell Biology)

Chapter 6 presents a new method to tackle the challenge of protein-protein interaction
prediction using intrinsically disordered regions.

� Kibar G, Vingron M. Prediction of protein-protein interactions using sequences of
intrinsically disordered regions. Proteins: Structure, Function, and Bioinformatics.
2023 Jul;91(7):980-990. This article is licensed under a CC BY-NC-ND 4.0 license

The results from two additional collaboration projects have led to the following publi-
cations:

� Enervald E, Powell LM, Boteva L, Foti R, Blanes Ruiz N, Kibar G, Piszczek A,
Cavaleri F, Vingron M, Cerase A, Buonomo SBC. RIF1 and KAP1 di�erentially
regulate the choice of inactive versus active X chromosomes. The EMBO journal.
2021 Dec 15;40(24):e105862.� Kulik M, Bothe M, Kibar G, Fuchs A, Schöne S, Prekovic S, Mayayo-Peralta I, Chung
HR, Zwart W, Helsen C, Claessens F, Meijsing S H. Androgen and glucocorticoid
receptor direct distinct transcriptional programs by receptor-speci�c and shared
DNA binding sites. Nucleic Acids Research. 2021 Apr 19;49(7):3856-3875.

The initial collaboration with Buonomo lab involved a computational analysis of skewed
X-Chromosome Inactivation in mice. The collaboration with Meijsing lab involved com-
putational analyses of gene regulation between Androgen and Glucocorticoid receptor
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using RNA-seq data. Results from these mentioned collaboration projects are not part of
this thesis.
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1 I N TRODUCT ION

Today, we understand that proteins are not only composed of globular domains; there
are also unstructured regions in proteins known as intrinsically disordered regions
(IDRs). Protein segments referred to as IDRs lack a well-de�ned, stable three-dimensional
structure, either entirely or partially, under physiological conditions (Babu et al., 2011).
Proteins with disordered regions are termed intrinsically disordered proteins (IDPs).
Traditionally, proteins were thought to solely function by adopting a single, well-de�ned,
stable three-dimensional structure, representing the global energy minimum accessible
to the polypeptide chain (Radivojac et al., 2007). However, around the early 2000s, a
new understanding emerged: not all proteins can be categorized as rigid entities where
polypeptide segments will adopt a stable three-dimensional structure. Unlike their more
structured counterparts, IDPs do not follow the conventional funnel-shaped energy
landscape with a clearly de�ned global energy minimum. Instead, their energy landscape
is comparatively �at, with many local minima (Figure 1.1) (Uversky et al., 2008). As a
consequence, their conformational changes occur rapidly (Sugase et al., 2007). While some
IDPs need to remain unfolded or disordered to ful�ll their functions, others only adopt a
speci�c folded structure when interacting with particular target molecules (Wright et al.,
2015).

IDRs are involved in crucial functions such as molecular recognition, signaling, binding,
and transcriptional regulation (Dyson et al., 2005; Wright et al., 2015). Due to their
involvement in crucial cellular processes and their prevalence within cells, understanding
the fundamental roles of IDPs holds signi�cant importance. The term ’intrinsic’ disorder
re�ects the inherent lack of structure that can be found in the amino acid sequences of
these proteins (Uversky et al., 2008). Numerous studies have shown that IDR sequences
have embedded sequence features that enable them to guide their functions (Holehouse
et al., 2021; Ravarani et al., 2018; Staller et al., 2018). These features include global
characteristics distributed throughout the sequence as well as local attributes, such as
motifs (Lu et al., 2022). Many undiscovered signatures still lie within these regions, waiting
to be revealed through computational approaches. Recently, computational methods have
gained considerable signi�cance in tackling this challenge due to their capability to
identify intricate attributes derived from sequences (Chong et al., 2021).

1



2 ������������

Figure 1.1: Energy landscapes of ordered and intrinsically disordered proteins. Simpli�ed
diagram illustrating the folding energy landscapes of (a) a typical globular protein and (b) a typical
natively unfolded protein. Adapted from (Uversky et al., 2008).

In the recent years, considerable e�orts has been devoted to the prediction of protein-
protein interactions (PPIs) from amino acid sequences of proteins using computational
methods. Proteins function through interactions with other proteins, making the study
of how proteins interact with each other a crucial step toward uncovering the functions
of proteins (Chowdhury et al., 2023; Qi et al., 2011). While established methods addressed
PPI prediction (Casadio et al., 2022; Dunham et al., 2021), IDP-speci�c interactions remain
understudied by the computational PPI prediction tools. Most of the sequence-based PPI
prediction algorithms do not make a distinction between IDPs and structured proteins.
On the other hand, structure-based PPI prediction algorithms base the interactions on
the structures in the Protein Data Bank (Berman et al., 2000) which might not be suitable
for the IDPs. Therefore, there is a need for computational approaches that links sequence
information of the IDPs to their protein interactions. Leveraging diverse sequence-derived
features of IDRs and adapting appropriate machine learning techniques hold promise for
predicting protein-protein interactions of IDPs from their sequences.
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Thesis outline

This thesis is structured as follows. Chapter 2, gives an overview of biological fundamental
concepts on protein synthesis and delves into the concept of unstructural biology. We
begin by introducing the concept of protein disorder. Subsequently, we explore various
aspects of protein disorder and proceed to explain the PPIs. Following the introductory
section, we move on with developing statistical methods that aid in identifying features
and analyzing the attributes of disordered regions linked to their functionalities. In
Chapter 3, we present our novel statistical method to identify aromatic periodic blocks
in the human proteome. These blocks are closely associated with the phase separation
behavior of disordered proteins. We demonstrate the application of this statistical method
to the human proteome, with a speci�c focus on transcription factors (TFs), in order to
identify these periodic regions. Following with Chapter 4, we present our novel statistical
method for analyzing sequence features in the disordered regions of TFs that bind together
on DNA elements, directing transcriptional activity. After this chapter, our focus shifts
to the development of machine learning models designed to predict protein interactions.
In Chapter 5, we explain the machine learning background for developing machine
learning models to predict PPIs. We explain methods, features, and test and training
schemes used by existing models to develop sequence-based PPI prediction models. In
Chapter 6, our novel machine learning model is presented for predicting PPIs using
features extracted from disordered sequences. We demonstrate how disordered segments
can be used to predict interactions of disordered proteins, with an emphasis on using
appropriate machine learning tools speci�c to the protein-protein interaction problem at
hand. Finally, in Chapter 7, we introduce a novel method designed to identify protein
regions with favorable interactions in protein interactions of disordered proteins. For
this, we statistically analyze protein interactions between disordered proteins to extract
contact potentials, whose values would indicate the interaction a�nity between di�erent
amino acid groups.





2 B IOLOG ICAL BACKGROUND

2.1 Proteins

Proteins play crucial roles in nearly all biological processes (Stryer, 2000). They perform
essential functions within living organisms, including acting as catalysts for nearly
all chemical reactions, controlling gene activity, and contributing to cellular structure
(Latchman, 2002; Masulli, 2008).

The process of making proteins is a very tightly regulated process known as protein
synthesis. The sequence of events involved in protein synthesis begins with DNA, which
serves as the repository of genetic information in every cell (Stryer, 2000). This �ow from
DNA to proteins, known as the central dogma, is a two-step process in all organisms called
transcription and translation, as illustrated in Figure 2.1. The �rst step, transcription,
involves converting DNA information into messenger RNA (mRNA) within the nucleus
of eukaryotic cells. Translation, the second step, takes place on ribosomes. During this
process, proteins are synthesized according to the instructions encoded in the mRNA,
resulting in the creation of amino acid sequences. This sequence of amino acids is then
linked together through peptide bonds, ultimately forming a polypeptide chain, which
consists of a unique arrangement of the 20 types of amino acids. As a result, proteins
are essentially built from these fundamental building blocks known as amino acids,
organized in a linear sequence. Each amino acid’s distinct side chain structure and
chemical properties contribute to the protein’s speci�c chemical and physical attributes.
With a total of 20 amino acids, the potential number of di�erent possible polypeptide
chains with a length of � is 20�, resulting in a wide variety of possible chains.

After the synthesis of a polypeptide, it needs to be converted into a functional protein
through a process called protein folding (Cooper, 2000). Proteins can undergo the folding
process by adopting three-dimensional structures dictated by the order of the amino
acid sequences in the polypeptide chain. This process is achieved through interactions
between the side chains of the constituent amino acids. Any polypeptide chain’s �nal
folded con�guration, or conformation, is usually the one in which the free energy is
minimized (Alberts et al., 2002). Traditionally, it has been assumed that proteins are
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Figure 2.1: Central dogma of molecular biology. Central dogma of molecular biology dictates
how the information stored in DNA gets used to make the proteins. First new RNA is made
from DNA (transcription) From RNA protein chain is made (Original illustrations taken from
[https://smart.servier.com/])

functional only when in a structured/folded state, giving rise to the structure-function
paradigm. In the early years, the identi�cation of a vast number of protein structures in
the Protein Data Bank (PDB) (Berman et al., 2000), along with a detailed understanding
of the roles of these structural proteins, including receptor signaling and transport, has
further strengthened the acceptance of the structure-function paradigm (Ferreon et al.,
2022; Trivedi et al., 2022). Undoubtedly, uncovering the structure of a protein provides
valuable insights into its functional mechanism.
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Figure 2.2: Structure-function and disorder-function paradigm. Despite lacking a stable
secondary structure, IDPs have gained recognition for their numerous important functions which
gave rise to the emergence of a new disorder-function paradigm. Adapted from (Babu, 2016).

2.2 Intrinsically disordered proteins

Contrary to the structure-function paradigm, a subset of proteins exists that do not �t into
this model, yet remain functional. This has led to the proposition of the disorder–function
paradigm (Figure 2.2). These proteins, referred to as IDPs, do not adopt a single well-
de�ned three-dimensional structure when unbound and in solution (Fink, 2005). Instead,
they exist as an ensemble of heterogeneous conformations (Tompa, 2011). In the past, IDRs
were often perceived as passive segments within protein sequences, serving as "linkers"
between structured domains. However, it is now widely recognized that IDRs actively
engage in various protein functions (Lee et al., 2014). Despite lacking a stable secondary
and tertiary structure, IDPs play a signi�cant role in crucial cellular processes such
as di�erentiation, transcription regulation, DNA compaction, and mRNA modi�cation
(Kosol et al., 2013).

The early 21st century introduced us more newly discovered disordered proteins
(Burkart-Solyom, 2014). In the human proteome, 35 % of the total proteomic residues
are in IDRs (Fukuchi et al., 2011). IDPs have unique sequence characteristics and certain
types of amino acids that promote disorder are more prevalent in IDRs. These amino acids
include proline, alanine, glycine, serine, glutamine, glutamic acid, lysine, and arginine
(DeForte et al., 2016). IDRs also typically lack bulky hydrophobic amino acids, which
would usually form a hydrophobic core in a structured domain (Lee et al., 2014). IDRs
tend to have a high percentage of charged residues, and the presence of charged residues
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within the IDRs leads to larger interaction surfaces. This attribute gives IDPs certain
advantages in terms of interactions with their targets (Bigman et al., 2022; Morris et al.,
2021).

2.2.1 Roles of disorder

During the last 20 years, much e�ort has been invested to understand the roles and
functions of IDRs in depth. One of the important roles of IDPs is being the major players in
PPIs, with IDRs serving as mediators of these interactions (Bondos et al., 2021; Chakrabarti
et al., 2022; Chong et al., 2021; Uversky, 2020). The inherent absence of structure in IDPs
and IDRs o�ers functional advantages that make them exceptionally well-suited for
mediating various interaction modes. As a consequence of this conformational �exibility,
IDPs can have a multitude of binding modes by acquiring di�erent conformations based
on the shape of the target protein. For example, a single IDP can fold upon binding to
targets through a mechanism called disorder-to-order transition. A known example is the
interaction of the KID domain of Cyclic AMP-responsive element-binding protein (CREB)
and CREB-binding protein (CBP). KID domain is initially unstructured, but undergoes
folding to create orthogonal helices upon binding to its target domain within CBP (Dyson
et al., 2005).

While it has been proposed that one advantage of intrinsic disorder is the low-a�nity,
high-speci�city interaction of IDPs with their targets, it has also been observed that many
IDPs can bind with high a�nity (Dogan et al., 2014). This dynamic binding mechanism
has been proposed to enable rapid association and initiation of signaling processes,
while facilitating easy dissociation once the task is accomplished (Lee et al., 2014). Two
disordered proteins can also have a mutual folding upon interaction (Lindor�-Larsen
et al., 2021). Another study by Borgia et al., 2018 showed two intrinsically disordered
human proteins histone H1 and its nuclear chaperone prothymosin alpha interact with
a�nity and fully retain their structural disorder.

In recent years, the signi�cance of disordered interaction modules encoded in the IDR
sequences has become appearent. Di�erent functional interaction modules are embedded
in the IDR sequences of proteins to facilitate their interactions. These include short linear
motifs (SLiMs) and molecular recognition features (MoRFs), which contribute to selective
protein interactions (Lee et al., 2014). SLiMs are typically short, consisting of up to eight
amino acid residues, and often display evolutionary conservation. MoRFs, on the other
hand, are longer and can be 10 to 70 amino acids. MoRFs are the subregion of disordered
regions and are de�ned as capable of undergoing a disorder-to-order transition when
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binding to their partner. MoRFs may even contain SLiMs within them (Mooney et al.,
2012). Additionally, Post-translational modi�cations (PTMs) within IDRs are frequently
observed and the have been shown to regulate protein interactions by modulating the
energy landscape of IDRs (Bah et al., 2016).

2.2.2 Disorder in transcription factors

Transcription factors (TFs) are proteins that bind to speci�c DNA sequences to regulate
tissue-speci�c gene expression. They play a crucial role in controlling which genes are
expressed and when, and they are involved in a wide range of cellular processes, including
development, di�erentiation, and response to environmental stimuli (Weidemüller et al.,
2021).

In addition to the role of IDRs inmediating protein interactions, studies have shown that
IDRs in TFs can also play a role in the regulation of transcriptional processes (Lyon et al.,
2021; Sabari et al., 2020). TFs have two distinct types of domains: the DNA binding domain
(DBD), responsible for binding to DNA, and the activation domain (AD), responsible for
facilitating the recruitment of the transcriptional machinery to gene promoter regions
(Latchman, 2002). ADs, unlike structured DBDs, are often enriched in terms of disorder
(Sanborn et al., 2021). An inherent lack of structure enables ADs to engage with various
coactivators, thereby promoting the activation of gene expression (Scholes et al., 2016).
Recently, it has been proposed that IDRs of TFs are involved in transcriptional activity
by forming phase-separated condensates that regulate transcription within cells (Boija
et al., 2018; Hnisz et al., 2017).

Liquid-liquid phase separation (LLPS) is a physicochemical phenomenonwheremolecules
segregate into a dense phase and a less dense phase (Hyman et al., 2014). This interesting
behavior has been observed in IDRs of TFs that interact with co-activators, forming
phase-separated condensates (Boija et al., 2018; Hnisz et al., 2017). These biomolecular
condensates, forming through phase separation, provide a means to compartmentalize
in cellular environments without requiring a membrane (Banani et al., 2017). They dy-
namically assemble and are thought to facilitate cooperative transcriptional regulation
(Hnisz et al., 2017). Several studies demonstrated that IDR-IDR interactions can drive this
condensation behavior (Chong et al., 2018; Sabari et al., 2018).

Several additional studies have demonstrated the roles of IDRs on transcriptional regu-
lation. Indeed, another study by Ma et al., 2021 reported an IDR-based interaction pro�le
where the interactions between TF ADs and coactivator p300 IDRs drive condensation.
Unfortunately, the knowledge of which sequence features of IDRs that promote phase
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separation and underlie the transcriptional activity of TFs is very limited. In another
study, Barkai et al. (2020) showed that IDRs of TFs can contribute to in vivo binding
speci�city by directing them to the enhancer elements. Altogether, these �ndings demon-
strate the roles of IDRs in TFs, especially in mediating the formation of phase-separated
condensates and contributing to the regulation of transcriptional processes.

2.2.3 IDPs in diseases

IDPs are associated with many diseases such as cancer, amyloidosis, diabetes, cardiovascu-
lar, and neurodegenerative diseases (Martinelli et al., 2019). One of the most well-known
causes is the aggregation of disordered proteins which can result in neurological diseases
(Ayyadevara et al., 2022; Breydo et al., 2011, 2012; Tsoi et al., 2023). Some of the known
examples of IDPs that are associated with diseases include alpha-synuclein, tau protein,
p53, and BRCA1 (Uversky et al., 2008). The exact mechanisms leading to this pathological
state are still an ongoing research question.

Mutations occurring in the IDRs are recognized as one of the established factors
contributing to the onset of diseases. Mutations of IDPs can a�ect the normal function of
proteins, leading to misidenti�cation and missignaling. IDR sequences frequently serve as
loci for variants associated with disease. It has been found that more than 20% of human
disease mutations occur in IDRs (Vacic et al., 2012). Recent research has demonstrated
the impact of de novo frameshift variants within the IDR region of HMGB1, resulting
in polydactyly and tibial aplasia syndrome, a rare and intricate malformation syndrome
(Mensah et al., 2023). The authors have identi�ed more than 600 frameshift mutations in
IDR sequences. Another study conducted by (Wong et al., 2020) demonstrated a strong
enrichment of missense mutations at the interface core of interacting IDRs which suggests
that alterations in the interactions between IDRs can have a signi�cant impact on protein
function and cellular signaling pathways.

However, the exact mechanisms through which such variations induce diseases remain
an ongoing challenge. One known mechanism for how mutations on IDRs cause diseases
is the disruption or creation of motifs within the IDR sequences (Meyer et al., 2018).
Additionally, it has been observed that mutant IDRs can interact with distinct partners,
leading to altered interactions. For instance, recent analysis has shown that mutations
located on IDR of GLUT1 can generate dileucine motifs, resulting in mislocalization of
the mutated protein and causing GLUT1 de�ciency syndrome (Meyer et al., 2018). Several
PTMs can also lead to the formation of complex aggregates such as plaques and tangles,
which in turn can lead to neurological diseases (Old�eld et al., 2014). Additionally, a
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number of diseases have been associated with misregulation or formation of condensates
that are governed by IDPs (Boija et al., 2021).

2.3 Protein-Protein Interactions

Proteins have evolved to interact with each other to perform certain functions, that are
common to all living organisms. Which proteins interact with each other to orchestrate
cellular function is a key step to improve the system-level understanding of molecular
processes in cells (Levy et al., 2008). Therefore, understanding how proteins interact
and map PPIs is currently an important area of both computational and experimental
research (Li et al., 2020; Uversky, 2013). Several high-throughput experimental approaches
are available to identify binary protein interactions. The most common experimental
techniques are the yeast two-hybrid screens (Y2H) and mass spectrometric protein
complex identi�cation (MS-PCI).

YH2 is a system that is based on the interaction between AD and the DBD of GAL4 TF.
If two proteins of interest interact, the interaction between these AD and DBD domains
can lead to the transcriptional activation of a reporter gene in the system. To set up the
YH2 system, two yeast hybrids are prepared, known as the ’bait-prey’ system. In this
setup, the bait protein is fused to the DBD, and the prey protein is fused to the AD. When
these fused domains interact, they reconstitute the original transcription factor. If the
proteins of interest interact, it results in the expression of the reporter gene (Keegan
et al., 1986) (Figure 2.3).

PPIs can be classi�ed based on di�erent criteria, with the most common classi�cation
being between transient and stable interactions (Nooren et al., 2003). Transient interac-
tions refer to unstable protein interactions, characterized by their ability to form and
break easily (Perkins et al., 2010). Permanent PPIs on the other hand result in the forma-
tion of a stable protein complex. Both transient and permanent PPIs play crucial roles in
cellular functions (Ghadie et al., 2022). Unfortunately, weak interactions are not detectable
by standard methods (Nahlé et al., 2022). Unfortunately, standard a�nity puri�cation
methods cannot detect weak interactions (Nahlé et al., 2022). The proximity-dependent
biotin identi�cation (BioID) approach has emerged as a promising solution to overcome
this limitation. In living cells, BioID enables the detection of proteins nearby a target
protein (Varnaitė et al., 2016). Future research can bene�t greatly from this approach
since it enables the observation of both direct and indirect PPIs.
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Figure 2.3: Yeast two-hybrid system. Yeast two-hybrid system. If two proteins interact, it leads
to the involvement of RNA polymerase II and subsequent transcription of a reporter gene. Created
with BioRender.com

A large amount of experimental data on PPIs has been generated by numerous studies.
The availability of PPI data makes it easier for scientists to investigate protein inter-
actions, understanding biological functions, and identify potential therapeutic targets.
Nevertheless, these datasets may contain biases and false positives, which could have an
important e�ect on the biological theories that are drawn from them (Grigoriev, 2003;
Venkatesan et al., 2009). Many databases have been established to collect and curate
PPI datasets in order to address this issue (Alanis-Lobato et al., 2017; Licata et al., 2012;
Oughtred et al., 2021). These PPI databases help in organizing data from di�erent sources
and make it easier for researchers to access the PPI data.

One such database is Human Integrated Protein-Protein Interaction rEference (HIPPIE)
database (Alanis-Lobato et al., 2017), which includes experimentally detected PPIs from
IntAct (Toro et al., 2022), MINT (Licata et al., 2012), BioGRID (Oughtred et al., 2021),
HPRD (Peri et al., 2004), DIP (Xenarios et al., 2000) , BIND (Bader et al., 2001), and MIPS
(Mewes et al., 2002). HIPPIE assigns a con�dence score to each PPI based on the quality
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and reliability of the underlying evidence. This scoring system enables users to prioritize
interactions based on their con�dence levels, helping researchers focus on reliable PPI
subnetworks. In their latest version, the database also has the tissue-speci�c PPI networks
derived gene expression data from 53 healthy human tissues from GTEx (Ardlie et al.,
2015).





3 I D EN T I F I CAT ION OF PER IOD IC
BLOCKS IN HUMAN TFS

In this chapter, we present a novel method to identify protein regions with signi�cant,
albeit not necessarily perfect periodicity in the occurrence of aromatic residues, indepen-
dent of sequence length and composition. We achieve this by modeling the occurrence of
aromatic residues by the Poisson process. In the following sections, we will �rst explain
the background of aromatic periodic blocks and their link to IDRs. Then, we will intro-
duce the Poisson distribution and explain how we can use this distribution to model the
occurrence of aromatic residues. Next, we will illustrate the application of this method
in the analysis of the human proteome, where we identify aromatic periodic blocks in
protein sequences and explore the locations of aromatic blocks in the human proteome.

3.1 Background

Understanding the sequence characteristics of IDRs that are responsible for their wide
range of behaviors remains an ongoing research question. As mentioned before in Sec-
tion 2.2.2, many TFs ADs are intrinsically disordered (Baughman et al., 2022) and TF IDRs
can form phase-separated condensates to faciliate transcriptional regulation (Boija et al.,
2018; Hnisz et al., 2017). Additionally, TF ADs are typically characterized as the abun-
dance of speci�c amino acids such acidic ADs, proline-rich or glutamine-rich (Sanborn
et al., 2021). One of the sequence characteristics of TFs that is known to have functional
importance is aromatic residues. A recent study by Erijman et al. (2020) trained a deep
neural network on both functional and non-functional AD sequences across all TFs in
budding yeast and showed that aromatic residues are highly enriched in functioning
ADs. Nevertheless, sequence features of TF IDRs remain understudied through computa-
tional approaches due to limited number of studies. Therefore, there is a need to develop
computational methods for identifying the speci�c IDR sequence features that drive this
phase separation phenomenon and, in turn, regulate transcription.

There may be similarities between the sequence features involved in phase separation
and transactivation of TFs and the sequence features that underlie phase separation of
prion-like domains (PLDs) of RNA binding proteins. PLDs of RNA-binding proteins are

15
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low-sequence complexity IDRs. They have become convenient domain types for decoding
the underlying mechanisms of this phase-separation behavior (Holehouse et al., 2021). A
recent study by Martin et al. (2020) developed a model called the “stickers and spacers
model” to quantitatively understand the phase separation behavior of intrinsically disor-
dered PLDs based on the sequence (Figure 3.1). According to the model, one can categorize
parts of macromolecules as either "stickers" (regions that drive inter-molecular interac-
tions) or "spacers" (regions that don’t). Stickers are the regions that drive inter-molecular
interactions, spacers are the regions that do not contribute the interactions. Stickers could
be individual residues, short linear motifs, folded domains, speci�c structural features in
RNA, or post-translationally modi�ed residues. They showed that uniform patterning of
aromatic residues is a sequence feature that promotes LLPS. In this scenario, they found
aromatic residues as stickers. They identi�ed uniformly distributed aromatic residues
along several PLDs of protein sequences.

Figure 3.1: Schematic representation of spacer model. Adapted from (Martin et al., 2020).

To quantitatively measure the periodicity in protein sequences, Martin and colleagues,
2020 conducted a statistical analysis. They introduced a parameter called the ’patterning
parameter’ (WAro), which assesses the probability of evenly spaced aromatic residue
occurrences in a protein sequence compared to random chance.

To model the random distribution, they randomly shu�ed the given sequence 105

times to generate random sequences with the same amino acid composition as the input
sequence. Subsequently, they compared the computed WAro score to the distribution of
WAro scores from these randomly generated sequences by looking at where the observed
distribution of spacer lengths between aromatic residues fell on this range of random
distributions. In summary, the WAro score quanti�es the likelihood of the observed
pattern of aromatic residues occurring by chance in their study.
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As an illustrative example, in one of the PLD domains they studied, they found that
aromatic residues in this PLD sequence were more uniformly spaced than 99.99% of ran-
domly generated sequences. This �nding demonstrates that the distribution of aromatic
residues (or ’stickers’) along the PLD sequence they studied is not random. Additionally,
their study showed that the NFAT5 TF has more uniformly spaced aromatic residues
in its IDR region compared to randomly generated sequences (WAro = 0.124, empirical
p-value = 0)

While the method is e�ective, it has several drawbacks. First, it requires a substantial
amount of computational time to generate expected distribution by shu�ing the pro-
tein sequences 100,000 times. Secondly, the method lacks �exibility in allowing users
to experiment with di�erent interspacing lengths between stickers. This is important
because protein sequences might have di�erent spacer lengths. Finally, this study was
limited to a small number of proteins. As a result, it remains uncertain whether speci�c
protein families contain a higher number of proteins with periodically arranged aromatic
residues. We were particularly interested in determining whether TFs are enriched in
aromatic periodic blocks.

We developed a novel method to �nd those periodically arranged aromatic residues in
human proteome. Our approach is e�cient and straightforward. It requires only about 15
minutes to run our method over the entire human proteome, which includes more than
16,000 proteins. Overall, our approach enables us to investigate the presence of periodic
aromatic blocks in the entire human proteome gaining insights into the enrichment of
those periodic blocks in speci�c protein families of interest. Additionally, we can explore
the locations of these periodic blocks within sequences and identify periodic regions that
overlap with IDRs and investigate the potential link between IDRs and periodic blocks.

3.2 Methods

3.2.1 Modelling the interarrival times via Poisson distribution

The Poisson distribution is a discrete probability distribution that models the probability
of a given number of events occurring in a �xed interval of time, assuming that the events
occur independently and the probability of an event occurring in a given length of time
does not change over time (Sinharay, 2010). Then � , the number of occurrences of a
particular event in a �xed unit of time and with a constant rate �, follows the Poisson
distribution.
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The probability of observing exactly k occurrences in a given interval, denoted as P(X
= k), is determined by the following probability mass function:

�(� = �) = ������!
where � is the mean of the Poisson distribution, and it is also equal to the mean (�) of

the Poisson distribution.

In a Poisson process, the arrival times of events are considered as random variables
(McCann, 2016). Speci�cally, the time between two consecutive events denoted as Tn

(where � refers to the event number), is referred to as the interarrival time. For instance,
the waiting time for the �rst event is denoted as T1.

Let’s say Sn is the total time until the occurrence of �th event, then Sn is the sum of all
the interarrival times up to �th event:�� = �1 + �2 + … + ��

By considering the equation, we can derive an expression for the interval time, denoted
as Tn, which is obtained by subtracting the previous sum:�� = �� � ���1, � � 1

Interarrival times in a Poisson process follow a geometric distribution. The geometric
distribution describes the probability of waiting for the �rst success in a sequence of
independent trials, where each trial has the same probability of success. The probability
mass function (PMF) of the geometric distribution can be expressed as:�(�) = (1� �)��1 � �
Here, � represents a speci�c interarrival time, while � represents the probability of

success in a single trial, calculated using the mean of the Poisson distribution.

Assume that we’re given a dataset containing � observations characterized by an
unknown distribution P. Our objective is to determine whether this dataset follows a
geometric distribution P0 and choose between the following hypotheses H0 and H1 :�0 � � = �0, �1 � � � �0
In our context, where the focus is on the geometric distribution, the null hypothesis
assumes that there is no signi�cant di�erence between the observed dataset and the
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expected geometric distribution. For such investigations, goodness-of-�t tests are com-
monly employed to test whether a given dataset comes from a certain distribution (Dodge,
2008). One widely recognized statistical test for this purpose is the Kolmogorov–Smirnov
test (K-S) test. The K-S test is a nonparametric goodness-of-�t test that compares how the
distribution of the observed sample, �data aligns with a chosen theoretical distribution, �0
(Dodge, 2008; Kendall et al., 2008; Massey, 1951).

In order the compare the empirical distribution function of the observed data �data to
the cumulative distribution of a hypothesized distribution �0 (Bogacka, 2004; Massey,
1951; Stephens, 1992), the K-S test computes the maximum absolute distance between
these two distributions, denoted as ��. This measure, known as the test statistic of K-S
test, can be formulated as follows:

�� = sup� |�0(�)� �data(�)|
If this distance (��) is greater than a critical value in the K-S distribution based on

given signi�cance level (Ramachandran et al., 2014), the null hypothesis is rejected. As�� approaches zero, it suggests that the two datasets could be drawn from the same
distribution. The p-value is derived from the calculated distance and if it falls below
the chosen signi�cance level, the null hypothesis is rejected. Since �0 in our case is the
geometric distribution, it implies that �data does not follow the geometric distribution.

3.2.2 Application to human proteome

If aromatic residues in a given protein sequence appear to occur at a certain rate, following
a completely random pattern, then the occurrence of aromatic residues follows the
Poisson distribution (X � Poisson(�)), where � represents the count of aromatic residue
occurrences and � represents the mean occurrence rate of aromatic residues in a given
interval.

Since we aim to analyze the spacing between aromatic residues, we consider the
presence of aromatic residues as the event of interest. Our approach involves modeling
the "interarrival times," which refer to the number of residues between the instances of
aromatic residues. Let � denote the number of amino acids before an aromatic residue
occurs. By using the notation �(� = �), we can quantify the probability of observing
a speci�c interarrival time within the geometrically distributed interarrival times. To
achieve this, our �rst step is to estimate the expected distribution of adjacent aromatic
residues, also known as "spacer length". To model this expected geometric distribution,
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we extrapolated the mean from the proportion of aromatic residues, which is the ratio of
aromatic residues to the sequence length.

For the observed distribution of spacer lengths, we counted the number of residues
between adjacent aromatic residues for the given protein sequence. Subsequently, we
employed the K-S test to compare the observed distribution of spacer lengths with the
expected geometric distribution. This comparison allows us to determine if the observed
distribution aligns with the expected distribution. If the p-value is less than the chosen
signi�cance level, it indicates that the time intervals between occurrences of aromatic
residues do not follow the geometric distribution. In simpler terms, the occurrences of
certain amino acids are not distributed randomly as in a Poisson distribution. Therefore,
the smaller the p-value, the less likely these aromatic residues occur randomly.

Next, our objective was to identify complete regions containing consecutive periodic
blocks within each protein. To accomplish this, we performed K-S test for every 100-
amino-acid segment within each protein using a sliding window approach. To identify
complete periodic regions, we plotted p-values for every 100-amino acid segment against
the position of each window and identi�ed consecutive instances where the p-values
consistently dropped below a speci�c threshold (=0.5 * average(p-value)), thus de�ning
periodic regions. This process is depicted in Figure 3.2. The algorithm behind the method
can be summarised as follows:

Algorithm 1: Quanti�cation of periodicity in a given sequence
aromatic_residues = ["F", "Y", "W"]
encoded_sequence =[1 if residue in aromatic_residues else 0 for residue in sequence]
for residue = 1 to (length(encoded_sequence)�windowsize+ 1) do

window_sequence = encoded_sequence[residue � (residue +windowsize � 1)]
interarrivals = spacer lengths between aromatic residues in window_sequence� = count(window_sequence==aromatic_residues)

windowsize
perform the K-S test for the geometric distribution using the interarrivals and �.
return the p-value of the K-S test statistic

end for

The method was applied to every protein in the human proteome. The entire human
proteome was taken from the GRCh38.p13 assembly. We extracted the protein sequences
categorized as ’Ensembl canonical’, which represent the most conserved and highly
expressed sequences. In cases where genes lack "Ensembl canonical", we took the longest
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"Genecode basic" isoform. To perform the sliding window analysis, we �ltered out the
sequences shorter than 100 amino acids.

Figure 3.2: Schematic of the pipeline for the identi�cation of regions with signi�cant
periodicity in the human proteome. For every protein sequence the distribution of spacer
lengths between aromatic residues is measured. A Kolmogorov-Smirnov (K-S) test is used to
measure the P-value of the cumulative distribution. The P-value is then plotted for each 100 amino
acid window using a sliding window approach. Regions with signi�cant periodicity are de�ned
by using a P-value cuto� calculated as half of the average P-value for the entire protein sequence.

After identifying the periodic regions for each protein, we applied a minimum p-value
threshold of 0.05 to identify regions with signi�cant periodicity. Following this step, we
conducted an enrichment analysis to identify the TFs and PLDs within the subset of
proteins that showed signi�cant periodicity in our dataset.

Lastly, we delved into the evolutionary aspect of periodicity by analyzing one periodic
block from one of the TFs in our dataset. The aim here is to understand whether peri-
odic regions in proteins are evolutionarily conserved. The results of these analyses are
presented in the next section.
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3.3 Results

3.3.1 IDR-periodicity relationship and functional annotations

After calculating the periodicity scores as p-values and identifying periodic regions
across the entire human proteome, we compiled a table including the start and end
positions of the periodic blocks in proteins, along with the corresponding p-value for the
identi�ed periodic region. The p-value assigned to the periodic region is determined by
the minimum p-value for that entire block. We also predicted the IDRs of each protein
using the disorder prediction tool Metapredict (Emenecker et al., 2021).

Figure 3.3: Analysis of NFAT5 sequence using our method. P-values were calculated across
the NFAT5 sequence using a sliding-window approach with a window size of 150.

Firstly, we investigated proteins with known periodic IDR sequences. As mentioned
previously in Section 3.1, Holehouse et al., (2020) demonstrated that the IDR sequence
of NFAT5, a TF, has a high WAro score, indicating a uniform spacing between aromatic
residues along the IDR sequence.We set out to determinewhether ourmethod can identify
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the same IDR region. Applying our method, we plotted the p-values for each window
along NFAT5’s sequence (Figure 3.3). Using the sliding window approach, we were able to
demonstrate a signi�cant decline in p-values as the sliding window approaches NFAT5’s
IDR region (Figure 3.3). Our analysis identi�ed the periodic block, positioned between
residues 1318-1469, which aligns well with the predicted IDR region. Additionally, when
we look at the actual sequence of the identi�ed periodic block (Figure 3.4), we observe
the periodic arrangement in the identi�ed protein sequence.

Figure 3.4: Periodic block of NFAT5. The identi�ed periodic block from our method is indicated
by the highlighted red sequence, while the asterisks represent aromatic residues. Our method
e�ectively detects the periodic block in the NFAT5 sequence which overlaps with the IDR region.

Next, we ask the question if predicted IDR regions of proteins generally overlap with
periodic blocks that we identi�ed by our approach. Regions with signi�cant periodicity
were de�ned by the min p-value cuto� of 0.05. The criterion for overlap was the presence
of at least one shared amino acid between the two regions. Among the 3496 signi�cant
proteins with predicted IDR regions, a total of 1665 have such overlap with the IDR
regions. Next, we focused on TFs using �1,500 previously curated human TFs (Lambert
et al., 2018). 665 TFs have signi�cant periodic regions and 360 of these TFs contained
regions that overlapped with the annotated IDR regions. Remarkably, leveraging only
a single sequence feature enabled us to predict over 50 percent of TF IDR regions. As
a result, we have termed these regions "quasi-IDR regions". Table 3.1 shows the top 20
proteins with the highest degrees of periodicity with lowest p-values, alongside their
corresponding IDR regions, whereas Table 3.2 shows the same for the TFs.

Finally, we aimed to investigate whether speci�c protein families including TFs show
distinct enrichment patterns of periodic regions. We then categorized the proteins by
annotating RNA-binding proteins, prion-like proteins, and TFs. Additionally, PLDs were
identi�ed using default settings of PLAAC (Lancaster et al., 2014). Aromatic-rich prion-
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Table 3.1: The top 20 proteins with the highest levels of periodicity, along with their predicted
IDR regions

Rank Gene Symbol Periodic Region Min(p-value) Overlap IDR region(s)

1 DAZ2 117-558 1.22659E-09 yes 128-558
2 DAZ1 442-744 1.22659E-09 yes 131-195, 459-744
3 DAZ4 279-723 1.22659E-09 yes 135-195, 293-723
4 DAZ3 117-438 7.42462E-09 yes 132-387
5 GRINA 1-213 1.78098E-08 yes 1-149
6 MYO15A 146-471 3.30347E-08 no 2303-2670, 2955-3042
7 MAGED1 251-509 8.36898E-08 yes 1-465
8 POLR2A 1501-1970 7.32785E-07 yes 1485-1970
9 LMBRD2 276-559 2.09032E-06 no 581-695
10 GPR137B 1-199 2.09032E-06 no 319-399
11 SCAMP1 92-309 2.09032E-06 no 1-71
12 KRT10 1-206 2.84549E-06 yes 1-149, 455-584
13 ERICH6B 4-238 4.87161E-06 yes 1-344
14 NDFIP1 71-221 7.27159E-06 yes 1-105
15 SCAMP2 103-302 7.27159E-06 no 1-80
16 HNRNPUL2 607-747 7.27159E-06 yes 1-248, 606-747
17 CDR1 92-262 7.27159E-06 yes 1-179
18 RHBDF1 632-855 8.91194E-06 no 1-378, 496-586
19 ABCA8 990-1264 8.91194E-06 yes 1224-1277
20 EIF4B 138-380 1.56957E-05 yes 1-99, 162-611
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Table 3.2: The top 20 TFs with the highest levels of periodicity, along with their predicted IDR
regions

Rank Gene Symbol Periodic Region Min(p-value) Overlap IDR region(s)

28 SON 822-1161 3.95461 ñ 10�05 Yes 1-2227
64 EGR1 383-543 0.000241571 Yes 1-340, 421-543
66 ZNF768 1-213 0.000241571 Yes 1-266
68 ZNF606 275-480 0.000243978 Yes 1-70, 114-406
85 ZNF460 265-528 0.000431782 No 1-191
102 ZNF326 1-235 0.000587999 Yes 1-304
129 ZNF717 380-676 0.00090683 Yes 116-305, 663-752
135 ZNF182 172-379 0.000965554 Yes 82-191
138 ZNF83 218-419 0.000965554 No 1-107
191 ZXDA 290-506 0.001362425 No 1-259, 577-799
192 ZXDB 294-510 0.001362425 No 1-266, 581-803
195 ZNF566 72-218 0.001362425 Yes 1-189
216 RBAK 561-714 0.001841799 No 1-258
219 ZEB2 824-1045 0.001841799 Yes 1-211, 315-652, 698-1002, 1092-1214
262 ZNF132 360-651 0.002331092 No 74-285
263 ZSCAN21 242-468 0.002331092 Yes 125-275
264 ZNF57 1-173 0.002331092 Yes 1-139
265 MYNN 268-542 0.002331092 Yes 120-302
267 ZNF845 452-659 0.002331092 No 1-245
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like domains were then de�ned from PLDs set as those that contain 10% or more aromatic
content. Figure 3.5 shows the distribution of the p-values of periodic blocks in PLDs,
aromatic-rich prion-like domains, and TFs. The density plots showing the p-values of the
periodic blocks revealed that RNA-binding proteins and PLDs have more periodic regions
compared to TFs (Figure 3.5A). Notably, our approach also identi�ed the previously
reported periodic region in HNRNPA1 from the spacer and sticker model (Martin et al.,
2020), (Figure 3.5B).

Furthermore, we performed both a Gene Set Enrichment Analysis (GSEA) and a Gene
Ontology (GO) analysis (Subramanian et al., 2005) for the same protein families. In
this analysis, proteins were ranked based on their p-values, with lower p-values giving
higher ranks. The GSEA analysis revealed that proteins containing regions of signi�cant
periodicity are enriched in RNA-binding proteins and prion-like proteins. Interestingly,
this enrichment pattern is not observed in TFs to the same extent (Figure 3.6).

For the GO analysis, we focused on the top 1000 proteins with the lowest p-values. In
this analysis, we examined the overrepresentation of GO terms in proteins that overlap
with IDRs and those that do not (Figure 3.7). The results of the GO enrichment analysis
indicate a strong association of the most signi�cant proteins with RNA binding functions
(Figure 3.7).

In conclusion, our analysis sheds light on the interplay between IDRs, periodic regions,
and speci�c protein functions. Interestingly, ourmethodwas able to capture IDR regions in
many TFs based solely on aromatic periodic regions. However, our analysis also suggests
that periodic regions are not as enriched in TFs as they are in prion-like domains. Further
work is required to fully understand the functional implications of periodicity in TFs.
Overall, these �ndings highlight the strong connection between these periodic blocks
and IDR sequences, contributing to a better understanding of the functional implications
of periodic blocks in protein families, including TFs.
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Figure 3.5: Density plot of proteins. A) Top left: All proteins Top right: Prion-like domains
Bottom left: Aromatic rich prion-like domains (>10% aromatic content). Bottom right: transcription
factors. For each region, the length of the region is plotted against the lowest P-value within the
periodic region. The depth of the color of the cloud is proportional to the density of the dots in
the area. B) Density plots for all the proteins with signi�cant periodicity (p-value < 0.05). Each
black dot represents one region, and the depth of the color of the cloud is proportional to the
density of the dots in the area. The positions of the DAZ1, EWSR1, HNRNPA1, and EGR1 are
highlighted with red circles.
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Figure 3.6: GSEA analysis for TFs, RNA-binding proteins, and prion-like domains. The
GSEA algorithm computes an enrichment score that indicates the overrepresentation at the upper
or lower end of a ranked list of genes from a gene set. The tick marks indicate the position of
proteins in the ranked list. The Y-axis represents the enrichment score, where positive values
signify gene set enrichment at the upper end of the ranked list.
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Figure 3.7: GO term enrichment analysis for proteins with signi�cant periodic regions.
Enriched GO terms for all periodic proteins, periodic proteins that have an overlap with metapre-
dict IDR regions and have no overlap with metapredict IDR regions. The color of the circles
represents the FDR value (p.adjust) of the enrichment analysis
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3.3.2 Evolution of periodicity in GLI2

As shown in the previous section, periodicity is linked to disordered regions and can
therefore be a functionally important characteristic of IDR regions. Due to their functional
signi�cance, we are interested in exploring the evolution of these periodic regions within
protein sequences, speci�cally we aim to analyze how these periodic regions have evolved.
In this section of the study, our focus is on the evolution of periodicity in GLI2, one of
the TFs from our dataset that was identi�ed to have a periodic block by our method.

GLI2 plays a critical role in vertebrate embryonic patterning across various regions.
GLI2 is a member of the GLI family, which includes GLI1, GLI2, and GLI3. In a study
conducted by Abbasi et al. (2009), the evolution of GLI proteins was studied. The authors
reported that GLI1 genes have encountered distinct functional constraints, whereas GLI2
and GLI3 sequences have been subjected to similar levels of functional constraints across
various lineages.

Using our method, we identi�ed a periodic region in GLI2 between residues 1379 and
1479, with the window size of 100. Furthermore, GLI2 has a SLiM within its IDR region
that may be conserved, making it an ideal candidate for studying evolutionary aspects.

The fact that GLI2 protein sequence has periodic aromatic residues in its disordered
regions and that it is involved in important developmental processes suggests that
periodicity may be important for its function. To investigate the evolution of periodicity
in the GLI gene family, we aligned GLI protein sequences from nine di�erent species that
were used in the study. The sequences were aligned using the CLUSTAL method (Sievers
et al., 2011), and a phylogenetic tree was constructed using the maximum likelihood
in MEGA software (Kumar et al., 2018). We were able to recapitulate a tree with the
same branching pattern as reported in their study, where vertebrate GLI2 and GLI3 genes
clustered together, while GLI1 genes formed an outgroup to them (Figure 3.8).

To analyze the conservation of periodicity among GLI members, we computed p-values
as periodicity scores for this periodic region in other GLI member protein sequences
using our approach presented in the previous section. As illustrated in the phylogenetic
tree with the corresponding p-values (Figure 3.8), ancestral C. elegans Tra and Drosophilia
melanogaster Ci protein sequences have lower p-values, in contrast to GLI1 members,
which show that ancestral members had an increased periodicity of aromatic residues.
GLI1 members have fewer periodic aromatic residues compared to GLI2 and GLI3 mem-
bers. This observation suggests that periodicity might be a dynamic trait that can be
gained or lost over evolutionary time.
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Figure 3.8: Periodicity across the evolutionary tree of GLI1, GLI2 and GLI3. Phylogenetic
tree of GLI members with their corresponding p-values re�ecting the periodicities. Smaller p-
values indicate more periodic regions.

When we focus on the region of the periodic block in the protein sequences and
highlight the aromatic residues, a dynamic pattern of periodicity becomes evident. Fig-
ure 3.9 illustrates the Jalview (Waterhouse et al., 2009) screenshot showing the CLUSTAL
alignment (Sievers et al., 2011) of a speci�c region located within the analyzed periodic
block. Interestingly, in the residue 2131, an aromatic residue is absent in the case of GLI1
members. This absence could potentially contribute to the reduced periodicity observed
in GLI1 members when compared to GLI2 and GLI3 members.
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Figure 3.9: Screenshot of the Jalview visualization of alignment for the periodic block in
GLI2. The screenshot displays the multiple sequence alignment of the periodic block across GLI
members, with aromatic residues highlighted in red.

These �ndings suggest that periodicity might be a dynamic process, susceptible to gain
or loss over evolutionary periods. Since we only focused on the evolutionary tree of one
protein, it would be interesting to see whether other proteins involved in developmental
processes also show increased periodicity in their disordered regions and whether this is
a general phenomenon or speci�c to certain protein families.

3.4 Summary

It is still an ongoing challenge to understand the molecular grammar of IDRs guiding
their transcriptional activities. In this study, we developed a statistical method to identify
periodic aromatic regions in the human proteome. Our method is fast and adaptable,
o�ering customization based on various sticker types and spacer lengths. By using
our method, we investigated the enrichment of periodicity in di�erent protein families,
including TFs. We also investigated the overlap between IDRs regions and periodic
regions. Surprisingly, just relying on periodicity enable us to identify predicted IDR
regions in numerous proteins. This implies a relationship between these two regions,
and future studies may be able to increase the precision of IDR predictions by include
periodic regions.

The �ndings of our study have revealed that periodic regions are more abundant in
PLD domains and RNA-binding proteins, while their prevalence is comparatively lower in
TFs. This observation suggests that the periodicity observed in the IDRs of TFs might not
be as optimized as that seen in prion-like domains. This leads to an interesting research
question: understanding the functional impact of di�erent levels of periodicity in proteins,
including TFs.
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We further investigated the evolutionary aspect of these periodic regions by analyzing
the evolution of the periodic protein sequence from a transcription factor in our dataset.
Further analyses are needed to understand the evolutionary aspect of periodicity. For
instance, we need to determine if more periodic regions are conserved, or if periodic
regions that overlap with IDRs are more conserved. Future analyses can also involve
studying the association between protein function and the evolutionary emergence of
periodicity which could provide us with a better understanding of the functionality of
the periodic blocks and IDRs.





4 F EAT URE IDEN T I F I CAT ION IN
CO �OCCURR ING TF S US ING
CON T INGENCY TABLE S

In Chapter 2, Section 2.2.2, and Chapter 3, we discussed the presence of IDR sequences in
TFs outside of their DBDs. Additionally, we highlighted �ndings that show the signi�cance
of IDRs in TFs and their role in mediating transcriptional regulation. An essential element
of this transcriptional regulation involves the binding of multiple TFs to DNA sequences.
In this chapter, we investigate IDR sequences in pairs of TFs that bind together on DNA
sequences. We hypothesise that IDR sequences of co-binding TFs may be compatible
in terms of their chemical properties, driving them to select each other for binding to
DNA elements. We particularly focus on the IDR sequences of TFs that co-bind and
evaluate the occurrence of amino acid groups within these sequences. Our aim is to
investigate whether particular groups of amino acids co-occur, as these groupings could
be potentially favorable for the binding decisions made by pairs of TFs. This analysis is
done by analyzing the IDR sequences of TFs using contingency tables. In the following
sections, we will introduce the phenomenon of TF cooperativity and the dataset we
analyze. Following that, we will explain the multi-way contingency tables. Finally, we
will demonstrate how we apply chi-square test statistics to these contingency tables
representing TF interactions to identify combinations of amino acid groups in IDRs that
might contribute to the TF cooperativity.

4.1 Background

TFs are regulatory proteins that have DNA binding domains that recognize a short speci�c
DNA sequence to bind the DNA. TFs usually do not act alone on DNA elements, they
interact with another partner TF (Banerjee, 2003). Understanding which individual TFs
interact with each other to orchestrate gene expression is a crucial step in discerning
mechanisms used by the biological systems to achieve tight regulation of transcription
and a key step for understanding cell type diversity (Reiter et al., 2017; Reményi et al.,
2004; Wright et al., 2015). It is still an ongoing challenge to understand how these TFs act
together on the DNA elements (Bömmel et al., 2018; Ibarra et al., 2020).
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As mentioned, IDR segments can contain features responsible for their interaction
modes. A recent study by Barkai et al. (2020) demonstrated that IDRs of TFs can enhance
in vivo binding speci�city by directing them toward enhancer elements. Currently, it is
unknown whether IDR segments in TFs also play a role in selecting TF partners to bind
together on enhancer elements. We hypothesize that compatibility of IDR sequences
between TFs may be responsible for these interactions between TFs. We therefore aim to
analyze co-occurring amino acid groups throughout the IDR sequences of co-binding
TFs (Figure 4.1).

Figure 4.1: Schematic representation of co-occuring TFs. An essential part of gene regulation
involves the cooperativity between TFs on DNA elements. We hypothesize that compatibility of
IDR sequences between TFs may be responsible for these interactions between TFs. The colorful
part of each TF represents the IDR regions. IDRs generally found outside of the DBD of TFs. A)
Schematic representation of TFs that co-bind together B) Schematic representation of TFs do not
bind together.

To test the hypothesis, we analyze the occurrence of pairs of amino acid groups located
within IDR sequences in TFs using 2x2x2 contingency tables. Subsequently, we employed
the Pearson’s chi-squared test to assess the association between the occurrence of pairs of
amino acid groups in the IDR sequences of TF pairs. This approach enables us to identify
amino acid groups that may contribute to TF-TF interactions.

4.2 Methods

4.2.1 Dataset

We curated the dataset from Stark et al. (2015) which is derived via the enhancer comple-
mentation assays to evaluate the regulatory contributions of TFs and cofactors in the
context of combinatorial enhancer control. They performed enhancer complementation
assays, where they mutated enhancers and recruited 474 Drosophila TFs. In the end,
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they measured the enhancer activities of these mutated enhancers after binding using
luciferase assays in S2 cells. By assessing similarities in enhancer activity across di�erent
contexts, they identi�ed 15 clusters of TFs that have distinct developmental functions.
Interestingly, they found that similar TFs can substitute for each other, allowing for the
reengineering of enhancers by exchanging TF motifs. They also suggested that these TFs
cooperate during enhancer control and physically interact with each other.

Figure 4.2: Schematic representation of label creation. If two IDR sequences belong to TFs
that bind together on enhancer elements, we classify this as an interaction; otherwise, we label it
as "no-interaction".

For our analysis, we consider each TF belonging to the same cluster as a positive
interaction (Figure 4.2). This resulted in a total of 3,500 TF pairs that are found in the
same clusters.

4.2.2 Statistical analysis

For each pair of TFs, we counted the occurrences of residues from speci�c amino acid
groups in IDR sequences. We used contingency tables to investigate whether the pres-
ence of certain amino acid groups in IDR regions has signi�cance in determining the
interaction between TF pairs. To employ contingency tables, we needed a binary output,
which required us to establish a threshold for the occurrence counts. In other words,
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we determined the minimum number of amino acids in the IDR sequences required to
classify it as ’high’ or ’low’ for the amino acid group, depending on whether the count
above or below this threshold.

As an example, consider Table 4.1, which is a 2x2 table to compare the occurrence
of two speci�c amino acid groups (amino acid group a and amino acid group b) in IDR
sequences of two TFs (IDR1 and IDR2) using a threshold of 10. This table shows how
occurrences of speci�c amino acid groups are interrelated within the IDR sequences of
two TFs. Each cell in this 2x2 table categorize each case as a binary outcome: whether
the number of residues belonging to a certain amino acid group is higher or lower than a
speci�c threshold which is 10 in this case.

amino acid group � > 10 in IDR1 (high) amino acid group � � in IDR1 (low)
amino acid group � > 10 in IDR2 (high) Cell 1 Cell 2
amino acid group � � 10 in IDR2 (low) Cell 3 Cell 4

Table 4.1: Example of a two-way contingency table for two amino acid group occurrences in
IDR1 and IDR2

In addition to this, we introduce a third variable in our analysis: ’interaction’, indicating
whether two TFs interact with each other or not. To summarize, we denote our variables
as � , � , and � . For each pair of TFs in the dataset, variable � represents whether the
number of residues belonging to a speci�c amino acid group is higher or lower than
the threshold in the IDR sequence of the �rst TF, while variable � indicates the same
information for the second TF. In contrast, variable � signi�es the interaction between
the �rst and second TFs, speci�cally whether they belong to the same cluster. Given
that each categorical variable has two binary outcomes, and we have a total of three
categorical variables in our analysis, the �nal resulting table is a 2x2x2 contingency table
(Figure 4.3).

To construct the contingency tables, we generate pairwise combinations of �ve amino
acid groups: polar, aromatic, apolar, positive, and negative residues (Table 4.2). For every

Amino acid group Amino Acids
Positive K, R, H
Negative D, E
Polar S, T, N, H, Q, G
Apolar A, L, V, I, M

Aromatic W, Y, F

Table 4.2: Amino acid classi�cation for contingency tables
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pairwise combination of amino acid groups, we construct a 2x2 table that tabulates the
binary counts for interacting pairs and another for non-interacting pairs. We chose a
threshold of 30 to distinguish between high and low numbers of amino acids. In this
analysis, the order in which TFs are paired matters because the variables in the chi-square
test are mutually exclusive. When considering each TF pair, we account for two possible
orders: TF1-TF2 and TF2-TF1. As a result, every pair is counted twice in the contingency
table.
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As summary: For every combination �, � in aa_groups:

aa_groups = {polar, aromatic, apolar, polar, positive, negative residues}
For each pair of IDR sequences � and � in the dataset:

� =
�������������
0, if the number of residues belonging to amino acid group � in sequence �

less than or equal to the threshold1, if the number of residues belonging to amino acid group � in sequence �
greater than the threshold

� =
�������������
0, if the number of residues belonging to amino acid group � in sequence �

less than or equal to the threshold1, if the number of residues belonging to amino acid group � in sequence �
greater than the threshold

� = ���������
0, if there is no interaction between sequence � and sequence �1, if there is an interaction between sequence � and sequence �

There are two 2x2 tables that make up the three-way table: an � × � table within �
= 0 and an � × � table within � = 1. In our analysis, we focus on interacting TF pairs.
Thus, we partition the 2x2x2 contingency table into 2x2 subtables by controlling for the
levels of the interaction variable to test for independence between � and � in interacting
pairs (the red 2x2 table in Figure 4.3).

To test the relationship between two amino acid groups in interacting TF IDRs, we
calculate the Pearson’s chi-squared test for each contingency table corresponding to the
each pairwise combinations of amino acid groups in order to identify enriched features
in interacting TF IDRs (� = 1). The null hypothesis is that � and � are independent when� = 1, meaning that the proportion of TF pairs with amino acid group ’a’ exceeding the
threshold is the same for TF pairs with amino acid group ’b’ exceeding the threshold as
it is for protein pairs with amino acid group ’b’ not exceeding the threshold.

While the chi-square test is a useful method to understand if there is a signi�cant
association between two amino acid groups, it does not tell the nature of the association.
To further validate the signi�cant amino acid groups after the chi-square test and identify
those that are abundant in both IDR sequences of interacting TFs, we visualize the
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Figure 4.3: 2x2x2 contingency table. X represents the occurrence of an amino acid group in
the �rst IDR sequence, while Y represents the same information for the second IDR sequence.
Z indicates whether these two IDR sequences belong to TFs that interact with each other. High
means the occurrence of the amino acid group is higher than the threshold, low means occurrence
is lower than the threhold. High indicates that the occurrence of the amino acid group exceeds
the threshold, while low signi�es that the occurrence is below the threshold in the corresponding
IDR sequence.

contingency tables of enriched amino acid groups in a mosaic plot. Mosaic plot is a
useful technique to visualize Pearson residuals of computed contingency tables. Pearson
residuals measure the departure of each cell from the observed and the expected count
under the null model. Therefore, we use mosaic plots the interpret the occurrence of
amino acid groups that are found to be signi�cant.
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4.3 Results

We extracted the longest IDR sequence for each protein by annotating the disordered
sequences using the PONDR algorithm (Peng et al., 2006). Afterward, we created a
contingency table for each combination of amino acid groups to categorize the abundance
of pair of amino acid groups present in the IDR sequences of two TFs. Next, we applied
the chi-square test to test the independence between amino acid groups. Chi-square test
statistics have revealed a signi�cant dependence in a total of �ve amino acid groups
(p-value < 0.05). This �nding implies that these speci�c amino acid groups might indeed
play a role in interacting pairs. These groups are listed in Table 4.3.

Signi�cant pairs of amino acid groups (p-value < 0.05)
(aromatic, apolar)
(positive, negative)
(positive, apolar)
(negative, apolar)
(polar, apolar)

Table 4.3: Signi�cant pair of amino acid groups in co-binding TFs

After identifying the signi�cant amino acid groups, we proceed to assess their preva-
lence within the IDR sequences of TFs. Subsequently, we extracted contingency tables
and computed the Pearson residuals for these �ve pair of amino acid groups. We then
used these residuals to create mosaic plots, providing a visual representation of the
data which is shown in Figure 4.4. These mosaic plots revealed that, among all possible
combinations, positive-negative residues were the only enriched amino acid group with
positive residuals in the cell with high-high counts. This means, both positive and nega-
tive residues were found in high numbers within the interacting pairs. In the mosaic plot
representing positive-negative pairs, the upper-left cell displayed a high count for both
groups, resulting in a positive Pearson residual (Figure 4.4A). The positive residual in
the cell with high-high counts indicates a higher than expected number of observations,
suggesting a strong dependence between these two groups. Figure 4.4B shows the mosaic
plot of polar-apolar amino acid groups as an example, which did not exhibit a similar
pattern as positive-negative combination.



4.3 ������� 43

Figure 4.4: Mosaic plots based on contingency tables. Mosaic plots display Pearson residuals
for each cell in the contingency table, revealing which combinations of amino acid groups
contribute the most to the signi�cance of the test of independence between (A) positive-negative
amino acid groups and (B) polar-apolar amino acid groups. Blue cells (positive residuals), show
that there are more observations in that cell than would be expected by the null model. On the
other hand, red cells (negative residuals) show that fewer observations are present in that cell
than the null model would expect.
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4.4 Summary

In this chapter, we explored the dependencies between di�erent amino acid groups in
IDR sequences of TFs that bind together on enhancer elements. While signi�cant e�ort
has been dedicated to study the roles of DBDs of TFs in governing their transcriptional
functions, less is known about the AD of TFs, which are enriched in terms of IDRs. To
our knowledge, no previous research has investigated the IDR sequences of co-binding
TFs.

We hypothesize that di�erent amino acid groups in the IDR sequences may be respon-
sible for the combinatorial binding of TFs and how they choose their enhancer partners.
Our study focuses on the question of how di�erent combinations of amino acid groups
in TF IDRs in�uence the co-binding decisions between TFs. Our results indicate that
interacting TFs have a high co-occurrence of positive and negative amino acid groups,
suggesting that the high frequency of positive-negative residue combinations may indeed
play a signi�cant role in the interactions among TFs. These �ndings suggest a connection
between the sequence of amino acids and the behavior of the TFs during interaction.

A recent study by Vandel et al. (2019) has shown that TF binding combinations in
enhancers, compared to promoters, are more cell-type speci�c. Therefore, enhancer
complementation assay can o�er valuable data for combinations of TFs. On the other
hand, we analyzed a cluster dataset, from which we extracted interactions. It’s worth
noting that these interactions may lack speci�city since they don’t inherently occur as
pairwise interactions. An important application of this research is to identify important
features for TF co-binding and input them into machine learning models for predicting
these interactions or cell-type-speci�c responses. Overall, these results provide the po-
tential signi�cance of speci�c combinations of amino acid groups in the context of TF
interactions.



5 MACH INE LEARN ING BACKGROUND
FOR PP I PRED ICT ION

In this chapter, we will review the literature on machine learning background for PPI
prediction and explore some fundamental concepts that we will later apply in our work.
Firstly, we will review available machine learning models, beginning with an explanation
of machine learningmethods. Next, we will explain the features mainly used in the protein
world. Afterward, we will elaborate on the available methods and how they combine
di�erent protein features and machine learning methods. Developing machine learning
models for PPI prediction comes with its own set of challenges because it involves pair of
inputs and there are speci�c challenges associated with this pair prediction. In the end,
we will discuss these machine learning challenges related to pair prediction.

5.1 Machine learning methods

Machine learning methods can be categorized as supervised or unsupervised learn-
ing. Typically, predicting PPIs involves a binary classi�cation task in which the model
estimates the probability of interaction between two given proteins (Hu et al., 2022).
Therefore, supervised learning is the most relevant approach for PPI prediction. In this
chapter, our focus will be on supervised machine learning methods for PPI prediction.
Some of the most popular methods employed in PPI prediction models include support
vector machines, random forests, and Bayesian inference.

The primary objective of machine learning methods is to learn a mapping function
based on the provided training data (Sarker, 2021). This function takes into account vari-
ous features of a protein pair from the training set and generates a prediction score. This
score, ranging from 0 to 1, represents the probability of protein interaction. Additionally,
deep learning methods have become increasingly common in PPI prediction models. In
the following sections, we will �rst explain the random forest machine learning model
and then brie�y touch upon deep learning methods.
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5.1.1 Random forest

Random forest (RF) is a supervised learning algorithm that combines individual decision
trees to form an ensemble learning to enhance prediction and accuracy (Figure 5.1). A
decision tree can be seen as a step-by-step decision-making process with a binary tree
structure. Each decision tree consists of a root node, intermediate nodes, leaf nodes,
and decision rules. The root node signi�es the tree’s starting point, and as additional
decision rules are added, the tree generates intermediate and leaf nodes. Leaf nodes serve
as stopping points where the tree completes its growth and produces �nal predictions.

Given the dataset �, the process of building the RF model begins by creating an
ensemble of decision trees. We construct � decision trees, denoted as �1, �2, … , ��, where� represents the desired number of trees. To create each decision tree ��, a random
subset of the training data �� is selected using a technique called bootstrapping. This
involves randomly sampling observations from � with replacement. The selection of�� is performed using a random vector ��, which ensures that the values are chosen
independently and with replacement while being di�erent from the � � 1 previously
generated vectors (Algorithm 2).

Each decision tree �� is built using the bootstrap sample ��. At each node of the tree��, we further introduce randomness by randomly selecting a subset of � features from
the total � features. The random feature selection is determined by the random vector��. With the selected features at each node, we determine the best split based on the
Gini index, which measures the impurity of the node. This split helps in determining
the optimal partitioning of the data based on the selected features at that node. Once all
B decision trees are constructed they are combined to have the ensemble of trees. The
classi�cation of a new instance � � � is performed using a majority voting mechanism.
Each decision tree casts a vote for the class of the instance x, and the �nal prediction is
based on a majority vote over trees �1, �2, … , ��. The classi�cation output is presented as
a probability value, representing the fraction of trees that voted in favor of the predicted
class (Figure 5.1).
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...

Instance

Tree 1 Tree 2 Tree B

Majority Vote

Class 1 Class 0 Class 1

Final Class

Figure 5.1: Random forest model. Each of the B decision trees assigns a label to a new data
instance based on its path through the tree and the terminal node it reaches. The �nal class
assigned to the new data instance is determined by taking the majority vote of the labels assigned
by the individual trees.

Algorithm 2: Random Forest Algorithm
for � = 1 to � do

Generate a random vector ��.
Choose a bootstrap sample �� from the observations � based on ��.
Construct a decision tree �� from the bootstrap sample ��.
for each node in the tree �� do

Randomly select � features from the total � features based on ��.
Find the best split at the node based on the Gini index using the selected features.

end for
Add the constructed tree �� to the forest collection.

end for
Return the forest collection, which contains � decision trees.

Two sources of randomness—bootstrap aggregation and random feature selection—
minimize correlation among the trees and introduce variability in the choice of features
at each node, leading to reduced inter-tree dependency. An additional advantage of this
feature selection approach is the ability to quantify the feature importance of the variables
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which is typically done by looking at the improvement or loss in accuracy after excluding
or including a speci�c variable from the trees.

Ensemble methods o�er several advantages, primarily in reducing errors through
the combination of multiple trees. When using a single tree, the model tends to have
high variance, making it sensitive to the speci�c arrangement of data points within the
bootstrapped dataset. This variance arises from the fact that each tree is built using only a
subset of the data, leading to high variability among individual trees. After combining the
predictions, the overall ensemble is less prone to the high variance exhibited by individual
trees. This reduction in variance contributes to improved generalization and stability of
the �nal estimator, making ensemble methods a powerful approach in machine learning.

The RF algorithm has two key parameters namely the number of trees (�) and the
number of features considered for splitting at each node of the tree (�). In other words,
only a subset of features is utilized for determining the optimal splits. If we have a feature
vector �� with � dimensions, it is advisable to choose values for � and m such that they
are less than or equal to the total number of features (�), as this helps maintain diversity
and prevent over�tting. Finding an appropriate balance between these parameters is
crucial for achieving optimal results.

5.1.2 Deep learning methods

Deep learning methods are neural networks with multiple layers of interconnected
computational nodes, referred to as neurons, capable of computing input-outputmappings
(O’shea et al., 2015). Di�erent classes of deep neural networks are de�ned based on the
types of layers and connection topologies, including Convolutional Neural Networks
(CNNs), Recurrent Neural Networks, and Siamese Neural Networks.

CNNs are one of the most commonly used deep learning architectures, typically
involving convolutional layers, pooling layers, and fully connected layers (Yamashita
et al., 2018). The distinctive feature of CNNs is the convolutional layer, which performs
convolution operations. In CNNs, convolution is used as an operator, where a small
array of numbers, known as a kernel, moves across the input, performing element-wise
multiplication to create feature maps that represent various characteristics of the input
dataset.

Recently, the Siamese architecture has become a common choice as a deep learning
method in many PPI prediction methods (Chen et al., 2022; Czibula et al., 2021). This
architecture consists of two identical submodules that share the same con�guration and
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weights. Each submodule can be trained on one input from the pair, allowing them to
learn the data individually. Therefore, this model can be a good choice for predicting
PPI in pairs. Each submodule generates high-dimensional feature representations for
its input. Subsequently, these outputs are combined into a �nal vector representing the
protein pair. These �nal representations are then used to calculate an interaction score
and predict the probability of interaction (Figure 5.2).

Figure 5.2: Overview of the Siamese-Joint architecture. Siamese-Joint architecture has two
identical submodules, consisting of convolutional neural networks (CNNs). The CNNs process
input sequences, extracting high-level features through convolutional layers. These features are
then passed through a fully connected layer, merging the outputs of the CNNs. Adapted from
Chira et al., 2021

There are some limitations of deep learning methods. Firstly, training deep learning
models can be a slow process due to the large amount of datasets required and the
inherent complexity of the models. Second, often the interpretability of deep learning
models in the context of PPI prediction remains a challenge, as they often function as
black boxes, making it di�cult to understand the underlying mechanisms driving their
predictions.

5.2 Protein input features

In this section, we will discuss the available and commonly used features in PPI prediction
methods. Once the machine learning method has been selected, we can proceed to select
the features to input into our machine learning model. In the �eld of PPI prediction,
machine learning methods can be broadly categorized into sequence-based and structure-
based approaches (Soleymani et al., 2022). The choice of approach signi�cantly in�uences
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the features we extract. In this section, we will focus on the features derived from protein
sequences.

To begin, the �rst step is selecting an appropriate PPI dataset from which we extract
proteins and their interactions. Among PPI datasets, HIPPIE (Alanis-Lobato et al., 2017)
and HPRD (Peri et al., 2004) are commonly used resources for PPI data. After getting
the proteins and their interactions from the database of choice, one needs to collect the
sequence data for all the proteins that are involved in the interactions. It is common
practice to collect protein sequences from the Uniprot database (Bateman et al., 2021).
After selecting the dataset, researchers often use tools such as CD-HIT (Li et al., 2006)
or BlasClust (Wei et al., 2012) to remove similar sequences by clustering them based on
their similarity. Once the protein sequences have been collected and processed, features
can be extracted.

Many PPI prediction tools employ numerical feature vectors that are extracted from
protein sequences. The process of converting protein sequences into numerical vectors
is referred to as feature extraction in the context of protein sequences. Machine learning
tools use various feature extraction methods to develop algorithms for PPI prediction.
These methods are based on di�erent types of features, the most common features include
physicochemical features of amino acids, evolutionary information, domain annotations,
GO annotations, and direct sequences (Hashemifar et al., 2018; Mu et al., 2021; Wang
et al., 2020).

The physicochemical properties of amino acids have been widely used by several
prediction methods. These properties include amino acid characteristics such as residue
hydrophobicity, charge, polarity, volume, and conformational propensities. They are
commonly sourced from databases like AAindex (Kawashima et al., 2000) or obtained
through dimensionality reduction techniques applied to precomputed residue properties.
These features can also be structural features involving protein �exibility and disorder.
By incorporating these properties into the models, the aim is to capture essential infor-
mation about the chemical and structural features of amino acids, enabling more accurate
predictions of protein properties or interactions.

Evolutionary information is also used by many studies and provides insights into the
functional importance of the residues which has proven to be also valuable in predicting
PPIs. Highly conserved positions are indicative of critical functional or structural roles
in protein interactions. Position-speci�c scoring matrices (PSSMs) can be derived from
sequence alignments of homologous proteins using multiple sequence alignment (MSA)
in position-speci�c iterative BLAST (PSI-BLAST) (Altschul et al., 1997). It can be also
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obtained from databases such as Pfam (Mistry et al., 2021) or NCBI’s Conserved Domain
Database (Marchler-Bauer et al., 2015).

Domain annotations are another feature based on the evolutionary conservation of
proteins, as domains are predominantly conserved throughout evolution (Chen et al.,
2005). Protein domains are also reliable indicators of protein functions. Pfam (Mistry
et al., 2021), InterPro (Blum et al., 2021), and Prosite (Sigrist et al., 2002) are the commonly
used databases to get the domain annotations for proteins. Domain information is usually
represented either directly or by creating feature vectors that indicate the presence of
speci�c domains in protein pairs.

Finally, the semantic similarity using GO annotations of proteins is also recognized
as a important characteristic for predicting PPIs (Ieremie et al., 2022). This approach is
based on the idea that interacting protein pairs may engage in interactions within the
same cellular location and participate in similar biological processes. As a result, these
two forms of interaction share similar GO terms, which can be valuable features in PPI
prediction.

5.3 Available models for PPI prediction

Various machine learning models have been developed so far for PPI prediction. Machine
learning models for PPI prediction are generally distinguished by the machine learning
methods they use and the features they employ. In this section, we will discuss some of
the most popular machine learning tools developed for PPI prediction and the methods
and features they use.

Some of the models use evolutionary pro�les of proteins in combination with super-
vised machine learning models. In 2015, Rost and Hamp introduced their novel method
based on the PSSMs as an evolutionary pro�le of proteins, using support vector ma-
chines in their model (Hamp et al., 2015). Later, Hashemifar et al., (2018) used the PSSMs
based on this study but employed Siamese deep neural networks to train their model.
As mentioned, some of the studies use domain annotations as a proxy for evolutionary
information. For instance, in a PPI prediction model developed by Xue-Wen Chen and Mei
Liu in 2005, domain annotations of proteins are used as features, and a RF is used as the
machine learning model. In their model, each feature vector consists of values, namely 0,
1, or 2, re�ecting domain knowledge. If a protein pair does not contain a speci�c domain,
the corresponding value for that domain is set to 0. If one of the proteins in the pair
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possesses the domain, the value is set to 1. Finally, if both proteins contain the domain,
the value is assigned as 2.

Table 5.1: Available models and input features

Publication Method Input Features

Sledzieski et al., (2021) Deep Neural Network Pre-trained language model em-
beddings (Bepler et al., 2019)

Chen et al., (2019) Siamase Neural Network Similarity of electrostaticity and
hydrophobicity

Perovic et al., (2018) Random Forest Pseudo amino acid composition,
dipeptide composition

Hashemifar et al., (2018) Siamase Neural Network PSSM
Du et al., (2017) Deep Neural Network Amino acid composition, dipep-

tide composition, composition,
transitions, and distributions
of residue along the sequence,
pseudo-amino acid composition

Rost and Hamp, (2015) Support Vector Machine PSSM
Chen et al., (2005) Random Forest Domain annotations

Many machine learning models use physicochemical features of amino acids, includ-
ing amino acid composition and dipeptide composition. DeepPPI (Du et al., 2017) is
one of these methods; in their study, they use a deep neural network along with the
physicochemical features of proteins, which are shown in Table 5.1. IDPpi is another PPI
prediction model, a RF model, that uses pseudo-amino acid composition and dipeptide
composition as a feature set as well. In the next chapters, we will explain IDPpi in more
detail, as well as one of the state-of-the-art algorithms in the �eld, D-SCRIPT.

5.3.1 IDPpi

IDPpi (Perovic et al., 2018) is a RF model that uses pseudo amino acid composition (PAAC)
and dipeptide composition (DC) as feature sets, which are extracted from the entire
protein sequences. The construction of the PAAC composition involves incorporating
amino acid propensity scales into the calculations (Table A1). These scales, including the
TOP-IDP scale, B-values, the FoldUnfold scale, and the DisProt scale, assess the order or
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disorder tendencies of amino acids. By incorporating these scales, IDPpi aims to capture
the degree of disorder in relation to neighboring residues.

IDPpi has a speci�c focus on studying interaction networks involving IDPs. It relies on
features extracted from entire protein sequences. For the PPI data curation, they analyzed
the partners of IDPs comes from DisProt database (Piovesan et al., 2017). The curated PPI
dataset consisted of 19,837 interactions of 5,989 human proteins. The method reached an
averaged AUC score of 0.74 in the original paper on 5 cross-validation test sets

5.3.2 D-SCRIPT

Deep sequence contact residue interaction prediction transfer (D-SCRIPT) (Sledzieski
et al., 2021) is a recently published state-of-the-art approach which is a deep learning
method developed for predicting PPIs.

In the process, a pre-trained language model (Bepler et al., 2019) is incorporated
to extract features for individual proteins, generating low-dimensional embeddings.
These embeddings are then used in the projection and convolution layers to make �nal
predictions. The intermediate representation of this deep learning approach serves as
a contact module, creating an inter-protein contact map. This contact map predicts the
probability of interaction between all pairs of residues in a given protein pair.

To obtain PPI data, D-SCRIPT has extracted the interactions from the STRING database
(Szklarczyk et al., 2015) and employed a 150-dimensional layered deep learning framework
for predicting protein interactions. D-SCRIPT was trained originally on 38,345 human
proteins and reached an AUC score of 0.833 on the human PPI network. Users can either
choose to train the model from scratch using their training dataset or use a pre-trained
human model.

5.4 Pair prediction

All of these methods, along with the problem we are addressing, are not just simple
machine learning tasks; they share a characteristic feature of being a pair prediction
problem. This means, we are not just developing a tool that deals with single inputs, as
with other machine learning methods; our methods operate on pairs of objects. This
aspect of the problem has a signi�cant impact on various layers of the machine learning
methods, di�erentiating it from the process of developing a model that operates on single
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inputs across multiple steps. This inherent characteristic of paired datasets requires more
careful considerations compared to other machine learning applications.

Until now, signi�cant e�orts have been devoted to standardizing techniques in machine
learning development for common single inputs. However, most of these techniques
fails to operate on paired inputs due to their complex structure. Furthermore, the paired
nature of the dataset is not limited to PPIs but is present in many important biological
machine learning applications, such as drug-drug interaction prediction or drug-target
prediction. However, to our knowledge, there is no golden standard or comprehensive
guide for handling paired inputs in machine learning models, addressing all the associated
challenges that arise throughout the entiremodeling process. Indeed, there exist important
papers that have addressed the in�uence of this characteristic on speci�c aspects of the
machine learning models, which are presented in the below sections (Hamp et al., 2015;
Park et al., 2011, 2012; Yu et al., 2010). In the following sections, we will address the
challenges and issues in the �eld of pair prediction.

5.4.1 Feature combination

In Section 5.2, we have demonstrated how each protein can be represented with a feature
vector. However, these features are not inherent attributes of the pairs and rather belong
to individual proteins. The �rst challenge that comes with the paired nature of inputs
is the necessity to fabricate new features to represent the pairs for which interactions
are predicted. The common approach is the fusion of feature vectors obtained from two
individual proteins to create a combined feature representation for each protein pair. This
approach comes with an inherent challenge regarding how to fuse the features. Again,
there is no accepted standard for feature fusion. Various approaches have used di�erent
techniques to date.

Concatenation and combination are two commonly used approaches that are employed
for feature fusion in PPI prediction (Chen et al., 2019). Concatenation is a approach where
the feature vectors of two proteins are combined into a single vector, as illustrated in
Figure 5.3. This approach is also widely used in deep learning approaches (Hu et al., 2022).
It’s important to note that concatenation is non-commutative, meaning that the resulting
vector depends on the order of pairs. Additionally, concatenating feature vectors doubles
the number of dimensions, potentially making it more challenging for machine learning
models to process the data. Another limitation of concatenation is that it does not create
a unique feature vector; instead, it simply combines the vectors. Several studies have
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Figure 5.3: Feature combination techniques for machine learning in PPI prediction. Two
approaches are typically used which are concatenation and combination. Concatenation involves
fusing vectors one after another. On the other hand, combination involves applying a speci�c
operation in an element-wise fashion between feature vectors.

recommended using feature fusion techniques to create a unique feature vector for pairs
when dealing with two �xed-length feature vectors (Ross, 2009; Zhang et al., 2014).

Another approach is combination, which involves element-wise operations such as
addition or subtraction. In this method, the corresponding elements of the feature vectors
are objected to a operation like addition or subtraction. This approach can give the
di�erences or similarities between the individual features of the protein pairs. The
combination approach allows for preserving the original feature dimensions and creates
a unique feature vector for pairs.

5.4.2 Sampling strategies for negative training dataset

This section discusses another aspect of the pair prediction task, which involves select-
ing non-interacting PPI data (negative examples) for machine learning methods in PPI
prediction. The availability of non-interacting PPI data is just as crucial as the interacting
PPI data for machine learning methods. While databases typically provide information
about interacting proteins, access to non-interacting PPI data is relatively limited and
not widely accessible. It has become a common practice to assume that a pair of proteins
for which no interaction is reported are accepted as non-interacting pairs (Park et al.,
2011). Naturally, the number of negative examples is generally much larger than that of
positive examples, resulting in an imbalanced dataset.



56 ������� �������� ���������� ��� ��� ����������

Of course, dealing with imbalanced datasets is not only unique to PPI machine learning
tasks. In classical scenarios, researchers often employ precision-recall curves to deal
with imbalanced datasets, or they downsample the dataset by selecting a reasonable
number of points from the dataset to create a balanced one. Subsampling is a routine
practice to balance the dataset by obtaining an equal number of negative and positive
interactions. However, in our case, we are not dealing with individual nodes; instead,
we have a graph representing our protein interaction network, where enodes represent
proteins while edges represent interactions. This raises the question of how to subsample
the graph. As expected, the process becomes more intricate when dealing with paired
inputs and selecting data points for downsampling. In our case, we are not only selecting
individual nodes; rather, wemust carefully select pairs of nodes from this non-interactions
network that accurately represent the intricacies of non-interacting proteins in our
network. The subsampled version of the set is expected to "represent" the entire set of
non-interactions. Exactly how one subsamples a negative training set has a large impact
on the performance evaluation of the machine learning models which makes choosing
the appropriate subsampling technique crucial.

Another issue we should consider when we subsample from a PPI network is the
potential risk of creating dependencies between the subsampled negative PPI and the
positive dataset. Given that this is paired data, it’s possible that in either the negative or
positive part of the dataset, some proteins may have more interactions and, consequently,
more edges. These proteins, often referred to as overstudied proteins, may become
overrepresented in the positive or negative part of the data.

In most of the PPI machine learning models, a random sampling approach has been
used for subsampling the negative PPI dataset. As the name suggests, this approach
involves the random selection of a subset from the entire negative dataset to reduce the
number of negative pairs to match the number of positive pairs. However, due to the
paired nature of the PPI dataset, this approach ignores the dependencies between the
positive and negative training sets.

To overcome this issue, Westhead and colleagues (2010) come up with an approach
called "balanced sampling". Balanced sampling aims to create a negative set where each
node (protein) has an equal number of degrees (interactions) as in the positive set. This
is achieved by subsampling a negative training dataset from the non-interacting pairs,
ensuring that the degree of each protein in the positive dataset equals to that in the
negative dataset.
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An example dataset showing how balanced sampling works is provided in Table 5.3. In
the example the negative training dataset is created using a balanced sampling approach.
Training pairs are composed of interacting protein pairs as positive examples and non-
interacting protein pairs as negative examples. The training dataset consists of four
interactions among seven proteins. Non-interacting protein pairs are created using
a balanced sampling approach, ensuring that each protein has the same number of
interactions in both the interacting and non-interacting parts of the training data. For
example, protein 1 (P1) has two interactions in both the negative and positive portions of
the training data, whereas protein 2, protein 3, protein 5, protein 6, and protein 7 each
have only one interaction.

Of note, Park and Marcotte (2011) suggested that the strategies used for creating a
negative training dataset and a negative test set should di�er. They did not recommend
balanced sampling for selecting negative test pairs, but only for the negative training
dataset. In the next section, we will discuss the strategies for selecting test sets.

5.4.3 Testing schemes

It is a common practice to evaluate the model’s predictive performance using the test
data that the model has never seen before. The standard procedure for this testing is
cross-validation (CV). In CV, the dataset is split into � folds. Then for each fold, the model
is trained on the remaining � � 1 part of the original data while one fold is set aside as a
temporary test set to test the accuracy. This method overcomes the risk of over�tting
and gives more reliable accuracies. In k-fold cross-validation, the splits between folds are
performed randomly. Typically, researchers split the available data into a training set
and a test set, with a ratio of approximately 80% for training and 20% for testing (Joseph,
2022). They then repeat this process to perform 5 or 10-fold cross-validation.

However, when it comes to applying these techniques to paired datasets, things become
more challenging yet again. It is unrealistic to expect similar outcomes when these
methods are applied to paired datasets. Many machine learning models that utilize PPI
inputs adopt a similar approach, treating them as single-nature inputs. These models use
a random sampling approach, selecting both positive and negative test pairs randomly
from the initial positive and negative datasets to create test sets. It’s important to note
that this is no longer the original cross-validation method when applied to paired-nature
inputs. In traditional CV, the aim is to test the model on unseen data. But, we cannot
expect this e�ect when we apply this technique to paired-nature inputs. Due to the
paired nature of the data, there is a inherent dependency between training and test data.
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Therefore, when random sampling is applied, we introduce randomness into the selection
process for test pairs which leads to potential biases due to the overlap between training
and test pairs. We can apply CV to obtain more reliable accuracy scores, however, it is
important to note that this application di�ers from traditional CV methods.

Park and Marcotte, (2012) addressed this issue by suggesting the partitioning of test
pairs into three distinct classes: C1, C2, and C3, based on their component-level overlap
with the training set. Essentially, pairs can be categorized into these three types of features
according to their overlap with the training set� C1 has test pairs sharing both proteins with the training set.� C2 has test pairs sharing only one protein with the training set.� C3 has test pairs sharing neither protein with the training set.

Table 5.3: Example dataset: Training Pairs

Interacting Non-interacting
protein pairs protein pairs

P1-P7 P1-P6
P7-P5 P1-P5
P2-P6 P2-P7
P1-P3 P6-P3

Table 5.4: Example dataset: Test Pairs

Class Example
C1 P2-P3
C2 P3-P8
C3 P8-P9

Example test pairs for these three classes can be found in Table 5.4. As expected, their
study revealed that C3 is the most challenging class to predict when compared to C1
and C2. They observed that relying solely on cross-validation with C1 test pairs might
not accurately re�ect the model’s performance at the population level. As a result, they
recommend reporting the performance of machine learning models separately for each
category of test pairs.
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5.5 Evaluation

As mentioned in previous sections, the conventional methods for assessing model perfor-
mance fall short when dealing with PPI data characterized by paired inputs. Therefore,
one must already take all the considerations we discussed into account in the model
development process to assess its �nal performance for pair prediction.

Evaluating the performance of the �nal classi�er is crucial for understanding the model
parameters and assessing its generalizability on the test set.

To assess the �nal performance of machine learning classi�ers, multiple statistical
performance metrics are generally employed, including accuracy, recall, precision, and F1
score. To calculate each metric, prediction results of the unseen test dataset are typically
used to construct a 2x2 confusion matrix. In the case of binary PPI prediction scenarios,
outputs are categorized as either positive interactions or negative interactions (non-PPI).
The 2x2 confusion matrix for PPI prediction is shown in Table 5.5

Table 5.5: Performance metrics for ML classi�ers

Predicted : PPI (+) Predicted: Non-PPI (-)
Actual: PPI (+) True Positive (TP) False Negative (FN)

Actual: Non-PPI (-) False Positive (FP) True Negative (TN)

In the context of a 2x2 confusion matrix for PPI, true positives (TP) represents cases
where the actual value is ’PPI’ and the predicted class is also ’PPI’; false positives (FP)
represents cases where the actual value is ’Non-PPI’ but the predicted class is ’PPI’.
False negatives (FN) occurs when the actual value is ’PPI’ but the predicted outcome is
’Non-PPI’, while true negatives (TN) refers to cases where both the actual and predicted
results are ’Non-PPI’.

Once the counts for each of the four prediction cases are determined and summarized
in a 2x2 table, the performance metrics can be calculated using the following equations:

Accuracy = True Positives + True Negatives
Total Samples

(5.1)

Recall = True Positives
True Positives+ False Negatives

(5.2)

Precision = True Positives
True Positives+ False Positives

(5.3)
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F1 Score = 2 ñ Precision ñ Recall
Precision+ Recall

(5.4)

The area under the ROC curve (AUC) is another commonly used performance, the
AUC is computed by summing the products of the di�erences in rank (R) and the sum of
True Positives (TP) for adjacent thresholds, divided by twice the total number of positive
instances multiplied by the total number of negative instances.

When analyzing the performance results, several important factors need to be consid-
ered; this is a standard practice in machine learning. Firstly, the dataset’s class distribution
plays a signi�cant role. If one class is substantially larger than the other, relying solely
on certain metrics may not provide an accurate assessment of the model’s performance.
For example, in cases where the data contains more positive examples and the model
consistently predicts the positive class while assigning a 0 output to the negative class,
the accuracy can be misleadingly high, which shows accuracy might be not the best
metric to evaluate the model. Another consideration is the potential imbalance in the pre-
diction outputs. It is important to be aware of the trade-o� between di�erent performance
measurements. For instance, even if the initial data is balanced, a model that consistently
predicts the negative class may exhibit high precision but low recall. In summary, when
analyzing performance results, it is critical to consider the dataset’s class distribution, be
cautious of metrics that may be misleading due to imbalanced data or skewed predictions,
and understand the trade-o�s between di�erent performance measurements.

The choice of the best method ultimately depends on the speci�c use case. Di�erent use
cases may require di�erent methods for pair prediction. Furthermore, the nature of the
pair-prediction problem we are dealing with plays a signi�cant role. For instance, Park
and Marcotte, (2012) discussed the applicability of random sampling when predicting C1
class pairs, which might be a limited study. Therefore, the selection of methods heavily
relies on the speci�c type of pair prediction we aim to achieve and the type of pairs we
want to predict. Park and Marcotte, (2012) primarily addressed this issue in the context of
selecting test pairs. However, the considerations that must be taken into account during
the model development phase represent another facet of this issue. To address this, we
need to have a clear understanding of the speci�c pair prediction task or question we are
targeting. How we de�ne the pair prediction problem types and tackle each problem type
is explained in detail in our study, speci�cally in Chapter 6, De�nition of the problems.
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Please refer to the Publisher Version (https://doi.org/10.1002/prot.26486) for access to
chapter 6.
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7 I N F ERR ING NOVEL IDP � S PEC I F I C
AM INO AC ID CON TACT POTEN T IA L S

In this study, our aim is to derive novel contact potentials between amino acid groups,
speci�cally computed for interactions of disordered proteins. This is achieved through a
statistical analysis of IDP-IDP interaction network. To illustrate our method, we utilize
these contact potentials to generate contact maps of interacting protein pairs in our
dataset, investigating subregions that could be crucial for their interactions. Generated
contact maps of the interactions enable us to identify protein regions and prioritize IDRs
with favorable interactions. We hypothesize that these identi�ed protein regions may
play a role in interactions or might be located in the interaction surfaces.

7.1 Background

As discussed in Chapters 5 and 6, predicting PPIs involving IDPs is crucial for gaining
essential insights into their roles and functions. As mentioned earlier, PPI prediction
typically focuses on a binary interaction task, where the model predicts whether two
given proteins interact. However, this prediction does not explain which domains IDPs
interact through or the strength of their interactions. Therefore, in addition to this binary
information, it is important to identify the interaction interfaces and pinpoint the protein
regions in the IDPs that could be important for the interaction.

PPIs depend on a certain degree of ’compatibility’ between interacting proteins, in-
cluding their structural, electrostatic, and other attributes. These characteristics can be
found in the interaction interface of these proteins (Chothia et al., 1975; Jones et al., 1996;
Livingstone et al., 1993). To gain a better understanding of these interactions involving
IDPs and their interfaces, it is important to determine which amino acids or amino
acid groups have more favorable interactions with each other in interacting IDPs when
compared to their non-interacting counterparts. This insight can provide valuable clues
about the essential properties driving interaction dynamics and potentially reveal the
speci�c amino acids or groups present on the interaction surface of these interactions.

Amino acid contact potentials o�er a useful method for understanding how amino
acids prefer to interact with one another. Traditionally contact potentials are derived for

83
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amino acids by analyzing a vast database of known protein structures and examining the
frequency of occurrence of di�erent amino acid pairs in close proximity to each other
(Khatun et al., 2004; Pokarowski et al., 2005). The assumption is that amino acid pairs
that occur more frequently in close contact with experimentally determined protein
structures are likely to exhibit favorable interactions. This information is usually derived
from statistical analyses of experimentally determined protein structures. Statistical
analysis is carried out by comparing the observed frequency of an amino acid pair with
the expected frequency based on the occurrence of each amino acid individually, assuming
no preference for speci�c pairs. This comparison is generally made using protein complex
structures found in structural databases (Holland et al., 2022). The resulting potentials at
the end of this analysis describe the interaction energies between the 20 amino acids and
can be visualized as a 20x20 matrix. Each element of this matrix represents the interaction
strength between a pair of amino acids in contact (Buchete et al., 2008). Amino acids
that are in close proximity are expected to have positive scores with higher potentials
indicating favorable interactions (Eyal, 2005).

Previous studies have demonstrated the usefulness of contact potentials in charac-
terizing the physical driving forces involved in protein interactions (Pokarowski et al.,
2005). However, it’s important to note that most existing amino acid contact potentials
are derived from experimentally determined protein structures and may not accurately
capture the unique characteristics of IDPs and their interactions (Khatun et al., 2004). By
deriving novel IDP-speci�c potentials through the analysis of their interactions, we can
identify where these favorable interactions are likely to occur. IDPs can interact with
each other using their di�erent IDR segments. This information would help us prioritize
the IDR segments in proteins responsible for their interaction dynamics.

In this work, we predicted a novel contact potential matrix between amino acid groups
solely based on interactions between IDPs. To do this, we have employed a greedy statis-
tical approach to compare the occurrence of amino acid groups between interacting and
non-interacting IDPs. Following the identi�cation of the IDP-speci�c contact potentials
between amino acid groups, we visualized the heatmaps of contact maps between protein
pairs to identify subregions that are important for the interactions.

7.2 Dataset

For the analysis, we employed interactions of IDPs that we curated for developingmachine
learning model to predict PPIs, as described in Section 6.3.1. In this study, we extract
entire protein sequences from this dataset. To create a non-interacting PPI dataset, we
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use the BRS-nonint program (Yu et al., 2010) again, providing the entire protein-protein
interactions as input. As a result, we achieved a balanced ratio of 1:1 between negative
and positive interactions.

7.3 Methods

The matrix we develop is a 5x5 contact potential matrix between amino acid groups,
categorizing amino acids into �ve groups: positive, negative, polar, apolar, and aromatic
(Table 7.1). The values in this matrix indicate how favorable is the interaction between
every pair of amino acid groups. In this study, amino acid groups that occurred to-
gether in frequently interacting pairs compared to non-interacting IDPs are the favorable
interactions for our IDP-IDP network.

We employ a greedy-type statistical approach to infer the contact potentials between
amino acid groups. This approach involves initializing a random contact potential matrix
for each iteration and evaluating its performance in re�ecting the di�erences in the
occurrences of amino acid groups between interacting and non-interacting proteins.
At the end of the analysis, we select and retain the contact potential matrix that best
represents the di�erences in the occurrences of amino acid groups.

First, we initialize a 5x5 contact potential matrix with random values ranging from -2 to
2 in multiples of 0.5. After extracting entire protein sequences of proteins from the dataset,
we encode each protein residue in the protein sequence to one of the �ve categories based
on their amino acid groups. Then, we use this randomly generated contact potential
matrix to score interactions between proteins by constructing dot-matrix representations
for each protein pair. These dot-matrix representations allow us to compare proteins
along the vertical and horizontal axes. This dot-plot is a � x � matrix for each protein
pair, � is the length of �rst protein sequence and � is the length of the second protein
sequence in the protein pair. Given � is the dot-matrix, traditionally �(�, �) = 1, if the

Amino acid group Amino Acids
Positive K, R, H
Negative D, E
Polar S, T, C, Q, N
Apolar A, L, V, I, M, G, P

Aromatic W, F, Y

Table 7.1: Amino acid classi�cation for contact potentials



86 ��������� ����� ������������ ����� ���� ������� ����������

Figure 7.1: Scoring each protein sequence pair using randommatrix. First, a scoring matrix
with random values ranging from -2 to 2 is initiated. Then we use a dot-plot to represent each
protein pair in our network and �ll the matrix with the scores coming from the initial scoring
matrix.

amino-acid position � in the �rst sequence is the same as the amino-acid at position � in
the second sequence. In this scenario diagonals from top left to bottom right correspond
to regions that are identical in both sequences. In our case, we �ll the values in this matrix
with the scores from this random scoring matrix based on the amino acid groups at each
position. An example of how we �ll a dot matrix based on the generated scoring matrix
can be found in Figure 7.1.

To score the interaction between the two proteins, we analyze the dot-matrix diagonals.
We sum the values along each diagonal larger than 12 cells and normalize the sum by the
length of the diagonal. Diagonals with high scores indicate continuous regions where the
amino acid groups have a higher propensity to interact. For each pair and corresponding
dot matrix, we return the sum of the highest-scored diagonal as a �nal value representing
the score of the interaction. After creating the dot matrix for each protein pair for both
interacting and non-interacting protein pairs using the given scoring matrix, we compiled
a list of scores for interacting and non-interacting IDPs. To test if there is a signi�cant
di�erence between the scores of these groups, we conduct the Mann-Whitney U test and
return the p-value.

We repeated this entire process, generating a new random matrix each time and saving
the p-value of the matrix and the matrix itself. We stopped the process after 300 iterations
and returned the contact potentials matrix with the lowest p-value. The lower the p-
value, the more signi�cant the corresponding matrix is in separating interacting and non-
interacting protein pairs. The overall work�ow is illustrated in Figure 7.2. Traditionally,
once the amino acid contact potentials are derived, they can be used in protein-protein
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Figure 7.2: Work�ow for deriving the contact matrix. Greedy type iterative approach to
�nd best scoring matrix using Mann-Whitney U test.

docking simulations or protein-protein interaction interfaces. Similarly, we use the best
contact potentials to score the interactions in our dataset and identify the interaction
interfaces.
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7.4 Results

In order to identify themost informative contact potential matrix between the occurrences
of amino acid groups in IDP networks, we performed a statistical comparison of amino
acid group occurrences in interacting IDPs versus non-interacting IDPs . The analysis
reveals a scoring matrix that gives the lowest p-value, representing the contact potentials
between distinct amino acid groups. The best IDP-speci�c scoring matrix with the lowest
p-value (p-value<0.01), is presented in Table 7.2.

The table clearly shows that aromatic-aromatic, polar-polar, and negative-negative
combinations have the highest potentials. This �nding is consistent with previous studies
that highlight the important role of aromatic interactions in protein-protein interfaces
(Lanzarotti et al., 2020) and the involvement of aromatic residues in the binding and
function of intrinsically disordered proteins (Espinoza-Fonseca, 2011).

Table 7.2: Best scoring matrix

positive negative polar apolar aromatic

positive 0 0 -0.5 -1 -1

negative 0 2 -1.5 -0.5 -1.5

polar -0.5 -1.5 2 1 0

apolar -1 -0.5 1 -1 0.5

aromatic -1 -1.5 0 0.5 2

Next, we sought to identify particular subregions within interactions characterized by
high-value enrichments. To do this, we used the identi�ed contact potential matrix to
generate contact maps for the interactions in our dataset. By visualizing these contact
maps as heatmaps, we can understand where the enriched pair of amino acid groups
are located. Additionally, we overlaid the IDR regions of proteins onto the heatmap to
identify which speci�c IDR regions displayed higher potentials. IDR regions are predicted
using PONDR (Peng et al., 2006).

One of the protein pairs for which we analyzed the interaction is the interaction
between FUS and SF3A2. To gain insights into the subregions with enriched amino acid
groups, we generated a heatmap of the interaction matrix between these two protein
sequences. The visualization of the interaction matrix heatmap indicates higher potentials
between the N-terminal IDR region (depicted as the blue block in Figure 7.3A) of FUS and
the C-terminal IDR region of SF3A2 (depicted as the red block in Figure 7.3A). To further
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understand and potentially validate our observations, we used the structural prediction
tool Alphafold2 to predict the structure of the same interaction (Figure 7.3B) (Jumper
et al., 2021). The predicted structure suggests that the IDR segments identi�ed through
the heatmap analysis might be located at the interface of the protein complex.

Another protein interaction included in our analysis is the self-interaction of PHF13.
PHF13 is a disordered protein that functions as a chromatin remodeler and has a self-
aggregation ability. In their study, Kinkley lab demonstrated that deletion of ordered
regions of PHF13 promotes LLPS (Chong et al., 2018; Rossi et al., 2022). Their research
focuses on exploring the molecular mechanisms underlying PHF13 phase transitions.

To identify the subregions responsible for self-interaction and prioritize IDR regions in
PHF13, we visualized the PHF13-PHF13 contact map using our method. PHF13 has �ve
IDR regions in total. Our in silico prediction, based on the heatmap, suggests that IDR
region 1 and IDR region 3 have higher potentials, suggesting that these regions might be
important for the self-interaction of PHF13 (Figure 7.4). Interestingly, both IDR region 1
and IDR region 3 regions overlap with the PEST domain of the PHF13 protein. The PEST
domain contains various phosphorylation sites. These IDR sites may be more important
for the self-interaction of PHF13 which might in�uence the choice between LLPS and a
polymer-polymer phase separation state.
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Figure 7.3: The interaction of between FUS and SF3A2. A) The heatmap visualization of the
interaction matrix generated using our method. Blue lines represent the start of an IDR block, red
lines represent the end of an IDR block B) Alphafold2 prediction of the interaction. The blue color
represents the N-terminal IDR of FUS and the red color represents the terminal IDR of SF3A2
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Figure 7.4: The self interaction map of PHF13. A) The heatmap of the contact matrix of
PHF13-PHF13 computed using our method B) Disorder prediction of the PHF13 using PONDR C)
Functional domains of PHF13.
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7.5 Summary

This study presents a novel approach to investigate the interaction dynamics of IDPs by
computing contact potentials between amino acid groups to capture the unique interac-
tion characteristics of disordered proteins. The resulting contact potentials revealed that
combinations involving aromatic-aromatic, polar-polar, and negative-negative amino
acids showed the highest interaction potentials, consistent with previous �ndings high-
lighting the importance of aromatic interactions in protein-protein interfaces. To visualize
these protein interactions, we generated heatmaps of contact matrices for protein pairs,
thereby spotlighting potential interaction hotspots. These contact matrices can help to
identify interaction interfaces within protein pairs. However, it’s important to note that
our study here represents a preliminary investigation into interaction sites, and further
research is needed to deepen our understanding of these interactions and validate our
�ndings.

In future analyses, these contact potentials can be integrated into machine learning
models for PPI prediction. Another future direction is combining such statistical analysis
with the protein structure prediction tool AlphaFold2 (Jumper et al., 2021). AlphaFold2 has
recently been able to predict the structure of protein interactions. Our contact potentials
inform us about amino acid preferences and interaction hotspots, while AlphaFold2 can
provide detailed structural models of protein complexes and where the identi�ed regions
fall in the predicted structure. By combining di�erent insights, we can enhance protein
contact prediction and deepen our understanding of their interaction preferences.



8 D I SCUSS ION AND CONCLUS ION

In this thesis, we �rst demonstrated several statistical methods for investigating IDRs
based on their primary amino acid sequences, with the goal of identifying the sequence
features responsible for their functions. In Chapters 3 and 4, we introduced statistical
approaches with a speci�c focus on TFs to identify their associated protein amino acid
features of IDRs underlie their functionality.

In Chapter 3, we demonstrated a novel approach to statistically model the occurrence
of aromatic periodic blocks, which are known to play a role in the phase separation
behavior of proteins. Using our approach, we quanti�ed the periodicity of aromatic
residues in human proteins. This was achieved by modeling the occurrences of aromatic
residues using a Poisson process which enables e�cient pinpointing of regions with
signi�cant periodicity in the human proteome. We identi�ed proteins with signi�cant
periodic regions and found that many human TFs have periodic regions in their IDR
regions. Our analysis indicates a connection between periodic aromatic blocks and IDRs,
suggesting that these periodic regions could potentially serve as functional sites in IDRs
responsible for the transcriptional activity of TFs. Furthermore, we demonstrated that
these regions are particularly enriched in PLDs. It remains a challenge to understand how
increasing or decreasing the degree of periodicity in these regions a�ects TF functions,
including phase separation and transactivation capabilities. To gain insights into the
evolution of these regions in proteins, we conducted a preliminary analysis to detect
evolutionary changes in periodic protein sequences. Our results hint at the possibility
that periodicity is a dynamic trait that changes across the evolution. Further research is
needed to investigate more proteins with signi�cant periodicity to understand how their
periodic regions evolve by analyzing the periodicity scores across di�erent species.

In Chapter 4, we continued to explore protein sequences of TF IDRs, aiming to gain an
understanding of the compatibility of sequence features in the IDRs of TFs that bind to
enhancer elements. We performed a statistical analysis to identify the amino acid groups
that co-occur in IDRs of TFs binding together to enhancer elements. By comparing the
prevalence of di�erent combinations of amino acid groups between co-binding TFs and
non co-binding TFs, we illustrated that TFs that co-bind together tend to be enriched
with positively and negatively charged amino acids. Our preliminary results suggest that
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the co-occurrence of positive and negative charged groups may play a role in the binding
decisions between TFs, by attracting them to each other.

In the second part of the thesis, we focus on developing machine learning algorithm to
predict PPIs of IDPs. In Chapter 5, we provided a background on machine learning for PPI
prediction and highlighted the challenges associated with developing a machine learning
model for pair prediction. These challenges set machine learning for pair prediction apart
from traditional supervised machine learning models.

In Chapter 6, we introduced our machine learning model for PPI prediction. In the
framework of our method, we addressed the challenges related to pair prediction and
explained how we tackled these challenges in our approach. We de�ned two subproblems
in pair prediction, namely the asymmetric and symmetric problems. Subsequently, we
introduced our framework for PPI prediction, taking appropriate precautions for each
problem type, and developing distinct random forest models tailored to each of these
problems. To the best of our knowledge, this is the �rst machine learning model for PPI
prediction where the architecture of the machine learning model was carefully designed
according to the nature of the interaction problem.

We based our PPI prediction model on IDR sequences. To assess the predictive ca-
pabilities of IDRs, we developed a machine learning model that utilizes amino acid
characteristics within IDRs for the purpose of predicting PPIs. Our �ndings indicated
that IDR sequences are better predictors compared to non-IDR and entire sequences in
predicting PPIs, supporting the notion that IDR sequences provide crucial information
for interaction prediction.

In Chapter 7, we demonstrated a study to identify the subregions in proteins that are
important for interactions by generating contact maps of IDPs. While this study o�ers
insights into the signi�cance of IDR regions in IDP interactions, further con�rmatory
research is required for the identi�ed subregions.

Unfortunately, there isn’t a universally accepted benchmark or standard approach for
developing machine learning models for predicting PPIs, and various machine learning
models have employed di�erent approaches in their development. We believe our pro-
posals regarding pair prediction schemes have enhanced our ability to understand and
evaluate PPI models. Our testing and training schemes are rigorous and help maintain
the accuracy of our work. We have designed both training and test scenarios to be as
suitable as possible for the speci�c problem type at hand.
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We showed that state-of-the-art methods perform much worse than originally reported
when we evaluated them with correct test datasets without changing their training
schemes used for the PPI prediction task. The di�erences between our results and origi-
nally reported performances can be explained by using more rigorous testing scenarios.
This observation indicates once again the importance of evaluating the performance of
the models separately on di�erent test cases. Since pair prediction models involve many
layers and have their own complexities, it becomes challenging to disentangle the impact
of these approaches on di�erent layers leading to �nal predictions. Additionally, this
complexity also makes it di�cult for users to select the machine learning model that best
suits their needs.

Although our results hint at the capability of IDR to predict PPI networks, we cannot
predict the test pairs that are completely new to the model with high accuracy. This raises
the question if it is due to the architecture of our model. However, we also observed
that other methods also struggle with solving the symmetric problem, despite being less
cautious with their training strategies. This is also in line with the results by Dunham and
colleagues (Dunham et al., 2021) who reported that most of the PPI tools perform much
lower than originally reported. Future work could be aimed at improving the performance
of the asymmetric model or symmetric model. Given that we demonstrated symmetric
problem poses a signi�cant challenge in the �eld of PPI, it becomes an interesting one to
tackle.

In summary, we have applied various statistical methodologies to identify essential
sequence features in IDR regions and showed how IDR sequences can be employed to
predict PPIs. Our �ndings provide compelling evidence regarding the sequence character-
istics of IDR sequences and their role in predicting interactions. By prioritizing these key
sequence attributes, we can gain a better understanding of IDR behaviors. In summary,
this thesis o�ers valuable insights into IDR sequence features across diverse functional
contexts and contribute to the development of suitable machine learning models for
addressing challenges in protein interaction prediction.





ABBREV IAT IONS

IDRs intrinsically disordered regions

IDPs intrinsically disordered proteins

PPIs protein-protein interactions

PDB Protein Data Bank

SLiMs short linear motifs

MoRFs molecular recognition features

HIPPIE Human Integrated Protein-Protein Interaction rEference

LLPS liquid-liquid phase separated condansates

Y2H yeast two-hybrid screens

TFs Transcription factors

BioID proximity-dependent biotin identi�cation

AD activation domain

DBD DNA binding domain

PLDs prion-like domains

PMF probability mass function

mRNA messenger RNA

K-S Kolmogorov–Smirnov test

LLPS Liquid-liquid phase separation

GO Gene Ontolog

PSSMs Position-speci�c scoring matrices

PAAC pseudo amino acid composition

DC dipeptide composition

AC Moreau-Broto autocorrelation

QSO Quasi-sequence-order

D-SCRIPT Deep sequence contact residue interaction prediction transfer
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PTMs Post-translational modi�cations

GSEA Gene Set Enrichment Analysis

GO Gene Ontology

MS-PCI mass spectrometric protein complex identi�cation

CV cross-validation

CNNs Convolutional Neural Networks

AUC The area under the ROC curve

MSA multiple sequence alignment

PSI-BLAST position-speci�c iterative BLAST

RF Random forest
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A APPEND I X

A.1 Supplementary Tables

Table A1: Feature encodings of IDPpi
Scale W F Y I M L V N C T A G R D H Q K S E P
Top-IDP -0.884 -0.697 -0.51 -0.486 -0.397 -0.326 -0.121 0.007 0.02 0.059 0.06 0.166 0.18 0.192 0.303 0.318 0.586 0.341 0.736 0.987
B-value 0.938 0.934 0.981 0.977 0.963 0.982 0.968 1.022 0.939 0.998 0.994 1.018 1.026 1.022 0.967 1.041 1.029 1.025 1.052 1.05
FoldUnfold 28.48 27.18 25.93 25.71 24.82 25.36 23.93 18.49 23.52 19.81 19.89 17.11 21.03 17.41 21.72 19.23 18.19 17.67 17.46 17.43
Net charge 0 0 0 0 0 0 0 0 0 0 0 0 1 -1 0 0 1 0 -1 0
DisProt -0.465 -0.381 -0.427 -0.393 0.197 -0.26 -0.302 -0.106 -0.546 -0.116 0.042 0.095 0.211 0.127 -0.127 0.381 0.37 0.201 0.469 0.419
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ABSTRACT

Intrinsically disordered regions (IDRs) in proteins have been linked to many crucial
functions, including mediating protein-protein interactions (PPIs), despite lacking a single
invariant three-dimensional structure. This growing recognition has led to an increased
demand for computational studies that focus on the amino acid sequences corresponding
to proteins to identify crucial sequence characteristics in IDRs and their connections to
diverse cellular functions. In the �rst part of this thesis, we have put forward two statistical
methods to identify sequence features responsible for IDR functions. We introduce a
statistical approach for quantifying the periodicity of aromatic residues in the human
proteome by modeling their occurrence using a Poisson process. Next, we introduce
another statistical analysis of IDR sequences to identify co-occurring amino acid groups
in transcription factors (TFs) that co-bind to enhancer elements. In the second part of
the thesis, our focus shifts to predicting PPIs using only protein sequences. In this thesis,
we present a novel method to address PPI prediction challenge using IDR sequences.
We encountered challenges while developing a PPI prediction model because our task
essentially involves making predictions based on pairs of input data. In this regard, we
present two distinct machine learning algorithms to address two di�erent types of PPI
prediction problems, namely, asymmetric and symmetric problems. For the asymmetric
problem, where one of the proteins has already been included in the classi�er, we develop
a method to predict disordered protein partners of the known proteins in our dataset.
On the other hand, for the symmetric problem, we implement another approach to
predict entirely novel PPIs. Furthermore, we explore whether IDR amino acid sequences
outperform other sequence components, including entire sequences and non-IDR regions,
in predicting PPIs. Our �ndings led us to the conclusion that disordered regions are
particularly valuable in predicting interactions between intrinsically disordered proteins.
In summary, this thesis provides insights into dealing with paired nature datasets when
developing machine learning models for PPI prediction and demonstrates how statistical
approaches can be used to investigate IDR sequences for feature identi�cation and predict
PPIs based on IDR sequences.
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Intrinsically disordered regions (IDRs) in Proteinen wurden mit vielen wichtigen Funktio-
nen assoziiert, obwohl ihnen eine einzelne unveränderliche 3-dimensionale Struktur fehlt,
unter anderem die Vermittlung von Protein-Protein-Interaktionen (PPIs). Die wachsende
Erkenntnis über die Bedeutung von IDRs hat zu einer erhöhten Nachfrage nach com-
putergestützten Studien geführt, die sich auf die Aminosäuresequenzen von Proteinen
konzentrieren, um entscheidende Sequenzmerkmale in IDRs und ihre Verbindungen zu
verschiedenen zellulären Funktionen zu identi�zieren. Im ersten Teil dieser Arbeit stellen
wir zwei statistische Methoden zur Identi�kation von Sequenzmerkmalen vor, die für
IDR-Funktionen verantwortlich sind. Wir präsentieren einen statistischen Ansatz zur
Quanti�zierung der Periodizität aromatischer Rückstände im menschlichen Proteom
durch Modellierung ihres Auftretens anhand eines Poisson-Prozesses. Außerdem führen
wir eine weitere statistische Analyse von IDR-Sequenzen ein, um gemeinsam auftretende
Aminosäuregruppen in Transkriptionsfaktoren (TFs) zu entdecken, die zusammen an
Enhancer-Elemente binden. Im zweiten Teil der Arbeit liegt unser Fokus auf der Vorhersa-
ge von PPIs nur aus Proteinsequenzen. Hier präsentieren wir eine neue Methode, um die
Herausforderung der PPI-Vorhersage unter Verwendung von IDR-Sequenzen anzugehen.
Wir stießen bei der Entwicklung eines PPI-Vorhersagemodells auf Herausforderungen,
da unsere Aufgabe im Prinzip darin besteht, Vorhersagen auf der Grundlage von Paaren
von Eingabedaten zu tre�en. In diesem Zusammenhang stellen wir zwei unterschiedliche
Algorithmen für maschinelles Lernen vor, um zwei PPI-Vorhersageproblemen zu lösen,
nämlich asymmetrische und symmetrische Probleme. Für das asymmetrische Problem, bei
dem eines der Proteine bereits im Klassi�zierer enthalten ist, entwickeln wir eine Metho-
de zur Vorhersage ungeordneter Proteinpartner bekannter Proteine in unserem Datenset.
Für das symmetrische Problem implementieren wir hingegen einen anderen Ansatz,
um völlig neue PPIs vorherzusagen. Zudem prüfen wir, ob IDR-Aminosäuresequenzen
andere Sequenzkomponenten, einschließlich ganzer Sequenzen und Nicht-IDR-Regionen,
in der PPI-Vorhersage übertre�en. Unsere Ergebnisse führen zu der Schlussfolgerung,
dass ungeordnete Regionen besonders wertvoll für die Vorhersage von Interaktionen
zwischen intrinsisch ungeordneten Proteinen sind. Zusammenfassend liefert diese Arbeit
Erkenntnisse über den Umgang mit gepaarten Datensätzen bei der Entwicklung von
maschinellen Lernmodellen für die PPI-Vorhersage. Wir zeigen, wie statistische Ansät-
ze verwendet werden können, um IDR-Sequenzen für die Merkmalsidenti�zierung zu
untersuchen und PPIs basierend auf IDR-Sequenzen vorherzusagen.
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