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Abstract

Various super-resolution imaging techniques have been established to overcome the

diffraction limit of light. However, most of these techniques are limited to resonance

imaging in the visible regime, while mid- to far-infrared (IR) approaches are rare.

The prime tool for IR super-resolution microscopy is scattering-type scanning near-

field optical microscopy (s-SNOM). In nanophotonics, s-SNOM is often employed to

study phonon polaritons (PhPs), quasi-particles which enable light confinement to

length scales far below the diffraction limit. Although s-SNOM has provided great

insight to PhPs, the technique often suffers from long image acquisition times, due

to the point-scanning approach, and the limitation for the applied laser power to

avoid laser induced damage.

This thesis introduces a novel approach to IR sub-diffractional imaging of phonon

polaritons by wide-field sum-frequency generation (SFG) microscopy. Here, the IR

electric fields of phonon polaritons are upconverted with a visible laser, resulting

in a non-linear SFG signal. This provides IR resonance information and a spatial

resolution of 1.4µm (� λIR{9) that is well below the IR-diffraction limit. By using

a tunable IR free-electron laser (FEL), polaritons can be excited across the whole

mid- to far-IR range.

In this work, the newly-developed SFG microscope is first employed for interferomet-

ric imaging of propagating surface PhPs on an AlN substrate. A detailed analysis

gives insight into the anisotropy- and polarization-dependent dispersion of the prop-

agating modes. Structuring substrates with microresonators leads to confinement on

the µm-scale and the observation of localized PhPs. By employing SiC 1D resonator

chains with lengths from one to several resonators, the formation of a collective

response is detected, originating from coupling between the individual localized po-

laritons.

The thesis continues with the observation of hybridization of localized and propa-

gating polaritons in a 2D metasurface consisting of SiC microresonators on a SiC

substrate. Spectro-microscopy allows for two complementary approaches to measure

the hybridized polariton dispersion, namely angle-dependent resonance imaging and

polariton interferometry. The analysis reveals the effect of strong coupling on the

localization of polaritons, as well as the formation of edge states.

Moving from cylindrical to elongated rod-like resonators, standing waves inside the

rods are observed despite losses to the substrate. SFG imaging reveals tunable res-

onances by changing the rod’s length which is in good agreement with s-SNOM

experiments and simulations.

Overall, this work introduces a novel technique for IR sub-diffractional imaging,

which is extensively employed to study PhPs. The findings form a basis for future

applications and investigations of PhPs in nanophotonic devices.
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Kurzfassung

Super-Resolution-Mikroskopie ist eine vielfältig angewandte Methode, um das natür-

liche Auflösungslimit von Licht zu umgehen. Die meisten etablierten Techniken sind

allerdings auf resonante Mikrokopie im sichtbaren Spektralbereich limitiert, wäh-

rend es nur wenige Ansätze für den mittel- bis fern-infraroten (IR) Bereich gibt. Für

hochauflösende IR-Mikroskopie ist optische Rasternahfeldmikroskopie (s-SNOM) das

gängige Instrument. s-SNOM wird häufig für Experimente an Phononpolaritonen

(PhPs) eingesetzt, durch die Licht auf Längenskalen unterhalb des Auflösungsli-

mits lokalisiert werden kann. Mittels s-SNOM wurden viele Erkenntnisse über PhPs

gewonnen, allerdings limitieren langsame Bildgenerierung sowie der niedrige Schwell-

wert für laserverursachte Schäden diese Punktraster-Technik.

Diese Arbeit stellt einen neuen Ansatz zur hochauflösenden IRMikroskopie von PhPs

vor, der auf Weitfeld-Summenfrequenzerzeugung (SFG) basiert. Dabei werden die IR

Felder der PhPs durch einen sichtbaren Laser upkonvertiert, was die Resonanzinfor-

mationen des IR mit der räumlichen Auflösung eines sichtbaren Lasers kombiniert.

Durch diese Technik wird eine Auflösung von 1.4µm (� λIR{9) erreicht, die weit

unter dem natürlichen IR Auflösungslimit liegt. Durch einen durchstimmbaren IR

freien Elektronenlaser (FEL) ermöglicht diese Technik hochauflösende Mikroskopie

im gesamten mittel- bis fern-IR Spektralbereich.

Die Arbeit zeigt, wie SFG basierte Spektro-Mikroskopie für interferometrische Bild-

gebung propagierender SPhPs verwendet werden kann. Dabei konnten Erkenntnisse

über die Anisotropie- und Polarisationsabhängigkeit der propagierenden Polaritonen

in AlN gewonnen werden. Zudem wurde die Lokalisierung von IR Licht in Mikro-

resonatoren aus SiC beobachtet, in denen sich lokalisierte Polaritonen ausbilden. In

Messungen an 1D-Ketten aus solchen Resonatoren wurden kollektive Moden beob-

achtet, die durch die Kopplung der lokalisierten Polaritonen entstehen.

Der Übergang von 1D-Ketten zu 2D-Gittern ermöglichte die Untersuchung von loka-

lisierten und propagierenden SPhPs auf Metaoberflächen. Dabei konnte die Hybridi-

sierung beider PhP-Arten beobachtet werden. Spektro-Mikroskopie ermöglichte hier

zwei komplementäre Ansätze zur Messung der Ausbreitung der hybridisierten Po-

laritonen: winkelabhängige, resonante Bildgebung und Polaritoneninterferometrie.

Dabei konnte der Einfluss starker Kopplung auf die Lokalisierung der Polaritonen

sowie die Entstehung von Kantenzuständen untersucht werden.

Wechselt man von zylindrischen auf längliche, stabartige Resonatoren, konnten ste-

hende Wellen innerhalb der Resonatoren trotz Verlusten an das Substrat beobachtet

werden. Die Resonanzen konnten hier durch geänderte Längen der Resonatoren be-

einflusst werden, was auch in s-SNOM Experimenten und Simulationen beobachtet

wurde.

Insgesamt stellt diese Arbeit eine neue Technik für hochauflösende IR-Mikroskopie

vor, die für umfangreiche Experimente an PhPs genutzt wurde. Die Ergebnisse bil-

den einen Grundstein für zukünftige PhP-Anwendungen in nanophotonischen Bau-

teilen.
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1
Introduction

With the emergence of the field of nanophotonics, research on light-matter interac-

tions has become an important and intensively studied field of interest. Particular

focus has been placed at achieving a profound understanding of light confinement

effects at length scales far below the diffraction limit of light [1]. Structuring of

materials enables light confinement to the nanoscale, which leads to tremendous en-

hancement of the electrical fields compared to free-space propagating light. Such

enhanced fields are of great interest for, e.g., photovoltaic devices [2, 3] and sensing

applications [4, 5]. Additionally, the diminutive length scales constitute an excellent

basis for the size reduction of optoelectronic devices such as on-chip detectors [6] or

nanolasers [7].

In the past decades, one main component for nanophotonics was the surface plasmon

polariton (SPP), a quasi-particle arising due to the coupling of light to the collec-

tive charge motion inside a metal (plasmon) [8–11]. Discoveries based on the SPP

include the application of surface-enhanced Raman spectroscopy [12], increased data

storage [13] and plasmon-enhanced fluorescence spectroscopy [14]. Recent studies,

however, have started to focus on the surface phonon polariton, as an alternative

approach in nanophotonics. A phonon polariton is an electro-magnetic excitation

resulting from strong coupling of light to a lattice vibration (phonon) [15–17]. These

quasi-particles are promising candidates for overcoming limitations of the plasmon

polariton which suffers from high losses and correspondingly short life times [15].

Thus, phonon polaritons are a promising tool in mid-infrared nanophotonics, and

are currently revolutionizing the manipulation of light on a sub-wavelength scale.

With the accomplishment of light confinement to length scales far below the diffrac-

tion limit, the route towards sub-diffractional resolution microscopy techniques be-

comes more and more important. Super-resolution can, by now, be reached with

a variety of techniques, based on different approaches, such as fluorescence-based

microscopy or tip-based microscopy. The most common microscopy technique for

research on phonon polaritons nowadays is scattering-type scanning near-field optical

microscopy (s-SNOM) [18, 19]. As a nanotip-based technique, the resolution mainly

depends on the miniature size of the tip, rather than on the imaging wavelength.

Therefore, resolutions on the order of 10 nm have been reported [18]. Despite its

great spatial resolution, s-SNOM, however, suffers from long acquisition times due

to its point-scanning nature, and limited power operation due to sample damage

induced by tight focusing. Moreover, a nanotip-based influence on the sample is a

source for additional noise [20]. Alternatives are mainly based on fluorescence, e.g.,
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Chapter 1. Introduction

structured illumination microscopy or stimulated emission depletion microscopy, lim-

iting the sample range to fluorescent or functionalized samples and, thus, imaging

in the visible [21].

An attractive alternative to these established techniques is provided by nonlinear

optical frequency-mixing approaches such as sum-frequency generation (SFG). In an

SFG microscope, the resonant far-IR light is upconverted by a second laser, usually

in the visible regime, leading to the generation of a new visible beam with the

resonance information provided by the IR and a resolution limited by the diffraction

limit of visible light [22]. In a wide-field approach, obstacles, such as long acquisition

times and sample damage as well as sample limitations, can be avoided. Although

SFG microscopy is a common tool in biological imaging, the goal of subdiffractional

imaging is a novel approach, as the ratio of the excitation and upconversion lasers

is smaller in previously reported experiments [23–25]. In combination with a far-

IR tunable light source, SFG wide-field microscopy makes an ideal tool for sub-

diffractional imaging of phonon polaritons, which has not been reported before this

work.

This thesis describes a novel technique for IR sub-diffractional imaging, which is

intensely used to study surface phonon polaritons. To provide the basic knowledge

on phonon polaritons, Chapter 2 discusses the theoretical basics of these light-matter

interactions. Starting with the basic concept of a bulk phonon polariton, the chapter

introduces more and more precise kinds of polaritons from bulk to surface phonon

polaritons, including propagating and localized polaritons, and their hybridization

with one another. The principle of strong coupling is introduced to fully prepare for

the discussion of the results in later chapters.

The necessary basics for the technique of sum-frequency generation microscopy are

provided in Chapter 3. Here, general light microscopy and different techniques

of super-resolution microscopy are discussed and compared. Nonlinear optics is

introduced, before discussing the specific concept of sum-frequency generation in

greater detail. Different types of SFG microscopes are discussed and compared

regarding their advantages and disadvantages.

Chapter 4 provides insight into the laser systems and methods used for this thesis.

The general concept of a free-electron laser (FEL) is explained, before introducing

the FHI-FEL in greater detail. In addition, the table-top laser systems used for the

SFG experiments are discussed and analyzed, before introducing the final setup of

the SFG wide-field microscope. The microscope is further characterized in Chapter

5, where the IR sub-diffractional resolution is determined and general advantages of

the technique, such as spectro-microscopy, are introduced.

After the theoretical discussion of propagating and localized polaritons, the upcom-

ing chapters discuss these and their hybridization experimentally.

First, the possibility of imaging propagating polaritons, as frequently done with

techniques such as s-SNOM, is demonstrated in Chapter 6, theoretically and ex-

perimentally using MoO3 flakes on an AlN substrate. The results show a large
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dependency on the IR frequency and are analyzed via dispersion plots. The effect of

the anisotropy of the used materials is discussed, as well as the effect of directional

launching of propagating waves, due to polarization sensitivity. Open questions are

touched, such as considering interesting effects when using s-polarized light, and the

response of the MoO3 flake itself to the IR excitation.

In Chapter 7, localized polaritons in microresonators of SiC are discussed. The con-

tent bridges the gap between the discussion of single resonators and large resonator

arrays by focusing on localized resonators in finite one-dimensional (1D) chains.

Here, the build up of 1D collective modes is studied by stepwise increasing the num-

ber of resonators in a chain.

Thereafter, the hybridization of propagating and localized polaritons is a point of

discussion in Chapter 8. Two complementary approaches of measuring the strong

coupling dispersion are introduced, which are simultaneously achieved with the SFG

spectro-microscopy setup. The data also provide access to polariton propagation

lengths and edge states, which open the discussion of the effect of strong coupling

to localized resonances on the propagation of polaritons.

After discussion of resonators much smaller than the IR wavelength, Chapter 9

introduces phonon polariton standing waves in microrods with lengths comparable

to the IR excitation wavelength. Recent publications demonstrated the appearance

of such polaritonic standing waves in rod-like structures, however, experiments in

this thesis focus on individual rods on a same-material substrate which has not

been studied so far. It is shown that light confinement is achieved, despite losses

to the substrate. Furthermore, the microrods seem to act as excellent launchers

for propagating waves on the substrate which is briefly touched in the chapter’s

outlook.

Finally, a general outlook is given in Chapter 10 where the applicability of the SFG

microscope, not only for various phonon polariton platforms, but also for photonic

structures or other physico-chemical systems is highlighted.
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2
Theoretical Background: Phonon Polaritons

This chapter introduces the basics of phonon polaritons. After a short introduction

on polaritons, bulk phonon polaritons will be described, Sec. 2.1, and the dielectric

function and the dispersion relation are derived. The rest of the chapter will place

emphasis on surface phonon polaritons, which are introduced in Sec. 2.2. The special

case of localized modes in resonators is discussed in Sec. 2.3 and the hybridization

of these modes and surface polaritons in the strong coupling regime is discussed in

Sec. 2.4.

Nanophotonics relies on light-matter interactions. Light can be described as electro-

magnetic waves by Maxwell’s equations. In matter, here specifically crystals, eigen-

functions of excited states can also be regarded as plane waves, but in this case

of a polarization field [26]. The hybridization of these electro-magnetic waves with

polarization waves leads to mixed light-matter states, known as polaritons [27]. The

concept of polaritons has first been introduced by Huang in 1951 [28].

Different kind of polaritons are distinguished according to the kind of polarization

wave in the crystal. A distinction is made between, e.g., exciton waves [29], plas-

mon waves [30] and optical phonon waves [31]. This leads to exciton-, plasmon-, and

phonon-polaritons [32].

The dispersion of a bulk polariton in a three-dimensional material is illustrated in

Fig. 2.1. The material’s resonance frequency (dashed line) can be approximated as

horizontal line, i.e., a flat dispersion, since the wavevector k is much smaller than

the material’s Brillioun zone. It has a theoretical crossing point with the linear

dispersion of the photon field (dotted line), where an avoided crossing arises.1 This

leads to two individual polariton branches, known as the upper and lower polariton

branch, respectively. The anti-crossing leads to a polaritonic band gap with no

allowed optical states, called the Reststrahlen (German for ’residual rays’) band.

This band gap gives rise to propagating waves at the boundaries of the material

called surface polaritons. This will be discussed in more detail within this chapter.

The bulk polariton dispersion shown in Fig. 2.1 applies to all the polariton types.

In the field of nanophotonics already outlined in Chapter 1, plasmon polaritons

played a key role. Phonon polaritons gained significant attention due to their ap-

plication in the mid-IR regime and low optical losses, leading to long lifetimes and

propagation lengths. The photon coupling to phonons, i.e., crystal lattice vibrations,

is significant only in polar crystals [15]. A polar crystal does not have a permanent

1The avoided crossing is a result of strong coupling, which is discussed in detail in Sec. 2.4.1.
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Chapter 2. Theoretical Background: Phonon Polaritons

Figure 2.1. Bulk polariton dispersion. The coupling of a polarization wave (dashed line) to an
electro-magnetic wave (dotted line) leads to an avoided crossing with a splitting into an upper and
lower polariton branch (solid lines). Between these branches, a polaritonic band gap is formed,
the so-called ’Reststrahlen band’ (gray shaded area). Typically, the material resonance is non-
dispersive (horizontal line) while the light dispersion is linear.

polarization, because the charge separations cancel to zero net total dipole. When

interacting with an incoming light field, a net dipole moment and a resulting polar-

ization is induced. This is true for a variety of materials. In fact, ten out of the 32

crystal classes are polar [33].

2.1 Bulk phonon polaritons

In 1900, the physicist Paul Drude established a model for the movement of free

electrons in a metal, which sufficiently describes the optical response for the case

of plasmon polaritons [34]. For electrons which are bound to a nucleus instead, the

Drude model has to be extended by adding a restoring force term, which was done by

Hendrik Lorentz leading to the so-called Lorentz model [35]. Although designed for

electrons, the model can be applied to any kind of charged particles with a restoring

force. Thus, it is also valid for ions or partially charged atoms in a crystal lattice

and can therefore be used to analyze phonon polaritons.

The corresponding equation of motion for a lattice vibration can be written as

µ:x� µγ 9x� µω2
0x � e�E. (2.1.1)

Here, µ is the reduced mass of the oscillating ions and e� the Born effective charge

taking into account the polarity of the crystal unit cell [36]. x is its one-dimensional

displacement from the equilibrium position, γ is the damping constant, and ω0 the

6



2.1. Bulk phonon polaritons

resonance frequency of the phonon polariton in the harmonic potential. The electro-

magnetic field of the incident light E is given by E � E0e
iωt with ω being the

corresponding frequency. Following the typical ansatz of x � xoe
iωt, the equation of

motion can be solved by

x � e�E

µ pω2
0 � ω2 � iωγq . (2.1.2)

The response of a material is described through a group of oscillators, with a den-

sity of unit cells n � 1{Vuc, where Vuc is the unit cell volume, giving rise to the

polarization

P � ne�x � ε0 pε� 1qE, (2.1.3)

with ε0 the permittivity in vacuum. Considering also the non-resonant electronic

contributions ε8, the dielectric permittivity can be written as

ε pωq � ε8 � ne�2

ε0µ

1

ω2
0 � ω2 � iωγ

. (2.1.4)

To determine the resonance frequency ω0, crystal lattice modes have to be considered.

A crystal combining N atoms in its unit cell supports three acoustic modes and

3N � 3 optical modes [37]. Here, only the optical modes are considered, which are

further subclassified into transverse optical (TO), and longitudinal optical (LO),

depending on the polarization of the wave with respect to the propagation direction,

which is shown in Fig. 2.2 [15]. In contrast to non-polar crystals, the resonance

frequencies ωTO and ωLO are not equal at the zone center of the Brillouin zone in

polar crystals, leading to a gap with ωLO ¡ ωTO [38]. Since the LO is a longitudinal

wave (k ∥ P), it cannot be excited by (transversal) electromagnetic waves, leaving

the TO mode as the only resonance frequency in a polar crystal, ω0 � ωTO. The

formation of a polariton leads to the formation of the Reststrahlen band, whose width

is interestingly given by exactly the LO-TO splitting. This is because the upper

polariton coincides with the LO phonon frequency at the Brillouin zone center.

A longitudinal mode corresponds to a zero-crossing of the dielectric permittivity [39].

Hence, to express Eq. (2.1.4) not only in terms of ωTO, but also ωLO, it can be solved

for ε pωLOq � 0:

ω2
LO �

ne�2

ε8ε0µ
� ω2

TO. (2.1.5)

7



Chapter 2. Theoretical Background: Phonon Polaritons

Figure 2.2. Atomic vibrations of optical lattice modes. The transverse optical modes (top) oscillate
orthogonal to the propagation direction while the longitudinal optical modes (bottom) oscillate
along the propagation direction given by the wavevector k.

Implementing this expression into Eq. (2.1.4) leads to the dielectric function

ε pωq � ε8

�
1� ω2

LO � ω2
TO

ω2
TO � ω2 � iωγ



. (2.1.6)

Solving this equation for ε p0q, i.e. the low-frequency limit, leads to

�
ωLO

ωTO


2

� ε p0q
ε8

, (2.1.7)

which is known as the Lyddane-Sachs-Teller relation [40]. It directly shows the cor-

respondence of a large Reststrahlen band width (ωLO{ωTO large) to a large refractive

index n �a
ε pωq below the Reststrahlen band.

Figure 2.3(a) shows the dielectric function of 4H-SiC, following Eq. (2.1.6). The di-

electric function is complex-valued, with the real part (blue) describing to first-order

an approximation of the material dispersion and the imaginary part (orange) the

optical absorption. In the low-frequency limit, ℜ rε pω Ñ 0qs approaches the static

dielectric constant εs p� ε p0qq, while it approaches the optical dielectric constant ε8
in the high-frequency region [38].

The dashed lines mark the TO and LO resonance frequencies ωTO and ωLO, respec-

tively. The imaginary part of the dielectric function has its peak value at the TO

resonance where light is absorbed by coupling to the TO mode. The real part has

two zero-crossings at ωTO and ωLO, leading to ℜ pεq   0 for the whole region of

the Reststrahlen band. The negative permittivity leads to a reflectivity close to

100% across the entire Reststrahlen band, as can be seen in Fig. 2.3(b). Here, only

8



2.1. Bulk phonon polaritons

Figure 2.3. Dielectric function and reflectivity of 4H-SiC. (a) Real (blue) and imaginary (orange)
parts of the dielectric permittivity. The region of Repεq   0 marks the Reststrahlen band bounded
by the transverse optical pωTOq and the longitudinal optical pωLOq resonance frequencies (dashed
lines). (b) The reflectivity inside the Reststrahlen band is close to unity, prohibiting light propa-
gating in this region.

evanescent decay appears, but no light propagation into the crystal is supported due

to coherent oscillations of the optical phonons leading to a metallic behavior of the

crystal [15]. The reflectivity of the material for illumination under normal incidence

can be calculated using the dielectric function following [41]

R �
�����
a
ε pωq � 1a
ε pωq � 1

�����
2

. (2.1.8)

Bulk phonon polaritons (BPhPs) are only permitted outside the Reststrahlen band.

Light propagation, on the other hand, is possible on the material surface in the form

of surface phonon polaritons (SPhPs).

The dispersion of the BPhPs can be calculated using the refractive index n, with

kBPhP � ω
c
n pωq and n pωq �a

ε pωq [26], producing a dispersion relation:

kBPhP � ω

c
n pωq � ω

c

a
ε pωq � ω

c

d
ε8

�
1� ω2

LO � ω2
TO

ω2
TO � ω2 � iωγ



, (2.1.9)

leading to the two polariton branches as depicted in Fig. 2.1. The physical origin of

the two individual branches will be subject of discussion in Sec. 2.4.1. This dispersion

9



Chapter 2. Theoretical Background: Phonon Polaritons

can be compared against that of light in vacuum/air, were n � 1, producing a

straight line (referred to as light line).

2.2 Surface phonon polaritons

The frequency region ωTO   ω   ωLO is of central importance in the context of

this thesis. In this region, no propagating bulk modes are supported. As will be

expanded upon below, the electromagnetic field strength is exponentially decreasing

into the material, because the incoming light cannot propagate into the crystal,

and the polariton modes only exist on the crystal surface. This is illustrated in

Fig. 2.4. The electromagnetic field strength of the wave has its maximum at the

surface (z � 0) and has an exponential decay in both directions, i.e., into air (z ¡ 0)

and into the substrate (z   0), while the decay into the substrate is stronger because

of the suppressed bulk mode.

Figure 2.4. Propagating phonon polariton wave on a crystal surface. The electromagnetic field
strength (green area) decays strongly with increasing depth into the substrate, z>0: air, z<0:
polar crystal. The phonon polariton mode is localized on the surface and can only propagate along
it. Adapted from [42].

The fields can be expressed as [42]

E1 �E0
1e

ikx�κ1z

E2 �E0
2e

ikx�κ2z,
(2.2.1)

with z   0 for E1 and z ¡ 0 for E2. 1,2 denote the two media, i.e., a polar crystal

and air, kx is the wavevector in the direction of the propagating wave and κ1,2 denote

the imaginary part of the z-components of the wavevectors in the respective media

with

κ � ikz � i
a
εω2{c2 � k2

x (2.2.2)

with the purely imaginary out-of-plane momentum kz �
a
εω2{c2 � k2

x [26]. These

equations satisfy Maxwell’s equations for p-polarized light and together with the
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2.2. Surface phonon polaritons

boundary conditions at the crystal surface, E0
1 � E0

2 , it follows

�κ1

ε1
� κ2

ε2
. (2.2.3)

This relation shows that a surface mode can only exist if the dielectric functions of

the two media have opposite signs. Since κ1, κ2 and ε2 (� εair � 1) are positive

by definition [43], a SPhP mode is only supported for ε1   0 which is the case only

inside the Reststrahlen band.

By plugging Eq. (2.2.2) into Eq. (2.2.3), the dispersion relation for SPhPs can be

formulated as

kx � kSPhP �
�ω
c

	c ε1ε2
ε1 � ε2

. (2.2.4)

The real part of kSPhP describes the compression of the light wavelength, when guided

along the crystal surface, while the imaginary part expresses the attenuation of the

mode along its propagation [42].

For an interface with air, the SPhP dispersion Eq. (2.2.4) simplifies to

kSPhP � ω

c

d
ε pωq

ε pωq � 1
. (2.2.5)

The difference between the dispersion relations for bulk, Eq. (2.1.9), and surface,

Eq. (2.2.5), polariton arises from the denominator ε pωq�1, which appears due to the

continuity conditions on the sample surface [26]. The calculated dispersion relations

for bulk and surface phonon polaritons in 4H-SiC are plotted in Fig. 2.5. The BPhP

modes (black lines) split into two branches and only exist outside the Reststrahlen

band. The lower branch converges to ω{caε p0q for ω Ñ 0, while the upper polariton

branch converges to ω{c?ε8 for ω Ñ 8, following from Eqs. (2.1.6) and (2.1.7). The

bulk phonon polariton becomes localized as propagating into the substrate is not

supported anymore at ωTO with kBPhP Ñ 8 for ω Ñ ωTO. Inside the Reststrahlen

band, only SPhP modes with wavevectors larger than that of photons in air are

supported. The lower limit of supported SPhP eigenfrequencies is the TO frequency,

the upper limit is given by a cut-off frequency2 ωS [26, 44]. For 4H-SiC, this cutoff

frequency is ωS � 942 cm�1, which is 22 cm�1 below the LO frequency.

Between the momentum of the incoming light, ki � ωi{c, and the dispersion of

the SPhP, a momentum3 mismatch has to be overcome to successfully couple the

incoming light to surface modes, see Fig. 2.5. This can be achieved by prism cou-

pling [46, 47], with the use of a diffraction grating [42, 48, 49] or by tip-based cou-

2A derivation of the cut-off frequency can be found in, e.g., Refs. [26, 43, 44].
3Phonons actually are not considered to possess a momentum since along their propagation no mass

is involved. Therefore the momentum value p � ℏkphonon is referred to as ’crystal-momentum’ or ’quasi-
momentum’ [45].
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Chapter 2. Theoretical Background: Phonon Polaritons

Figure 2.5. Dispersion relation of BPhP and SPhP. (a) The dispersion of BPhPs (black lines) and
SPhPs (green line). The BPhPs exist outside of the Reststrahlen band, while the SPhP mode is
only allowed inside, converging at the cutoff frequency ωs. The dotted lines give the low and high
frequency limits, and the gray dashed line illustrates the linear dispersion for a photon traveling in
air (light line). (b) Zoom into Reststrahlen band, gray area of (a) with (c) corresponding plot of
the dielectric function between TO and LO, where the real part (blue) is negative leading to the
suppression of BPhPs.

pling [50, 51]. The three techniques are illustrated in Fig. 2.6.

Inside a prism (Fig. 2.6(a)), the incoming IR beam is refracted and travels through

the prism at an angle θ with respect to the surface normal leading to total internal re-

flection. Its in-plane momentum changes accordingly from kIR to kIR,p � kIRnp sin θ

inside the prism and the resulting evanescent wave can couple to the SPhP momen-

tum if kIR,p ¡ k0 [46]. When using a grating on the sample, Fig. 2.6(b), an additional

grating vector G can be added to the in-plane momentum of the IR beam kIR,x. The

grating momentum is defined by Gm � m{p with p the grating period and m the

diffraction order. The total in-plane momentum coupling to the SPhP momentum
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2.3. Localized surface phonon polaritons

Figure 2.6. Momentum matching via prism coupling, grating coupling and tip-based coupling. (a)
Prism coupling. Overlap with SPhP momentum is achieved by changing light momentum due to
different refractive index of prism. Adapted from [43]. (b) Grating coupling. The grating adds a
grating momentum to the light momentum to overcome the momentum mismatch between photon
and SPhP. Adapted from [49]. (c) Tip-based coupling. The tip scatters the incoming wave into
waves covering a wide range of in-plane momenta. Plot shows the momentum dependence of near-
field coupling, adapted with permission from [52]. Copyright 2024 American Chemical Society.
Gray dashed line shows light line for ωIR � 1000 cm�1. Inset shows field enhancement at the tip
apex, adapted with permission from [53]. Copyright 2024 American Chemical Society.

is then k � kIR,x � Gm [49]. In tip-based techniques, the tip itself can be used to

overcome the momentum mismatch, which is illustrated in Fig. 2.6(c). Here, the IR

beam is focused on the tip which scatters the light wave into waves covering a broad

range of in-plane momenta. The plot shows the coupling weight as a function of

the in-plane wavevector with a peak (yellow dashed line) at k � 1{a with the tip

radius a [52], the field enhancement at the tip apex is shown in the inset [53]. Thus,

the tip-based technique enables coupling to a wide range of in-plane momenta, the

photon momentum is illustrated by the gray dashed line. All these approaches lead

to an evanescent in-plane momentum kx larger than the original light momentum k0
enabling the coupling to SPhP momenta kSPhP.

2.3 Localized surface phonon polaritons

Surface phonon polaritons can appear, not only as propagating waves, but also as

confined, localized modes in, e.g., nanostructures. The simplest structure here is

a spherical resonator, similar to the appearance of localized plasmon polaritons in

noble-metal nanospheres [54]. Mutschke et al. theoretically and experimentally dis-

cuss localized surface phonon polaritons in spherical SiC particles [55]. By extending
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Chapter 2. Theoretical Background: Phonon Polaritons

the particle range from spherical to ellipsoidal shapes, they also discuss the resonance

frequency dependence on the resonator shape. By now, a common geometry for ex-

periments on localized SPhPs are cylindrical resonators [56–58].

Previous studies dealt with the detailed analysis of localized modes in free-standing

resonators and in the vicinity of a substrate, as well as in arrays of multiple res-

onators [44, 59]. It was shown that longitudinal and transverse dipole modes appear,

whose frequencies shift for changing diameters and inter-resonator gaps. Spectra for

different inter-resonator gaps G are shown in Fig. 2.7(a).

Figure 2.7. Resonance frequencies in dependency of resonator parameters. (a) Spectra show-
ing shifts in resonances frequencies for different interresonator gap sizes. (b-d) Left: Resonance
frequency dependence of individual monopolar and dipole modes on resonator diameter and in-
terresonator gap. Right: Sketches of charge distributions of the three modes. Reprinted with
permission from [59]. Copyright 2024 American Chemical Society.

The longitudinal dipole mode has its charge separation along the height of the res-

onator, while the transversal dipole modes confine charges separated along the res-

onator’s diameter, as illustrated in Fig. 2.7(b-d,right). When placing the resonator

on a substrate, the bottom charge of the longitudinal dipole mode is obscured by the

substrate, such that only the top charge is observable. Because of this, it is usually

referred to as a monopole mode [56]. The panels (b-d) in Fig. 2.7 show the modes’

resonance frequency dependencies on the resonator diameter D, and the interres-

onator gap G. As can be seen by changing the resonator and array parameters, the

monopolar resonance frequency shifts over a broad range of ¡ 60 cm�1. The dipolar

modes (TD1 and TD2), instead, shift comparably little in frequency. This observa-

tion gives rise to the assumption that monopolar modes couple to their surrounding

while dipolar modes are rather individual modes inside the resonators. The analysis
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2.4. Hybridized phonon polaritons

in Ref. [59] does not take into account the effect of coupling between localized res-

onator modes and propagating substrate modes, which will be discussed in the next

section.

2.4 Hybridized phonon polaritons

Before moving on with the discussion of coupling between resonantors in a lattice,

the underlying theory and the origin of strong coupling and avoided crossings will

be introduced. This theory does not only explain the coupling between propagating

modes and lattice resonances, but also, e.g., the coupling between photons and

propagating polaritons leading to the Reststrahlen band. However, the discussion

below will focus on the example of propagating polaritons and localized modes.

2.4.1 Strong coupling

In a system supporting not only propagating surface modes but also localized modes,

these two modes can hybridize enabling strong coupling. Strong coupling between

these modes opens the way for many applications such as molecule sensing [60, 61],

directional thermal emission [62, 63], or topologically protected edge states [64].

The modes can be expressed as oscillators and their coupling can be described using

a two-coupled oscillator model. In the quantum mechanical expression following a

Hopfield model [27], the corresponding Hamiltonian reads

H �
¸
q

ℏωm
q â

:
qâq � ℏωs

q b̂
:
q b̂q � ℏg0

�
â:q b̂q � âq b̂

:
q

	
. (2.4.1)

Here, ωs
q and ωm

q are the frequencies of the uncoupled SPhP and a localized mode

at the in-plane wavevector q, g0 denotes the coupling strength, also referred to as

Rabi frequency, whereas â:q (âq) and b̂:q (b̂q) are the bosonic creation (annihilation)

operators of the two modes.

When the two dispersions cross, the coupling leads to a Rabi splitting into two hy-

brid states. This anti-crossing occurs if the Rabi frequency is larger than the losses

of both individual modes, a condition known as the strong coupling regime [57]. The

coupled modes act as one system where energy is resonantly exchanged between

both modes [65]. The anti-crossing of the two modes is depicted in Fig. 2.8. The

eigenfrequencies of the upper and lower branch, respectively, can be calculated by

diagonalizing the Hamiltonian in Eq. (2.4.1) using a Hopfield-Bogoliubov transfor-

mation leading to [57, 66]
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ω�
q �

ωm
q � ωs

q �
b�

ωm
q � ωs

q

�2 � 4g20

2
. (2.4.2)

The entire system can also be modeled in a classical way by solving the equations

of motion for two coupled oscillators leading to the same eigenfrequencies [67].

Figure 2.8. Rabi splitting of a propagating and a localized surface phonon polariton in the strong
coupling regime. (a) Illustration of the coupled oscillating system. (b) Splitting of the resonance
peak. (c) Dispersion plot illustrating avoided crossing. The individual mode frequencies (red and
purple) couple, leading to an avoided crossing and splitting into two branches of new states (green
lines) with Rabi frequency g0.

The Rabi splitting is an unambiguous sign for strong coupling and the correspond-

ing Rabi frequency g0 equates to half of the difference between upper and lower

polariton branch 2g0 � ω� � ω� [67, 68]. The magnitude of the Rabi frequency

strongly depends on the overlap of the individual modes, and their respective oscil-

lator strengths.

The concept of strong coupling is essential for the discussion of resonators on a

substrate. After touching on a single resonator on a substrate in the previous section,

a lattice of resonators is considered in the following, taking strong coupling into

account.

2.4.2 Lattice resonances of SiC nanopillar arrays

After the analysis of the interplay of a single resonator with a substrate, the coupling

between multiple resonators with a substrate will be discussed in the following, see

the sketch of a lattice in Fig. 2.9.
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2.4. Hybridized phonon polaritons

Figure 2.9. Resonator lattice. Illustration of resonator lattice with propagating surface polariton
and localized resonance. Adapted from [P3].

Experiments and simulations on this topic have been performed in several previous

works [44, 56, 59, 69]. This section focuses on the simulated findings by Gubbin

et al. reported in Refs. [44, 57]. In Sec. 2.2, grating coupling has been introduced

as a technique to overcome the momentum mismatch between incident light and

propagating polariton. In their publications, the authors examined the dependence

of the grating periodicity on the modal shifts, and the hybridization of monopole

mode and SPhP.

Figure 2.10. Grating supported hybridization of monopole resonance and SPhP. Grating periodicity
dependent frequency shift of monopole mode (a) and backfolding of SPhP dispersion (b). The
gray lines depict the light line and the dashed vertical lines mark the periodicity corresponding
wavevectors. Black line gives the original SPhP dispersion. Both adapted with permission from [44].
Copyright 2024 by the American Physical Society. (c) Resulting hybridization (green) and avoided
crossing between localized mode (red) and backfolded SPhP (purple). Adapted with permission
from [57]. Copyright 2024 by the American Physical Society.

Simulations based on a tight-binding model [57] show clearly that the monopole reso-

nance blueshifts with decreasing periodicity, see Fig. 2.10(a). This shift occurs due to

dipolar coupling between the resonators, and is mainly important for the monopole

mode. In contrast to the transverse dipole modes, for which the charge imbalance is

located inside the resonator, the monopole mode induces a charge imbalance between

the resonators and the sample substrate. In the solid-state picture of a crystal, the

lattice vector given by the periodicity p, i.e., G � 2π
p
, marks the edge of the first

Brillouin zone. Here, the dispersion of the propagating polariton folds back into the

first Brillouin zone and thus creates wavevectors within range of the light line. The

backfolding of the SPhP dispersion is illustrated in Fig. 2.10(b), where the black

curve marks the original SPhP dispersion and the purple curves show SPhP disper-
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sions backfolded with respect to the lattice vector. By this, the SPhP dispersion

is folded into the light cone, thus momentum matching and polariton excitation is

possible.

The backfolding of the SPhP dispersion also gives rise to a crossing point with the

monopole resonance, as depicted in Fig. 2.10(c). Provided that the coupling strength

g0 is larger than the losses of the individual modes, the two modes cannot be treated

individually anymore but hybridized. The green solid lines show the dispersion of

the hybridized modes according to the strong coupling picture. With the change

of the lattice constant, the resonance frequencies for the monopole mode and SPhP

shift, see Fig. 2.10(a,b), however, the shift is much more prominent for the SPhP.

Thus, with changing the lattice period, the resonances of hybridized polaritons can

be tuned.
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3
Theoretical Background: Sum Frequency

Generation Microscopy

This chapter discusses the fundamentals of sum-frequency generation (SFG) mi-

croscopy. First, the concepts of optical microscopy are introduced in Sec. 3.1. The

choice of SFG for high resolution imaging is motivated and compared to other imag-

ing techniques. The chapter continues by discussing the theory of nonlinear optics

with a closer look onto the nonlinear susceptibility and the theory of sum-frequency

generation in Sec. 3.2. Finally, experimental setups for SFG microscopy are pre-

sented and compared, Sec. 3.3.

3.1 Optical microscopy beyond the diffraction limit

Generally, microscopy is the main tool for observation of objects with sizes be-

low the diffraction limit of the human eye. The oldest known technique is light

microscopy [70], which was invented at the end of the 16th century. By today, a

multitude of microscopy techniques, not only based on light but also, e.g., on elec-

trons, neutrons or ions, using several physical principles exist [71–73]. To provide a

basic understanding of the microscopy technique discussed in this thesis, the next

paragraphs provide fundamental information on light microscopy, and tools for high-

resolution imaging.

3.1.1 Brief introduction to light microscopy

The classical light microscope consists of two lenses, referred to as objective and

ocular lens, while the observer’s eyes serve as detectors. In scientific experiments,

however, the detector is commonly a camera and the ocular lens is replaced by a

tube lens. The objective usually is a lens system itself, using a set of different lenses

to provide the best image. The magnification is dependent on both objective and

tube lens, while the possible resolution is only dependent on the objective’s charac-

teristics and the light source, as will be discussed in Sec. 3.1.2.

Here, the general working principle of a light microscope as well as the terms mag-

nification and numerical aperture (NA) shall be introduced briefly, following the

descriptions in Refs. [74, 75]. When light is travelling from an object to an objec-

tive, the objective creates a real image of the object which will be projected onto the
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Figure 3.1. Illustration of beam path magnification.

camera by the tube lens. To create a sharp image, the object has to be positioned

in the focal plane of the objective. The distance between focal plane and objective

is referred to as the working distance dw, and is a characteristic of the objective.

A distinction is made between ’regular’ objectives and ’long working distance’ ob-

jectives, the latter being constructed in a way enabling the object to be at a larger

distance from the objective but still providing large magnification. The microscope’s

magnification is given by

Mmic � ftube
fobj

, (3.1.1)

with the two focal lengths fobj and ftube of the objective and the tube lens, re-

spectively. An example beam path is illustrated in Fig. 3.1, where the objective is

depicted as a single lens for simplicity.

As will be discussed in Sec. 3.1.2, the resolution is dependent on the imaging wave-

length and the objective’s numerical aperture (NA). The NA is defined by the open-

ing angle α, see Fig. 3.1, and the refractive index n of the medium between the object

and objective

NA � n sinα. (3.1.2)

The opening angle α describes the size of the light cone that can be detected by the

objective, thus light rays with a larger angle than the opening angle do not enter

the objective.

3.1.2 Super-resolution microscopy

Super resolution is achieved when a microscope is able to resolve two objects in

an image that are much closer than the wavelength of the imaging light. Such

microscopes circumvent the diffraction limit of light, which will be introduced in the

following.
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The diffraction limit

Throughout the years, several definitions for the diffraction limit have been intro-

duced, of which this introduction will discuss the three most popular ones.

Abbe Limit In 1873, Abbe defined the diffraction limit by the experimental ability

to distinguish two neighboring lines in a grating [76]. Light shining through such a

lattice is diffracted, and the denser the lines in the lattice, the stronger the diffraction

of the light is. The Abbe limit is given by

RAbbe � λ

2 �NA
, (3.1.3)

depending on the imaging wavelength λ and the objective’s numerical aperture.

This equation is based on the fact that the NA of the objective needs to be of a

specific minimum size such that not only the zero-order but also at least the first-

order diffraction maximum can be collected by the objective, leading to R � λ{NA.

This holds for illumination under normal incidence. If the light is illuminating the

sample under an angle that is comparable to the opening angle of the objective, the

before mentioned correlation can be divided by two, leading to the Abbe Limit in

Eq. (3.1.3).

Rayleigh Limit The Rayleigh limit is based on the observation of illuminated dots

generating so-called Airy disks [77] and concentric rings around them, which appear

due to diffraction on a circular aperture, here the microscope’s objective. As for

Abbe, it was experimentally detected how far apart two objects, in this case dots,

need to be to distinguish them. The diffraction limit by Rayleigh is satisfied when

the second dot is exactly in the first diffraction order of the first dot, leading to [78]

RRayleigh � 0.61 � λ
NA

. (3.1.4)

FWHM The third common criterion is based on the ’full width half maxium’

(FWHM) of the intensity profile of an airy disk that appears when imaging a point-

like object. It can be calculated as

RFWHM � 0.51 � λ
NA

. (3.1.5)

The resulting FWHM can be seen as a lower limit for the resolution of the micro-

scope. [79].

The criteria for the diffraction limit are based on different experiments leading to

different values for the diffraction limit. Within this thesis, the Abbe diffraction

limit, Eq. (3.1.3), will be used to discuss the resolution of optical microscopes [80].
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Microscopy techniques for super-resolution imaging

As can be directly seen in the above criteria, achievable resolution strongly depends

on the choice of imaging wavelength. Therefore, a straightforward approach for high

spatial resolution imaging is the use of a short imaging wavelength, i.e., ultraviolet

(UV) light. The short wavelength leads to possible resolutions of � 100 nm, without

the necessity of overcoming the diffraction limit [81, 82]. The main disadvantage of

this technique is the lack of resonances in the UV regime for many samples, and

thus no contrast in the images.

In contrast, resonant imaging with resolution beyond the diffraction limit of the

imaging light can be achieved by various techniques based on fluorescence, such

as stimulated emission depletion (STED) microscopy [83, 84], structured illumina-

tion microscopy (SIM) [85, 86], and stochastic optical reconstruction microscopy

(STORM) [87, 88] to name only a few. These techniques are mainly used in cell

biology and steady research in this field leads to a growing understanding in biology,

e.g., cell functioning [89]. However, since they rely on fluorescence, these approaches

are limited to naturally-fluorescent or functionalized samples. Additionally, fluores-

cence imaging is widely applicable only in the visible range [21].

In addition, nanotip-based approaches such as scattering-type scanning nearfield

optical microscopy (s-SNOM) [90, 91] and photothermal-induced resonance (PTIR)

microscopy [92, 93] have attracted wide attention. These methods provide deeply

sub-wavelength imaging that no longer relies on fluorescence, but often suffer from

the nanotip influencing the measurement [20].

An alternative approach to these established techniques is nonlinear-optical fre-

quency mixing, such as sum-frequency generation (SFG) [22]. Here, the light at

the resonant imaging wavelength is upconverted with a second, nonresonant light

source at much shorter wavelength, providing resonant contrast given by the for-

mer, and high spatial resolution defined by the latter. Although the technique of

frequency mixing has been used frequently in microscopy, the aspect of using it for

gaining highly-resolved images beyond the diffraction limit of the imaging light has

not been widely explored. In addition to a high spatial resolution, nonlinear-optical

frequency mixing can be applied to both in vivo and in vitro applications. It provides

label-free, far-field access, and a better signal-to-noise ratio by, e.g., not requiring

fluorescence and thus resulting in less background [94–96].

Frequency-mixing relies on nonlinear optical effects, which will be explained in the

following section, with emphasis on the description of the process of sum-frequency

generation.

3.2 Introduction to nonlinear optics

As long as not stated otherwise, this section is based on the two textbooks The

Principles of Nonlinear Optics by Yuen-Ron Shen [97] and Nonlinear Optics by

Robert W. Boyd [98].
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Every nonlinear optical process can be discussed as the combination of two (inde-

pendent) processes [97]: The first process is the induction of a nonlinear response in

a medium by incoming light, which can be described by the constitutive equation

P pr, tq �

linear
optical effecthkkkkkkkikkkkkkkj

ε0

�
χp1qE pr, tq

higher-order nonlinear optical effectshkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkj
�χp2qE2 pr, tq � χp3qE3 pr, tq � ...

�
�Pp1q pr, tq �Pp2q pr, tq �Pp3q pr, tq � ...,

(3.2.1)

expressing the induced polarization P in terms of the driving electric field E, the

free-space permittivity ε0, the linear susceptibility χp1q, and the nonlinear suscepti-

bilities χp2q and χp3q of second- and third-order, respectively. To describe a linear

optical effect, the first term of the equation above is sufficient, though the response

of a medium is nonlinear in general and can only be regarded as linear for suffi-

ciently weak fields [99]. The power series expansion holds true for strong fields, with

the nth-order nonlinear optical effect being proportional to the nth-order nonlinear

susceptibility, accordingly. For extremely strong fields, the perturbative description,

Eq. (3.2.1), fails and a non-perturbative strong-field description is required [99].

The second process is the generation of new components of the electromagnetic

field, which can be described by Maxwell’s equations. These equations describe all

electromagnetic processes by their electric and magnetic fields E pr, tq and B pr, tq.
They read

∇� E �� BB
Bt (3.2.2a)

∇�B �µ0

�
J� ε0

BE
Bt



(3.2.2b)

∇ � E � ρ

ε0
(3.2.2c)

∇ �B � 0, (3.2.2d)

with the current density J pr, tq and the charge density ρ pr, tq. Their relation is

described by the charge conservation law

∇ � J� Bρ
Bt � 0. (3.2.3)

Oftentimes, the Maxwell’s equations are given with the electric polarization P in-

stead of the current and charge densities using Eq. (3.2.3) and
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J � Jdc � BP
Bt , (3.2.4)

where Jdc is the dc current density. Implementing both formulas into the Maxwell’s

equations, Eqs. (3.2.2b) and (3.2.2c) then change to

∇�B �µ0ε0
B
Bt
�
E� P

ε0



� µ0Jdc (3.2.5a)

∇ �
�
E� P

ε0



� 0. (3.2.5b)

As already stated in Eq. (3.2.1), the polarization can be described by a power ex-

pansion of the electric field. If E pr, tq can be expressed by monochromatic waves,

according to E pr, tq � °
i E0e

ipki�r�ωtq the polarization can be described as a function

of a wavevector k, and frequency ω by

P pk, ωq �Pp1q pk, ωq �Pp2q pk, ωq �Pp3q pk, ωq � ... (3.2.6)

where χpnq pr, tq (compare Eq. (3.2.1)) turns into χpnq pk, ωq according to

χpnq pk, ωq �
»
R
χpnq pr� r1, t� t1; ...; r� rn, t� tnq

� e�irkipr�r1q�ω1pt�t1q�...�knpr�rnq�ωnpt�tnqsdr1dt1...drndtn.

(3.2.7)

In the electric dipole approximation, χpnq is independent of r and k, leading to

χpnq ptq and χpnq pωq, respectively.
The nonlinear optical susceptibilities are characteristics of the material, and allow the

description of all nonlinear optical effects using Maxwell’s equations in Eqs. (3.2.2)

and (3.2.5) [99].

In general, the lowest-order nonlinear susceptibility is the second-order susceptibility

χp2q. However, χp2q is only non-zero in materials with non-centrosymmetric crystal

structure. For centrosymmetric crystals, the lowest nonlinear process is a third-order

process described by χp3q and the second-order susceptibility vanishes. This notion

will be revisited in one of the following paragraphs regarding inversion symmetry.

3.2.1 The second-order nonlinear susceptibility χp2q

Within this thesis, only the second-order nonlinear susceptibility χp2q is relevant.

Complete evaluation of χpnq can only be done with a quantum-mechanical cal-
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3.2. Introduction to nonlinear optics

culation. For more insight into the origin and features of χpnq, simple models

can be applied, such as the anharmonic oscillator model, as was done in, e.g.,

Refs. [97, 100, 101]. In this section, emphasis is put on important properties of

χp2q.

Due to the vectorial nature of the electric field, the second-order nonlinear suscep-

tibility is a tensor:

P
p2q
i pω3 � ω1 � ω2q � ε0

¸
jk

χ
p2q
ijk pω1, ω2qEj pω1qEk pω2q (3.2.8)

with the indices i, j, k indicating the cartesian coordinates x, y, z. The symmetry of

this tensor gives the selection rules for nonlinear processes, which will be discussed

in the following.

Permutation symmetry

As shown in Ref. [98], the permutation of electric fields does not have an influence

on the susceptibility tensor:

χ
p2q
ijk pω3, ω1, ω2q � χ

p2q
ikj pω3, ω2, ω1q (3.2.9)

as long as the two frequencies ω1 and ω2 are interchanged accordingly. The order

of the two fields E1 pω1q and E2 pω2q does not matter in any physical way. This

characteristic is known as intrinsic permutation symmetry.

Structural symmetry

As stated above, the nonlinear susceptibility is a property of the respective medium

and therefore should have a symmetry which expresses the medium’s structural

symmetry. If a medium remains unchanged when applying a certain symmetry

operation S, the corresponding χp2q tensor should also stay invariant under this

operation. The invariance of χp2q under a specific symmetry operation can then be

described by

�
î � S:

	
� χp2q :

�
S � ĵ

	�
S � k̂

	
� χ

p2q
ijk. (3.2.10)

For each symmetry operation of the medium’s symmetry class, such an equation

exists. Due to relations between the different tensor elements of χp2q, not all of these

elements are independent, leading to only a few independent and non-vanishing
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Chapter 3. Theoretical Background: Sum Frequency Generation Microscopy

elements of χp2q. A table summarizing the nonvanishing χp2q-elements for crystals of

different symmetry classes can be found in, e.g., Ref. [97].

Influence of Inversion symmetry

Second-order nonlinear processes scale with χp2q, Eq. (3.2.1), and are mostly referred

to as interface-specific techniques. This statement relies on the fact that χp2q vanishes

for inversion-symmetric materials. Hence, no second-order nonlinear signal can be

measured from the bulk of materials which are inversion symmetric, but only from

their surfaces and interfaces. Out of the 32 crystal classes this is true for 11 [98].

For materials with broken inversion symmetry, a nonlinear signal can be obtained

not only from the surfaces, but also from the bulk. In the following, a short proof

for the vanishing of χp2q in inversion-symmetric materials shall be given.

As already stated in Eq. (3.2.1), the polarization of a second-order nonlinear process

can be given as

P ptq � ε0χ
p2qE2 ptq (3.2.11)

with an electric field E ptq applied.
For inversion-symmetric materials, the sign of the polarization must change if the

sign of the applied electric field is changed. After this operation, Eq. (3.2.11) reads

�P ptq � ε0χ
p2q r�E ptqs2

� ε0χ
p2qE2 ptq (3.2.12)

Comparing this relation with Eq. (3.2.11) leads to the condition of P ptq � �P ptq,
which can only be fulfilled if the polarization is vanishing. Hence, χp2q must be

vanishing, too. Therefore

χp2q � 0, (3.2.13)

resulting in no signal generation for second-order nonlinear optical effects in materials

with inversion symmetry.

3.2.2 Sum-frequency generation

A specific case of second-order nonlinear effects is sum-frequency generation (SFG),

with χp2q pω3 � ω1 � ω2, ω1, ω2q, illustrated in Fig. 3.2(a). SFG was first observed

experimentally by Bass et al. in 1962 using two ruby lasers overlapped on a triglycine
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sulfate crystal [102]. Second-harmonic generation (SHG), i.e., mixing of two similar

frequencies, had already been observed before, and it was assumed that nonlinear

terms should also be sufficient to mix light of different frequencies. In general,

SHG can be seen as a special case of SFG, where ω1 � ω2. SFG spectroscopy

has been proven highly useful in studying, e.g., molecular systems, such as water

interfaces [103, 104] or carbon monoxide [105], but also crystals [106].

To analytically describe the process of frequency-mixing, two optical fields E1 and

E2 from two incoming lasers with frequencies ω1 and ω2 are considered. The mixed

optical field is expressed by

E ptq � E1e
�iω1t � E2e

�iω2t � c.c. (3.2.14)

Following from Eq. (3.2.11), the second-order polarization Pp2q ptq reads

Pp2q ptq � ε0χ
p2q
�
E2

1e
�2iω1t � E2

2e
�2iω2t � 2E1E2e

�ipω1�ω2qt

� 2E1E
�
2 e

�ipω1�ω2qt � c.c.
�
� 2ε0χ

p2q
�
E1E

�
1 � E2E

�
2

�
.

(3.2.15)

Eq. (3.2.15) shows that new frequency components of the polarization have ap-

peared. Thus, new electromagnetic waves are generated at frequencies ω1 � ω2,

ω1�ω2, 2ω1 and 2ω2, namely sum-frequency generation (SFG), difference-frequency

generation (DFG), and second-harmonic generation (SHG), respectively, as well

as the appearance of optical rectification (OR) for ω � 0. Using the notation

P̃p2q ptq � °
nP pωnq e�iωnt, Eq. (3.2.15) can be split into the respective contribu-

tions for the different second-order nonlinear effects:

P p2ω1q � ε0χ
p2qE2

1 pSHGq ,
P p2ω2q � ε0χ

p2qE2
2 pSHGq ,

P pω1 � ω2q � 2ε0χ
p2qE1E2 pSFGq ,

P pω1 � ω2q � 2ε0χ
p2qE1E

�
2 pDFGq ,

P p0q � 2ε0χ
p2q pE1E

�
1 � E2E

�
2 q pORq .

(3.2.16)

In this thesis, only the effect of sum-frequency generation with ω3 � ω1 � ω2,

Fig. 3.2(a), will be considered, according to

P pω1 � ω2q � 2ε0χ
p2qE1E2. (3.2.17)

To obtain maximum efficiency in sum-frequency generation, phase matching between

the IR and VIS laser pulses has to be provided. Phase-matching grants identical
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Chapter 3. Theoretical Background: Sum Frequency Generation Microscopy

Figure 3.2. Sum-frequency generation process. (a) Energy-level diagram describing the SFG fre-
quency mixing. (b) Vector addition of wavevectors. (c) SFG process under oblique incidence of an
interface with ω1 � ωIR, ω2 � ωVIS and ω3 � ωSFG.

phase velocities of the SFG wave and the mixing field to constructively interfere

while propagating through the nonlinear crystal. The phase matching condition to

be fulfilled reads

∆k � k1 � k2 � k3 � 0 (3.2.18)

and is illustrated in Fig. 3.2(b). Here, k1,2 are the wavevectors of the incoming

beams, and k3 is the wavevector of the resulting beam. Eq. (3.2.18) implies that

the generated wave extracts the energy from the incident waves in the most efficient

way, maintaining a fixed phase relation according to the nonlinear polarization. If

no phase matching is achieved, the SFG wave’s intensity is reduced, accordingly.

Figuratively, phase matching means that the individual atomic dipoles of the gener-

ated wave are properly in phase, emitting fields that add up coherently. The total

radiated power then scales quadratically with the number of dipoles.

The wavevectors k1,2 follow the relation ki � ωini{c, with the refractive index of

the medium ni for light with frequency ωi. For phase matching, k3 has to fulfill

k3 � ω3n3{c [107]. Experimentally, however, k3 is oftentimes not exactly equal to

ω3n3{c, leading to ∆k � 0.

Apart from nonlinear-optical light generation in a nonlinear crystal with phase

matching, SFG spectroscopy is often employed, with much lower SFG yield, to study

surfaces and interfaces in a geometry as shown in Fig. 3.2(c) [108]. In this geometry,

phase-matching as discussed above cannot be obtained. However, the geometry is

beneficial for different reasons: oblique incidence of the excitation laser leads to ac-

cessibility of several χp2q-components, and the non-colinearity of the beams results

in geometric separability of the resulting SFG beam.

Considering sum-frequency generation using a visible and a mid-IR beam, the prop-

agation direction of the generated sum-frequency beam is dominated by the propa-

gation direction of the visible beam, due to momentum conservation.
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kSFG � kIR � kVIS

kVIS"kIR� kVIS (3.2.19)

The amplitude A of the generated SF wave can be expressed as [98]

A3 pLq � iχp2qω2
3A1A2

k3c2

�
ei∆kL � 1

i∆k



, (3.2.20)

dependent on the path length in the nonlinear medium L, with the second-order

nonlinear susceptibility χp2q, the SFG frequency ω3, the incident field amplitudes Ai,

and the generated wavevector k3.

To estimate the intensity of the generated wave, the magnitude of the Poynting

vector averaged over time needs to be considered. Using Eq. (3.2.20), the intensity

is given by [98]

I3 � 2niε0c|A3|2 � 2χp2q2ω2
3I1I2

n1n2n3ε0c2
L2 sinc2

�
∆kL

2



. (3.2.21)

The term sinc2 p∆kL{2q is known as the phase mismatch factor. Fig. 3.3 illustrates

the phase mismatch factor (a), as well as the intensity I3 as a function of L for the

cases of phase matching, quasi phase matching and no phase matching (b).

Now, the effective intensity of the sum-frequency generated beam can be given as a

measure of the maximum intensity possible dependent on the phase mismatch ∆k

and the path length of the nonlinear medium:

I3 � Imax
3 sinc2

�
∆kL

2



. (3.2.22)

In this equation, it is directly obvious that not fulfilling the phase matching con-

dition completely leads to a strong decrease in SFG intensity, see Fig. 3.3(a). The

oscillations in the graph are caused by a power back-flow from the generated wave

back to the original waves, which can happen if the SFG wave becomes out of phase

with polarization if L ¡ 1{∆k [98].

The phase matching condition was first experimentally observed by Maker et al. in

1962 [109], where they focused the laser beam of a ruby laser onto a quartz crystal,

and measured the change in the SFG intensity while rotating the crystal, i.e., chang-

ing the path length L and the accessibility of different symmetry elements within

χp2q.

The resulting SFG intensity can be calculated via the polarization of the SFG field
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Chapter 3. Theoretical Background: Sum Frequency Generation Microscopy

Figure 3.3. Influence of wavevector mismatch on SFG intensity. (a) For perfect phase matching,
the intensity of the generated wave is maximal and decreases dramatically for phase mismatch,
adapted from [107]. (b) SFG intensity plots for phase matching (red), quasi phase matching (gray)
and no phase matching (black).

with

ISFG9 ��P SFG
x � P SFG

y � P SFG
z

��2 {∆k2, (3.2.23)

where x, y and z denote the three dimensions in space. From Eq. (3.2.8), the relation

between polarization and optical fields is already known. For complete description of

the fields, the local field corrections L1,2 need to be taken into account. The so-called

Fresnel coefficients L (R) describe to what extent the light of the incoming beams

is transmitted into (reflected by) the material depending on the beam frequency.

A full list and derivation of the coefficients can be found in, e.g., Ref. [100]. The

polarization is then described by the second-order nonlinear susceptibility χp2q, the

Fresnel coefficients L1,2 and the electric fields E1,2 according to

PSFG
xyz 9χp2qxyz pL1E1q pL2E2q , (3.2.24)

leading to the full description of the resulting SFG intensity

ISFG9
¸
xyz

�
LSFGP

SFG
xyz

� {∆k2. (3.2.25)

Here, LSFG describes the outgoing Fresnel coefficient for the generated light. In the

experiments described in this thesis, only the exciting IR laser beam changes its

frequency. Therefore, the frequency of the second upconverting laser beam is fixed
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and the Fresnel coefficient L2 is constant, accordingly. In the following calculations,

this constant is set to L2 � 1 for simplicity. Using the Eqs. (3.2.23) and (3.2.24),

the resulting SFG intensity spectrum of an experiment can be estimated with three

main contributors, i.e., the nonlinear susceptibility χp2q, the Fresnel coefficient of the

exciting laser L1, and the phase matching condition ∆k.

An example for an SFG measurement on 4H-SiC is shown in Fig. 3.4(a). The gray

dots show data measured with the SFG microscope discussed throughout this the-

sis. In this measurement, the exciting laser is an IR laser with E1 � EIR and the

upconversion laser is a visible laser with E2 � EVIS. Taking the polarizations of

the laser beams and the non-vanishing elements of χp2q into account, the formula for

calculating the SFG intensity in this example reduces to

ISFGPP 9 |χp2qxxzEx,VISLzzEz,IR|2{∆k2 (3.2.26)

and is plotted a as green line on top of the data points in Fig. 3.4(a).

The plot shows nicely, that Eq. (3.2.26) fits to the measured data well enough to

estimate the important features of the spectrum. Values for both the experimental

data and the fit are normalized, the actual magnitudes differ and for a reasonable

intensity comparison several other parameters like detector efficiency and transmit-

tance of optics have to be taken into account. Fig. 3.4(b-d) break the formula down

into their individual contributors: the nonlinear contribution of the second-order

susceptibility (b) and the linear contributions of the Fresnel coefficient (c) and the

phase matching coefficient (d).

The only non-vanishing element of the χp2q-tensor contributing to the signal, χ
p2q
xxz,

can be calculated by [110]

χp2qxxz �χ
p2q
NR,xxz �

¸
q

A
p2q
q,xxz

ωIR � ωq � iΓq

. (3.2.27)

Here, χ
p2q
NR,xxz is the non-resonant contribution of the susceptibility, Aq,xxz is the reso-

nance amplitude, ωIR is the respective IR frequency, wq are the resonant frequencies

and Γq expresses the damping.

In the case shown, only the Fresnel coefficient Lzz contributes to the SFG intensity.

Its expression reads

Lzz � εK
ε∥

2ki
z

εKki
z � εairk

t,e
z

(3.2.28)

with the perpendicular (parallel) contribution of the dielectric function εKp∥q and the
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Figure 3.4. Different contributions to the SFG intensity on the example of SiC. (a) The total SFG
intensity can be calculated (green line) to nicely fit experimental data (gray dots). The general
contributors to the final shape of the spectrum are (b) the non-vanishing second-order nonlinear

susceptibility component χ
p2q
xxz, (c) the Fresnel element Lzz and (d) the phase-matching coefficient

1{∆k2 (with y-axis in log-scale).

z-field wavevector component kz for incident (i) and transmitted extraordinary (t,e)

waves.

It can be seen in Fig. 3.4, that for this configuration the main contribution for the

SFG intensity spectrum comes from the Fresnel transmission coefficient. The first

peak appears at the extraordinary LO frequency of SiC, where the substrate supports

the transmittance of the IR beam best. Here, Eq. (3.2.28) becomes large because

the first denominator ε∥ is zero. The second peak arises at the root of the second

denominator which is dependent on the ordinary LO frequency and kz which shifts

with the incidence angle of the excitation beam. The nonlinear susceptibility peak

disappears in the intensity plot because its variation is orders of magnitude smaller

than the variation in Lzz but mainly due to phase-matching. Panel (d) demonstrates

the importance of phase matching, as, the dip at ωTO � 797 cm�1 prevents the
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observation of the TO resonance peak in the SFG spectrum although apparent in

the χp2q-contribution.

For different geometries, or other materials, the relative contributions to the SFG

signal can vary significantly and peaks appear not only due to the Fresnel coefficients.

Compare, e.g, the case for α-quartz in Ref. [100].

3.3 SFG microscopy

Sum-frequency generation microscopy relies on the mixing of two optical fields. Es-

sential to this thesis is the mixing of fields on the sample surface. In SFG experi-

ments, the sample is resonant to one frequency ω1 and generates a sample response,

which is upconverted with the second optical field at frequency ω2. Usually, one uses

a combination of an infrared and a visible laser. The infrared laser can probe vi-

brational resonances of the material, while the visible beam leads to an upconverted

signal in the visible regime, which is easily detectable with established detectors like

CCD cameras or PMTs.

After the previous discussion of the theory behind nonlinear optical processes in

general, and sum-frequency generation in specific, the next section deals with the

experimental implementation of the sum-frequency technique for optical microscopy.

The scanning-focus method will be compared with a wide-field approach. SFG wide-

field microscopy is then discussed in greater detail and advantages in comparison to

the scanning-focus method are laid out, such as overcoming sample damage induced

by tight focusing.

3.3.1 Scanning-focus vs. wide-field SFG microscopy

The first sum-frequency generation microscope was demonstrated in 1999 [111] using

a wide-field illumination geometry. By now, two main techniques are in use, which

are wide-field illumination and the scanning-focus technique [112]. Both techniques

have many advantages, and can be used to address a variety of research questions.

In the scanning-focus approach, the two IR and VIS laser beams are focused tightly

to µm-sized spot sizes on the sample surface. Due to the tight focus, lasers with

high repition rate and a small fluence are favorable for this technique [23]. The laser

beams are either scanned over the sample surface or the sample is mounted on a

sample stage allowing for movement into all directions. The SFG signal is either

picked up by a lens, and guided towards a detector [112], or alternatively can be also

probed by a metallic tip [113].

In wide-field illumination, the laser beam illuminates the whole field of view, with an

optional soft focus depending on the actual spot size. Due to the larger spot sizes,

high power lasers with low repetition rates are the optimal choice for wide-field SFG

microscopy [114].

In general, the low SFG intensity at sample surfaces and interfaces requires the
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integration over several laser shots to detect sufficient signal [114]. Consequently, the

scanning-focus geometry leads to long acquisition times compared to the wide-field

geometry, despite the favorable use of high repetition lasers. Although acquisition

times on the order of seconds per frame have been reported for the scanning-focus

approach [25], common acquisition times are usually longer, in some cases reaching

up to more than an hour for a single image [69]. Simultaneously, the tight focusing

can easily lead to sample damage, which can be prevented by the wide-field setup [69,

114]. Regarding the resolution, scanning-focus approaches are able to collect images

with a resolution close to the diffraction limit and below. The resolution is ultimately

mainly dependent on the size of the foci, which can be extremely small due to the

less powerful pulses mentioned before [23]. If a nanoscopic tip is used, the diffraction

limit can be overcome, and resolutions on the order of the size of the tip, i.e. 50-

100 nm, can be reached [113]. However, the tip usually is metal coated which can

produce other nonlinear signals than the SFG signal from the sample, disturbing the

measurements, and making the subsequent data analysis more complicated [115]. In

contrast to a scanning-focus method, wide-field illuminated images possess, though

ultimately limited by the diffraction limit, resolutions on the order of � 1 µm[116].

Both methods clearly show their advantages, in different ways, fitting to different

research questions. After the successful implementation of a scanning-focus SFG

microscope in the scope of a former thesis [69, 117], this work focuses on the method

of wide-field SFG microscopy, which will be further discussed on the next pages.

3.3.2 Wide-field SFG microscopy

In this thesis, a wide-field SFG microscope is implemented using the light from a

free-electron laser as an IR excitation source. Different possible implementations and

geometries of such a microscope will be discussed in the following. Here, a distinction

is made between oblique and normal incidence illumination by the visible laser. This

choice leads to effects on the focal plane, as discussed below. Since only the visible

upconversion beam is important for the focal plane, the discussion here leaves out

the IR beam.

Wide-field focal plane

Oblique incidence microscopes have great advantages, such as applicability to opaque

samples [114]. However, in general, wide-field imaging requires an objective to collect

the image data. This becomes challenging for oblique incidence imaging, where it

limits the ability to have the whole field of view (FoV) in focus, as depicted in

Fig. 3.5(a). With an objective tilted with respect to the incident beam, only a small

stripe of the FoV is in focus [111], where the size of the stripe is related to the angle

of the incident light and the objective’s NA.

These image distortions can be overcome by adding a relay imaging system and a
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3.3. SFG microscopy

Figure 3.5. Correction of image distortions from oblique-incidence imaging. (a) Oblique wide-field
imaging leads to FoV areas out of focus, generating a distorted image. (b) Image distortions can
be overcome by adding a relay-lens system and a grating to correct the image focus. Reprinted
with permission from [P2], © Optica Publishing Group.

grating to the setup, see Fig. 3.5(b). In this case, the relay lenses project the light

from the sample onto a grating which compensates the prior image distortions [114,

118]. The light is then picked up by an objective at normal incidence towards

the grating surface which generates a distortion-free image, with the whole FoV in

focus.

A simpler geometry for a focal plane parallel to the sample surface can be achieved

by illuminating the sample under normal incidence by the upconversion beam. This

method brings the great advantage of an evenly-illuminated sample surface, with

one focal plane for the whole image, but also faces some disadvantages which will

be discussed in the following section.

Configurations for wide-field SFG microscopy

Several different configurations to set up a microscope exist, and can be modified to

implement an SFG microscope. Three of these configurations are most important

in the context of this thesis and are discussed in the following. In Fig. 3.6, sketches

of these three techniques are displayed. The IR beam illumination is always under

oblique incidence, and only the sample illumination by the visible beam is changed

according to the three different techniques. First, a microscope using reflection il-

lumination is discussed, where the visible laser beam illuminates the sample after

passing through the objective. Second, microscopy using back illumination shall be

explained, where the sample is illuminated from the backside by the visible laser.

Last, a setup using Schwarzschild imaging based on a reflective objective is dis-

cussed, where the SFG light is collected by an objective consisting of mirrors instead

of lenses.

Due to the large difference in IR and VIS frequencies, the SFG light direction can be

approximated by the visible beam direction, as in Eq. (3.2.19). The working princi-

35



Chapter 3. Theoretical Background: Sum Frequency Generation Microscopy

ples of all considered geometries are outlined.

Figure 3.6. Overview of different SFG microscopy configurations. The visible laser beam is guided
through the objective in (a) reflected illumination microscopy, while it illuminates the sample from
the backside in (b) back-illumination microscopy. The technique of (c) Schwarzschild imaging
makes use of a reflective objective made of two mirrors instead of a set of lenses. Adapted from
[P2].

Reflection Illumination Fig. 3.6(a) illustrates an SFG microscope using reflection

illumination, where the VIS is guided towards the sample by passing the objective.

Here, the VIS beam is focused onto the back focal plane of the objective and is

recollimated by the objective onto the sample to illuminate the whole FoV [119].

Therefore, a 50:50 beam splitter is required, to combine the VIS beam path with the

microscope’s beam path. Additional filters between beam splitter and camera are

necessary to only transmit SFG light for detection with the camera. By illuminating

the sample surface from the front, the technique can be used for transparent as well

as opaque samples.
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Back Illumination In SFG microscopy based on back illumination, the upcon-

verting beam is illuminating the sample from the backside, under normal incidence.

Therefore, this technique is only suitable for samples non-opaque for the visible spec-

tral range. The visible laser beam is in one direct line with the objective, making an

additional bandpass filter in front of the objective indispensable for avoiding laser-

induced damage in the objective’s optics. Any additional optics behind the objective

such as the 50:50 beam splitter, as in the reflection configuration, are not nedded,

providing easier alignment.

Schwarzschild Imaging In a microscope based on Schwarzschild imaging, a special

reflective objective, a so-called Schwarzschild objective [120], is used. In comparison

to a classical lens objective a Schwarzschild objective does not contain any lenses, but

mirrors, to guide the light. As illustrated in Fig. 3.6(c), it contains two mirrors, the

larger primary mirror at the shell of the objective and the smaller secondary mirror

placed in the center of the objective. Due to the absence of lenses, a Schwarzschild

objective comes with the great advantage of no chromatic aberrations. For the pur-

pose of an SFG experiment, the main issue is the irradiation of the sample with the

IR laser. Due to the lateral size of the reflective objective, IR illumination of the

sample bypassing the objective has to take place at a very large angle of incidence.

Thus, excitation of the sample becomes a complicated task. In the depicted case

in Fig. 3.6(c), this challenge was overcome by a custom-made hole drilled into the

objective [P2]. With this technique, the resonant laser beam can excite the sample

under an arbitrary angle without causing critical damage to the objective as would

occur for a lens objective. However, once implemented, the angle is fixed and cannot

be changed without exchanging the objective. This approach overcomes the disad-

vantage of only illuminating the sample from the backside, as the upconversion laser

can be guided through the hole as well. As with the other configurations, filters

behind the objective are needed to block the VIS and also the IR beam.

All geometries show advantages, making them a valid method depending on the sam-

ple choice. While the geometry based on Schwarzschild imaging was implemented

in a different setup [P2], the first two techniques will be set into this thesis’ context

in the section regarding the actual SFG microscopy setup, see Sec. 4.3.2.
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4
Experimental Methods

In this chapter, the experimental tools and instrumentation for all the measurements

will be explained. First, the working principle of a free-electron laser is discussed, fol-

lowed by an overview of the FHI-FEL setup, see Sec. 4.1. Second, the table-top laser

systems used for the sum-frequency generation are introduced and the synchroniza-

tion between the pulse structure of the FEL and the table-top sources is explained,

Sec. 4.2. Finally, the experimental setup that controls the temporal delay between

infrared and visible pulses and the actual sum-frequency generation microscope are

introduced and discussed step-by-step in Sec. 4.3.

Parts of this chapter have been published in [P1].

4.1 Infrared free-electron laser

The free-electron laser (FEL) of the Fritz Haber Institute is in operation since

2013 [121]. The FEL started with a single color beamline in the mid-infrared, with

an extension to a second-color beamline in the far-infrared, where first lasing was

achieved in June 2023. In the following, the general working principle, as discussed

in Ref. [122, 123], as well as the setup and the main characteristics of the FHI-FEL

will be introduced.

4.1.1 Working principle

In a free-electron laser, the kinetic energy of electrons accelerated to relativistic ve-

locities is converted to photons by guiding the electron beam through an alternating

magnetic field. Here, the electron beam does not only act as pump source for the

radiation but also as a gain medium [123]. Roughly speaking, a free-electron laser

consists of three main parts, namely an electron accelerator section, an undulator

and an optical cavity. This simplified picture is sketched in Fig. 4.1.

The electrons are accelerated to a velocity close to the speed of light, and therefore

need to be considered as relativistic particles. To achieve radiation in the mid-IR

regime, electron energies in the range of tens of MeV are needed. After generation

in an electron gun, the acceleration of the electrons is typically done by a linear

accelerator (linac).

In a linac, the electrons are guided through radio frequency (RF) cavities, which
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Figure 4.1. Simplified sketch of a free-electron laser setup. The electrons are generated and ac-
celerated in a setup of electron gun and linear accelerator, then enter the undulator where they
are guided onto a curved trajectory. Each turn results in electromagnetic radiation, i.e., photons.
Within the cavity, the photons acquire a huge gain by passing the undulator several times before
outcoupling. Adapted from [123].

are coupled to an AC voltage source and are charged alternately. Due to the charge

difference between the cavity field and the electrons, the electrons are accelerated

along their path through the cavities. The frequency of the AC voltage and the

length of the cavities is adjusted such that switching of the voltage polarity happens

after the electrons passed exactly one cavity. Using this technique, electron energies

of tens of MeV can be reached [124].

After acceleration, the electrons are guided to the undulator by electron optics. The

undulator consists of periodically-arranged magnet pairs with alternating polarities.

Due to the magnetic field, the electrons experience a Lorentz force resulting in a

sinusoidal motion with the same periodicity as the undulator magnets (λU). At

each turning point of the electron beam’s trajectory, each electron emits incoherent

electromagnetic radiation, i.e., synchrotron radiation with a wavelength λL.

To obtain constructive interference of the synchrotron wave pulses, the so-called

resonance condition must be satisfied. To derive this equation, a closer look at the

electron movements in the undulator is helpful, see Fig. 4.2. In the moving frame

of the electron, the synchrotron radiation is emitted in all directions, but from the

lab frame the electrons move with nearly the speed of light along the undulator axis

such that the radiation emerges almost entirely in forward direction, parallel to the

electron beam.
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4.1. Infrared free-electron laser

Figure 4.2. Electron motion in the undulator. Due to the different velocities of electrons and
photons, the emitted wave packet has a spatial length of pc� veq t. Adapted from [122].

The relativistic velocity of a single electron is ve � βc at a fraction β of the speed

of light c. The time the electron bunch needs to move through the undulator is

t � LU{ve with LU � NUλU the length of the undulator, NU the number of periods

and λU the period length. By passing the undulator, an electron emits photons at

every turn on its trajectory which are forming a wave packet. Because of the different

velocities of electrons and light, the wave packet has a spatial length of pc� veq t,
i.e., while the front of the wave packet emitted at the beginning of the undulator

moved the distance ct, the back of the wave packet is approximately at the end of

the undulator at vet. Similar to the undulator, the wave packet also contains NU

oscillations. Its wavelength λL can therefore be written as [122]

λL � pc� veq t
NU

� λU p1� βq
β

� λU

2γ2
(4.1.1)

using the approximation of β � 1 for electrons very close to the speed of light and

the Lorentz factor γ � 1{ap1� β2q.
This derivation has so far neglected the oscillatory motion of the electrons which

increases the path length of the electrons trajectory significantly, depending on the

magnetic field strength. As a consequence, the average electron velocity is reduced,

and thus the wavelength of the emitted light increases. By taking this effect into

account, the full resonance condition can be formulated as [122, 125]

λL � λU

2γ2

�
1�K2

�
, with K � eBUλU

2πmec
. (4.1.2)

K is the so-called undulator parameter with the electron charge e, the magnetic field
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BU and the electron mass me.

The emitted wavelength of the synchrotron radiation can thus be controlled either

by changing the Lorentz factor γ via the linac’s electron energy, or by varying the

undulator parameter K via the magnetic field strength, which can be done by ad-

justing the gap size between the pairs of magnets [122, 125]. After the undulator,

the electron beam is guided to a beam dump.

It was mentioned before that the electron beam acts not only as a pump source, but

also as the gain medium. To make use of the gain for lasing, the setup additionally

requires a cavity, see Figs. 4.1 and 4.3. With an optical cavity, i.e., two concave

mirrors, at both ends of the undulator, the emitted, incoherent radiation can be

made coherent. Due to the cavity, the optical beam passes the undulator and the

electron beams several times for a strongly increased gain and is finally outcoupled

through a small hole in the second cavity mirror. For an efficient increase in gain, not

only a cavity, but the process of microbunching [126], is important, see Fig. 4.3. The

electron beam and the optical beam are propagating parallel to each other through

the undulator, leading to the electrons’ motions being either parallel or antiparallel

to the electric field gradient of the optical wave. Close to resonance (Eq. (4.1.2))

optical and electron beam have similar frequencies, therefore the electrons lose energy

if both beams are in phase. Thus, the faster electrons soon catch up with the slower

electrons, forming electron microbunches in the electron beam. These microbunches

are now in phase with the optical field, leading to radiative emission that adds up

coherently with the optical field, which gets amplified by a positive gain.

However, if the electrons exactly fulfill the resonance condition, the net gain is zero,

due to no phase advance. Therefore, to achieve positive gain of the optical beam, the

electron energy must be set slightly higher than resonance, so that the electrons are

able to lose energy to the photons. Once the energy loss is such that the electrons are

at resonance, the laser intensity saturates at an intensity several orders of magnitude

larger than without cavity.

For operation in user experiments, different wavelength regimes are required which

can be pre-set by accelerating the electrons to a specific energy. The wavelength

can then be finely tuned by varying the undulator gap size, and thus the magnetic

field strength. To achieve best efficiency for a given wavelength regime, the effective

cavity length LC can be changed by moving one of the cavity mirrors to satisfy the

condition

LC � L0 � qλ, (4.1.3)

with the nominal cavity length L0, the output wavelength λ and the cavity detuning

q. Here, q is a user-defined value usually in the range of 0   q   5 which is kept

constant during a wavelength scan to increase the accessible wavelength range. The

cavity detuning also has great impact on the laser bandwidth, which decreases with

increasing q, leading to a handle for improvement of the spectral resolution, which
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Figure 4.3. Sketch of microbunching process. When entering the undulator, the electrons have
different phases. While going through the undulator, the electron beam interacts with the generated
optical beam, such that electrons in phase with the optical beam are slowed down. The faster
electrons soon catch up with slower electrons and lose energy themselves, thus forming electron
bunches which are in phase generating coherent light emission. Based on [127].

is favorable for spectroscopic or microscopic wavelength scans [128].

4.1.2 FHI-FEL setup

After the discussion of the general working principle of free-electron lasers in the pre-

ceding section, the following section shall give an overview of the FHI-FEL facility

and its important characteristics according to Refs. [121, 128, 129]. First, the prepa-

ration of the electron beam in the electron gun and the linacs are introduced before

the electron beam is split into two arms for mid- and far-IR laser beam production,

respectively. Secondly, the undulators and cavities of these two arms are discussed

in greater detail. An overview over the whole setup is depicted in Fig. 4.4.

Electron gun and accelerators

To achieve laser radiation in the IR regime, electrons with energies of tens of MeV

are needed. The accelerator system here offers electron energies from 15 to 50MeV.

Before the electrons can be accelerated, they are produced in a gridded thermionic

electron gun made of tungsten from where they are accelerated to the anode by a

potential difference of 38 kV. The electron gun is driven at the third sub-harmonic

of an RF master oscillator (MO) at fgun � fMO{3 � 1GHz with fMO � 2.998GHz.

The RF MO works as a clock for all components of the FEL setup. After the gun,

a 10Hz macropulse structure is generated due to the necessity of the capacitors

to recharge. The electron bunches inside a macropulse (10µs) are on the order of

hundreds of ps, which is too long for efficient acceleration in the linacs. Therefore,

between the gun and the first linac, a 1GHz buncher cavity compresses the electron

bunches in time to a few ps. The electron accelerators are two S-band standing-wave
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Figure 4.4. Sketch of the FEL at the Fritz Haber Institute.

π{2 copper linacs, both operating at fMO and powered by microwave radiation with

Pmw � 30MW. In the first linac, the electrons are accelerated to a constant energy

of 20MeV corresponding to a velocity of ve� � 0.9997 c, while the second linac de-

or accelerates the electrons to their final energy of 15-50MeV. Between the linacs, a

chicane can be used to compress the electron bunch length down to a minimum of

1 ps rms. The electron bunches have a charge of approx. 200 pC at a repetition rate

of 1GHz. Thus, the FEL provides high-power macro-/micropulses. All important

values are summarized in Tab. 4.1 below.

If desired, the electron gun can also be driven with other sub-harmonics of the RF

MO frequency, leading to optional frequencies of 27.8MHz and 55.5MHz. For all

experiments described in later chapters, the gun is driven with the 55.5MHz sub-

harmonic of the RF MO, corresponding to micropulses with a duty cycle of 18 ns.

Table 4.1. Specifications of the pulse preparation at the FHI FEL.

Parameter Value

Electron energy Ekin 15-50MeV
Electron bunch charge 200 pC
Micropulse repetition rate 1GHz / 55.5MHz / 27.8MHz
Micropulse length τmicro 1-5 ps
Macropulse repetition rate 10Hz
Macropulse length τmacro 1-15 µs
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Undulators and cavities

After acceleration in the linacs, the electrons are guided to the undulator. To date,

only the mid-IR undulator is in use for experiments, but the far-IR undulator arm is

set up and will be put into user operation shortly. After successful implementation,

the FEL can be used in two-color operation, offering two optical beams simultane-

ously. The beams are divided by a 500MHz kicker cavity which deflects the beam

by either 0� into the mid-IR undulator arm or by �4� into the far-IR undulator

arm [129].

The electron beam is guided through 90°-isochronous achromats to reach the un-

dulators. The most important characteristics of the undulators and cavities are

summarized in Tab. 4.2. Both the mid- and far-IR undulators are placed within

cavities of 5.4m length each. The mid-IR undulator (STI Optronics, Inc.) consists

of NdFeB permanent magnets and has a total length of 2.0m containing 50 peri-

ods with a length of 40mm. For the minimum undulator gap size of 16.5mm, a

K parameter of 1.6 is reached; theoretically, a maximum wavelength of more than

50 µm can thus be reached. The successfully obtained maximum wavelength is about

� 45 µm. For the cavity, two concave gold mirrors are used as cavity end mirror and

outcoupling mirror, respectively. The cavity end mirror is mounted on a stage to

set the cavity length with 1µm precision. Depending on the wavelength range, the

outcoupling mirror can be one of five mirrors with a hole of 0.75, 1.00, 1.50, 2.50 or

3.50mm diameter in the center, respectively, to obtain the best performance.

For the far-IR undulator, a wavelength range of 5µm ¤ λU ¤ 166 µm is predicted. It

also consists of NdFeB permanent magnets and has 40 periods with a period length

of 110mm adding up to a total length of 4.4m. User experiments will be possible in

the near future with the option of 2-color lasing, where both FEL arms are generating

photons simultaneously for, e.g., FEL-only two-color pump-probe experiments.

Table 4.2. Specifications of the mid- and far-IR undulators and cavities.

Parameter mid-IR far-IR

Undulator length LU 2.0m 4.4m
Undulator period λU 40mm 110mm
Number of periods NU 50 40
Cavity length L0 5.4m 5.4m

User operation details

Once the optical beam is outcoupled from the cavity, it is guided to the user stations

through an evacuated beam line. Between the FEL bunker and the experiments, a

diagnostic station is employed to monitor the FEL pulse energy and the spectral

profile. To vary the FEL intensity, five wire-grid attenuators of different power

transmission levels (50%, 33%, 14.5%, 13%, 12%) can be placed into the beam line.

Shortly before the user station, the FEL passes a focusing mirror creating a focal
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point at the experiment table after 4m. The FEL leaves the evacuated beam line

through a KRS-5 window, which is transparent for mid-IR light from 0.6 µm to

40 µm. For on-site beam alignment, light of a visible laser diode generating an

optical beam at λalign � 635 nm can be flipped in that follows the exact same beam

path as the FEL.

4.2 Table-top laser systems

For the visible laser beam, two laser systems are in use. Both laser systems produce

green laser light by frequency-doubling of a near-IR laser beam. The green light is

used for the sum-frequency generation microscope, while the original near-infrared

beam is used to find the correct timing between the pulses of the table-top laser and

the FEL.

The experimental setup of the microscope started with usage of a 55MHz pulsed

fiber oscillator (Origami 10 HP, OneFive) with λ � 1054 nm. To be prepared for

future experiments on samples with a small field enhancement and thus only weak

SFG signal, a new high-power laser (Agilite 569 Burst) was implemented to the

setup as part of this thesis work, emitting 1064/532 nm light with the same pulse

structure as created by the FEL.

4.2.1 Origami OneFive: 1054 nm

The 1054 nm light source, in the following referred to as OneFive, is a terbium-

doped fiber oscillator (FO) offering high-power laser pulses on the order of 100 fs

with � 50 nJ pulse energy and a repetition rate of 55.5MHz. The near-infrared light

of 1054 nm has a maximum power of � 3W directly behind the output. The green

light of 527 nm is generated by second-harmonic generation (SHG) in a BBO crystal

behind the laser output with a maximum power of � 1W. A dichroic mirror, which

is transmissive for the near-IR light and reflective for the visible light, separates the

beams into two beams for individual or simultaneous usage.

Initial experiments testing the microscope using this laser were performed on SiC,

a material with a large field enhancement. In the future, experimental focus might

be put on materials with lower field enhancement or monolayer samples. Thus, a

new customized, high-power table-top laser was purchased. The OneFive laser was

used to determine the microscope’s resolution, see Chapter 5. All later experiments,

Chapters 6-9, are based on the new laser system, which is introduced in the follow-

ing.
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4.2.2 Agilite Burst: 1064 nm/532 nm

The Agilite 569 burst laser system (hereafter referred to as burst laser) provides the

experiment with 1064 nm and 532 nm pulsed laser beams. Both beams can be out-

coupled individually for simultaneous application. The burst laser is a customized,

high-power pulsed laser system with a macro-/micropulse structure similar to the

FEL pulse structure. It consists of two main components: the seed oscillator (M-

PICO-LAB Nd:VAN [PR132], Montfort) generates micropulses at 1064 nm with

a duration of τmicro � 4 ps and the amplifier system (Agilite 569-10, Continuum)

shapes the beam into macropulse structure with a repetition rate of 10Hz and a pulse

length of τmacro � 10 µs with subsequent amplification by flashlamp pumped laser

heads. Through gain narrowing during the amplification, the amplifier micropulses

have a duration of � 11 ps. In the amplifier system, the beam shape is adjusted

such that the output beam has a flat-top profile instead of a Gaussian shape. This

characteristic is beneficial for homogeneous illumination of the microscope’s FoV.

A full sketch of the beam paths in the seeder and the amplifier system can be

found in the AppendixA.1. Here, the system and the operating mode shall only be

introduced briefly.

The seed laser crystal is pumped by an external laser diode which is located in the

laser controller and fiber-coupled to the laser head. The pump light is focused onto

the laser crystal, resulting in an amplification sufficient for lasing in the cavity. The

cavity is a linear cavity with two end mirrors and has a total length of 2.7m resulting

in pulsed laser light of f � 55.518MHz. The output coupler mirror transmits a few

percent of the laser light generating the output beam. The second end mirror of the

cavity is a SeSAM (semiconductor saturable absorber mirror) [130], which absorbs

a small part of the laser light. With higher intensities, the absorption saturates

leading to higher reflection and stabilized mode-locked lasing. The output beam has

a power of � 200mW.

A subsequent Faraday isolator protects the seeder from any back-reflected signal.

For macropulse shaping, a part of the beam gets deflected to its first order by an

acousto-optical modulator (AOM). The deflected beam is amplified in a double-pass

5mm Nd:YAG flashlamp based amplifier. After the double-pass, the polarization is

rotated by a Faraday-isolator from p- to s-polarization and the laser light is guided to

the dual 6mm amplifier while passing a telescope to slightly widen the beam. After

the 6mm amplifier, a Pockels cell is used for sharpening the square macropulse

edges. The beam is magnified to fit the dual 9mm amplifier where the laser beam

is amplified to its final 670mJ per macropulse. For frequency-doubling, the beam

passes a removable potassium titanyl phosphate (KTP) SHG crystal resulting in

320mJ per macropulse visible light. Behind the KTP crystal, a near-IR transmissive

and visible reflective dichroic mirror separates the two beams for individual usage.

After outcoupling to the optical table, both laser beams can be attenuated as needed

by a λ{2-waveplate and a polarization beam splitter.

The burst laser can be operated with an internal or an external trigger. For align-
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Figure 4.5. Conceptual sketch of the amplification process timings. After the FEL trigger, the
capacitors of the amplifiers are charged to power the flashlamps, when reaching the critical voltage
UC. AOM and Pockels cell are engaged slightly later to shape the 55.5MHz pulses into square-
shape macropulses. The plots are arranged in order of appearance in the setup.

ment processes, the internal trigger mode is used, whereas for experiments in the

SFG microscope the FEL trigger is used as an external trigger. With the trigger, the

time course of pulse shaping and amplification is controlled. A conceptual sketch

of the different timings is illustrated in Fig. 4.5. The timing curves are plotted in

the order of appearance in the setup (top to bottom), which is not identical with

the order of temporal control. Due to the necessity of charging, the amplifiers start

working at an earlier time than AOM and Pockels cell. The concrete timing values

are given in the AppendixA.1. With respect to the trigger signal, the 9mm- and

6mm-amplifiers are electrically engaged to charge the capacitors. The smaller 5mm

capacitor is engaged tens of microseconds later to start the charging process as well.

The required time scale for optimal output has been tested experimentally by vary-
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ing the set times and simultaneous power detection of the output beam. It matches

such that the capacitor reaches the critical voltage UC for optimal discharge, i.e., it

discharges a maximum amount exactly when the laser pulse enters the respective

amplifier (see UC and flash in Fig. 4.5). Thus, shifting the charging of the capacitors

leads to lower output power. This is, e.g., used for laser alignment processes.

For pulse shaping, the AOM and the pockels cell are required. Here, a larger delay

with respect to the trigger is set, matching the maximum charge state of the respec-

tive capacitors. By switching to the first order, the AOM picks out a short sequence

of the 55.5MHz micropulses, thus generating a macropulse structured beam. To

suppress any occuring amplified spontaneous emission (ASE) signal and sharpen the

pulse edges the ASE suppressor triggers the pockels cell simultaneously to the AOM.

In this schematic, the AOM modulation voltage is simplified to a rectangular curve

while in actual use a specified voltage curve is required due to the time-dependent

gain in the amplifier crystals. This effect arises since the crystals are optically

pumped by flash lamps only once just before the start of the macropulse. Any gain

throughout the macropulse continuously reduces the population inversion and thus

the gain for the remaining macropulse, see Fig. 4.6(b)

For optimal experimental conditions, a square-shaped macropulse is required which

is achieved by an AOM voltage curve with increasing voltage over time. Fig. 4.6

illustrates the two operation modes for regular pulse shaping (a-c), where the AOM

voltage switches between a minimum and maximum value, and for square pulse

shaping (d-f) as used in this laser system. By driving the AOM with an increasing

voltage curve instead of a constant voltage, the pulse shape can be controlled.

In theory, the AOM voltage curve is designed in a way to achieve a perfect square-

shaped pulse. In lab conditions, though, the finite number of curve points limit the

actual pulse shape quality. An image of the experimentally achieved pulse shape is

shown in Fig. 4.7 for the macropulse structure (top) and a zoom into the micropulse

structure (bottom).

4.2.3 Synchronization

For the sum-frequency generation experiments, it is indispensable to have temporal

overlap of the FEL and table-top laser pulses not just on the macropulse level, but

also for the 11 ps micropulses. The method to achieve the overlap on the optical table

is described in Sec. 4.3.1. As a step beforehand, both laser systems are synchronized

electronically to have a stabilized pulse timing with respect to each other [131]. The

synchronization between the FEL and the OneFive laser was developed by Riko

Kiessling as part of his PhD thesis [117] and is described there in great detail.

An electronic phase-locking technique has been utilized where the frequency of the

FEL master oscillator fMO is used and coupled to the lab by a stabilized fiber link.

The 54th harmonic of the OneFive’s output is compared to the FEL master oscillator

phase, in order to manipulate the fiber oscillator cavity such that synchronized
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Figure 4.6. Macropulse shape generation of burst laser output. (a)-(c) Pulse generation with
an AOM switching between min and max and (d)-(f) pulse shape of an AOM driven with a
voltage curve increasing over time. This procedure has the advantage of equal intensity distribution
thoughout the whole macropulse. The 10Hz macropulse is periodically repeated after 100ms and
has a length of 10 µs containing a (g) 55MHz micropulse structure. Each micropulse has a length
of � 11 ps with a duty cycle of 18 ns.

operation at 55.5MHz is achieved. Between the synchronized laser pulses, there

may be a time difference up to 18 ns, which has to be compensated for experimental

use. A first rough temporal overlap is achieved by using an electronic phase shifter

on the FO signal to vary its phase and therefore shift the pulses in time. How this is

achieved experimentally and a description of the fine tuning of the temporal overlap

will be subject of the following section.
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Figure 4.7. Oscilloscope images of the IR macropulse and micropulses. Top: IR macropulse of
the Burst laser with a pulse length of 10µs and 10Hz repetition rate. Bottom: Zoom into the
micropulse structure within one macropulse with a pulse length of 11 ps and 55.5MHz repetition
rate.

4.3 Experimental setup

After successful synchronization of the two laser pulse trains with respect to each

other, they are guided to the experimental setup. First, overlap in time of the FEL

and the near-IR table-top laser with picosecond precision has to be reached using the

timing tool. After that, the actual experiment takes place in the SFG microscope

using the visible output of the table-top laser. A full overview of the table-top laser

setup, the timing tool and the SFG microscope is depicted in Fig. 4.8.

4.3.1 Temporal overlap

The timing tool setup is used to provide overlap of the two laser pulses not only in

space but also in time. It was built by Riko Kiessling as part of his PhD thesis [117]

where it was also used for FEL characterization measurements. To achieve temporal

overlap, a rough alignment is reached by shifting the Burst timing, followed by

fine-tuning based on SFG signal, as explained in the following. First, both lasers

are focused on a detector (VIGO PEM-10.6-2x2 ) to display the micropulses on an

oscilloscope. The FEL IR beam is focused using an off-axis parabolic mirror while

the table-top near-IR beam is focused by a lens. The timing of the Burst laser can

be shifted electronically with respect to the FEL to obtain a first rough temporal

overlap. The accuracy here is about �0.5 ns. The detector is reached via a flip-in

mirror in the beampath (indicated by dashed lines in Fig. 4.8), without which the
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Figure 4.8. Setup of the experiment. The setup consists of the burst laser with attenuation by a
combination of a waveplate and a polarization beam splitter, the timing tool (green background)
and the SFG microscope (violet background). PD = photo diode, DS = delay stage, BP = band-
pass filter, λ/2 = λ/2 waveplate, Pol. = polarizer, xyz = combination of three linear stages for 3D
sample positioning. SFG microscope as in [P1]. Symbols for optical components partially adapted
from Ref. [132].

beams are guided to a phase-matched GaSe crystal [117]. As shown in Fig. 4.8, the

table-top near-IR beam path uses a delay stage to shorten or lengthen the beam path

within a range of 1 ns. To finely tune the temporal overlap, a scan over the whole

range of the delay stage is performed. At the right stage position, a photodiode

behind the GaSe crystal detects an SFG signal generated in the crystal which is

largest for overlapping pulses.

In the microscope, temporal overlap between the IR-FEL and the visible output of

the table-top laser is required to generate SFG signal. To benefit from the timing

tool information, the table-top near-IR and visible beam paths are required to have

the same pathlengths from the outcoupling point of the table-top laser to the GaSe

crystal in the timing tool and to the sample in the SFG microscope, respectively.

In order to achieve this, a second delay stage is used for the visible beam path to

synchronize with the near-IR beam path. Similar to the timing tool, the optimal

stage position is found by scanning over the whole range of the delay stage. At

temporal overlap between IR-FEL and VIS, SFG signal is generated on the sample
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surface and can be detected with the SFG microscope. Once the best stage position

is found, it can remain in this setting and needs only to be finely adjusted before a

measurement. In addition, the visible laser is also guided through the same delay

stage as the near-IR laser, to avoid temporal detuning when finding time zero with

the GaSe crystal, see Fig. 4.8.

4.3.2 SFG microscope

The microscope setup brings together the IR-FEL and the visible output of the

table-top laser. The two laser beams are combined on the sample surface to create

the SFG signal which will be collected and detected by the microscope.

During the setup of the microscope, two different configurations have been imple-

mented with different functionality and performance. A first configuration was im-

plemented using reflection illumination, but had the drawback of lacking simple

alignment, and causing optical damage to the objective. A second configuration was

then implemented using back illumination, which is working very well in comparison

to the reflection-illumination setup and is now used as the technique of the current

setup. For the sake of completeness, both configurations will be discussed below.

For better comparison, Fig. 4.9 shows both setups as was already done in Sec. 3.3.2,

Fig. 3.6.

Figure 4.9. Microscope setups. SFG microscope setups in reflection (a) and back-illumination
(b) configuration. The figures are similar to Fig. 3.6 and shown again for easier following of the
discussion.

The two setups vary in the way the VIS is guided to the sample, but the main compo-

nents of the SFG microscope are equal for both. In general, the microscope consists

of an objective, a tube lens, a camera and filters. As depicted, the IR illuminates the

sample under oblique incidence with an incidence angle of 50� with respect to the
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surface normal. IR excitation under normal incidence is not possible since neither

the objective nor the sample are transparent for the IR. However, oblique incidence

is beneficial for the accessibility of more χp2q components, see Sec. 3.2.2. To be able

to shine in the IR-FEL under 50�, a long working distance objective (Mitutoyo M

Plan Apo 50x, NA = 0.55 ) with a specified working distance of dw � 13mm is

used. The SFG signal generated on the sample surface is imaged with the objective

and a 200mm tube lens4 onto a highly sensitive, electron-multiplied CCD camera

(PI-MAX 4, Teledyne Princeton Instruments). To only detect SFG light with the

camera, bandpass filters (tunable bandpass 547/15, Semrock) are used to block the

upconversion laser beam. Additionally, the camera is gated to the macropulse tim-

ing to only detect photons when there is FEL light. Every image is generated by

averaging the SFG signal of 100 FEL macropulses, corresponding to an acquisition

time of 10 s per image.

Reflection Illumination

In the reflection-illumination setup, the visible upconverting beam is guided through

the objective towards the sample. This is realized by a 50:50 beam splitter in the

microscope beam path between the objective and the tube lens for incoupling of

the visible laser. The VIS was focused by a 100mm lens to the back focal plane of

the objective to prevent a hard focus on the sample by the objective but instead

illuminate the whole FoV. With both lasers overlapped in time and space, the SF

signal is generated and guided through the objective and tube lens onto the CCD

camera.

While this technique owns the great advantage of possible measurements on opaque

samples due to the front illumination, it also carries two major disadvantages. First,

the process of alignment in this configuration is hard to implement. Due to the VIS

going through several optics and the additional beamsplitter, the required optical

alignment is much more difficult to achieve than in other configurations. Visible

beam reflections from the optics’ surfaces cause the detection of multiple images

randomly stacked upon each other with slightly different focus positions for each. A

perfectly aligned image barely gets rid of these sub-images but combines all these

in one place (Fig. 4.10(a)). In this case, the main image’s focus position acts as

the major focus but is blurred out by the underlying images not in the correct focal

plane. Second, the microscope’s objective was damaged by the VIS laser beam. This

is attributed to an intermediate focal point of the VIS inside the objective, induced

by the several optical components inside the objective. The tight focus led to a burn

spot on one of the objective elements. The burn spot caused a large area of the field

of view to be fully covered by scattered light, see Fig. 4.10(b).

These problems led to the decision to change the microscope setup to a back-

illumination configuration. By this, a simpler alignment process of the visible laser

4As mentioned in Sec. 3.1.1, Eq. (3.1.1), the magnification provided by the objective can only be reached
in combination with a specific tube lens, here f � 200nm.
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4.3. Experimental setup

Figure 4.10. Microscope images using reflection illumination. a) Image of a microresonator array
in focus position. b) Scattering light from a burn spot inside the objective.

is achieved as it is not necessary to guide it through all the imaging optics of the

microscope. Additionally, the VIS can be blocked from entering the objective by an

additional filter preventing laser induced damage in the objective.

Back Illumination

The back illumination setup is the final version of the SFG microscope used for the

experiments described in this thesis [P1]. While the illumination by the FEL is un-

changed, the VIS illuminates the sample from the backside under normal incidence.

With this change in the setup, both problems with the reflection illumination setup

can be eliminated. However, to prevent damage in the objective, the VIS has to be

kept from entering the objective. Thus, an additional bandpass filter (single-band

bandpass 500/24, Semrock) between sample and objective was installed. The fil-

ter may cause additional reflections of the upconverting light leading to temporally

shifted side peaks of the SFG signal. Thus, care must be taken when evaluating

time-dependent SFG signals. In comparison to the reflection illumination geometry,

these additional reflections are a minor problem since they are generated by only

one filter instead of a whole set of optical components inside the microscope.

The microscope enables the imaging of a field of view (FoV) of approx. 275 µm �
275 µm. Both lasers illuminate the whole FoV. The IR-FEL is mildly focused and

has a beam diameter of approx. 500 µm on the sample surface. The VIS has a beam

diameter of roughly 9mm at the sample position, leading to a significant amount

of scattered light. The amount of scattered light could be reduced by focusing.

However, it was decided to not focus the VIS to maintain the flat-top beam profile

for homogeneous illumination of the FoV. The scattered light is blocked by the filter

and additional black aluminum foil around the whole microscope setup.
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5
Infrared Super-Resolution Wide-Field

Microscopy using Sum-Frequency Generation

This chapter discusses the first experiments with the home-built sum-frequency gen-

eration microscope. In Sec. 5.1, the spatial resolution of the microscope is derived

and possible error sources are discussed. In addition, sub-diffractional imaging of

localized modes is introduced. Sec. 5.2 introduces the term spectro-microscopy and

shows various examples of using this technique.

Parts of this chapter have been published in Ref. [P1].

5.1 High-resolution SFG microscopy of localized sur-

face phonon polaritons

By frequency mixing two laser beams with drastically different wavelengths, the

SFG microscope developed during this thesis offers a resolution below the diffraction

limit of the resonant IR wavelength. This difference in resolution to the diffraction

limit becomes larger, the shorter the upconversion wavelength is chosen. But even

for two near-degenerate beams, the detected wavelength is a factor two smaller

than the imaging wavelength. In the specific case of the microscope discussed here,

the wavelength of the upconversion beam is roughly twenty times smaller than the

resonant wavelength.

5.1.1 IR sub-diffractional resolution

The first step was to determine the microscope’s spatial resolution. To do so, a

sample of 4H-SiC micropillar (MP) arrays on a 4H-SiC substrate was used (in the

following referred to as SiC sparse sample). SiC was chosen as an advantageous test

material due to several reasons: SiC inherently has a broken inversion symmetry,

thus SFG signal can be created not only at the surface but also in the bulk. It shows

sharp spectral resonances, and a small phonon damping. In combination with the

fabrication of microresonators, localized SPhPs are supported, leading to a large field

enhancement and thus enhanced SFG signal [56, 69, 133]. By fabricating resonators

at the size of the expected resolution, the sample is ideal to test the microscope and
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determine its spatial resolution.

The MP5 were fabricated into the sample by a standard electron-beam lithography

(EBL) process [P1]. All arrays were designed with a period of p � 5 µm and a height

of h � 1 µm, with two different diameters of d � 1 and 2 µm. The actual diam-

eters and periods of the fabricated sample were measured using scanning electron

microscopy (SEM), see Fig. 5.1 for an SEM image of the sample.

As shown in the SEM image in Fig. 5.1(a), different array sizes were fabricated rang-

ing from 1 MP to a 10�10 MPs array. As a result of the fabrication process, the

pillars are wider at the bottom than on the top. Thus, the dedicated d � 1 µm

pillars’ diameters are in the range of 0.9 µm À d1 À 1.1 µm (b) and the d � 2 µm

pillars have diameters of 1.9 µm À d2 À 2.1 µm (c). The actual period of the pillars

is about 4.5 µm.

Figure 5.1. SEM images of micropillar arrays. (a) Example arrays from 1 MP to 5�5 MPs with
a period p � 4.5 µm. (b) Single MP with 0.88 µm  d1   1.05 µm, fabricated with d1,design � 1 µm.
(c) Single resonator with 1.87 µm  d2   2.09 µm, fabricated with d2,design � 2 µm. All MPs have
a height of h � 1 µm.

For the derivation of the spatial resolution, images of the monopole resonances (see

Sec. 2.3) of the individual micropillars with d � 1 µm are analyzed, a representative

SFG image is shown in Fig. 5.2(a). In this image, all micropillars appear nicely

resolved individually, so that line profiles through the pillar rows and columns of the

arrays can be examined, Fig. 5.2(b,c). Each line profile was fit with a double error

function

ISFG pxq �
ņ

i�1

ai �
�
erf

�
x� µi � ci

σi �
?
2



� erf

�
x� µi � ci

σi �
?
2



� 1

�
� b, (5.1.1)

where ai is the amplitude, b is a vertical offset and ci are the half widths for each

5All SiC resonator samples discussed within this thesis were fabricated by collaborators at Vanderbilt
University.
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5.1. High-resolution SFG microscopy of localized surface phonon polaritons

Figure 5.2. SFG microscopy of SiC MPs. (a) SFG microscope image of a 4x4 MP array (d � 1 µm)
recorded at the IR wavelength of the monopole resonance. (b,c) Double error function fits to the
micropillar line profiles in horizontal and vertical direction indicated by white lines in (a). The
blue dots show the data, the red solid line is the fit curve. Reprinted from [P1].

MP. The parameters µi are the center positions of the pillars and σi the correspond-

ing broadening parameters. n is the number of pillars in one row or column. All

parameters are illustrated in Fig. 5.3 for clarification.

Figure 5.3. Illustration of the parameters in the fit function. The red line illustrates a double error
function fit with the parameters for the amplitude a, the vertical offset b, the half width c, the
center position µ and the broadening σ.

Using the broadening σi, the microscope’s spatial resolution Ri is calculated accord-

ing to Ri � 2.9 � σi. The factor 2.9 has its origin in the Gaussian approximation of

the paraxial point-spread function, also referred to as Airy disk6 [134, 135]. In total,

285 micropillars were imaged leading to 285 values for σ, which were examined for

horizontal and vertical resolution, respectively. In Fig. 5.4, these values are plotted

6A detailed derivation of the relationship between the Airy radius and the Gaussian standard deviation
can be found in Ref. [134].
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in a histogram, where it is nicely visible that they resemble a Gaussian distribution.

The red line represents a Gaussian fit over the data whose center position gives the

spatial resolution of p1.35� 0.13q µm in the horizontal and p1.39� 0.13q µm in the

vertical direction.

Figure 5.4. Histogram plots for horizontal and vertical resolution. Histogram plots for the horizontal
(a) and vertical (b) spatial resolution, respectively. The red line indicates a fit of a Gaussian
distribution. The mean horizontal resolution is Rhor � 1.35 µm and the mean vertical resolution is
Rver � 1.39 µm. Reprinted from [P1].

The Abbe limit for an imaging wavelength of 10 � 12 µm for an equivalent IR mi-

croscope is RAbbe � 10 µm, according to Eq. (3.1.3). As derived here, the SFG

microscope offers a resolution of R � 1.4 µm which is comparable to λIR{9, thus
providing a microscope with deeply sub-diffractional resolution for the mid- to far-

infrared regime. With shifting the IR-FEL wavelength further into the infrared after

complete integration of the far-IR upgrade in the FEL setup, the resolution could

in principle reach λIR{100. However, the need for spectral separability of SFG and

VIS beams by a longpass filter in front of the objective will set a long-wavelength

limit in the current microscope setup. For the current FEL operating out to 50 µm,

the maximum expected relative resolution is � λIR{35.

Resolution-limiting factors

According to Eq. (3.1.3), with an SFG wavelength of λSFG � 500 nm, the maxi-

mum possible resolution can be calculated to be RAbbe p500 nmq � 455 nm, which is

roughly one-third of the measured microscope’s resolution. This difference can be

explained by the following possible limiting factors:

� As visualized in Fig. 5.4, the achieved resolution calculated from multiple pil-
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5.1. High-resolution SFG microscopy of localized surface phonon polaritons

lars is comparatively broad. The resolutions have been extracted from images

of the MP patches which have not all been recorded during the same scan. The

field of view (FoV) does not allow to image all patches at the same time, but

only a smaller group of patches. Before every scan for which the sample was

moved, the focus position was adjusted, whose accuracy strongly depends on

visual judgment. Therefore it is highly likely that the focus positions of the

individual pillars were not entirely optimal for every image.

� The micropillars have a height of 1µm, with varying diameters of � 0.9 µm to

� 1.1 µm, as shown in Fig. 5.1(b). Thus, the volume of the monopolar mode

detected in the process of determining the spatial resolution changes over the

pillar height. Due to this trapezoidal shape there might be a blurring of the

signal, corresponding to the depth of field.

� With the SFG microscope, not the MPs themselves, but rather the nonlinear

SPhP’s nonlinear signal inside them is imaged. The mode volume of the lo-

calized SPhPs is finite and on the order of the size of the MPs. Therefore,

the extracted value represents a convolution between the spatial extent of the

mode and the resolution of the microscope.

� Mechanical noise on the optics in the microscope and the sample mount cannot

be excluded. Shaking of the sample out of the focal plane or vibrations on

optics leading to blurry images thus may have an effect on the achieved spatial

resolution.

Hence, the measured resolution of R � 1.4 µm is an upper limit of the microscope’s

spatial resolution.

5.1.2 Sub-diffractional imaging of monopole and dipole mode

Turning to samples of MPs with diameters of d � 2 µm, see Fig. 5.1(c), the spatial

resolution is smaller than the physical size of the micropillars. This, it is possible

to study the mode profiles of the localized SPhP modes introduced in Sec. 2.3. In

Fig. 5.5(a,b), SFG images at two different IR wavelengths are shown. The images

were taken at the exact same sample position, and show a line of four MPs with

diameters of 2 µm. The white circles indicate the physical pillar size. In Fig. 5.5(a)

a single peak of SFG intensity for each MP can be observed, while in Fig. 5.5(b)

two peaks are resolved. The different behavior is represented in the line profiles,

Fig. 5.5(c), corresponding to the white lines in Fig. 5.5(a,b). From these highly

resolved images, the IR resonances in Fig. 5.5(a,b) can clearly be assigned to the

monopole and dipole mode, respectively [56]. The images are in good agreement with

simulations of the electric field distribution of SPhPs in SiC MPs, see Fig. 5.5(d),

showing that the monopole mode has the largest field intensity on the top of the
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micropillars while it occurs at the sides of the MP for the dipole mode [44, 59].

Figure 5.5. Observation of monopole and dipole modes of SiC micropillars. SFG images of mi-
cropillars resonant with the (a) monopole and (b) dipole mode. The physical pillar size is indicated
by the white circle. (c) Line cuts along the white lines in (a) and (b) are plotted, showing the
ability to resolve the structured electric fields of the dipole mode on top of the micropillar in com-
parison to the monopole mode. Reprinted from [P1]. (d) Simulation of monopole (top) and dipole
(bottom) mode electric fields. Reprinted from [P3].

5.2 Spectro-microscopy

The SFG microscope is able to resolve individual microstructures on samples with

IR sub-diffractional spatial resolution. The microscopy technique itself as well as

the spatial resolution have a variety of advantages, which will be discussed in the

following section.

The information coming from microscopy is captured in the images. By changing

the FEL wavelength, the image changes accordingly, and a short video clip shows

the transformation during a wavelength scan. The big advantage here are the in-

numerable features which can be found in only one image, while the disadvantage

certainly is the purely visual information lacking certain values for comparison. In

spectroscopy, it is the other way round. A spectrum represents all the properties

of the measured region but it does not contain spatial information that allows for a

comparison between different sample positions.

Data analysis of a series of microscopic images provides the opportunity for both

microscopic images as raw data and spectra from wavelength scans of the FEL. By

integrating over a whole image, all information can be transformed into one total

SFG intensity value. Using this procedure for every image of an IR wavelength scan,

a spectrum can be generated. Hence, the technique offers not only microscopic but
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5.2. Spectro-microscopy

also spectroscopic insight of the sample, thus offering spectro-microscopy. As will

be discussed in a later paragraph, this technique can be used not only by averaging

over the whole image, but also to extract a spectrum for specific regions of interest,

such as individual subdiffractional microstructures.

Figure 5.6. Spectro-Microscopy. (a-d) SFG images of the upper left corner of a 1x1 mm2 4H-SiC
micropillar patch and (e) the corresponding spectrum obtained by integrating the intensity of each
image. The images (a-d) show data with different frequency-dependent behavior containing spatial
information which is not apparent in the spectrum. The scale bar in (a) has a length of 30 µm.

An example of a wavenumber scan for SiC MP patches is shown in Fig. 5.6. The

images (a) to (d) show the SFG intensity generated on the sample surface for different

wavenumbers taken from one spectral scan of the FEL. In (e), the spectrum of the

whole scan area is plotted, showing several peaks. The microscope images show

very different intensity distributions at the different FEL wavelengths. Images and

spectrum together give comprehensive information about the optical response of the

sample.

The true power of this technique is that it can be used not only to generate spectra

of the whole FoV but also for selected regions, i.e., in principle down to a single

pixel.

Spectral plots for individual microstructures

Because every single pillar can be resolved, due to the microscope’s high spatial

resolution, it is possible to obtain spectra for distinct pillars or individual areas and

to further analyze their behavior in dependence of the IR wavelength. Specifically,

the technique allows for the creation of a spectrum for each and every pixel, hence

also for every single micropillar. An example is displayed in Fig. 5.7. Panel (a)

shows an SFG image of one-dimensional (1D) chains of micropillars of increasing

length, where each individual pillar can be distinguished. In Fig. 5.7(b), spectra for
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three of these pillars are shown as example, indicated by the red, orange and yellow

circles in (a). Obviously, the spectra of the pillars look very different, indicative of

the response of each microstructure being modified by neighboring resonators. The

effect of such a collective response will be discussed in detail in Chapter 7.

Figure 5.7. Spectra of micropillars in 1D chains. (a) SFG microscope image of 1D pillar chains
with a length of one to five micropillars. (b) Spectral plots over the whole SiC Reststrahlen band
for three selected pillars of different chains in (a), see red, orange and yellow circles.

Not only the response of individual pillars can be converted into frequency spectra,

but additionally distinct regions of the sample, as shown in Fig. 5.8. The image in

(a) shows the SFG intensity signal for a 10�10 MP patch at ωIR � 906 cm�1, where

the blue rectangle indicates the area which was integrated to extract a spectrum

shown in (b). The blue spectrum shows peaks for the monopole (ωM � 840 cm�1)

and dipole modes (ωTD1 � 906 cm�1 and ωTD2 � 945 cm�1), as well as the LO

peak (ωLO � 964 cm�1), as expected. Additionally, the spectrum shows a small

shoulder at ωIR � 830 cm�1, that is slightly redshifted from the monopolar mode,

which cannot be assigned to one of the resonances mentioned before. Figure 5.8(c)

shows the same MP patch at a different FEL frequency, ωIR � 830 cm�1, where the

dominant signal occurs at the pillar column on the left-hand edge of the MP patch.

The corresponding spectrum shows a clear peak for the edge column in contrast

to the shoulder observed in the spectrum for the whole pillar patch. Therefore, the

analysis method and the high spatial resolution are very beneficial for further studies

of nanophotonic modes in this context. The appearance of such an edge feature will

be visited again in Chapter 8.
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Figure 5.8. SFG spectro-microscopy of selected sample areas. (a,c) SFG Microscope images of the
same 10x10 MP patch for different IR frequencies, chosen to match a dipole mode and an edge
mode, respectively. (b) Spectra of the whole pillar patch (blue) and only the left edge pillars
(orange).
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6
Observation of Propagating Phonon

Polaritons with SFG Microscopy

After the first brief discussion of localized modes in the previous chapter, the observa-

tion of propagating polaritons with SFG microscopy will be introduced here. Sec. 6.1

gives an overview of current methods used to detect propagating waves along surfaces

and motivates the use of an SFG microscope for detection and imaging. In Sec. 6.2,

the underlying theory is discussed and it is clarified why the observation of propa-

gating polaritons is possible with the SFG wide-field microscope. The experimental

results achieved for AlN are discussed in Sec. 6.3 as well as the influence of the laser

polarizations. Last, Sec. 6.4 touches future experimental questions.

6.1 Motivation

In the previous chapter, the detection of localized modes within micropillar arrays

was discussed. The detection of propagating polaritons is also a common procedure,

e.g., in tip-based microscopy like s-SNOM [136, 137] or by spectroscopic approaches

like prism coupling [46, 138, 139]. Knowledge about and thus resulting controllabil-

ity of propagating surface polaritons opens the door for a variety of nanophotonic

devices [16, 17].

Near-field techniques like s-SNOM are an established tool to examine propagating

waves with high spatial resolution and thereby offering sub-diffractional informa-

tion [136, 140]. In combination with a tunable laser, not only spatial, but also

spectral information can be provided. However, s-SNOM requires raster-scanning a

nanotip across a sample area of interest leading to long acquisition times. Therefore,

typically only a few selected frequencies are chosen for imaging. Also, the metallic

nanotip in close proximity to the sample may lead to perturbations of the polaritonic

response [20].

In constrast, far-field techniques such as prism coupling or thermal emission spec-

troscopy [62, 63] provide full spectral information. In these techniques, however, the

information of the sample is spatially averaged over a large IR spot size, and thus

requires spatially homogeneous samples.

In this chapter, it will be shown that SFG microscopy can be used as a far-field

technique to detect propagating polaritons. Far-field optical microscopy avoids any

tip influences and can detect the propagating wave by interferometric imaging, as will
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be explained shortly. In contrast to spectroscopic far-field approaches, it maintains

the spectral information of each image pixel. Additionally, the acquisition times

for image recording is reduced significantly, due to the wide-field imaging instead

of scanning-laser approaches. At first glance, the replacement of tip-based scanning

techniques by far-field detection might lead to a loss in spatial resolution. The wide-

field SFG microscope introduced here brings together the far-field detection with

maintaining high spatial resolution due to frequency mixing. Thus, this technique

promises both high spatial resolution, due to the SFG microscopy technique, and

highly resolved spectral information, from the tunable IR-FEL.

However, it is not directly obvious why the SFG microscope, as an intensity-based

technique, would provide polariton phase information associated with their propa-

gation. Therefore, the underlying theory will be further discussed in the following.

6.2 Theory

The electric field of a wave propagating along the x direction on the sample surface

can be expressed by

E1 px, tq � A1e
ipωt�k1xq (6.2.1)

with the amplitude A1, propagating with a frequency ω and a wavevector k1. Damp-

ing of the propagating waves will be neglected in this discussion. As discussed in

detail in Sec. 3.2.2, the SFG microscope detects sum-frequency intensity, I � |E|2.
Although the electric field of a propagating wave is changing with time and loca-

tion, the field intensity stays constant, I1 � A2
1. Therefore, microscope images taken

of this propagating wave only result in a constant signal with no detectable wave

pattern, see Fig. 6.1(a). Here, the gray line shows the propagating wave in terms of

the real part of a complex electric field amplitude as a function of the location x

and the green line shows its intensity. The density plot on top of Fig. 6.1(a) gives

an impression of the image that would be detected with the microscope in the case

of a propagating wave following Eq. (6.2.1).

If a second wave is taken into consideration, with a similar form as in Eq. (6.2.1),

i.e., with the same frequency ω and a different wavevector, e.g., k2 � �0.5k1 leading
to

E2 px, tq � A2e
ipωt�0.5k2xq, (6.2.2)

the total electric field amplitude is described by Etot � E1 � E2. In Fig. 6.1(b),

such a case is considered. Next to the wave plotted above for E1 (gray), the second

propagating wave E2 is depicted as a black line. As can be seen in the plot, the
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6.2. Theory

Figure 6.1. Observation of propagating waves through spatial interference. (a) The spatially varying
electric field amplitude of a single propagating wave (gray) has a constant field intensity (green),
showing no characteristics of a propagating wave in a microscopic image. The sketch above the
plot mimics a corresponding microscopic image. (b) The addition of a second propagating wave
(black) leads to a modulated total electric field (red), where the subsequent absolute value of both
fields leads to a standing wave pattern, observable in a microscope.

total electric field (red line) still strongly varies over x, but in contrast to the single

wave cases the intensity of the total wave is no longer a constant but |Etot|2 �
|A1 � A2|2 cos2 p1.5kxq. The corresponding plot is shown in green, where a clear

standing wave behavior is visible and the shaded area illustrates the wave pattern

with maxima and minima as expected in an SFG image.

This shows that the interference of two waves of different momenta are needed

to image a propagating wave. In the case of the SFG microscope, the propagat-

ing SPhPs (EP � APe
ipkPx�ωPtq) interfere with the incoming IR-FEL beam (Ept �

Apte
ipkptx�ωpttq). Since kpt is simply determined by the experimental geometry, infor-

mation about the propagating surface wave can be extracted from the interference

pattern.

For the propagating SPhPs, damping needs to be considered. These propagation

losses can be included using a complex-valued wavevector

kP � ℜ pkPq � iℑ pkPq � 2π

λP

� iγP, (6.2.3)

with the polariton wavelength λP and the damping constant γP. Thus, the real part

of the wavevector gives rise to the periodicity of the wave and the imaginary part

contains the information about the damping.

All the plots above are for the time t � 0, but as stated in Eqs. (6.2.1) and (6.2.2)
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the two waves are time dependent. Both the launched propagating wave and the

incoming IR wave itself are based on the same frequency ω leading to no direct time

dependence according to

|Etot px, tq|2 �
��eipkPx�ωtq � eipkptx�ωtq

��2
� ��e�iωt

�
eikPx � e1kptx

���2 � ��e�iωt
��2loomoon

�1

��eikPx � eikptx
��2

� ��eikPx � eikptx
��2 .

(6.2.4)

Interference is only possible due to a fixed phase relationship, as the polariton wave

emerges by launching SPhPs only from one specific place. Thus, imaging of prop-

agating waves is possible, despite the intrinsic time average of the intensity detec-

tion.

6.3 Propagating polaritons on an AlN substrate

For the experimental observation of propagating polaritons, a sample system of

AlN and MoO3 was used. Both materials have been the subject of recent stud-

ies, and show interesting properties for applications in the mid- to far-infrared

regime [141, 142]. AlN has attracted broad attention, e.g., due to its applicability to

second- and third-order nonlinearity [143–145], and, owing to its large bandgap, its

usage as light-emitting material for UV light generation [141, 146, 147]. MoO3 on

the other hand is a van der Waals biaxial crystal which received significant attention

due to its ability to support in-plane hyperbolic polaritons [148], and opened a new

field of twist optics using twisted bilayers or trilayers [149, 150]. Recent studies show

the possibility of chemical switching of polaritons in MoO3 [151], in addition to the

material’s charge storage properties [152]. It is envisioned to show great potential in,

e.g., thermal emission manipulation [153], hyperlensing and -focusing [154], or con-

trol of dipole-dipole interactions [155].

Interestingly, both materials show an in-plane anisotropic optical response leading to

different characteristics of the propagating waves, according to the orientation of the

sample. For anisotropic crystals, the wave equation has two different solutions for

ordinary (perpendicular to the optical axis) and extraordinary (parallel to the optical

axis) waves [156]. This behavior emerges from different TO and LO phonon frequen-

cies with respect to the propagation direction. For AlN, two mostly overlapping

Reststrahlen bands arise with frequencies ωTO,Kp∥q � 667.2 cm�1 p608.5 cm�1q and
ωLO,Kp∥q � 909.6 cm�1 p888.9 cm�1q [157]. Due to the directionality of the phonon

resonances, a distinction is made between the parallel and perpendicular dielectric

functions [156]:
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εK pωq � ε8K

�
1� ω2

LO,K � ω2
TO,K

ω2
TO,K � ω2 � iωγTO,K

�
,

ε∥ pωq � ε8∥

�
1� ω2

LO,∥ � ω2
TO,∥

ω2
TO,∥ � ω2 � iωγTO,∥

�
,

(6.3.1)

with the corresponding high frequency dielectric constants ε8K{∥ and damping con-

stants γTO,K{∥. εK and ε∥ are used to calculate the corresponding SPhP dispersions

as will be analyzed in further detail in Sec. 6.3.1. MoO3 is a biaxial anisotropic

crystal with three Reststrahlen bands covering a broad frequency range from ω �
500 � 1030 cm�1 [142]. In the following, the general observation of propagating po-

laritons on the AlN substrate launched by MoO3 flakes is dicussed.

To image propagating polaritons with the SFG microscope, MoO3 flakes were placed

on top of an AlN substrate (0.4mm thick, m-cut). The MoO3 flakes have widths in

the range of 15�20 µm, lengths in the range of 40-65µm and a thickness of � 200 nm.

They are observed to act as launchers for propagating polaritons on the AlN surface.

Images were recorded over the AlN Reststrahlen band region. An example image

for ω � 817 cm�1 is shown in Fig. 6.2(a).

Figure 6.2. SFG image and corresponding 2D-FFT of propagating polariton waves. (a) SFG image
of propagating polaritons on an AlN substrate launched by an MoO3 flake (dark rectangular area).
Interference patterns with different periodicities are visible on the two sides of the flake. (b)
Corresponding 2D-FFT plot of (a).

As can be very well seen, propagating waves are observed on both sides of the MoO3

launcher, with decreasing amplitude at larger distances from the launcher. The

wavevectors and thus the periodicities for the forward and backward propagating

waves are different, with a larger fringe spacing on the right side of the launcher and

a smaller fringe spacing on the left side of the launcher. Fringes are visible over the
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Chapter 6. Observation of Propagating Phonon Polaritons with SFG Microscopy

whole range of the FoV, i.e., more than 100µm in both directions. Fresnel fringes

coming from defects on the substrate (tilted lines in the image) are also weakly vis-

ible. In Fig. 6.2(b), the corresponding two-dimensional fast-Fourier transformation

(2D-FFT) of the microscope image is shown. The most important information is

located on the horizontal broad line in the center of the image. The arrows in the

2D-FFT image indicate the location of the propagating wave information for the

forward (green) and backward (gray) propagating waves, with respect to the propa-

gation direction of the incident laser beam incoming from the left side of the image.

The slight trend towards an ellipsoidal shape of the signal with the crossing points

not being located in a straight line above each other is conditioned on the anisotropic

character of the AlN substrate.7 The two tilted lines in the 2D-FFT emerge from

the aforementioned Fresnel fringes in the microscope image.8

As already mentioned, the spacings between the wavefronts are different for the for-

ward and backward propagating waves leading to the two different momentum values

in the 2D-FFT plot, Fig. 6.2(b). This behavior can be explained with the direction

of the incoming IR light. As illustrated in Fig. 6.3(a), the IR beam illuminates the

sample under an incidence angle α, leading to the launching process off the MoO3

flake edge. The wavevectors of the propagating waves have the same absolute value

but different directions, as the wave on the left side of the flake propagates into �x
direction while the wave on the right side propagates into �x direction. The stand-

ing wave imaged with the microscope arises due to interference with the illuminating

IR light through the x-component of its momentum kpt � sin pαq kIR:

|Etot|2 �
��e�ikPx � eikptx

��2
� 2 p1� cos rp�kP � kptqxsq
� 2p1� cosrpkpt 	 kPqloooomoooon

�k�int

xsq. (6.3.2)

In the case of the wave traveling into the �x direction, the wavevectors point towards

the same direction, leading to an interference pattern with k�int � kpt � kP. For

the wave propagating into the other direction, the wavevectors point to different

directions, thus a standing wave with spatial frequency k�int � kpt � kP is observed.

Both cases are plotted in Fig. 6.3(b).

This observation matches very well with state-of-the-art publications, where propa-

gating waves of surface phonon polaritons have been measured using tip-based near-

field microscopy [48, 137, 158, 159]. Thus, the observation of propagating SPhP

waves is not in itself a novel finding, however, they have never been reported using

any wide-field imaging approach. The pronounced advantage here lies in the abil-

7With increasing frequency the ellipsoidal shape becomes clearer and the crossing points position
themselves in the direction of the optical axis. Further details will be stated in Sec. 6.3.1, however, no
further experiments discussing the anisotropy have been carried out yet.

8The Fresnel fringes lead to streaks in the 2D-FFT rather than spots for periodic waves like the
polaritons due to their non-periodic Bessel-like behavior, i.e., no constant periodicity.
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6.3. Propagating polaritons on an AlN substrate

Figure 6.3. Launching process and interference picture of incoming light and propagating SPhPs.
(a) The IR-FEL beam illuminates the sample under an angle α leading to the launching of prop-
agating surface waves into forward and backward direction with respect to the incoming light.
(b) The propagating wave and the incoming IR wave interfere and thus create a standing wave
with lower (�x direction) and higher (�x direction) wavenumber leading to different interference
patterns, see Eq. (6.3.2).

ity of spectral scanning, i.e., recording images for a variety of frequencies in very

short time compared to tip-based techniques. Therefore, the frequency-dependent

behavior of propagating waves can be analyzed in great detail.

By changing the IR frequency, the periodicity of the interference patterns and thus

the associated 2D-FFT changes. This is visualised in Fig. 6.4 by dispersion plots for

real space (a) and momentum space (b). Both plots have been created by stacking

horizontal line cuts through the real space and momentum space images, respec-

tively, for every frequency. Hence, both plots show the IR frequency dependence

(y direction) of the spatial and momentum behavior of the polariton, respectively.

Fig. 6.4(a) shows very nicely the frequency-induced change in periodicity of the in-
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terference patterns for both sides of the flake. The two dashed white lines point out

the boundaries of the MoO3 flake. Based on Eq. (6.3.2), the periodicity P can be

written as

P� � 2π

kpt 	 kP
, (6.3.3)

with P� the periodicity for propagation in forward direction and P� the periodicity

of a wave propagating in backward direction, respectively. The changing momenta

of the launched waves can also be identified in the dispersion plot in Fig. 6.4(b).

The strong SFG signal of the propagating wave into forward direction leads to a

pronounced dispersion curve in the plot. Less obvious but still distinguishable is

the dispersion curve for the backward propagating wave with higher momentum.

The blue dashed (dotted) line shows the calculated dispersion. It was obtained by

calculating the polariton dispersion (blue solid line) with the dielectric function of

AlN [157] and adding (substracting) the photon momentum kpt. The gray dashed

line illustrates the light line. As can be seen nicely, the experimental data matches

very well with the expected dispersions.

Figure 6.4. Dispersion plots for real space and momentum space. (a) Real space dispersion plot of
propagating waves showing the decreasing periodicity of interference fringes for an increase in the IR
frequency. The white dashed lines indicate the boundaries of the MoO3 flake. (b) Momentum space
dispersion plot from 2D-FFT showing dispersion curves for the two propagating waves in forward
and backward direction, respectively. The blue dotted (dashed) lines represent the calculated
dispersions for forward (backward) propagation. The blue solid line represents the dispersion
curve for the propagating wave itself with kSPhP and the dashed gray line the corresponding light
line.
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6.3. Propagating polaritons on an AlN substrate

6.3.1 Polariton propagation anisotropy

So far, the in-plane anisotropy of the m-cut AlN was not considered. For this crystal

cut, the optical axis (also referred to as c-axis) of the AlN substrate is in-plane. Thus,

sample rotation leads to different resonance responses. In the following, differences

in the optical response for the cases c∥x and c∥y are discussed.

Fig. 6.5(a,b) shows SFG images of propagating waves launched by MoO3 flakes with

their long edge oriented perpendicular (a) and parallel (b, with an offset of 7�) to

the optical axis (white dashed line). In the case of perpendicular orientation of the

flake, the wavevector of the propagating waves is parallel to the optical axis, referred

to as an extraordinary wavevector ke. A propagating wave launched off a flake with

its propagation direction perpendicular to the optical axis can be described by the

ordinary wavevector ko. The dispersion of SPhPs can be calculated using the dielec-

tric function with its components parallel to the optical axis ε∥ and perpendicular

to the optical axis εK, Eq. (6.3.1), following [160]

ke � ω

c

d
ε∥εK � εK
ε∥εK � 1

, ko � ω

c

c
εK

εK � 1
, (6.3.4)

describing the propagation along and perpendicular to the c-axis. The panels (c)

and (d) in Fig. 6.5 show the corresponding dispersion plots for scans over the whole

AlN Reststrahlen band. The gray dashed (dotted) lines represent the light lines,

and the blue dashed (dotted) lines illustrate the calculation of ℜ pkeq and ℜ pkoq
for co- and counter-propagating polaritons, respectively. For better visibility of

the dispersion for the counter-propagating wave, the high-wavevector regions of the

images is multiplied by 3.

It can be seen, that the calculation fits the measured data nicely. A change in

orientation of the optical axis leads to a change in the polariton dispersion, i.e., the

cut-off frequency ωs,e is� 17 cm�1 red-shifted with respect to ωs,o. A line-cut through

the dispersions for c∥x and c∥y at ωIR � 820 cm�1 is depicted in Fig. 6.5(e) to stress

the difference in ke and ko. For a better comparison, the SFG signal of the counter-

propagating wave is multiplied by 10. The plots highlight the shift in momentum

for the rotation of the sample, and, hence, the propagation direction with respect

to the optical axis. Here, a shift of ∆kfw � 135 cm�1 for the forward propagation

and a shift of ∆kbw � 170 cm�1 for the backward propagation arises. These values

are in good agreement with the theoretical prediction of ∆k � 143 cm�1, with small

differences attributed to noise and limited momentum resolution.
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Figure 6.5. Dispersion plot comparison for different orientations of the optical axis of the AlN
substrate with respect to the polariton propagation direction. SFG images of propagating waves
at ωIR � 826 cm�1 launched by flakes oriented perpendicular (a) and parallel (b) to the optical
axis (white dashed lines). (c,d) Corresponding dispersion plots, intensity in right parts of panels
is multiplied by 3. The gray dashed/dotted lines show the light lines and the blue dashed/dotted
curves depict a fit using ke for a wavevector with propagation direction parallel to the optical
axis (a) and ko for a wavevector with a propagation direction perpendicular to the optical axis
(b). The white dashed lines in (c,d) denote the cut-off frequencies ωs,e and ωs,o, respectively.
At ωIR � 670 cm�1, a CO2 absorption line is visible due to normalization of the data for each
frequency. (e) Line cut through (c) (purple) and (d) (orange) at ωIR � 820 cm�1 with a distinct
momentum shift between ke and ko for forward and backward propagating polariton.
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6.3. Propagating polaritons on an AlN substrate

6.3.2 Directional launching with light polarization

Until now, the polarizations of the IR and VIS beams have not been discussed. As

will be shown in the following, the laser polarization is important for the launching

efficiency and direction. The polarizations considered are p-polarized light (paral-

lel to the plane of incidence) and s-polarized light (perpendicular to the plane of

incidence, from German: ’senkrecht’). The top images in Fig. 6.6 illustrate both

configurations on the example of the IR beam.

IR polarization

Phonon polaritons are excited by the IR light, hence it is reasonable to assume an

influence of the polarization on the excitation of propagating waves. The intensity

detected by the SFG microscope is related to the incident IR electric field EIR,

Eq. (3.2.24). For p- and s-polarization, respectively, it reads

EIR,P �
�
� Ex,IR

0

Ez,IR

�

, EIR,S �

�
� 0

Ey,IR

0

�

. (6.3.5)

The IR polarization is also illustrated in the top panels of Fig. 6.6(a,d), depicted

as black arrows. The other panels show SFG images recorded with the two IR

polarizations for different sample orientations (flake with long edge oriented vertical

or horizontal).

It is evident that polaritons are launched for specific combinations of polarization

and orientation. For p-polarization, propagating waves are observed along the x

direction when the long edge of the MoO3 flake is along the y direction (b), but no

propagating wave is detected when the flake is rotated by 90� (c). For s-polarization

the opposite behavior appears: propagating waves arise for an MoO3 flake with its

long edge along x (f) while an image with a flake along y does not show any features

(e). Apparently, the interferometric detection works more effectively for polarization

and propagation pointing into the same direction, i.e., in horizontal direction for p-

polarization and in vertical direction for s-polarization. In addition, launching from

the long edge of the MoO3 flakes is observed much more efficient than launching

from the short edge.

The absence of propagating waves in the SFG image (e) can be explained by the

interference of the polarized IR light with the propagating wave. Fig. 6.7 illustrates

the polariton field exemplarily for polariton propagation in x direction. This field has

vector components in x and z direction. As Eq. (6.3.5) shows, only the p-polarized

IR-beam has vector components in the same directions. The s-polarized beam only

has a vector component in y direction and hence cannot interfere with the polariton

field. This explanation does not hold for the case of (c), where the polariton field
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Figure 6.6. Influence of IR polarization on propagating waves. (a) IR excitation in p-polarization
(parallel to the plane of incidence) launches propagating polaritons for an MoO3 flake with the long
edge along y (b) with a wavevector in polarization direction. No modes are launched for a flake
rotated by 90� (c). (d) IR excitation in s-polarization (perpendicular to the plane of incidence):
no modes appear for a flake with long edge along y (e), but for a flake with long edge along x (f).
All images at ωIR � 777 cm�1. White lines illustrate the positions of the MoO3 flakes.

launched from the long edge has y and z components. However, the SFG microscope

does only detect the in-plane field components of the polariton, since the out-of-plane

components of χp2q vanish. Thus, any launched polariton wave cannot be detected

with the SFG microscope in this configuration.

Additionally, it is striking that only the long edge of the flake launches polariton

78



6.3. Propagating polaritons on an AlN substrate

Figure 6.7. Sketch of a polariton field for propagation in x direction. The polariton field is launched
by the MoO3 flake and propagates in x direction with a maximum field intensity at the launcher.

waves and no signal from short-edge launching can be detected. The reason might be

the anisotropy of MoO3, which has not been discussed so far. A possible explanation

could be that the orientation of the optical axis is beneficial only for launching off

one edge, here the long edge. Further studies are needed to prove this hypothesis.

VIS polarization

The evolution of the propagating waves is not affected by the polarization of the vis-

ible beam, which is plausible since the modes are launched by the IR laser, while the

VIS beam only acts as the upconversion beam for the SFG process. In Fig. 6.8, two

images are shown, recorded with the IR in p- and the VIS in s- and p-polarization,

respectively. Undoubtedly, the SFG intensity for the mixed polarization (IR-p, VIS-

s) scan is increased compared to the homogeneous polarization (IR-p, VIS-p) scan.

This behavior can also be observed for a different IR polarization: if the IR beam

excites the sample with s-polarization, the best signal is achieved for a visible beam

in p-polarization.

Figure 6.8. Influence of VIS polarization on SFG images. SFG images at ωIR � 807 cm�1 with
the visible beam in s-polarization (left) and p-polarization (right). The excitation of modes is not
affected by the polarization of the visible beam as it only acts as an upconversion beam. However,
the intensity of the SFG signal is clearly increased for IR-p, VIS-s.
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The electric fields EVIS for p- and s-polarization can be expressed by the correspond-

ing vector components Ep
VIS,x and Es

VIS,y, respectively. For AlN, the SFG intensities

for visible p- and s-polarization, respectively, and the IR in p-polarization read (see

Sec. 3.2.2, Eq. (3.2.26))

ISFGPP 9 |χp2qxxxEx,VISLxxEx,IR|2 (6.3.6a)

ISFGSP 9 |χp2qyyxEy,VISLxxEx,IR|2 (6.3.6b)

with Lxx the Fresnel coefficient and considering only the non-vanishing tensor ele-

ments of the nonlinear susceptibility χp2q. Assuming that |Ep
VIS,x| = |Es

VIS,y|, the only
difference between the two equations is given by the tensor elements χ

p2q
xxx and χ

p2q
yyx

leading to the different intensities in the SFG images. Notably, in the given geome-

try and for the symmetry of the χp2q tensor, the SFG microscopes solely probes the

in-plane field components of the polariton. Thus, the SFG microscope measures the

in-plane field Ex,y of the polariton in contrast to s-SNOM, which always measures

the out-of-plane field Ez only.

6.4 Outlook

The SFG microscope is an ideal tool for measuring propagating polaritons with

a high spatial resolution and full spectral information. Launching efficiency and

propagation direction can be influenced by changing the lasers’ polarizations in a

combination with rotating the sample. However, during the data analysis not all

questions could be answered, yet, and many more were not even addressed yet. This

section provides an outlook on so far unaddressed phenomena observed with the SFG

imaging focusing on the propagating polaritons excited by s-polarized light and on

the optical response inside the MoO3 flake.

6.4.1 Optical response for s-polarized IR light

When the flake is turned by 90�, the propagating waves do not propagate in the x

direction, but in the y direction, as illustrated in Fig. 6.9(a). While Sec. 6.3.2 and

Fig. 6.6 already discussed the influence of polarization on the propagation direction,

here the polariton dispersion shall be of interest. The exciting IR beam has no

ky component, hence no difference in the up- and downward fringes is expected.

The imaged waves should directly correspond to the propagating SPhPs, leading

to the same propagation fringes for upward and downward propagating SPhPs. To

corroborate this hypothesis, the frequency dependence is plotted in a dispersion plot,

see Fig. 6.9(b). Notably, in contrast to Fig. 6.4, vertical cuts through the 2D-FFT

plots were extracted.
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Figure 6.9. Propagation and dispersion plot for launching perpendicular to the incident IR laser.
(a) SFG image of propagating waves from a horizontally oriented MoO3 launcher. (b) Dispersion
plot for the corresponding scan. Without the influence of a kIR,y component, the imaged waves
propagating up and down, respectively, correspond directly to the propagating SPhP waves, hence
one dispersion curve fits both modes. The blue solid line illustrates the calculated kSPhP and the
gray dashed line the corresponding light line.

In contrast to Fig. 6.4(b), the two polariton dispersions for upward and downward

propagation nearly overlap, in good agreement with the similar fringe spacing of the

propagating waves in (a). Here, the bright dispersion represents the downward prop-

agating wave and the slightly shifted less intense dispersion represents the upward

propagating wave. The blue solid and gray dashed lines represent the calculations

for kSPhP and the vacuum light line kpt, respectively. For higher frequencies, the

calculations and data fit nicely, however, for lower frequencies an offset occurs. At

this stage of the data analysis, this offset it attributed to the AlN anisotropy and

has to be investigated further.

In addition, a consistent offset between the polariton wave fronts and the direction

of energy flow is observed for all of the data. The magnitude of this offset varies

for different geometries and MoO3 flake orientations with respect to the AlN optical

axis. In Fig. 6.9, this offset is particularly pronounced. So far, no consistent physi-

cal mechanism to explain this observation could be identified, but is assumed to be

linked to the anisotropy of AlN and the twist between AlN and MoO3.

6.4.2 MoO3 response to IR excitation

So far, no data analysis on the images of the MoO3 flake itself has been discussed.

As shown in Fig. 6.10, the spectroscopic flake response is highly dependent on the

IR frequency. Exemplary SFG images in (a) show the transition from homogeneous,

bright SFG signal across the whole flake (left) to strongly suppressed signal (middle),

and a standing wave pattern inside the flake (right). The influence of the underlying
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AlN substrate has not been analyzed yet.

A comparison of the SFG intensity spectra of both the AlN substrate (purple) and

the MoO3 flake (orange) is plotted in Fig. 6.10(b). It can be clearly seen that the two

spectra differ tremendously. The images in (a) correspond to the frequencies marked

by the dashed lines. Additionally, panel (c) shows a spectro-spatial dispersion plot

along the y-axis of the flake. The signal was integrated along the x-axis of the flake

and is plotted as a function of the IR frequency. The standing-wave pattern as in

(a,right) can also be found in the right-hand side of the dispersion plot.

Figure 6.10. Frequency dependent behavior of MoO3 flake. (a) SFG images for different IR
wavenumbers. (b) SFG intensity spectra for AlN substrate (purple) and MoO3 flake (orange).
Dashed lines give spectral positions of SFG images in (a). (c) Spatio-spectral dispersion plot for
MoO3 flake along y-axis. Colorscale valid for (a) and (c).

A detailed evaluation of the data is a next step, taking into account the differ-

ent polariton resonances for the AlN substrate and the MoO3 flake, respectively,

including the anisotropic characteristics of the materials. As an example, the fea-

tures 1 and 2 (Fig. 6.10(b)) are in good agreement with the TO and LO frequencies,

ωTO � 821 cm�1 and ωLO � 963 cm�1 [142], of the MoO3 Reststrahlen band along

the [001] crystal direction. However, this analysis is well beyond the scope of this

thesis.
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7
Collective Behavior of SiC Phonon Polariton

Resonators

This chapter discusses the collective behavior of phonon polariton resonators in 1D

arrays. Differences in the optical response for different illumination directions are

discussed, proving the importance of phase relationships. The dependence of the col-

lective response on the array period is discussed as well as the coupling-dependent

splitting into two modes of the monopolar resonance. The chapter concludes with an

outlook regarding the coupling between different 1D arrays in addition to resonator

coupling inside one array.

In Secs. 2.3 and 2.4, localized phonon polariton modes in cylindrical pillar-like res-

onators have been discussed in greater detail. By taking the step from a single

resonator to an array, not only the localized modes but also strong coupling to prop-

agating modes may become important, arriving at a more accurate picture of strong

coupling in these systems. In this chapter, the build up of collective modes, starting

from a single pillar and adding additional neighboring pillars one-by-one to form a

one-dimensional (1D) array is discussed. Measurements on 4H-SiC arrays with peri-

ods of p1 � 8 µm and p2 � 6.5 µm are compared, while the pillar diameter was kept

constant at d � 2 µm for all measurements. An example SEM image of pillar 1D

arrays with a period of 8µm is shown in Fig. 7.1(a) with the corresponding SFG im-

ages for each array in Fig. 7.1(b). For a comprehensive investigation, measurements

were performed for 1D arrays oriented perpendicular and parallel to the illumination

direction of the FEL.

7.1 Collective Modes in 1D micropillar arrays

Localized resonances inside the pillar can couple to a propagating polariton on the

substrate surface, as the single resonator can essentially act like a dipole antenna. If a

second pillar is placed close by, these propagating modes will couple both pillars [57].

This effect will reoccur as more pillars are added. Complementary, free-space cou-

pling between the dipoles of each pillar, similar to that observed in molecules [161],

may also act as a coupling mechanism. A pronounced difference between these two

coupling mechanisms is the distance dependence between neighboring pillars. While
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Figure 7.1. 4H-SiC Micropillars. (a) SEM images for 1D pillar arrays with period p � 8 µm. The
scale bar is 10 µm. (b) SFG images of the pillars in (a) at ωIR � 875 cm�1.

polariton coupling strength would be oscillatory with distance, due to the propa-

gating nature of the polariton, the dipolar coupling strength would simply decay

with distance. Additionally, comparing in-phase and out-of-phase excitation of the

neighboring pillars by different illumination geometries may help to clarify the mech-

anism. In Fig. 7.1(b), the intensity distributions of 1D arrays with increasing number

of pillars are shown for p � 8 µm for in-phase excitation through perpendicular il-

lumination at ωIR � 875 cm�1. One immediate observation is the steep increase in

overall intensity, as more pillars are added.

In Sec. 5.2, the possibility of analyzing SFG spectra for individual pillars has been

introduced. Hence, also the optical response of the individual 1D arrays can be com-

pared, see Fig. 7.2 for perpendicular (a) and parallel (b) illumination. The spectra

show the array response across the whole SiC Reststrahlen band for pillars arrays

with a period p � 8 µm. The LO resonance at ωIR � 964 cm�1 and the dipolar reso-

nance at ωIR � 910 cm�1 remain mostly unchanged for both illumination directions,

as well as for different amounts of pillars per array. In the lower frequency regime,

weak signal can be observed for the monopolar modes in parallel illumination di-

rection. The signal remains mainly unchanged as the number of pillars in the array

increases. However, for the case of perpendicular illumination, two peaks appear for

monopolar modes at ωIR � 850 cm�1 and ωIR � 875 cm�1 whose intensities increase

steeply when adding more pillars. This intensity behavior is an indication of collec-

tive behavior. The interpretation fits previous work on 2D arrays, where the pillars
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Figure 7.2. SFG spectra for individual 1D micropillar arrays. SFG spectra for 1 to 10 pillars per
array with perpendicular illumination (a) and parallel illumination (b) on arrays with a period
p � 8µm. Each spectrum is normalized to the LO resonance. Monopolar region highlighted in
gray, dipolar region highlighted in red.

show a collective behavior for the monopolar modes while the dipolar modes rather

refer to localized modes only inside the pillars [59].

The two monopolar peaks in the spectra in Fig. 7.2(a) correspond to a coupling-

induced splitting of the monopolar mode of a single pillar. The spectrum for a

single pillar (bottom line, black) only shows a single monopole peak as there is no

second pillar in vicinity to couple with. By adding more pillars to the array, the

second monopolar peak forms, increasing in intensity for more pillars. Additionally,

a slight red-shift is apparent in the monopolar modes, supporting the theory of cou-

pling between the pillars.

The comparison of the illumination directions reveals the importance of the relative

phase of the individual pillar’s excitation. For perpendicular illumination, all pillars

in a line experience the same phase as the wave fronts of the IR excitation are par-

allel to the 1D array in this case. In parallel illumination, the pillars experience a

phase shift with respect to each other. This phase shift prevents efficient coupling

and the built up of a collective response in this geometry, Fig. 7.2(b). A second hint

on the influence of the phase is given by comparing the intensites of the individual

pillars in an array, shown in Fig. 7.3.

The intensity distribution along the individual pillars in an array is plotted for five to
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Figure 7.3. Modal behavior and intensities of individual pillars. Line cuts along the pillar arrays for
perpendicular (red) and parallel (gray) illumination. They show a random intensity distribution
along the pillars for the parallel case. For perpendicular illumination, the highest intensity is
located in the center of the array with decreasing intensity to the sides.

seven pillars per array for perpendicular (red) and parallel (gray) illumination. The

distribution is extracted from line cuts in SFG images at ωIR � 875 cm�1. The in-

tensity distribution under parallel illumination gives a random picture without clear

structure. The perpendicular case, however, reveals a structured intensity distribu-

tion with the highest intensity located at the array center and decreasing intensity

towards the array edges. Thus, these distributions also indicate a collective behavior

of the pillars provided that the pillars experience the same excitation phase.

In the picture of polariton-supported coupling, a phase shift can be induced not

only by changing the illumination direction, but also by a change of the period

in the pillar array. Coupling is expected to work more effectively, if the period

matches the polariton wavelength. For the example of the first monopolar mode

(M1) at ωIR � 850 cm�1, a launched polariton on a SiC substrate has a wavelength of

λP � 11.4 µm. The greater the mismatch between the wavelength and the period, the

less effective the coupling should be, and thus, the intensity of the collective mode.

Measurements on pillar arrays with a period of p � 6.5 µm show qualitatively similar

results as for p � 8 µm, however, as expected, with different intensity evolution. A

direct comparison of modal intensities is provided in Fig. 7.4.

Comparisons are made between the two monopolar modes M1 (open symbols) and

M2 (filled symbols), the two periods p1 � 8 µm (circles) and p2 � 6.5 µm (squares)

and perpendicular (orange, red) and parallel (purple) illumination. For perpendicu-

lar illumination, the mode intensities increase with increasing number of pillars per

array while no change is observed for parallel illumination as expected after previous
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Figure 7.4. Intensities of monopolar modes for different array diameters. SFG intensities of
monopolar modes M1 (open) and M2 (filled) as a function of the number of pillars per 1D ar-
ray, with two different periods (circle p� 8 µm and square p� 6.5µm) for perpendicular cases (orange
and red) and parallel illumination (purple). The gray and pink areas are a guide to the eye to
illustrate the trend for perpendicular and parallel illumination, respectively.

discussion. For parallel illumination, only the M1 mode is plotted as an example.

The overall trends are illustrated by the gray and pink areas for perpendicular and

parallel illumination, respectively. The intensities M1 and M2 show a similar be-

havior, and increase or decrease uniformly. As expected, the mode intensity of the

arrays with a smaller period is equal to or less than the intensities of the arrays with

a period closer to the propagating polariton wavelength.

7.2 Discussion and Outlook

Multiple strong indicators of a gradual build up of a collective response from indi-

vidual pillars in 1D arrays were observed. Clearly, the illumination direction and the

spacing between the pillars of a 1D array has high impact on the collective behavior

of pillar arrays. Further data analysis may give rise to a more detailed picture of

collective modes.

Coupling between individual pillars in an array is sensitive to the distance between

the pillars. The discussion above focused on 1D arrays with a spacing of 100µm

between the arrays. When this spacing is reduced, also coupling between the 1D

arrays is expected which may modify their response.

Fig. 7.5(a) shows a dispersion plot of the detected SFG signal for the pillar arrays

with p � 6.5 µm. The dispersion plot directly reports on the formation of modes

and their intensity in dependence of the number of pillars per array. A second
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Figure 7.5. Dispersion plots for pillar arrays with different spacings. Dispersion plots for 1 to 8
pillars in a 1D array with p � 6.5 µm and 100µm array spacing (a) and 20µm array spacing (b).

dispersion plot is shown in Fig. 7.5(b) for a spacing of 20µm between the 1D arrays.

Obviously, the optical response is notably different from the optical response for a

larger spacing. Hence, the optical response can be affected by the vicinity of another

1D array. By further decreasing the spacing, a 2D array is formed which represents

one form of a metasurface [162]. Metasurfaces, in turn, are the perfect playground

for observation and analysis of hybridization of modes and, for the specific case of

phonon polariton pillars as the building blocks, the appearance of strong coupling.

These physics will be explored in the upcoming chapter.
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8
Spectroscopic and Interferometric

Sum-Frequency Imaging of Strongly Coupled

Phonon Polaritons in SiC Metasurfaces

This chapter discusses the hybridization of localized and propagating surface polari-

tons in metasurfaces of SiC micropillars which is motivated in Sec. 8.1. With SFG

spectro-microscopy, the dispersion of the hybridized polaritons can be measured si-

multaneously in two complementary ways. Sec. 8.2 discusses the results based on

angle-dependent resonant imaging of the sample and Sec. 8.3 discusses interferome-

try data on edge-launched propagating polaritons. Furthermore, it is shown that the

hybridized polaritons are in the strong coupling regime. This is followed by discussing

the observation of a polaritonic edge state in Sec. 8.4 and concluded by an outlook in

Sec. 8.5.

The results of this chapter have been published on arXiv [P3] and the content here

draws strongly from this publication.

8.1 Motivation

The last chapter already touched on the appearance of coupling between localized

resonances and propagating polaritons in sub-wavelength structures such as periodic

lattices of sub-wavelength structures like pillars or rods [163, 164]. This way, new

polaritonic properties can be achieved [56, 165]. The hybridization of localized and

propagating polaritons in such metasurfaces enables strong coupling [57, 62, 166,

167], sensing of molecules [60, 61], and directional thermal emission [62, 63, 133], or

topologically protected edge states [64]. The properties of such polaritonic struc-

tures strongly depend on the excitation wavelength, because of the steep material

dispersion induced by the underlying phonon resonances. For a full experimental

characterization, one therefore needs tools that combine spectral information across

a broad range of frequencies with spatial information from sub-diffractional to meso-

scopic length scales.

As already discussed in Sec. 6.1, SFG spectro-microscopy combines the advantages of

high spatial resolution, as in point-scanning techniques like s-SNOM, and the broad

spectral range, as in nano-Fourier transform infrared (nano-FTIR) spectroscopy [62,

136]. Due to the ability of imaging propagating surface polaritons and localized

89



Chapter 8. Spectroscopic and Interferometric Sum-Frequency Imaging of Strongly
Coupled Phonon Polaritons in SiC Metasurfaces

resonances in sub-diffractional microstructures while recording spectra at the same

time, SFG spectro-microscopy is an ideal tool for detecting the dispersion of hy-

bridized polaritons. It enables the simultaneous measurement of the dispersion in

two complementary ways: by spectral imaging as in prism coupling [66, 168, 169]

or thermal emission spectroscopy [62, 63] and by spatial interferometry as in s-

SNOM [136, 137].

Figure 8.1. SEM image of SiC micropillar array. Micropillar array with periodicity P � 7.3µm
and diameter D � 2.5 µm. Inset shows a zoom into pillars of the same array.

Measurements were performed using a 4H-SiC pillar array on a 4H-SiC substrate

which is illustrated in Fig. 8.1. The pillars form a periodic lattice of 1� 1mm2 total

size with periodicity P � 7.3 µm and a pillar diameter of D � 2.5 µm. The sample

enables the excitation of both propagating polaritons along the substrate surface, as

well as highly confined localized modes within the pillars [57, 59].

The coupling of these propagating polaritons and two types of localized modes

(monopole and dipole with coupling strengths g1 and g2, respectively) leads to hy-

bridized polaritons, with a dispersion differing tremendously from the uncoupled,

individual localized mode frequencies ωM and ωD and the dispersion of the propa-

gating surface polariton ωSPhP (Fig. 8.2) [62]. As shown in the numerical simulation

in Fig. 8.2(b), due to the coupling the two crossing points of the SPhP dispersion

(yellow dashed line) with the monopole (blue) and dipole mode (red), respectively,

turn into avoided crossings in the hybridized polariton dispersion. This leads to

three new branches with different dispersions (black solid lines). Direct coupling be-

tween monopole and dipole mode can be neglected because of insignificant spectral

overlap. The hybridization can be modeled with a three-coupled oscillator model

using the coupling matrix
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M �
�
�ωSPhP g1 g2

g1 ωM 0

g2 0 ωD

�

, (8.1.1)

where the eigenvalues give the three hybridized polariton branches. As can be

seen in Fig. 8.2(b), the avoided crossing and hence the coupling of the propagat-

ing polariton and the monopole mode is much stronger than the coupling with

the dipole mode. This is because the SPhP near-fields match the out-of-plane

polarization of the monopole mode, while the dipole mode fields are mostly in-

plane [see Fig. 8.2(a)]. The coupling parameters g1 � 22 cm�1 and g2 � 5 cm�1

were obtained by matching the model with a full-wave simulation for different

IR-incidence angles ϑ (absorption contour plot in Fig. 8.2(b)). Strong coupling

is achieved between the monopolar resonance and the propagating surface polari-

ton as g1 � 22 cm�1 ¡ pγM � γSPhPq {2 � p4.2 cm�1 � 5.4 cm�1q {2 � 4.8 cm�1.

Although an avoided crossing between dipolar resonance and propagating polari-

ton is apparent, the coupling is not yet in the strong coupling regime as g2 �
5 cm�1   pγD � γSPhPq {2 � p10.8 cm�1 � 5.4 cm�1q {2 � 8.1 cm�1. The linewidths

were determined through analysis of the theoretical data of the uncoupled modes in

Fig. 8.2(b).

Figure 8.2. Hybridization of propagating and localized SPhP modes. (a) Sketch of a propagating
surface polariton (orange) and simulations of the electric field on the surface of the micropillars for
localized monopole (blue) and dipole (red) modes, respectively. (b) Dispersion plot with frequencies
for individual, uncoupled modes (dashed lines) and hybridized polariton modes (black solid lines).
The density plot is a full-wave simulation with COMSOL and the solid lines have been calculated
with the coupled-oscillator model.
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8.2 Experimental dispersion from azimuthal sample ro-

tation using spectro-microscopy

With the technique of spectro-microscopy, the dispersion of hybridized propagating

and localized polaritons can be directly measured by an azimuthal rotation of the

sample, see Fig. 8.3(a). Since the polaritons have a much larger momentum than

the photons, their dispersion is mostly below the light line (compare black lines with

gray dashed line in Fig. 8.2) which usually prohibits direct excitation by an IR laser.

However, this momentum mismatch can be overcome making use of the periodic

lattice structure of the sample created by the micropillars. It provides reciprocal

lattice vectors Gx and Gy for far-field excitation (Fig. 8.3(b)) according to

kexc � kpt,ip �mGx � nGy. (8.2.1)

Here, m,n denote integers and kpt,ip is the in-plane photon momentum. A polariton

with wavenumber kP can be excited with the IR incidence angle ϑ and the azimuthal

sample angle φ (Fig. 8.3(a)) if

k2
P �

�
kpt sinϑ cosφ�m

2π

P


2

�
�
kpt sinϑ sinφ� n

2π

P


2

(8.2.2)

is fulfilled, with P being the lattice periodicity. This is shown in Fig. 8.3(b), depicting

an example of the lower polariton branch at a fixed incidence angle ϑ � 46�, where

the black line illustrates the isofrequency contour of the polariton. For the depicted

case at an azimuthal angle of φ � 30�, momentum matching can be achieved for

m � �1 and n � 0.

Thus, the rotation of the sample gives access to a range of polariton momenta for

different frequencies. This makes it possible to measure different parts of the po-

lariton dispersion, by recording spectra at different azimuthal angles, see Fig. 8.3(c).

The violet graph (lowest plot) shows the spectrum for the unrotated sample, where

two main peaks are apparent at roughly ωIR � 880 cm�1 and ωIR � 905 cm�1 cor-

responding to the upper polariton branch and the dipolar mode, respectively. The

sample rotation leads to a blue shift of the resonance peaks, and also gives access

to the lower polariton branch, which could not be excited in the unrotated sample.

These spectra can be used to map out the dispersion of the hybridized polaritons, as

shown in Fig. 8.3(d). The black solid lines depict the analytical model, as was used

in Fig. 8.2, and match the measured data excellently. In comparison to the simu-

lations, the spectral width of the hybridized polaritonic resonances is larger, which

could be caused by local disorders in the lattice, distributions of φ and ϑ due to mild

focusing of the IR laser or due to the IR laser’s bandwidth (� 0.6%). The x-axis

is also gives the wavevectors (top x-axis) according to Eq. (8.2.2) with m � �1 and

n � 0 for better comparison to the simulation in Fig. 8.2.
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Figure 8.3. Experimental dispersion of a SiC metasurface using SFG spectro-microscopy. (a) Sketch
of azimuthal sample rotation with angle φ and IR incidence angle ϑ. (b) Isofrequency contour of
hybridized surface polariton (black). A polariton can be excited through momentum matching
of the incident light kpt with a reciprocal lattice vector Gx for a specific incidence angle φ. (c)
SFG spectra for different azimuthal angles φ � 0 to 45� (colorcode as in (b)). (d) Dispersion of
hybridized polaritons measured by azimuthal sample rotation. Spectra were measured in 5� steps.
Dashed and solid lines belong to the uncoupled resonances and the calculated hybridized polariton
dispersions as in Fig. 8.2, respectively.

As can be seen in Fig. 8.3(d), the avoided crossing between the dipole frequency and

the SPhP dispersion cannot be resolved anymore. In contrast, the anti-crossing of

the monopolar resonance and the SPhP dispersion is very clearly observed and is

clearly within the strong coupling regime with g1 � 24 cm�1 ¡ pγM � γSPhPq {2 �
p9.0 cm�1 � 7.9 cm�1q {2 � 8.5 cm�1. The linewidths γM and γSPhP belong to the

uncoupled states, and were measured previously using thermal emission spectroscopy

[62].
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8.3 Dispersion from interferometric imaging

In addition to resonance imaging at different rotation angles, the hybridized polariton

dispersion can also be measured with interferometry of propagating polaritons. Even

at off-resonant conditions (φ � 0), when no momentum matching is provided, a

finite SFG signal can be detected, see Fig. 8.4(a). Interestingly, the SFG intensity

varies with position and shows vertical fringes close to the edge of the metasurface.

These fringes become more clear in linescans extracted by vertical integration of the

images, shown in Fig. 8.4(b). The fringes occur perpendicular to the IR incidence

direction, and parallel to the metasurface edge, with decreasing amplitude away

from the edge. This observation leads to the assumption that propagating polariton

waves are launched by the edge of the micropillar array with a fringe period as well

as the propagation length strongly dependent on the excitation frequency of the IR

laser, see Fig. 8.4(b).

Figure 8.4. SFG images and line scans of propagating SPhP waves along the SiC surface. (a)
SFG intensity images for different frequencies. Scale bar is 30µm. (b) Line scans of propagating
polaritons by vertically integrating over the images. Dots represent the pillars and lines represent
the SFG intensity. Bold solid lines show the corresponding fit according to Eq. (8.3.1).

The fringes can be modeled by assuming that a propagating polariton launched at

the edge of the pillar array interferes with the incident IR laser field, illustrated in

Fig. 8.5. This model is similar to the discussion in Chapter 6 or to the interpretation

of inference fringes in s-SNOM images [137].
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Figure 8.5. Sketch of interference of propagating SPhP and incoming IR beam. Propagating waves
occur due to edge launching of the edge pillars and interfere with the incoming IR beam. Dashed
lines show wave fronts of SPhP (red) and IR beam (gray).

The spatial modulation of the observed SFG intensity along the micropillar array

can be fit with

I pxq � |AeikPx�iξlooomooon
polariton

�Beikpt sinϑxloooomoooon
photon

|2 � I0 � I1xlooomooon
background

, (8.3.1)

with the complex polariton wavenumber kP, a phase shift ξ, the amplitudes A and

B for the polariton and photon waves, respectively, and an additional linear back-

ground. The fit is applied to the data shown in Fig. 8.4 where it is depicted as

thick solid lines on top of the line scans and gives a good match with the measured

data. From the fit, the wavenumber kP can be extracted, which relates to the fringe

period as Λx � 2π{ rℜ pkPq � kpt sinϑs. Λx is much larger than the actual polariton

wavelength λP which is expected for polaritons in co-propagation with the incoming

photons (see also discussion in Sec. 8.3.1). In the case of launching by the top edge,

perpendicular to the direction of incoming IR light, the IR light would not affect the

fringe period leading to Λy � λP. This scenario is apparently far less efficient and

not observed in the SFG images.

By extraction of ℜrkP pωqs from the fit, the analysis of the interference patterns

for different IR frequencies provides a second complementary approach to measure

the hybridized polariton dispersion. The results are plotted in Fig. 8.6(a), where

again the data points match the analytically calculated dispersion (black lines)

nicely. Thus, the dispersion measured with this interferometric approach is in ex-

cellent agreement with the dispersion from resonant imaging (Fig. 8.3) although it

was extracted using a completely different method: in Sec. 8.2, the complex polari-

ton frequency ωP pkq was probed for real wavevectors k originating from the phase

matching by a reciprocal lattice vector. The interferometric imaging discussed here

probes the complex polariton wavevector kP pωq for real frequencies ω set by the
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IR laser.9 The good agreement of both approaches is noteworthy since complex

wavevector dispersions, as measured here, typically feature a backbending instead

of an anti-crossing [170, 171].

Figure 8.6. Measured dispersion and propagation length of propagating SPhPs from interferometric
imaging. (a) Dispersion of the hybridized polaritons extracted from a fit of interference fringes
with Eq. 8.3.1. (b) Corresponding propagation lengths dP � 1{ℑ pkPq. The colorcode shows mix-
ing fraction of propagating and localized polaritons with 1 = 100% propagating character and 0
completely localized character.

Besides the dispersion, the polariton propagation length can be extracted from the

fit by dP � 1{ℑ pkPq which is plotted in Fig. 8.6(b). It ranges from dP ¡ 150µm to

close to 0 in the strong coupling gap, and is highly dependent on the IR frequency.

These drastic changes can be explained from the hybridization of propagating SPhPs

with the localized monopolar resonance of the pillars. The corresponding mixing

fraction fSPhP gives the proportion of propagating SPhP character in the hybridized

polaritons (color code in Fig. 8.6(b)). It can be calculated using a two-mode coupled-

oscillator model as�
fSPhP,� pkq
fM,� pkq



� eigvec

��
ωSPhP pkq g

g ωM


�2
, (8.3.2)

with fSPhP,� the SPhP population fraction and fM,� the monopole fraction, respec-

tively, with the indices ’+’ for the upper polariton branch and ’�’ for the lower

polariton branch. In the analytic expression, fSPhP,� reads

fSPhP,� pkq �
�
ωM � ωSPhP pkq �

b
4g2 pωM � ωSPhP pkqq2

�2
{4g2, (8.3.3)

9The complex polariton frequency ωP was determined through spectroscopic linewidths, where the
imaginary part is given by the losses to the system. The complex wavenumber kP can be determined by
the real part originating from the periodicity of the polaritonic waves and extracting the imaginary part
from the corresponding propagation lengths.
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and fM,� � 1� fSPhP,�.

Indeed, the measured propagation length of the hybridized polaritons scales with

fSPhP. Polaritons close to the resonance frequency ωM of the localized monopolar

mode only have a small, close to zero, proportion of propagating SPhP character,

giving rise to a mainly localized character with a very short propagation length.

Contrarily, polaritons with a large detuning from ωM are mainly of propagating

SPhP character and accordingly have a large propagation length. The polaritons of

the lower branch have a mixing fraction varying in the range fSPhP � 80% to 15%

indicating a nearly complete inversion in polaritonic character. In the band gap,

originating from the avoided crossing of the lower and upper polariton branches,

propagation into the metasurface is forbidden, hence the hybridized polaritons are

completely localized (Fig. 8.6(e), gray).

8.3.1 Polariton interferometry for different propagation directions

So far, only interference images of polaritons co-propagating with the IR photons

were analyzed. However, interference fringes are also observed at the opposite edge

of the metasurface. Example SFG images at ωIR � 826 cm�1 are shown in Fig. 8.7.

Figure 8.7. SFG images of propagating waves of co- and counter-propagating polaritons and photons
launched off the left and right edge of the metasurface. Both edges launch propagating waves with
the fringe period for the right edge slightly larger than the left-edge. Images taken at ωIR �
826 cm�1.

Fig. 8.8(a) shows the experimentally observed interference patterns with propagating

waves on the substrate launched by left and right edge, respectively. The data points

show the SFG intensity, after vertical integration over the whole SFG image, with a

fit indicated by the solid line. It is striking that both sides launch waves with com-

parably similar fringe periods. For the left-edge launching, the detected wave is the

interference of two co-propagating waves, while the waves are counter-propagating

for the right-edge launched case. In Chapter 6, it was shown and discussed that

fringes from counter-propagating waves have a much smaller fringe spacing than

those from co-propagating waves. This behavior does not appear to be observed

here.

A theoretical model based on the analytic polariton dispersion shown in Fig. 8.6(a)

leads to the expected behavior with two very different fringe periods according to

Λco � 2π{pRerkPs � kpt sinϑq and Λcounter � 2π{pRerkPs � kpt sinϑq, illustrated in

Fig. 8.8(b).
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Figure 8.8. Interference patterns from polaritons launched by left vs right edge. (a) Experimental
SFG intensity (data points) at the positions of the pillars from vertical integration of the SFG
image. Solid lines are a fit. Left- and right-edge launched propagating waves have a comparable
fringe period. (b) Theoretical model, calculated with Eq. (8.3.1) with the dispersion from Fig. 8.6(a)
as input parameter. The right-edge launched propagating wave has a much smaller fringe period
compared to the left-edge launched wave.

The observed mismatch can be explained with the lattice structure of the sample.

When evaluating the interference intensity, the information is obtained only at the

positions of the pillars, which have a much larger periodicity than the calculated

fringe period of the counter-propagating interference wave. Thus, the imaged inter-

ference pattern is undersampled.

Figure 8.9. Undersampling of interference pattern. (a) Due to the difference in lattice constant
(pillars illustrated as dots) and much smaller fringe period, the read out undersamples the actual
interference pattern (solid line). (b) Connecting the dots in (a) leads to a much larger fringe period.

Fig. 8.9(a) illustrates the case of undersampling, where the solid line shows the actual
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fringe period and the dots show the pillar positions. When connecting the dots

with a line, the resulting theoretical fringe period is in good agreement with the

experimentally observed data (Fig. 8.8(a,right)).

8.4 Polaritonic edge states in strong coupling gap

The complete localization of hybridized polaritons in the strong-coupling gap gives

rise to polaritonic edge states. An example SFG image with ωIR � 854.6 cm�1 is

shown in Fig. 8.10, where the SFG intensity is largest at the edge of the micropillar

array. A weak excitation of the pillars inside the metasurface is visible, due to the

proximity to the upper polariton branch at ωP pφ � 0q � 880 cm�1.

Figure 8.10. 3D-SFG intensity image of an edge state at ω � 854.3 cm�1.

In the angular polariton dispersion, an edge state appears as an additional resonance

from resonant imaging for small rotations φ, when evaluating the SFG intensity not

for the whole array, but only for the edge pillars (see magenta box in Fig. 8.11(a)).

This is shown in Fig. 8.11(b), where direct comparison between the polariton dis-

persion plots for inside pillars and edge pillars reveals the additional resonance (also

highlighted by a magenta box). A resonance occurs at ωedge � 860 cm�1 in the po-

laritonic band gap between upper and lower polariton branch without any frequency

dependence on the azimuthal angle φ. The interplay of the two resonances leads to

strong variation of the ratio of the metasurface edge and metasurface inside SFG

intensities Iedge{Iinside as a function of the IR frequency, especially in the strong-

coupling gap, see Fig. 8.11(c). In the lower frequency region of the strong-coupling

gap, close to the lower polariton branch, the edge intensity increases with respect to

the entire metasurface. With increasing IR frequency, this behavior transitions to a

decrease in intensity at the upper polariton branch. The maximum intensity ratio

is reached at ωIR � 855 cm�1 and hence red shifted with respect to the edge-state

frequency ωedge.

In general, the excitation of the edge state is most efficient for φ � 0�. With

increasing angle φ, the edge SFG intensity decreases and vanishes completely for

φ ¡ 25�. Hence, an interface perpendicular to the incident photons is needed for

efficient excitation of edge states.
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Figure 8.11. Dispersion of metasurface inside and edge. (a) SFG image with boxes highlighting
the metasurface edge (magenta) and the metasurface inside (green). (b) Dispersion of entire meta-
surface (left) and edge pillars (right) with appearance of an additional edge state (magenta box).
(c) Ratio of average SFG intensity of edge pillars Iedge and metasurface inside Iinside as function
of IR frequency. The black solid line is a fit of an analytic model with three oscillators: edge state
(magenta), upper polariton (black), and dipole mode (red).

A closer look at Fig. 8.10 reveals a wave pattern in the SFG intensity along the

pillar edge. This wave pattern resembles the previously observed interference of

propagating polaritons but along the edge instead of propagation across the entire

metasurface. This propagation direction makes sense because the excitation fre-

quency ωIR � 855 cm�1 is in the band gap between the upper and lower polariton

branch. Here, propagation across the metasurface is physically forbidden but allowed

along the metasurface edges. The observation has to be further validated in the fu-

ture, to investigate whether the wave pattern belongs to a propagating edge wave

which could be, e.g., launched at the corner. So far, coincidental interference due to

lattice defects or IR beam profile imperfections is excluded because the pattern is

only apparent in the edge pillars and not observable across the entire metasurface.

8.5 Discussion and Outlook

The technique of SFG spectro-microscopy enables the simultaneous measurement of

polariton dispersions via interferometric imaging, as is often used in s-SNOM, as well

as resonant spectral imaging, as used in nano-FTIR and reflection spectroscopy. In

addition to the polariton dispersion, the propagation length of hybridized polaritons

can also be analyzed, providing details on their polaritonic character. Due to the

large FoV of the wide-field microscope, the approach is especially powerful for imag-

ing of metasurfaces, where polaritons propagate over distances larger than 100µm,

and have near-fields confined to sub-µm mode-volumes of the individual microstruc-

tures at the same time.

Due to the IR sub-diffractional spatial resolution on the order of the micropillar sizes,

localizations of polaritons to the edges of the arrays for frequencies inside the po-

laritonic band gap could be spatially resolved. The results clearly show that strong
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coupling is not only a spectral feature but also has pronounced effects on polariton

propagation and can lead to the activation of new states.

Beyond the strong coupling between localized and propagating polaritons, recent

publications deal with the coupling of either of these modes with organic molecules

[60, 61, 172]. The resulting vibrational strong coupling enables higher sensitivity

in the monitoring of molecules [61] or local control of chemical properties [173, 174].

With its applicability to localized and propagating polaritons, the technique of SFG

spectro-microscopy will be a useful far-field technique for imaging the hybridization

between molecular vibrations and phonon polaritons in both structured and unstruc-

tured materials.

Furthermore, SFG spectro-microscopy will be an interesting approach to image topo-

logical structures, where polaritonic or photonic states are spatially confined to

domain boundaries [64]. These states can be launched controllably into different

directions by circular polarized light, making topological structures interesting for

many applications [64, 175, 176]. However, imaging of such states has so far been

challenging due to a limited spatial resolution offered by infrared microscopes and

the limited spectral range of current near-field techniques [64, 177].

SFG spectro-microscopy thus extends the toolbox of imaging techniques with high

spatial resolution applicable to a broad spectral range, offering detailed spectral and

spatial information, while maintaining short acquisition times and a non-perturbative

character.
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Observation of Phonon Polariton Standing

Waves in SiC Microrods

The occurence of standing waves in SiC microrods written onto a SiC substrate

shall be discussed in the following chapter. After introducing the microrod geome-

try, Sec. 9.1 reports on the observation of standing waves, followed by a discussion

of the excitation frequency dependence. A comparison is made between the results

for SFG spectro-microscopy as a far-field technique and results of nano-FTIR as a

near-field technique as well as to respective simulations. Thereafter, the role of the

resonator geometry on the standing waves is discussed. Finally, the microrod as a

launcher for propagating polaritons is discussed in Sec. 9.2 with a short outlook on

future experiments.

The last chapters dealt with localized and hybridized modes in 1D and 2D lattices

of SiC micropillars. The sizes of the individual micropillars were small compared to

the incident IR wavelengths, leading to localized resonances at fixed IR wavelengths.

In the following, larger rod-shaped microresonators with a length comparable to

the IR wavelength will be considered. Structures with rectangular, rod-like shapes

have been shown to support polaritonic standing waves similar to those observed in

Fabry-Pérot cavities. These polaritonic standing waves are supported in a variety of

metallic and dielectric materials, enabling control over mode profiles and resonances

by, e.g., changing the aspect ratio of the rods [178–183]. Experiments have been

performed on individual rods placed on substrates of different materials featuring

plasmonic [178–180], as well as phonon-polaritonic [182, 183] resonances. So far,

research is lacking experimental data on standing waves in rods on a substrate of

the same material, where substrate-coupling is apparent. Several publications [57,

59, 184] discuss nanoresonator arrays in the form of cylindrical pillars made of 4H-

SiC on the same substrate, supporting through-substrate coupling of PhPs, offering

the ability of resonance tuning via parameter changes [59, 185]. Considering this

coupling mechanism between the resonators and the substrate, it is not clear to what

extent localized modes and standing waves are supported in individual substrate-

coupled microrods, or if the confinement of light is suppressed by leakage into the

substrate.

In the following, phonon polaritons of 4H-SiC microrods on a 4H-SiC substrate are

discussed. Fig. 9.1 shows an SEM image of the sample. Different patterns have been

created for rod widths of 0.4µm, 1µm and 2µm with a constant height of 1µm.
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The rod length varies from 1µm to 20µm with roughly �0.2 µm tolerance on each

rod. Similar to the SiC micropillars, the rods have been fabricated using e-beam

lithography.

Figure 9.1. 4H-SiC microrods. SEM image of microrods under a view angle of 30° from the left
with lengths varying between 1-20 µm and widths of 0.4, 1, and 2µm from bottom to top.

To observe polaritonic standing waves, SFG microscopy and s-SNOM/nano-FTIR10

(nano-Fourier transform infrared) spectroscopy have been used to achieve both mi-

croscopic images and spectroscopic dispersion information. The results of the dif-

ferent techniques will be compared with simulations (COMSOL multiphysics 5.6 ),

using plane-wave illumination, corresponding to the SFG microscopy experiments,

and a point-dipole source located 100 nm above the microrod for the s-SNOM mea-

surements.

9.1 Polariton standing waves

To experimentally test the IR response of SiC microrods on a substrate of the same

material, images for frequencies within the Reststrahlen band of SiC have been

recorded with SFGmicroscopy and s-SNOM. Example images from both methods are

shown in Fig. 9.2(a) and (c), where the rods were illuminated from the left side with

p-polarized IR light. The analyzed rods have a length of 8µm and a width of 0.4µm.

As shown in the microscopic images, clear maxima are visible along the microrod

that correspond to standing wave modes. With increasing IR frequency excitation,

the resulting PhP wavelength is reduced, increasing the number of maxima inside

the rod.

As visible in the SFG images in Fig. 9.2(a), at a frequency of ωIR � 873 cm�1, the

wavelength is sufficiently large to support only a single polariton wavelength inside

the rod, with a maximum located in the middle of the rod (left panel of (a)). By

10Neaspec setup with a conventional metal-coated tip. Nano-FTIR is realized by combining s-SNOM
with FTIR-based detection. The tip tapping frequency was set to approx. 270 kHz, and the tip tapping
amplitude was set to approx. 60 nm. Images and spectra were recorded with an integration time of 10ms
per pixel, and each spectrum has a resolution of 6.25 cm�1. Measurements of the results presented within
this chapter were conducted by collaborators at Vanderbilt University.
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9.1. Polariton standing waves

increasing the IR frequency, the occurrence of additional maxima inside the rod

indicates an increase in the standing wave order (middle and right panel in (a)).

These results are compared to numerical simulations using plane-wave excitation,

see Fig. 9.2(b). The corresponding images show the z-integrated Ez-field intensity

across the microrod. The simulation shows a similar behavior to that of the SFG

measurements. The intensity in the simulations is more pronounced on the left side

of the rods, though, which can be explained with the left side of the rod facing the

illuminating IR light, therefore leading to a stronger intensity at this side. In the

microscope images, the spatial resolution is not high enough to distinguish between

left and right side of the rods.

Figure 9.2. Standing waves in SiC microrods. a) SFG microscopy images of an individual SiC
microrod (w � 0.4 µm, l � 8 µm) at different excitation frequencies showing one, two, and three
intensity maxima from left to right. The black box illustrates the actual rod width and the white
scale bar corresponds to 1 µm and is valid for all panels. b) Corresponding COMSOL simulations
with plane-wave excitation showing the Ez-field intensity. c) s-SNOM images at different frequen-
cies showing the different mode orders from left to right. d) Corresponding COMSOL simulations
with dipole excitation showing the Ez-field intensity calculated in the center of the rod. The dipole
was placed 100 nm above the rod and the field was detected 50 nm above the rod.

While the PhP resonances are observed from the far-field using SFG microscopy, they

also can be excited using a near-field method like s-SNOM. Here, a metallic AFM

tip is used as a local antenna and excites and detects the local electric field. While

the excitation and detection mechanisms are clearly different for the two methods,

comparable images for the same 4H-SiC microrod are observed. In the s-SNOM
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images in Fig. 9.2(c), the number of intensity maxima increases with increasing IR

frequency, and the outer maxima move towards the ends of the rod, as observed in the

SFG images. The near-field results are further compared to numerical simulations

using a scanning point-dipole excitation, where the dipole was placed 100 nm above

the rod and scanned along the axis of the microrod. The field was evaluated 50 nm

above the microrod for each point and shows comparable distributions as shown in

Fig. 9.2(d).

9.1.1 Spatio-spectral response of microrods

To extend this analysis, the response of the rods across the whole spectral range of

the SiC Reststrahlen band was measured. To compare the optical responses mea-

sured with the different experimental techniques and the corresponding numerical

simulations, the results are plotted in spectro-spatial dispersion plots, Fig. 9.3. The

plots show the measured (a,c) and simulated (b,d) intensity along the rod length

(y-axis) as a function of the IR excitation frequency (x-axis). For each IR frequency,

the optical response along the microrod as, e.g., in Fig. 9.2 for three IR frequencies

corresponding to standing wave resonances, is plotted.

Figure 9.3. Spatio-spectral response of SiC microrods. (a) Spatio-spectral dispersion plot (intensity
profile along the long axis of the rod at center of short axis vs. IR frequency) of the SFG microscopy
measurements. (b) Dispersion of the simulated Ez-field with plane-wave illumination. (c) nano-
FTIR dispersion measured along the length of the rod. (d) Dispersion of the simulated Ez-field
with dipole excitation. White dots are lines to guide the eye for the dispersive region.

At ωIR � 860 cm�1, an excitation of the rod edges is apparent for the SFG mi-

croscopy data, Fig. 9.3(a), in good agreement with the simulations, Fig. 9.3(b+d).
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9.1. Polariton standing waves

At higher wavelengths, ωIR Á 875 cm�1, the standing waves can be observed. The

frequency range fits well with the extracted first standing wave modes in the images

in Fig. 9.2(a). The outermost maxima of the standing wave modes are highlighted

with a white dotted line to guide the eye. The comparison with the simulated data

shows good agreement with the dispersive region for ωIR Á 875 cm�1 in the plane-

wave simulation as well.

The spatio-spectral response measured by near-field spectroscopy (nano-FTIR), see

Fig. 9.3(c), also shows the dispersive branching similar to the SFG microscopy re-

sults. However, the dispersive region of the near-field results is stretched compared

to the far-field data starting at ωIR Á 860 cm�1. The comparison to the simulation

shows a similar dispersive behavior again with a small blue shift of � 15 cm�1 in the

point-dipole simulation results with respect to the nano-FTIR data. By comparison

of all four methods, only the nano-FTIR shows a noticeable difference for the lowest-

order standing-wave frequency. This difference can be attributed tentatively to the

different excitation and detection mechanisms in the near- and far-field methods as

well as to the sample-tip interaction in nano-FTIR. Additionally, a discretized dis-

persion is obvious in the simulated results as well as in the SFG microscopy data.

The nano-FTIR data, however, does not show a discrete behavior but a continuous

mode. Further emphasis has to be put on this mismatch in future work, a first

tentative explanation might be the difference in launching where the standing waves

are launched by the edges of the rod in the far-field approach, but by the AFM-tip

away from the edges in the nano-FTIR.

9.1.2 Role of resonator geometry

To analyze the microscopic origin of the deviations between far- and near-field exci-

tation in the measurements, further experiments are needed. One possible approach

is the exploration of the mode behavior for different lengths of the rod. While keep-

ing the rod width constant, the optical response for different rod lengths, i.e., 8,

12 and 14µm, is analyzed. The results are shown in Fig. 9.4. Here, the panels (a-

c) illustrate the far-field excitation response as measured by the SFG microscope,

while the panels (d-f) show the near-field excitation optical response by nano-FTIR

spectroscopy. The white, horizontal lines in panels (a-c) illustrate the rod length.

The data from both techniques show similar behavior of a red-shift for the lower

edge of the dispersive region (see area highlighted with dotted line) with increasing

rod length, while the upper edge remains unaffected. Thus, the dispersive region’s

bandwidth changes depending on the rod length. The observed red-shift can be

explained by the SPhP wavelength. The first-order mode, e.g., Fig. 9.2(a,left), of a

longer rod corresponds to a larger spacing between the maxima of the standing wave:

To match the resonance frequency for a standing wave with one pole, the wavelength

of the propagating polariton has to become larger, thus leading to a shift to lower

frequencies.
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Figure 9.4. Effect of SiC rod length on standing waves. (a–c) SFG dispersion of rods with different
lengths of l � 8 µm, l � 12 µm, and l � 14 µm and a constant width of w � 0.4 µm, respectively.
The white lines show the nominal length of the microrods. (d–f) nano-FTIR measurements along
the rod length of the same SiC microrods. The nano-FTIR scans were acquired on the flat surface
on top of the microrods.

9.2 Outlook: Microrods as launcher for propgating po-

laritons

Focusing not on the microrods themselves but on the optical response of the sub-

strate reveals that the rods act as excellent launchers for propagating waves on the

substrate. Similarly to the discussion in Chapter 6, the polaritons are launched

along the long edge of the rod and propagate in �x direction towards neighboring

rods. Depending on the IR wavelength, the propagation length and mode intensity

changes, as depicted in Fig. 9.5, and interference between waves launched by neigh-

boring edges can be observed. Hence, standing waves are not only observable inside

the rod due to localization of fields, but also outside the rod along the substrate due

to interference of propagating polaritons.

This observation rises the question of how to tune and control not only the standing

waves, but also the propagating waves launched by the microrods to enable future

usage in waveguiding or nanophotonic devices [16, 17]. For further measurements, a

differently designed sample with identical rod lengths would be beneficial to avoid

aspect ratio influences on the propagating wave results. Emphasis could instead be

placed on the change in interference of propagating waves for different rod spacings.
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Figure 9.5. Propagating waves launched by microrods. SFG images showing the launching of
propagating waves by the microrod (d � 2µm, l � 9 � 14 µm) in the IR-frequency range of
880 cm�1 to 975 cm�1. The white scale bar in the bottom right corner has a length of 10µm.
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During this thesis, a new microscope based on sum-frequency generation has been

built and characterized as well as intensively used to study surface phonon polari-

tons.

Upconverting the IR resonance laser with visible light of much shorter wavelength

inherently provides the opportunity of IR sub-diffractional imaging. The introduced

microscope provides a spatial resolution of � 1.4 µm which is well below the mid-

to far-IR excitation wavelength. The technique not only allows for highly resolved

images but also offers the simultaneous acquisition of local spectra due to the com-

bination with a spectrally tunable IR-FEL. Pixel-wise spectroscopic analysis enables

detailed insight into regions of interest.

It was shown that the technique of SFG spectro-microscopy is an ideal tool to study

propagating polaritons and localized resonances in sub-diffractional sized microstruc-

tures. Their hybridization provided the opportunity to extensively study strong

coupling in metasurfaces of SiC micropillars simultaneously by resonance spectral

imaging and spatial interferometry.

The spatial resolution of 1.4µm was determined using an IR wavelength of � 11 µm

and corresponds to � λIR{9. A higher relative resolution as stated in experiments

using, e.g., s-SNOM can easily be achieved for larger IR wavelengths. With the

upgrade of the FHI-FEL, wavelengths up to 160µm can be reached and thus softer

materials like ionic and salt crystals like KBr or LiF become of interest. The current

setup is, however, limited to a maximum relative resolution of � λIR{35 correspond-

ing to the current maximum in IR wavelength of ωIR � 50µm provided by the FEL.

Additionally, a long-wave limit is set by the necessity of spectral separability of the

VIS and SFG beams by a spectral filter in front of the objective. In addition to the

reduced possible relative resolution, the current back-illumination setup is limited

to transparent samples only. By changing to, e.g., oblique visible incidence, the

microscope becomes applicable to a broader range of small band gap materials such

as GaAs and respective heterostructures.

Experiments discussed within this thesis have been performed with � 2% of the

total energy available for the visible beam. Thus, polaritonic resonances in materi-

als with less field enhancement might still be measureable, without the necessity of

integration for long periods of time. The setup, therefore, might also be appropriate

to study 2D materials and monolayers, providing high sensitivity to SFG signal in,

e.g., hBN [186, 187] or oxide perovskites [188].

The gap towards more chemistry-relevant research can be bridged by, e.g., chiral
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polaritons [189, 190]. In a first attempt, left-handed and right-handed chiral pho-

tonic structures offer a basic investigation of polaritonic measurements with circular

polarized light. By combination of chiral light and chiral material excitation, chi-

ral polaritons can be examined. For interaction with optical modes, systems using

resonators with chiral matter have been proven successful [191, 192]. With the wide

spectral range offered by the FEL, many molecular polaritonic resonances can be

reached. First experiments on creating circular polarized light with the FEL have

been successful. The high-resolution resonant imaging offered by the SFG micro-

scope makes the turn towards chiral polaritons an interesting opportunity. Addi-

tionally, chirality breaks the inversion symmetry, thus experiments can be done in

materials which usually do not exhibit a non-zero χp2q.

Circularly polarized light can also be utilized to directly launch polaritons in topo-

logical metasurfaces, where they are confined to specifically designed domain bound-

aries [175, 176]. With circularly polarized excitation, propagation can be steered into

certain directions [64]. The ability of directionally controlled propagation along ar-

bitrary paths makes topological polaritons a great tool applicable to, e.g., quantum

nanophotonics [193] or heat transfer [194]. To date, the imaging of topological states

is challenging, due to a lack of spatial resolution and limitations of the spectral

range of common near-field techniques [64, 177]. Therefore, SFG spectro-microscopy

is the ideal tool to overcome these limitations, and extends the available palette

of imaging techniques by a fast and non-perturbative, spectrally-broad microscopic

technique.

So far, the work has focused on surface phonon polaritons only. But not only SPhPs

are accessible with the SFG microscope setup, a current project examines phonons

and their utilization for switching material properties [195, 196]. By applying the

SFG spectro-microscopy technique, domains in ferroic materials can be studied non-

invasively. Such experiments are expected to give insight to energy-efficient and

stable inversion of magnetization or ferroelectric polarization.
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Appendix

A.1 Agilite 569 Burst Laser System

After Sec. 4.2.2 discussed the working principle of the seed laser and the amplification

process in detail, this section provides supporting information on the setup of the

seeder and the amplifier system.

A.1.1 Seed Oscillator

The setup of the seed oscillator is illustrated in Fig.A.1. All relevant components

are numbered and described in Tab.A.1. The resonator beam is depicted in red and

the output beam in blue.

Figure A.1. Montfort Seeder Setup. Top view schematic of seed oscillator with numbering of all
relevant items. Image from user manual.

Pulse Length

The pulse length of the micro pulses has been determined using a home-built auto-

correlation setup. For this purpose, the seed laser beam without amplification was

split in two beams by a 50/50-beam splitter and overlapped on a BBO crystal.

One of the beams was guided over a translation stage to tune the timing between

both beams. At sufficient temporal overlap of both pulses, a photodiode could

detect SHG light behind the crystal. Fig.A.2 shows the results of an autocorrelation

measurement over a range of 100 ps.

From the Lorentzian fit the FWHM � 15.4 ps can be extracted leading to a pulse

length of τmicro � FWHM{?2 � 11 ps.
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Table A.1. Optical elements of seed laser setup.

# Optical element

1 SMA connector

2 Pump collimation lens L1

3 Pump focusing lens L2

4 Dichroic mirror, i.e., transparent for pump light, reflective for cavity beam

5 Laser gain medium

6 Outcoupling mirror, cavity mirror C1

7-11 Laser mirrors M1-M5

12 Brewster window

13 Laser mirror M6 on voltage controlled piezo and translation stage

14 SeSAM, cavity mirror C2

15 Output collimating lens

16 Pick-off mirror, a small part of the output beam is guided onto
a photo detector (18)

17 Periscope

18 Photo detector

19 Shutter

20 Clamp

Figure A.2. Auto-correlation measurement for pulse length estimation. SHG intensity (blue dots)
as a function of the delay of one seed laser beam. Lorentzian fit shown in red.
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A.1.2 Amplitude amplifier system

Fig.A.3 shows the setup of the amplifier system. The most important components

are highlighted in green and summarized in Tab.A.2.

Figure A.3. Agilite amplifier setup. Image from user manual.

Table A.2. Main components of amplification setup.

# Device

1 Seed laser

2 Faraday isolator protects seeder from any feedback from the amplification

3 AOM shapes micropulses into 10Hz macropulse structure

4 5mm amplifier in double pass configuration, the beam is guided twice
through the amplifier

5 6mm amplifier single pass configuration with two amplifiers in a row

6 Pockels cell suppresses spontaneous emission and sharpens the
macropulse structure

7 9mm amplifier as #5

8 KTP crystal second-harmonic generation of the 1064 nm light,
generation of 532 nm visible light
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Table A.3. Timing values for beam amplification process. Alignment mode in brackets.

device time [µs]

AOM 279

Pockels cell 279.3

5mm amplifier 133

6mm amplifier 60

9mm amplifier 60
(500)

Timing Values

TableA.3 contains the timing values for the individual parts of the amplification

process as discussed in Sec. 4.2.2. Depending on the amplification mode, i.e., mea-

surement mode or alignment mode, the 9mm amplifier starts charging either 60µs

or 500 µs after the trigger.
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[129] W. Schöllkopf, W. Colson, M. D. Pas, D. Dowell, S. Gewinner,

S. Gottschalk, H. Junkes, G. Meijer, J. Rathke, T. Schultheiss,

A. Todd, L. Young, and G. von Helden, The FHI FEL Upgrade Design,

in Proc. FEL’19, no. 39 in Free Electron Laser Conference, JACoW Publishing,

Geneva, Switzerland, nov 2019, pp. 52–55.

[130] G. R. Jacobovitz-Veselka, U. Keller, and M. T. Asom, Broadband

fast semiconductor saturable absorber, Opt. Lett., 17 (1992), pp. 1791–1793.

[131] R. Kiessling, W. B. Colson, S. Gewinner, W. Schöllkopf,
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Pas, Wieland Schöllkopf, Joshua D. Caldwell, Martin Wolf, and Alexander Paar-
mann.
Long-wave infrared super-resolution wide-field microscopy using sum-frequency
generation.
Appl. Phys. Lett. 120, 131102 (2022)
https://doi.org/10.1063/5.0081817

This is an open access article under the terms of the Creative Commons Attribu-
tion License, which permits use, distribution and reproduction in any medium,
provided the original work is properly cited.

[P2]
Tuhin Khan, Ben John, Richarda Niemann, Alexander Paarmann, Martin Wolf,
and Martin Thämer.
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