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Abstract

This thesis aims to develop and assess a software solution for Bayesian-based cluster

analysis of super-resolution single-molecule localisation microscopy data and establish

a methodology for imaging cells immersed in a liquid environment. Previous studies

demonstrated that cluster analysis is susceptible to user bias, and advanced techniques

require coding proficiency. Furthermore, previous research demonstrated the potential

of DNA tethering for investigating clustering phenomena triggered by external stimuli

without requiring cell adhesion. Nevertheless, DNA tethering adoption has been limited

due to the requisite expertise in advanced chemistry. As a result, this dissertation focuses

on developing a user-friendly software solution. The primary objectives are facilitating

Bayesian-model-based cluster analysis and simplifying DNA-tethering. The designed

DNA-tethering assay facilitates cell sample examination without surface adhesion. Con-

sequently, researchers can investigate cell behaviour under specific and localised external

stimuli in live-cell and single-molecule localisation microscopy modes. The software

solution presented in this research builds upon previously published work, aiming to

improve performance and accessibility. Additionally, it investigates the impact and lim-

itations of different clustering algorithms on single-molecule fluorescence microscopy

data. The software was implemented and evaluated using simulated and experimental

data to validate its performance. Furthermore, the software could conduct cluster anal-

ysis on data acquired from the simplified DNA-tethering assay developed. This study

presents a modular software tool with a user-friendly graphical user interface designed to

facilitate cluster analysis of single-molecule localisation microscopy data. The software

demonstrates improved computational and storage capabilities, empowering researchers

to evaluate samples effectively. Furthermore, this software solution is suitable for all

clustering-related single-molecule localisation microscopy research studies and can be

customised with additional features.
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Zusammenfassung

Das Ziel diese Dissertation ist, eine Softwarelösung für die bayessche Clusteranalyse von

Einzelmolekul-Mikroskopie-Daten zu entwickeln und zu bewerten sowie die Etablierung

einer Bildgebungsmethode von in fluider Umgebung befindlichen Zellen. Vorherige

Studien haben gezeigt, dass Clusteranalysen durch Benutzer-Bias beeinflussbar sind und

fortgeschrittene Techniken Programmierkompetenzen erfordern. Zudem wurde gezeigt,

dass DNA-Tethering Potenzial hat, um durch externe Reize ausgelöste Clusterphänomene

ohne Zelladhäsion zu untersuchen. Jedoch ist die Anwendung von DNA-Tethering auf-

grund des erforderlichen fortgeschrittenen chemischen Fachwissens nicht weit verbreitet.

Diese Dissertation konzentriert sich auf die Entwicklung einer benutzerfreundlichen Soft-

warelösung. Die Hauptziele sind die Vereinfachung der bayesschen Clusteranalyse und

des DNA-Tetherings. Das entwickelte DNA-Tethering-Assay ermöglicht die Untersuchung

von Zellproben ohne Oberflächenadhäsion. Dadurch kann das Verhalten von Zellen

unter spezifischen und lokalen externen Reizen sowohl in lebenden Zellen als auch im

Einzelmolekül-Modus untersuchen. Die präsentierte Softwarelösung baut auf bereits

veröffentlichten Arbeiten auf und ihr Ziel ist, die Leistungsfähigkeit und Zugänglichkeit

zu verbessern. Außerdem untersucht sie die Auswirkungen und Grenzen verschiedener

Cluster-Algorithmen auf Einzelmolekul-Mikroskopie-Daten. Die Software wurde anhand

simulierten und experimentellen Daten implementiert und evaluiert. Darüber hinaus wur-

den Clusteranalysen an Daten aus dem vereinfachten DNA-Tethering-Assay durchgeführt.

Diese Studie präsentiert ein modulares Softwaretool mit einer benutzerfreundlichen

grafischen Benutzeroberfläche, das die Clusteranalyse von Einzelmolekul-Mikroskopie-

Daten erleichtert. Die Software zeigt verbesserte Rechen- und Speicherkapazitäten und

ermöglicht eine einfache Auswertung von Proben. Darüber hinaus ist diese Software-

lösung für alle clusteringbezogenen Einzelmolekul-Mikroskopie-Studien geeignet und

kann mit zusätzlichen Funktionen angepasst werden.
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1
Introduction

Microscopy, a scientific technique employed to examine physical, chemical, and biological

specimens to unravel their properties, has played a vital role in knowledge accumula-

tion throughout the centuries [162]. Microscope design progressed through empirical

experimentation until Ernst Abbe developed the theoretical foundations. In 1873, Abbe

demonstrated that the diffraction of light, arising from its wave nature, imposes an in-

trinsic constraint on microscope resolution. He concluded that the minimum achievable

resolution of a microscope is approximately half the wavelength of its light source [2].

Consequently, the resolution limit for visible light falls within the range of 150 nm to

300 nm.

The theoretical understanding of microscopy enabled manufacturing advancements,

which led to the development of fluorescence microscopy in the early 20th century by

Oskar Heimstaedt [162]. Fluorescence microscopy enhances the signal-to-noise ratio

by employing fluorescent dyes that selectively label biological specimens. Moreover, it

is a relatively non-invasive technique. However, biological samples, comprising cells

with sizes on the micrometre scale and subcellular components on the nanometre scale,

require higher resolution than the resolution limit to visualise subcellular components

and intracellular processes [118].

There are two distinct ways to bypass the resolution limit in fluorescence microscopy.

1



1 Introduction

The first approach involves structured illumination schemes to acquire super-resolution

images. Prominent examples include Stimulated Emission Depletion microscopy (STED)

[63] and Structured Illumination Microscopy (SIM) [57]. These methods employ spe-

cific illumination patterns to surpass the diffraction limit and achieve enhanced spatial

resolution. Single-Molecule Localisation Microscopy (SMLM) exploits the photophysical

properties of fluorophores for super-resolution microscopy. Photo-Activation Localisation

Microscopy (PALM)[65] is one of the pioneering methods in this field where fluorophores

are selectively activated and localised. In (direct) Stochastic Optical Reconstruction

Microscopy ((d)STORM) [92, 131], another technique under the SMLM umbrella, con-

ventional fluorophores randomly switch between fluorescent and non-fluorescent states.

[61, 91]

Consequently, only a small subset of fluorophores emit fluorescence at any given time,

enabling spatial and temporal separation of the fluorophore signal. By fitting these

positions obtained by PALM or (d)STORM using a Gaussian function, a super-resolution

image with a lateral resolution of up to 20 nm can be reconstructed. In 2014, the No-

bel Prize was awarded to Eric Betzig, William E. Moerner and Stefan W. Hell for their

groundbreaking contributions in developing super-resolution fluorescence microscopy

[111]. Their pioneering work has established the foundation for super-resolved imaging,

revolutionising the way biological samples are visualised and expanding the possibilities

for investigating cellular structures and processes at nanoscale resolutions.

DNA-PAINT (DNA-Point Accumulation for Imaging in Nanoscale Topography) has pushed

resolution boundaries even further, achieving a spatial resolution below 5 nm. This

technique utilises the transient binding of short DNA strands to label and localise target

molecules [141]. Overall, advancements in super-resolution imaging techniques have

revolutionised the field by enabling the visualisation of biological structures and processes

with unprecedented detail and spatial resolution.

Over the past decade, cluster analysis has emerged as a prominent and extensively

employed methodology for examining the spatial organisation of molecules of interest

within their complex cellular milieu [76, 110]. Cluster analysis offers tools for exploring

2



the spatial distribution of molecules of interest within a complex cellular environment.

The localisations obtained from fluorescently tagged molecules can be categorised into

distinct clusters by using their spatial proximity to gain insights into their arrangements,

interactions, and potential functional implications. Cluster analysis faces inherent chal-

lenges due to the pointillistic nature of single-molecule localisation microscopy. Cluster

analysis in SMLM frequently leads to substantial errors, and results lack scientific sub-

stantiation. Furthermore, the accuracy and validity of clustering rely on the quality of

the underlying data and the chosen clustering methods [110, 130].

This analytical approach is highly susceptible to subjective biases introduced by users,

further compromising the reliability and objectivity of the findings. The choice of clus-

tering parameters can significantly impact cluster results. As the decisions are often

based on random user-defined criteria, the risk of introducing personal biases becomes

evident, compromising the objectivity and reproducibility of the findings [110, 117, 130].

Consequently, this thesis presents a novel software solution named Bayesian Cluster

Analysis and visualization application (BaClAva) based on the work of Rubin-Delanchy

et al. [130], Griffié et al. [54], and Pike et al. [117]. This solution addresses cluster

analysis limitations in single-molecule localisation microscopy with special focus on

(d)STORM. By integrating advanced algorithms and statistical techniques, BaClAva aims

to reduce the errors and subjective biases commonly encountered in cluster analysis by

offering a user-friendly graphical user interface (GUI). The main results on BaClAva were

published in Kutz et al. [82].

In SMLM and traditional wide-field or confocal microscopy, the typical imaging procedure

involves the examination of cells cultured on glass substrates, occasionally featuring a

thin coating. However, visualising specific cellular structures or molecules in or near the

cell membrane in response to external stimuli is challenging. The membrane of interest

for imaging is the cellular membrane that faces both the substrate and the microscope

objective. Thus, the goal is to activate the cell exclusively in this area. Nevertheless,

achieving precise and controlled activation through external stimuli, such as the intro-

duction of ligands, poses a significant technical challenge when dealing with cells grown
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on glass substrates because the stimulant either needs to diffuse to the target area while

simultaneously stimulating a response from the cell via alternative regions or the cells

must be cultivated in the presence of the stimulant, which can trigger an immediate

response from the cells. Both scenarios prove suboptimal for a controlled experiment

with well-defined activation initiation.

This thesis introduces a more sophisticated procedure for anchoring cells via DNA teth-

ering [142, 150], designed to fully immerse cells in a fluid medium during imaging.

Unlike conventional sample preparation methods, this approach involves anchoring the

cells above the substrate, facilitating their immersion in a fluid environment and thereby

preventing their adhesion to the surface. As a result, this technique offers the unique

opportunity to exclusively capture and study the cellular response to external stimuli

unaffected by unwanted influences.

The focus of this thesis is on cluster analysis of SMLM data, specifically investigating the

spatial arrangement of the CD95 receptor in T98G cells. This research aimed to develop an

analytical tool capable of analysing and characterising CD95 receptor clustering patterns.

The user-friendly software BaClAva, based on Bayesian-engine-based cluster analysis

[130], was developed to achieve this objective. BaClAva delivers a comprehensive and

efficient platform for cluster analysis of SMLM data. In this way, BaClAva facilitates the ex-

ploration and interpretation of the spatial organisation of the CD95 receptor in T98G cells.

In addition to the development of BaClAva, this research also proposes a novel approach

to DNA-tethering cells to supported lipid bilayers (SLBs) in channels. This innovative

technique was designed to enable (d)STORM imaging of the CD95 receptor while al-

lowing for controlled activation of the cells. By ensuring a controlled environment and

eliminating potential confounding factors, the aim was to obtain accurate and reliable

clustering information reflecting the spatial arrangement of the CD95 receptor in T98G

cell.

This thesis is organised into seven chapters. After this introduction, Chapter 2 lays the

foundation by presenting a theoretical background on the CD95 receptor, SMLM imaging
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techniques, and labelling methodologies. It also introduces the clustering algorithms used

and to be characterised for SMLM in this thesis. Chapter 3 delves into the materials and

methods employed, encompassing information on the cell lines, chemicals, and coding

libraries used throughout the research. Following that, Chapter 4 presents the results

of the BaClAva software development process, including its application on simulated

and cell samples and the implementation of the CD95 cell tethering technique for SMLM

imaging. Chapter 5 discusses the results and their significance in the broader research

field. Chapter 6 takes a forward-looking perspective, exploring potential future research

directions. Among these are possible extensions for BaClAva, unanswered spatial and

temporal organisation questions concerning CD95, and other research options that may

yield valuable insights from BaClAva, the developed tethering approach, or both. Finally,

the thesis concludes in Chapter 7 with a concise summary of the work undertaken in this

study.

This thesis elucidates the user-friendly nature of BaClAva, highlighting its graphical

user interface (GUI) and efficient computation capabilities. Additionally, various cluster

algorithms are examined extensively to determine their suitability for analysing SMLM

clusters of biological probes. Simulations of artificial SMLM clusters are employed to

evaluate cluster algorithms. Furthermore, a novel tethering approach is introduced,

offering a stable anchoring method for long-term imaging procedures such as live-cell

imaging or SMLM. The CD95 receptor in T98G cells serves as the primary biological focus,

with each experiment demonstrating its clustering nature within the cellular membrane.
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2
Theory

This chapter introduces the foundations of this thesis, outlining the theoretical basis

for understanding the research. This section describes the key receptor of interest and

provides an in-depth presentation of the microscopy techniques employed throughout

this research work. The chapter concludes by introducing the concept of clustering,

emphasizing its importance, and presenting a range of clustering algorithms relevant to

this study.

2.1 Biological background

Cancer is defined as the uncontrolled proliferation of cells arising from signalling pathway

disruption within the cells. These cells evade the self-regulatory mechanisms that govern

tissue growth. Cancerous cells can adapt to and manipulate their local environment,

enabling them to thrive. Thus, cancer therapy aims to eradicate cancerous cells and their

microenvironment but, at the same time, prevent the development of resistance to the

treatment. [11, 98]

One of the receptors widely found in cancer cells is the CD95 receptor. To date, no muta-

tion has been identified that results in loss of receptor function. Upon activation, this

receptor shows a binary response, either inducing cell death or promoting cell survival.
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Consequently, CD95 has emerged as a promising target for research and therapy, partic-

ularly for non-curable cancers, including glioblastoma multiforme, the most prevalent

primary human brain cancer. [11, 98, 134]

2.1.1 CD95 receptor structure

A B

Figure 2.1: Structure of the CD95 receptor and its ligand. (A) An overview of the transmembrane
protein CD95 embedded in the plasma membrane and its primary domains. CD95 receptors feature
three repetitions of the cysteine-rich domain (CRD) in the extracellular domain. The Transmembrane
Domain (TMD) forms a stable trimer with a rigid core and flexible ends. (B) A schematic representation
of membrane-bound CD95L and its key domains. CD95L may undergo cleavage by metalloproteases,
leading to the formation of its soluble derivative s-CD95L. [88]

The receptor CD95 is a Tumour Necrosis Factor (TNF) superfamily member and belongs

to the TNF-subfamily of death receptors [20, 88]. CD95, also known as Fas, Apo-1,

or TNFRSF6, is a type I transmembrane glycoprotein consisting of 319 amino acids

[88]. Figure 2.1(A) illustrates the structure of this transmembrane receptor, featuring an

elongated extracellular region, a Transmembrane Domain (TMD), and an intracellular

domain. The N-terminus remains extracellular in type I transmembrane proteins, while

the C-terminus resides intracellularly [20].

The monomers, homodimers, and homotrimers of CD95 can exist in a dynamic equi-
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librium without being activated [41]. There is no direct involvement of the TMD in

CD95 homodimerisation or homotrimerisation, but it may play an important role in the

formation of CD95 clusters with a higher number of CD95 receptors. The Death Domain

(DD) is located within intracellular domain of CD95 and serves as an interaction site in

the apoptotic pathway. Nevertheless, the 3D structure of CD95 remains unknown due to

its high aggregation tendency, domain flexibility, and TMD [20, 41].

2.1.2 CD95 ligand structure

The CD95 ligand (CD95L), also known as FasL, TNFSF6, or CD178, is a type II trans-

membrane protein, whose N-terminus is intracellular, and the C-terminus with the TNF

homology domain (THD) is extracellular [20, 88], as depicted in Figure 2.1(B). The

THD facilitates CD95L trimerisation. In its membrane-bound form (m-CD95L), CD95L

activates the apoptotic pathway by stimulating CD95 [20]. By matrix metalloproteases

(MMP) acting on m-CD95L, the soluble form is generated (s-CD95L). In contrast to m-

CD95L, s-CD95L triggers non-apoptotic signalling pathways [20]. Depending on whether

the ligand is membrane-bound or soluble, this distinction in activation modes represents

a characteristic shared among various members of the TNF superfamily [20].

2.1.3 Signalling pathways upon CD95 activation

CD95 stimulation by its ligand CD95L induces several different signalling pathways,

ultimately leading to either cell death or tumorigenesis [88, 98, 134], as illustrated in

Figure 2.2. Tumorigenesis involves numerous processes, including cell survival, prolifer-

ation, and migration. Cancer cells, like glioma cells, tend to thrive when in contact with

neighbouring cells. In contrast, individual cells display heightened vulnerability to cell

death [11].

Cell death is primarily induced by the open-form stabilisation of Death Domain (DD) in

response to ligand stimulation [134]. This process involves clustering CD95 receptors,

eventually leading to the recruitment of Fas-assiciated protein with death domain (FADD)

to the DD. Subsequently, the death-inducing signalling complex (DISC) is formed through

the recruitment of procaspase-8 to the FADD [134]. The procaspase then self-cleaves,
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A B C

Figure 2.2: The schematic representation of the CD95 signalling network depicts the signalling
pathways upon CD95 stimulation resulting in apoptosis or necrosis (A) and survival, migration, and
proliferation (B). Abbreviations: CD95 ligand (CD95L); Fas-assiciated protein with death domain
(FADD); cellular FADD-like interleukin-1-β-converting enzyme-inhibitory protein (cFLIPL); receptor-
interacting protein kinase (RIPK); nuclear factor κB (NF-κB); receptor tyrosine kinase (RTK); src-family
kinase (SFK), src homology domain 2 (SH2); phosphoinositide 3-kinase (PI3K); phosphatydilinositol-
4,5-bis-phosphate (PIP2); phosphatydilinositol-3,4,5-tris-phosphate (PIP3); phosphatase and tensin
homolog (PTEN); extracellular signal-regulated kinase (ERK), rat sacroma (RAS) [98]

producing caspase-8, which activates the apoptosis pathway. In addition to their role

in apoptosis, FADD and caspase-8 also regulate a second pathway leading to cell death,

namely necrosis [98], and contribute to tumorigenesis [88].

Upon CD95L activation, phosphorylation of CD95 by src-family kinases (SFKs) initiates

various survival, proliferation, and migration pathways [98]. CD95 phosphorylation

results in phosphoinositide 3-kinase (PI3K)-dependent protein kinase B (AKT) activation,

promoting cell migration and invasion [98]. Interestingly, glioblastoma multiforme cells

often possess phosphatase and tensin homolog (PTEN) mutations, leading to loss-of-

function, which leaves the cell incapable of inhibiting this pathway. Additionally, PI3K

can phosphorylate caspase-8, inhibiting apoptosis [98, 134].

Multiple pathways contribute to extracellular signal-regulated kinase (ERK) activation,

leading to diverse cellular outcomes, including cell adhesion, migration, invasion, pro-

liferation, and differentiation [11, 98]. ERK activation is achieved by recruiting src

homology domain 2 (SH2) to CD95. Another route to ERK activation involves CD95

10



2.2 Optics

stimulation-induced activation of nuclear factor κB (NF-κB). Additionally, CD95 can

interact with other membrane-bound molecules, such as receptor tyrosine kinases (RTKs),

leading to tumorigenesis.

2.2 Optics

2.2.1 The physics of fluorescence

Similar to atom transitions, which are stimulated by excitation with light of a specific

wavelength, molecules can also undergo exposure to excitation light. Due to the presence

of two to hundreds of atoms, molecular physics possesses a higher level of complexity.

Within molecules, electronic states exist, and they possess vibrational sub-states induced

by the vibrational motion of each atom. Due to the ability of molecules to rotate around

their bonds, these vibrational states also have rotational sub-states. Consequently, a

quasi-continuum is observed at each electronic level. [10, 59, 136]

The process involved in a molecule emitting fluorescent light begins with an electron in

a delocalised state. When the molecule absorbs a photon from an adequate excitation

light source, such as a laser with the optimal wavelength and thus energy, it causes

the electron to transition from its electronic singlet ground state to an excited state,

as illustrated by the Jablonski diagram in Figure 2.3. In line with the Franck-Condon

principle, the excitation process favours the vibrational level in the excited electronic

state that exhibits the highest wave function overlap with the ground state. Subsequently,

the molecule undergoes internal conversion, dissolving its vibrational and rotational

energy within its local environment. As stated by Kasha’s rule, electronic energy re-

emission happens at the lowest vibrational level of the excited singlet state. A Stokes

Shift takes place, which results in the emitted photon possessing lower energy than the

absorbed photon, resulting in the emitted light having a longer wavelength and thus less

energy. The Franck-Condon principle determines the vibrational level of the ground state.

This rapid process, occurring within nanoseconds, is known as fluorescence. [10, 59, 137]

Inter-system crossing is an alternative pathway from the excited singlet state involving a
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Figure 2.3: The Jablonski diagram illustrates the initial three singlet and triplet states in a molecule,
along with the potential transitions that can occur. Furthermore, the diagram presents the electronic
spin configuration for each electronic state, demonstrating the requirement of a spin flip to enable
intersystem crossing. [59].

spin-flip of the excited electron into the metastable triplet state. Consequently, another

spin flip is required to return the electron to the singlet ground state. However, this

quantum-mechanical process has a very low probability and is referred to as forbidden.

Hence, the electron experiences a more prolonged decay, typically lasting from microsec-

onds to milliseconds. When energy is emitted as a photon during the decay process

to the singlet ground state, it is called phosphorescence. The triplet state has a longer

lifetime, which increases the probability of the molecule reacting with radicals, leading

to its reduction or oxidation. Appropriate buffer conditions can return the molecule to

its singlet ground state within seconds. However, if recovery is impossible, the molecule

undergoes photobleaching. [59, 137]
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2.3 Fluorescence microscopy

Optical microscopes serve as valuable tools for discerning structures beyond human

vision. However, these microscopes are also subject to limitations caused by the wave

nature of light. As highlighted by Abbe in 1873 for gratings [2], the spatial resolution,

denoted by the aperture angle 2α, establishes the minimum distance, d, required for two

spatially distinct objects to remain differentiable. This relationship is expressed in the

equation:

d =
λ

2 n sinα
=

λ

2NA
, (2.1)

where λ represents the wavelength of the incident light, n corresponds to the refractive

index of the immersion substance, and NA signifies the numerical aperture [59].

Fluorophores are regarded as point-like sources of light in fluorescent microscopy. When

a long-pass filter eliminates excitation light, red-shifted emitted light from fluorophores

can be detected exclusively with a camera or similar detector [36]. Microscope optics

allow the sensor to capture the diffraction pattern of the emitted light. In conventional

wide-field microscopy, this diffraction pattern is the microscope’s Point Spread Function

(PSF), see Fig. 2.4. A PSF with no aberration is called an Airy disc, with a central

maximum and higher-order rings around the maximum [80, 106].
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Figure 2.4: Rayleigh criterion. The Rayleigh criterion is illustrated in three intensity-distance diagrams,
which display the intensity distribution of the PSFs for two point sources. From left to right, the distance
between the two prominent peaks decreases until they eventually merge and become indistinguishable
in their combined intensity profile. Only when the distance between the two peaks is equal to or larger
than the Rayleigh criterion can the point sources be resolved as separate entities.
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The Rayleigh criterion determines the resolution in fluorescent microscopy. It denotes

the minimum distance required to differentiate two adjacent point sources. When the

minimal distance is reached, the maximum of the first emission pattern coincides with the

minimum of the second emission pattern, as shown in Figure 2.4. The lateral resolution,

characterised by the minimal distance, d, to discern both distributions, is determined by

the equation [1]:

d = 0.61
λ

NA
, (2.2)

where λ represents the wavelength of the emitted light from the two point sources.

Resolution is limited by the objective aperture, NA, at a given wavelength. In this thesis,

a NA = 1.49 objective and the fluorescent dye Alexa Fluor 647 (AF647) with an emission

maximum of around 700 nm were used. Therefore, the minimum distance to resolve

two AF647 dyes is 290 nm.

Apart from resolution, contrast is crucial when evaluating microscopes, as it indicates

the ability to distinguish objects of interest from their backgrounds [36]. Fluorescent

microscopy can obtain high contrast by labelling structures with dyes that exhibit high

quantum yields. However, background noise from diverse sources can diminish the

signal to noise ratio (SNR), including scattered excitation light, autofluorescence of cells,

unspecific fluorophore binding, and detector readout [137].

Wide-field microscopy can benefit from employing various illumination techniques (Fig-

ure 2.5) to improve the signal-to-noise ratio (SNR). The standard illumination mode

is the epi-mode (Figure 2.5 A), which uniformly excites the entire sample in width

and depth [80]. However, this can lead to out-of-focus light, introducing noise to the

resulting image. Another illumination method involves angling the excitation light

beam at the critical angle between the glass and the sample as shown in Figure 2.5

B. This configuration allows for the selective detection of signals from regions close to

the coverslip, reducing out-of-focus noise. In this setup, an evanescent electromagnetic

field penetrates the sample. However, its intensity exponentially diminishes with depth,
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Figure 2.5: Illumination modes. (A) In the epi-mode, the excitation laser beam travels directly through
the objective. The immersion medium used can be oil or water. The excitation light is focused at
the centre of the back focal plane. (B) In the TIRF mode, the light beam is focused on the border of
the back focal plane. Consequently, the light undergoes total internal reflection, resulting in only an
evanescent field (not shown) that can penetrate the sample above the coverslip. (C) In the HILO mode,
the excitation beam is focused on the back focal plane between the epi and TIRF focal points based on
the required depth and beam width in the sample. To realise TIRF and HILO modes, an immersion
medium with a refractive index matching that of the glass is required.

limiting the excitation to a region approximately 200 nm from the glass surface. This

specific illumination mode is called total internal reflection fluorescence (TIRF) [17, 135].

An alternative technique involves positioning the illumination beam close to the critical

angle (Figure 2.5 C), forming a highly inclined and laminated optical (HILO) sheet [18].

TIRF and HILO methods require oil-immersion objectives, where the refractive index of

the immersion medium is matched to that of the objective lens and the coverslip [17].

These approaches provide enhanced SNR and reduced background noise, thus improving

the overall quality of wide-field microscopy imaging.

2.3.1 Single-Molecule Localisation Microscopy

Single-Molecule Localisation Microscopy (SMLM) is an umbrella term for statistical

fluorescent microscopy techniques that achieve sub-diffraction resolution. The most

commonly used methods in this field are (direct) Stochastic Optical Reconstruction Mi-

croscopy ((d)STORM) [92], Photo-Activation Localisation Microscopy (PALM) [15], and

DNA-Point Accumulation for Imaging in Nanoscale Topography (DNA-PAINT) [141].

(d)STORM is a technique that employs fluorophores and relies on blinking buffer condi-

tions specific to the fluorophores [92]. In PALM, photoactivatable fluorescent proteins

are expressed alongside the structure of interest within the specimen [15]. The third
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Figure 2.6: SMLM Process. Initially, a structure labelled with fluorophores and imaged in wide-
field mode yields a blurred representation due to the resolution limit. However, employing SMLM
techniques enables the temporal separation of fluorescent signals from individual dyes. The signals
of each fluorophore can therefore be precisely located. Plotting the obtained coordinates reveals the
underlying structure. The individual localisations and their associated localisation errors are utilised
to reconstruct a super-resolved image.

method, known as DNA-PAINT, is based upon the application of photostable dyes linked

to deoxyribonucleic acid (DNA) strands, with the blinking behaviour governed by the

binding times of the DNA strands [141].

SMLM methods isolate the emission from individual fluorophores in time by manipulating

the on and off times of the fluorophores (or the binding times for DNA-PAINT) as shown

in Figure 2.6. This isolation enables the accurate fitting of a highly precise PSF model

to the detected emission signal. In the case of (d)STORM, the objective is to control

the fluorophores so that they spend more time in the dark than in the fluorescent state.

However, they should remain in the fluorescent state long enough for the camera to

capture an adequate number of photons to precisely determine the centre of the PSF. A

high-resolution image can be reconstructed using fitted centre coordinates (localisations)

and additional fitting parameters. Additionally, all localisation information is stored in

the localisation table. [137]
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2.4 Labelling methods

Various labelling methods are available for biological specimens using markers such

as dyes or DNA strands [109]. One commonly used approach is immunofluorescence.

Therefore, antibodies are combined with primary antibodies designed to target the pro-

tein of interest (POI). Secondary antibodies, labelled with an organic fluorophore or

fluorescent dye, are directed against the host of the first antibody. Alternatively, labelling

the primary antibody directly with a dye is possible [109]. Multiple secondary antibodies

binding to a single primary antibody produce a stronger fluorescent signal. Consequently,

it is common practice to stain immunofluorescence microscopy samples with primary

and secondary antibodies.

The second labelling method involves cloning and expressing fluorescent proteins coupled

to the protein of interest [86, 109]. This approach results in a highly specific fluorescent

signal due to the combined expression of the POI and its label. However, the specificity

may be compromised if either the fluorescent protein or the POI is not correctly folded

or incorporated. There are antibodies available that target fluorescent proteins with

high specificity. Some animals, such as camels, dromedaries, and llamas, have single-

chain antibodies, whereas humans and other vertebrates have two-chain antibodies

[13]. Nanobodies, antigen-binding fragments of Camelid antibodies, are particularly

noteworthy in this context. They have a size of approximately 15 kDa, significantly

smaller than the 150 kDa size of a two-chain antibody. Consequently, when nanobodies

are used instead of antibodies, the distance between the structure of interest and the

fluorescent dye reduces by at least 10 nm [13, 86].

Lastly, self-labelling protein SLP (SLP) methods deserve consideration. SNAP-tag, CLIP-

tag, and HaloTag are among the widely recognised SLPs [93]. The fundamental concept

involves expressing a fusion tag alongside the protein of interest, allowing the tag to

establish a specific covalent bond with the labelled substrate. These SLP methods find

application in both in vitro and in vivo settings, as neither the tag nor the substrate

exhibit toxicity to cells.

17



2 Theory

The SNAP-tag and CLIP-tag are derived from human DNA-repair enzymes, namely O6-

alkylguanine-DNA-alkyltransferase (hAGT) and O2-alkylcytosine-DNA-alkyltransferase

(hACT) [93]. The hAGT and hACT enzymes have 207 amino acids and size of 21 kDa

[42]. The engineered form of hAGT, known as SNAP-tag, specifically recognises and

reacts with BG [75]. The catalytic cysteine of the SNAP-tag forms a stable covalent

bond with the BG labelling group, releasing guanine [42]. Similarly, the CLIP-tag, an

engineered version of hACT, functions complementarily to the SNAP-tag, interacting

with O6-benzylcytosine (BC) instead of BG, thus releasing cytosine [93].

The HaloTag is a mutant of a bacterial dehalogenase with no inherent reaction in mam-

malian cells [95]. This monomeric protein consists of 297 amino acids and has a size of

33 kDa [139]. Its substrate is an aliphatic hydrocarbon molecule commonly known as

the HaloTag ligand. In contrast to the wild-type enzyme, which removes halogens from

the substrate through a nucleophilic aspartate residue, the engineered HaloTag forms an

irreversible covalent bond with any chloroalkane ligand [95, 139].

2.5 Cluster analysis

Cluster analysis aims to identify clusters or groups within a dataset based on specific

measurements [64]. These clusters consist of data points that share similar characteristics

and are distinguishable from others outside the cluster. In formal notation, the dataset

is represented as D = {x1, x2, . . . , xn}, where x i represents the i-th data point. As a

result of clustering, these data points are divided into K distinct subsets, denoted by

C = {C1, C2, . . . , Ck, . . . , CK}. The cluster label, k, ranges from 1 to K [47]. The label k is

assigned to data point x i when it belongs to a cluster Ck. However, not every possible

partitioning of dataset D is universally considered "excellent" or valuable. Moreover,

there is no universal agreement on the definition of what constitutes a cluster or what

characterises optimal clustering of D [64].

Cluster analysis starts with understanding the intrinsic properties of the data and deter-

mining the most appropriate clustering algorithm for the given task based on the data
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context [3, 76]. There are various approaches to characterising clustering algorithms

and clusters. Each data point is exclusively assigned to a single Ck in hard clustering. In

contrast, soft clustering assigns each data point a degree of membership to each cluster

[64].

Moreover, clustering can be classified into flat and hierarchical depending on the algo-

rithm selected [3]. Flat clustering computes a single solution for the dataset. Hierarchical

clustering produces multiple partitions at different levels of granularity in a single run. In

hierarchical approaches, each cluster can be subdivided into smaller clusters or merged

to form superclusters [64].

The type of clustering algorithm depends on the type of data. Aside from the data source

(e.g., table, movie, speech, text), the extracted information may exist as feature vectors

for each data point or in the form of (pairwise) relationships between data points [3].

Clustering algorithms can be model-based or cost-based. In the former case, a latent

variable in a probabilistic data model determines the cluster label. In the latter case,

the clustering algorithm aims to minimise the cost function. Cluster algorithms can

also be classified as parametric or nonparametric[64]. In the parametric approach, the

number of clusters K is required as input, necessitating the identification of the exact

K or an estimate of K in advance. In contrast, the nonparametric regime allows for

significant cluster size variations. Nonparametric clustering algorithms aim to distinguish

small clusters from outlier data points, where outliers can be single data points or small

clusters.

2.5.1 Centroid-based clustering

Centroid-based clustering algorithms represent some of the earliest computational clus-

tering methods, with K-means being the most well-known. In centroid-based clustering,

the number of clusters K is predetermined and known. The objective is to find the most

optimal grouping of all objects in the data space, which is computationally challenging.

MacQueen introduced the widely-used K-means algorithm in 1967 [96]. K-means groups

data points from dataset D by optimising a specific objective function. Each group must

include at least one data point, and each data point belongs to only one group. The algo-
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rithm refines the clusters iteratively. It begins by selecting K points as initial centroids. It

assigns each data point in D to the closest centroids using a proximity measure, typically

the Euclidean distance. The centroids are then updated, and the process continues until

the centroids remain unchanged or a predefined convergence criterion is met. K-means

is guaranteed to converge to a local minimum, but minimising the objective function is

an nondeterministic polynomial (NP)-hard problem. It is challenging to find optimal

solutions to NP-hard problems in polynomial time [35, 161]. It is, therefore, common to

use a less stringent rule, like stopping the process if only 1 % or less of all data points in

D change their cluster membership [3].
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Figure 2.7: K-means clustering. Clustering with K-means requires the number of clusters K as input. A
simulation of clusters (A) is partitioned using K-means with K=4 (B). The colours identify the clusters,
while the dark grey dots represent the corresponding centroids.

In K-means, the objective function is thesum of squared errors (SSE). Dataset D is parti-

tioned into a set of clusters C = {C1, C2, . . . , Ck, . . . , CK}, where the centroid ck belongs to

the cluster Ck, as shown in Figure 2.7. The SSE of the cluster set C is defined as follows

[3]:

SSE(C) =
K
∑

k=1

∑

x i∈Ck

‖x i − ck‖2 (2.3)

with

ck =
∑

x i∈Ck

x i

|Ck|
. (2.4)
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Throughout the iterative process, the SSE consistently decreases, eventually reaching a

local minimum. K-means tends to produce convex clusters, which may limit its suitability

for spatial data featuring naturally elongated or non-linear configurations. In such cases,

K-means may merge non-convex clusters or break them apart [3, 64].

2.5.2 Hierarchical clustering

In hierarchical clustering, a tree structure known as a dendrogram is constructed through

a sequence of irreversible algorithmic steps. The dendrogram is divided into n − 1

partitions of varying granularity, encompassing n data points in D [3]. Typically, agglom-

eration hierarchical clustering algorithms start with individual data points as clusters

and merge or agglomerate them at each step [64]. However, hierarchical clustering can

also be executed in a top-down (divisive) manner, where the data points are partitioned

into a tree-like structure, starting with the entire dataset as a cluster. Subsequently, the

selected flat algorithm calculates cluster sizes at each step.

2.5.3 Density-based clustering

Density-based clustering algorithms use data density as a parameter for identifying

clusters. Consequently, these methods are nonparametric because they do not rely on

assumptions about the number of clusters in the dataset D or the cluster distribution in

D [64]. These algorithms are excellently suited to handling data points in continuous

space. Clusters are regions where high-density data points are distributed, separated

by sparsely distributed data points. Flexible cluster recognition allows diverse cluster

shapes and is compatible with noise and outliers [3].

Ester et al. introduced Density-Based Spatial Clustering of Applications with Noise (DB-

SCAN) in 1996 [38]. DBSCAN identifies clusters of arbitrary shapes based on density,

eliminating the need to determine the value of K before computation. The data points in

dataset D can be categorised into three types: core points with a dense neighbourhood,

border points belonging to a cluster lacking a dense neighbourhood, and noise points

that do not belong to any cluster [3]. In DBSCAN, density is estimated by the number
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Figure 2.8: DBSCAN clustering. DBSCAN clustering is based on density estimation. A simulation of
clusters (A) undergoes clustering with DBSCAN using ε = 0.5 and a minimum of 4 data points in each
cluster (B). Data points identified as noise are depicted in dark blue, while the other colours represent
clusters.

of points within a fixed-radius neighbourhood around a data point p. Two points are

considered connected when they are close. A DBSCAN cluster consists of core points

with a neighbourhood area of radius ε and a minimum number of points.

Additionally, another data point q is directly density-reachable from the core point p if it

is within ε distance of p. When p and q are density-reachable from another data point x i

in D, they are considered density-connected. Consequently, a cluster is defined as a set

of density-connected points that are maximal in density reachability. In contrast, noise

represents a set of points that do not belong to any cluster [3], as shown in Figure 2.8.

2.5.4 Ripley’s K-, L-, and H-function

Clustering dense datasets is well suited to DBSCAN. However, a challenge remains in

distinguishing between datasets with small clusters in noisy data or with random distribu-

tion of data points. Developed in 1977, Ripley’s K-function compares a given distribution

to a random distribution and tests the null hypothesis that the data points of the given

distribution are randomly distributed [127]. Ripley’s K-function is defined as follows

[78]:

K(r) =
1
n

n
∑

i=1

Npi
(r)

ρ
, (2.5)
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2.5 Cluster analysis

where n denotes the total number of points, pi represents the i-th point, ρ indicates the

number of points per area, and N is the expected number of points within the distance r.

For random distributions, the expected distribution follows the random Poisson distribu-

tion with K(r) = πr2. The K-function can be normalised to

L(r) =

√

√K(r)
π

, (2.6)

so that L(r) = r for the random Poisson distribution. Normalisation with

H(r) = L(r)− r (2.7)

results in H(r) = 0 for the random Poisson distribution. For a given distribution, H(r)

greater than zero indicates clustering, while H(r) smaller than zero indicates dispersion.

In clustering, the maximum of H(r) measures the domain radius, rD, and the r-value

represents the radius of maximal aggregation. It has been demonstrated that the radii

do not necessarily have to be identical (rD ≤ r ≤ 2rD) [78].

Ripley’s K-function and its normalisations L- and H-functions test whether the chosen

dataset D or a subset thereof is a random distribution. Ripley’s K-based clustering was

developed to assign cluster labels to data points. Getis and Franklin express spatial point

distribution as follows [45, 52, 130]:

K̂(r) = A
n
∑

i=1

n
∑

j=1

δi j

n2
, (2.8)

where δi j represents the distance ri j between two points i and j, and if ri j < r, then

δi j = 1; otherwise, δi j = 1. The L-function for individual points is then given by

Li(r) =

√

√

√

√A
n
∑

j=1

δi j

π(n− 1)
. (2.9)

The L-function assigns data points with an L-value below a threshold to the background.

Data points are defined as clusters when their L-values exceed the threshold, and they
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lie within 2r of each other [130].

2.5.5 Persistence-based clustering
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Figure 2.9: ToMATo clustering. ToMATo clustering is based on density estimation and hierarchical
clustering. A simulation of clusters (A) undergoes clustering with ToMATo using a radius of 0.5 for
density estimation and τ= 4. The persistence diagram shows the birth and death dnsities for each
detected peak (B). In the final cluster plot (C), data points identified as noise are depicted in dark blue,
while the other colours represent clusters.

Topological Data Analysis (TDA) is a robust mathematical framework that examines a

point cloud to reveal its topology or shape [113, 122]. In 2013, Chazal et al. introduced

a persistence-based clustering method, Topological Mode Analysis Tool (ToMATo) [25].

Unlike DBSCAN, ToMATo uses a hierarchical approach and a density-based method to

detect clusters of arbitrary shapes. The algorithm relies solely on a density estimate of

dataset D and the pairwise distance between data points. As a result, it can be applied

to any metric space Rd [26]. Figure 2.9 displays ToMATo clustering for a dataset with

four clusters.

The persistence-based clustering algorithm starts with computing a density estimate f of

dataset D. Local peaks correspond to cluster centres. Each data point in D is then assigned

to a local peak by following the gradient vector field of f . The result is a collection of

clusters or density modes. The maximum density of each mode is called birth density,

fb. The saddle point connecting a cluster with a neighbouring one represents its death

density, fd . Hence, every cluster has persistence

P = fb − fd . (2.10)

Cluster birth and death densities ( fb, fd) can be visualised using persistence diagrams,
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as shown in Figure 2.9 B. Cluster persistence is measured by the vertical distance from

the point ( fb, fd) to the diagonal. The persistence threshold, τ, distinguishes relevant

peaks from irrelevant ones. The irrelevant peaks are located between the diagonal and

the threshold line. A cluster with a persistence P < τ is merged with a neighbouring

cluster with P ≥ τ. If no neighbouring cluster with P ≥ τ exists, the cluster is classified

as noise.[24, 25, 117]

2.6 Bayesian Theory

The Bayesian framework is a model-based approach to statistics. As part of its analysis,

it incorporates prior information, which refers to information gathered before an experi-

ment. It applies this prior information to the statistical problem at hand. In other words,

Bayesian Data Analysis (BDA) quantifies possible events using probability functions [79].

The Bayesian theorem for conditional probabilities states that the

posterior(y|x)∝ l ikel ihood(y|x) · prior(y) , (2.11)

where y represents the unknown parameter, and x is the observed data from the current

experiment [146]. The right-hand side of the equation consists of two components. The

first is the likelihood function, l ikel ihood(y|x), which represents the sampling distri-

bution for the parameter, excluding constant factors. Based on the observed data and

proposed statistical models, it serves as the primary tool for assessing the plausibility of

a given parameter value.

The second component is the prior distribution, prior(y). It represents existing knowl-

edge about parameter y before the current experiment. The prior distribution includes at

least one tunable hyperparameter, the concentration parameter. The Gamma distribution

is often chosen as the prior distribution due to its versatility and flexibility. The left-hand

side of the equation presents the posterior distribution, posterior(y|x). This distribution

provides a statistical summary of the unknown parameter, drawing from past and current

observations. Inference refers to the process of calculating the posterior probability [146].
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Thus, BDA begins with determining a suitable likelihood function and a prior distribution

for the statistical model. Both of these steps may require subjective information selection

[79]. BDA can be divided into two primary sections: parametric and nonparametric

Bayesian. In the parametric case, the models are well-defined and comprise a finite

number of parameters. Nonparametric models are constructed over a broad parame-

ter space. Rather than a fixed number of unknown parameters, the prior distribution

encompasses the entire parameter space [64, 153]. Unlike parametric Bayesian data

analysis, nonparametric Bayesian analysis cannot describe the prior distribution model

in a closed form with fixed parameters [64, 79]. Instead, the prior distribution employs

hyperparameters to select a suitable distribution from the continuous space of prior

distributions. The Dirichlet process, introduced by Ferguson in 1973, is a reasonable

choice in nonparametric Bayesian Data Analysis as it selects a discrete distribution [39].

2.6.1 Bayesian data analysis for clustering

Clustering methods based on Bayesian theory belong to the class of model-based clus-

tering approaches [64]. After selecting the likelihood function and prior distribution,

various posterior inference methods can be applied to characterise the observed cluster-

ing parameters and outcomes. Markov chain Monte Carlo simulations are commonly

employed to refine unknown model parameters [64]. Alternatively, a deterministic

approach utilises BDA to assess the results of clustering data using the same clustering

algorithm (e.g. DBSCAN, K-means, Ripley’s K-based, ToMATo) but with different input

parameters [130].

2.6.2 Bayesian model based clustering for SMLM

A subjective choice of parameters is common in SMLM clustering [79]. Furthermore,

there is often only a focus on coordinate values, disregarding localisation precision or

other features stored in the localisation table [108]. Thus, the BDA approach can serve as

a general mechanism to ascertain the optimal cluster result by considering the proposed

setting, model, and algorithm and integrating supplementary information acquired dur-
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ing the localisation process into the cluster analysis.

In this thesis, the BDA clustering approach and code are based on work by Rubin-Delanchy

et al., published in 2015 [130]. Their work proposes employing the BDA approach to

incorporate localisation precision into the analysis, thereby allowing for considering

localisation inaccuracies and evaluating cluster results against a Bayesian model.

The general algorithm for this approach is as follows [130]:

1. Select a parameter range for each parameter of the selected clustering algorithm.

2. Generate cluster proposals for all possible parameter sets.

3. Evaluate cluster proposals using the Bayesian model.

4. Select the best proposal as the final cluster result.

The BDA process begins with selecting a suitable model. This thesis focuses primarily

on membrane-bound proteins. Therefore, molecular positions can be represented as 2D

coordinate positions within a single plane. The following paragraphs explain the Bayesian

framework introduced by Rubin-Delanchy et al. [130]. The dataset D = [x1, x2, ..., xN ] is

associated with the variances s2
1, s2

2, ..., s2
N . All data points are assumed to be independent,

unbiased, and circular. The actual, unknown molecular coordinates, represented as

Z = [Z1, Z2, . . . , ZN ], are perturbed by a Gaussian distribution x i = N (Zi , s2
i I2). Here,

N (µ,Σ) denotes the Gaussian distribution characterised by a mean µ and a covariance

Σ, with I2 representing the identity matrix in the 2D plane.

The parameter of interest within BDA is the labelling L = [l1, l2, . . . , lN ] of the complete

dataset D. D can be categorised into n subsets C = [C0, . . . Ck, . . . Cn], where C0 represents

the noise or background. The label li = k is assigned to a data point x i if it is part of

a cluster Ck. According to Green and Richards [51], the prior probability p(l) for the

labelling of dataset D is defined as

p(l) = pn0
B (1− pB)

N−n0
αmΓ (α)
∏m

k=1 Γ (nk

Γ (α+ N − n0)
, (2.12)
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where pB signifies the fixed probability for each data point to belong to the background,

m is the count of cluster labels different from 0, and n0 is the number of data points in

the background subset C0.

Cluster centres are uniformly spread across the region of interest. Additionally, back-

ground localisations are randomly distributed. In contrast, the cluster positions follow a

Gaussian distribution with an unspecified mean µ and variance σ:

Zi ∝ N(µk,σ2
k I2) , i ∈ Ck . (2.13)

The variances σk are provided as a histogram, which the algorithm transforms into a

continuous probability density.

In the Bayesian inference stage, the labelling is assigned a posterior probability

p(l|D)∝ p(l)





∏

i∈C0

p0(x i)
m
∏

k=1

∫

p(θk)
∏

i∈Ck

p(x i|θk)dθk



 , (2.14)

where θk = (µk,σk) signifies the parameter pair of cluster Ck, p(θk) stands for the prior

probability of cluster Ck, p(x i|θk) denotes the probability of data point x i belonging

to cluster Ck, and p0(x i) represents the background probability for data point x i. The

integral is numerically estimated in an arbitrary rectangular subset R of R2 aligned to

the axes. As is customary in facilitating BDA computation, the logarithm of the posterior

probability is calculated as the final score for a cluster proposal. The cluster proposal

with the highest score is selected as the final result [130].
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Material and Methods

The following chapter lists and explains the microscopy setups and the material used for

conducting the experiments. Furthermore, technical concepts of the computational work

are presented.

3.1 Material

The material used for the experiments are listed in the following. For facilitate compre-

hension they are organised regarding their respective experiments.

3.1.1 Cell lines

Three different cell lines were used for the experiments: HeLa, CV-1, and T98G. HeLa cells

are human cervical cancer cells that were retrieved from Henrietta Lacks in 1951 [84]).

The cells have a stable transfection with clathrin light chain (CLC)-GFP. The CV-1 cell line

is fibroblast kidney cells derived from a male adult African green monkey (citation). The

T98G cells are patient-derived fibroblast brain cells. They are Glioblastoma Multiforme

cells of a white adult human, and they have a hyperpentaploid chromosome count [145].

Furthermore, they are resistant to CD95 induced apoptosis [134]. The T98G cells were

infected with a lentiviral construct to transfect the cells with the CD95-GFP plasmid or

a transmembrane mutant. The cells were then sorted via Fluorescence Activated Cell

Sorting (FACS) for the stably transfected clones.
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3.1.2 Cell culture

The three cell lines described in section 3.1.1 were cultivated at 37 °C with 5 % CO2, but

with different media. The CV-1 cells were cultured in standard medium consisting of

DMEM medium with 10 % Fetal Bovine Serum (FBS) and 1 % GlutaMax. For the HeLa

CLC-GFP cells, the standard medium was supplemented with 1 % Penicillin-Streptomycin.

The standard medium was supplemented with 1 % sodium pyruvate. All cells were

regularly tested for mycoplasma [166] and only used when the test was negative. Table

3.1 shows the various materials used in the cell culture, the producing company. The

protocols for cultivation, and splitting for all cell lines, and the transfection of CV-1 cells

with Glycosylphosphatidylinositol-GFP are detailed in the appendix A.1.

Name Company
Tissue Culture Testplate 6 TPP Techno Plastic Products AG
Opti-MeM (1X) Gibco by Life Technologies GmbH
DMEM medium (1X) Gibco by Life Technologies GmbH
Fetal Bovine Serum (FBS) Thermo Fisher Scientific
GlutaMax (100X) Gibco by Life Technologies GmbH
Trypsin-EDTA Life Technologies GmbH
Penicillin-Streptomycin Sigma-Aldrich
Phosphate Buffered Saline (PBS) Sigma-Aldrich and Th. Greyer GmbH &

Co. KG
Lipofectamine 3000 Invitrogen/Thermo Fischer Scientific

Table 3.1: Material for the cultivation of the cell line and work in the cell culture

3.1.3 Glass cleaning

Cells were seeded on either round or rectangular #1.5 thickness coverglass. The cov-

erglass was first cleaned in an ultrasound bath in 2 % Hellmanex III for 20 min, rinsed

extensively in Milli-Q water and afterwards sonicated further in 70 % ethanol. After

drying the glasses, they were plasma cleaned for 30 min. The detailed the protocol is in

the appendix A.2.1 and the material in table 3.2.

3.1.4 Supported lipid bilayer

Supported lipid bilayers were prepared for experiments with tethered cells. First, the

lipids were mixed and unilamellar vesicles formed by sonication. Then, nice bilayers
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Name Company
round cover glass (18 mm diameter,
#1.5)

VWR

High Precision Microcope Cover Glasses
(25mm x 75mm, #1.5, 170 µm+/- 5 µm)

Paul Marienfeld GmbH & Co. KG

Hellmanex III Hellma
Ethanol VWR
MilliQ water filter Merck
plasma cleaner Diener electronic Plasma-Surface-

Technology
ultrasound bath Bandelin Sonorex

Table 3.2: Material used for the cleaning of the glass cover glasses

were formed out of them on clean glass slides. The detailed protocol is in appendix A.3.2

and the materials in table 3.3.

Name Company
Bovine Serum Albumin (BSA) Sigma-Aldrich
CD95L-T4-biotin Apogenix AG
Trichloromethane/chloroform Carl Roth
methanol Th. Greyer GmbH & Co. KG
ultra-sound tip Bandelin Sonoplus
18:1 Biotinyl PE
1,2-dioleoyl-sn-glycero-3-
phosphoethanolamine-N-(biotinyl)
(sodium salt)

Avanti polar lipids/ Croda International
Plc

18:1 PE CF
1,2-dioleoyl-sn-glycero-3-
phosphoethanolamine-N-
(carboxyfluorescein) (ammonium
salt)

Avanti polar lipids/ Croda International
Plc

16:0-18:1 PC (POPC)
1-palmitoyl-2-oleoyl-glycero-3-
phosphocholine

Avanti polar lipids/ Croda International
Plc

18:1 PEG5000 PE
1,2-dioleoyl-sn-glycero-3-
phosphoethanolamine-N-
[methoxy(polyethylene glycol)-5000]
(ammonium salt)

Avanti polar lipids/ Croda International
Plc

diaphragm vacuum pump vacuumbrand GmbH & Co
Avidin, NeutrAvidin Invitrogen/Thermo Fischer Scientific

Table 3.3: Materials used for the supported lipid bilayer
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3.1.5 Cell tethering

Cells were tethered to the supported lipid bilayer via DNA strands. On the one hand, a

DNA strand was added to the bilayer via cholesterol. On the other hand, another strand

was covalently coupled by a Halo tag to its ligand expressed by the cell and coupled to

GPI. Incubating the cells on the bilayer tethers the cells to the bilayer. The protocols are

in the appendix A.4 and the materials in table 3.4.

Name Company
Live Cell Imaging Solution Invitrogen/Thermo Fischer Scientific
Halo-tag-100-mer-DNA biomers.net GmbH
cholesterol-20-mer-DNA Eurogentec S.A.
Halo-JF549 Group of Professor Luke Lavis [56]
Centrifuge 5418R and 5417R eppendorf
Thermomixer comfort eppendorf
sticky-Slide VI 0.4 ibidi

Table 3.4: The material used for the cell tethering and their control experiments.

3.1.6 Cell staining

The cell lines used in the experiments express a protein of interest at the cell membrane

coupled to GFP. Thus, the staining procedures are similar. They only vary depending

on the orientation of the GFP (intracellular or extracellular) and whether the cells were

tethered to a supported lipid bilayer or seeded directly on the glass slides. In all cases,

the cells were fixed and quenched before and after the staining process. Permeabilisation

and blocking depended on the kind of experiment. The detailed protocols are in the

appendix A.5.

3.2 Setups

Microscopy experiments were performed using two microscopes. High-resolution SMLM

experiments were carried out using a single-molecule localisation microscopy setup,

while experiments for prolonged observation of living cells were performed on a spinning

disk microscope.
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Name Company
Paraformaldehyde (PFA) thermo scientific
Glutaraldehyde (GA) Electron Microscopy Science
Bovine Serum Albumin (BSA) Sigma-Aldrich
Sodium borohydride (NaBH4) Sigma-Aldrich
Ammonium chloride (NH4Cl) Carl Roth
Phosphate Buffered Saline (PBS) Sigma-Aldrich
PIPES Carl Roth
Magnesium sulfate (MgSO4) Th. Greyer GmbH
EGTA abcr GmbH
Saponin Carl Roth
ImageIT Invitrogen/Thermo Fischer Scientific
Goat serum Th. Greyer GmbH & Co. KG
FluoTag-Q anti-GFP labeled 1:1 with
Alexa Fluor 647 (AF647)

NanoTag Biotechnologies GmbH

Table 3.5: The material used for staining living cells or fixing and then staining them.

3.2.1 Spinning disk microscope

The spinning disk microscope employed in this study was an inverted Olympus IX71

equipped with a CSU-X1 spinning disk system from Yokogawa. A 60x 1.42 NA oil objec-

tive was mounted on the microscope. Laser wavelengths and power outputs employed

for illumination included a 491 nm laser from Cobolt with a power output of 100 mW,

a 561 nm laser from Cobolt with a power output of 100 mW, and a 645 nm laser from

Melles Griot with a power output of 500 mW. The entire imaging process was managed

and regulated using MetaMorph software. A Hamamatsu EMCCD camera was used to

acquire the images with a final pixel size in the sample of 91 nm.

3.2.2 Single-molecule localisation microscopy setup

A home build Total Internal Reflection Fluorescence (TIRF) microscope was used for all

SMLM experiments. The microscope was first described in [4]. The TIRF microscope

has four laser lines: 405 nm, 473 nm, 556 nm, and 639 nm. The lasers are controlled via

an Acousto-Optic Tunable Filter (AOTF) (AOTFnc-400-650-TN S/N: 1001/350409, AA

Opto Electronic). The images are acquired with a water-cooled and back-illuminated

Photometrics EMCCD camera. The camera has 512 × 512 pixel with a pixel size of

16×16µm. With the Olympus 60x, 1.49 NA back focal plane TIRF objective and imaging
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oil, the final pixel size in the sample is 96 nm. Before the acquisition, the EMCCD camera

was calibrated. The microscope is controlled via a Micro-Manager 1.4.23 and a LabView

2015 program.

For (direct) Stochastic Optical Reconstruction Microscopy ((d)STORM) of the dye

Alexa Fluor 647 (AF647) [82], the 639 nm laser illuminated the sample at powers

of 0.008− 0.015mW/µm2. Typically around 30 000 frames were acquired at an expo-

sure time of 10− 20 ms in an imaging buffer of 1.5 % beta-mercaptoethanol and GLOX

(2.5 mg/ml glucose oxidase, 0.2 mg/ml catalase, 200 mM Tris-HCl pH 8.0, 50 % glycerol)

as imaging buffer (10:1).

Laser line Company max. power output (mW)
639 nm Changchun New Industries Optoelectron-

ics Tech. Co., Ltd.
700

556 nm Laserglow technologies 240
473 nm Laserglow technologies 142.9
405 nm Cobolt MLD 360

Table 3.6: The laser of the home build TIRF microscope and their origin and maximal power output.
The name of the laser is equivalent to its highest intensity wavelength.

3.3 Computational methods

The following section offers a description of two software tools, SMAP and FluoSim. The

first one is one of the best-performing localisation platforms currently freely available

[132]. The second one provides the possibility to simulate membrane molecules, their

dynamics and combines them with fluorescent photophysical properties. Furthermore,

this section offers a short presentation of the two programming languages Python and R.

3.3.1 Localisation Software

There exists a large variety of free and commercial software for the analysis of acquired

SMLM images. In the 3D and 2D SMLM challenges 2018, which tested submitted tools

on simulated and experimental data, the Super-resolution Microscopy Analysis Platform

(SMAP) ranked one of the best-performing software packages available [132].

34



3.3 Computational methods

SMAP is a freely available modular software covering all steps of the 2D and 3D SMLM

data analysis pipeline. It is written in the commercial programming language MATLAB,

but it can also be installed as stand-alone software. SMAP is an analysis platform for

2D and 3D SMLM data with hundreds of plugins and can be extended with different

algorithms. In addition, it has a GUI to control individual steps of single-molecule fitting,

post-processing, rendering and advanced analysis. SMLM data analysis in SMAP is repro-

ducible because it logs actions and their parameters. [124]

For correct detection and reduction of the fitting-error of SMLM data, SMAP uses camera

metadata and other camera-specific settings. For the fitting, SMAP offers the option to

use unmodified or custom-engineered PSFs. These PSF are fitted by maximum likelihood

estimation with either a Gaussian or a spline-interpolated model. Post-processing of the

fitted data can involve drift correction in 2D or 3D, merging localisations from consecutive

frames or filtering based on localisation attributes. The rendering step allows the user

to zoom in and move the sample in the GUI interactively. In addition, the advanced

analysis tool offers options such as the measurement of resolution, cluster analysis or

single-particle tracking analysis. [124]

For the analysis of SMLM images taken with the single-molecule localisation microscope

setup described in section 3.2.2, the relevant camera and acquisition parameters stored in

the metadata file were detected by SMAP. Additionally, the electron multiplier (EM) gain

was set to 300, and the conversion factor for analogue to digital units to photons was set

to 6.7. For the fitting step, the minimum distance for separate fitting was set to 7 pixels

between two localisation candidates. For the PSF, the Gauss differential parameters were

defined as sigma = 1.2, dynamic factor = 1.7, and free PSF with the workflow “set Cam

parameters” [82].

3.3.2 Simulator for membrane protein dynamics

FluoSim is a software tool specifically for the dynamics of single membrane proteins. It

is designed as a general starting point for simulations for live-cell and super-resolution
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techniques[83].

The general procedure is to start with a 2D microscopy image. The regions of interest

can then be populated with molecules and parameters for the kinetics, and trapping

can be defined. The simulator updates all molecular localisations per time step based

on a random number generator. The fluorescence signal of the sample depends on the

photophysical characteristics and the labelling density of the chosen fluorescent organic

dye or the expression level of the fluorescent protein. As a final step, Poisson-shot noise

for the intensity fluctuations for individual fluorescent molecules and a Gaussian readout

noise around the camera offset are added in the simulation of the desired output, e.g.

for SMLM.[83]

3.3.3 Programming languages

Two of the most popular interpreted programming languages are R and Python [101, 156].

They run on all three standard operating systems (Windows, Apple, Linux) and are open-

source [101, 105, 107].

R is a programming language specialised in statistical computing and graphics and is

thus used for data analysis and the development of new techniques in statistics [94, 107].

R is a flexible language with an evolved tailored grammar enabling the efficient and

concise manipulation of complex data structures [97, 156]. R is continuously improved

and maintained by the R Development Core Team, the R Foundation and its commu-

nity [107, 121]. Additionally to the R standard library, additional packages needed

for this work are presented in table 3.7. Except for the RSMLM package, all packages

are officially hosted on the The Comprehensive R Archive Network (CRAN) package

repository [67] or the Bioconductor Project Package Repository [16]. The R package

RSMLM was published by Pike et al. in 2020 [117] and has not been added to any official

R repository. A corrected version hosted on the author’s own Github repository account

"saskiakutz/RSMLM" was used for this work. [70].

Python is one of the most relevant languages for scientific computing, machine learning,
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package name description repository reference
pacman R package management tool for ef-

ficient installation and loading of
pacakges from various repositories

CRAN [126]

devtools R package development tool CRAN [159]
tidyverse collection of R packages for data anal-

ysis, including ‘ggplot2’, ‘tibble’, ‘dplyr’
and ‘stringr’

CRAN [158]

ggpubr additional functionalities for ‘ggplot2’
creations and adaptation

CRAN [73]

ggforce extension to ‘ggplot2’ for composing
advanced plots

CRAN [116]

igraph library for graph analysis CRAN [31]
RSMLM library for SMLM data analysis, includ-

ing ToMATo and DBSCAN
GitHub [117]

geometry computation of convex hulls, meshes
and surface tesselation

CRAN [58]

doParallel parallel computing CRAN [30]
data.table extension to the base data.frame for

faster handling of data
CRAN [37]

plyr tools for working with data CRAN [157]
rhdf5 functionalities for working with hdf5

files in R
Bioconductor [40]

tictoc timing and recording for R scripts CRAN [68]

Table 3.7: The table shows the R packages used in this work. For each R library, a short description is
offered as well as the hosting repository and their reference.

data analysis and general software development [101]. It is slower than compiled lan-

guages as Java or C++, but faster than specialised languages like R [97, 101]. Python is

advanced and managed by the Python Software Foundation and its community [120].

Packages added to the basic Python modules are shown in table 3.8. All packages used

are officially hosted on the Python Package Index (PyPI) [119] and, except for the rpy2

packages, also on the Anaconda repository [5].

Both languages are object-oriented and have interfaces to connect between them and

other languages [101, 156]. Furthermore, the R standard library and the Python package

Pandas provide dataframes with the same structure and features for tables [21, 101, 156],

such as the localisation table for SMLM data. The code was developed in RStudio [129]

and PyCharm [71] and the versions of the programming languages were Python 3.8 and

R 4.1.0.
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package name description repository reference
PyQt5 linking to the Qt v5 cross-

platform interface toolkit
PyPI, ANACONDA [128]

h5py functionalities for working with
HDF5 files in Python

PyPI, ANACONDA [28]

Pandas data analysis tools, intrducing the
dataframe concept to Python

PyPI, ANACONDA [102]

rpy2 Python interface to R PyPI [43]
NumPy data analysis tools for array com-

putation
PyPI, ANACONDA [60]

matplotlib library for visualizations PyPI, ANACONDA [66]
seaborn extension to ‘matplotlib’ for static

graphics
PyPI, ANACONDA [155]

Table 3.8: The table shows the Python packages used in this work. For each Python package, a short
description is offered as well as the hosting repository and their reference.

3.4 Computational power

Different computer systems contributed to the data analysis and the development of code

and software. The following table 3.9 lists their specifications and contributions. All

code was developed on an Ubuntu laptop and deployed to high power computing Curta

and an Ubuntu Analysis Computer. These systems mainly computed the data clustering

because of their more extensive storage, memory, and processor capacities. The Windows

computer was only used for Windows specific functionalities, such as correct pathways

and links to R libraries.
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Computer Specifications
Curta High Power Computing

• run by ZEDAT at Freie University Berlin

• OS: CentOS 7

• Batch-System: Slurm

• Nodes: 170x Intel CPUs only, 12x Asus with GPUs

• Processors: 2x Xeon Skylake 6130 (2.1 GHz, 16
cores, 22 MB Cache) per node

• GPUs: 24x NVIDIA GTX1080Ti

• Memory: 3/6/12/24 GB per core
(96/192/384/768 GB per node) 103/50/8/4
nodes

Ubuntu Analysis Computer

• OS: 64-bit Ubuntu 20.04.3 LTS

• GNOME 3.36.8

• Memory: 125.5 GiB

• Processors: 20x Intel® Xeon(R) Silver 4210 CPU
@ 2.20 GHZ

• Graphics: NVIDIA Corporation TU102 [GeForce
RTX 2080 Ti]

Ubuntu laptop computer

• OS: 64-bit Ubuntu 18.04.5 LTS

• GNOME 3.28.2

• Memory: 7.7 GiB

• Processors: 4x Intel® Core™ i5-6200U CPU @
2.30 GHz processors

• Graphics: Mesa Intel® HD Graphics 520 (SKL
GT2)

Windows computer

• OS: 64-bit Windows 10 Home

• Memory: 16.0 GB

• Processor: x64-based AMD Ryzen 7 1700 Eight-
Core Processor @ 3.00 GHz

Table 3.9: The computing resources and their specification. Curta is the central high power computing
system of the Freie University Berlin [14]. The Ewers Lab owns the Ubuntu Analysis and the Linux
laptop computer. The Windows computer is my personal one.
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4
Results

4.1 BaClAva

The subsequent section presents the results of the software solution Bayesian Cluster

Analysis and visualization application (BaClAva). The findings demonstrate the BaClAva

optimisations alongside the characterisation of three clustering algorithms. Furthermore,

SMLM simulations are used to determine the constraints of (d)STORM data. Using T98G

cells to image and cluster CD95 receptors, BaClAva demonstrates its ability to handle

SMLM data acquired from fixed and stained cellular specimens.

4.1.1 The structure of BaClAva

Bayesian Cluster Analysis and visualization application (BaClAva) is a software with

a graphical user interface (GUI) designed to bring the advantages of Bayesian cluster

analysis to the broader Single-Molecule Localisation Microscopy (SMLM) community.

As shown in Fig. 4.1, BaClAva offers three combinable features for designing various

workflows. The features Simulation, Clustering, and Filtering rely on different BaClAva

modules. The simulation and clustering features are usable independently, depending

on the experimental design. Only the third feature relies on the input of another feature

and is only usable with data processed with the clustering feature.
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Figure 4.1: Flow diagram illustrating the three features of BaClAva. Each feature includes data input
processing steps within BaClAva and data output. External software is required for Feature 1 if a
localisation process is necessary after Module 1. Features 1 and 2 operate independently, while Feature
3 relies on the data output from Feature 2.
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The software BaClAva consists of four modules for simulation, clustering, and analy-

sis on batch and individual dataset levels. Each module of the software can be used

independently via the GUI. Except for the last module, all modules are written in a

batch-processing manner, meaning that BaClAva can compute the simulations, clustering

or analysis of multiple datasets with a single run. A more in-depth schematic overview

of BaClAva and its subroutines is shown in Fig 4.2.

Figure 4.2: Schematic representation of the GUI-based software BaClAva. This diagram illustrates the
independent software modules 1-3. Each module can handle single datasets or batches. Depending
on the chosen sub-module, the simulation module stores data in TIFF or HDF5 format. Subsequently,
the clustering module’s Bayesian engine accepts CSV, text, or HDF5 files as input. Finally, the post-
processing of the clustering output identifies the optimal clustering and exports scattering plots and
statistical results, if specified. This schematic was published in Kutz et al. [82].

The first module, "Bayesian simulation", encompasses two sub-modules, but both aim

at simulating SMLM data. Thought experiments are an essential cornerstone for the

design of experimental SMLM assay, but especially for data processing-intensive work.

Such experiments might offer crucial insights into the experimental setup and the data-

processing strategies, such as the labelling density of the dye, resolution limitations and
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acquisition length. The first sub-module is similar to FluoSim [83] and was developed by

Roman Svetlitckii during his internship and Bachelor thesis. The idea of this module is

to simulate proteins that both form clusters and can distribute randomly on the plasma

membrane of a cell. In this module, the molecular ground truth positions are first simu-

lated in two steps. First, the program places the user-defined clusters in the field of view

without overlapping. The second step adds the background molecules with a selected

density level. Afterwards, the SMLM experiment is modelled on top of the ground truth

data taking into account experimental blinking statistics of the chosen dye, camera noise,

and localisation accuracy. The result is an image stack of blinking fluorophores similar to

the output of an SMLM experiment on a microscope and is exported as Tagged Image

File Format (TIFF). Further steps of the Bayesian cluster analysis do not function without

localisation software like SMAP. This Bayesian simulation sub-module operates alone or

alongside microscopy data for the cluster analysis pipeline.

The second sub-module is based on Griffié et al. [54, 130] and offers the option to

directly simulate the localisations and their localisation precision without ground truth

information. Here, the idea is to simulate perfect PALM data where every molecule is

localised only once during the experiment. The original work places the chosen cluster

centres randomly without including the positions of the other cluster centres and their

size in the field of view. In BaClAva, the cluster centres are at least two standard devia-

tions apart from each other. Therefore, the clusters cannot completely overlap, making

them distinguishable by eye. Further input parameters are the number of molecules

per cluster and the model for the localisation distribution of an individual cluster. The

implemented model for the distribution of localisations is a Gaussian distribution. Thus

its standard deviation is the desired radius of the clusters. Additional parameters include

the background percentage of localisation and the size of the region of interest (ROI). The

localisation precision of the individual localisation is drawn from a gamma distribution.

The background localisations’ distribution is spatially random but can adapt on the x-axis

via the parameters of a beta distribution. In both Bayesian simulation sub-modules,

the software informs the user when problems during computation arise. This reporting

is essential for the distribution of cluster centres because they have to be separated.

Depending on the ROI or cluster size and the random cluster positioning, it might not be
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possible to incorporate all clusters.

The second module is the clustering module, named the "Bayesian engine". The input

is a single-molecule localisation dataset that has to include the columns for the 2D co-

ordinates (X [nm] and Y[nm]) and the localisation precision as the standard deviation

(STDEV[nm]). The GUI assists with the correct column selection by presenting the chosen

dataset within the GUI in a shortened table format. It shows all columns but only the

first five rows. The user can then easily select the necessary columns. Other crucial

user selections are the clustering algorithm, whether the analysis should be computed

sequential or parallel, and the parameter ranges. The parameter ranges are entered as

the minimal, maximal, and step size spanning the parameter space.

The third module is the "Post Processing module". This module’s main objective is to select

the optimal cluster proposal automatically. Other important cluster analysis parameters,

such as the number of clusters, the cluster area and the cluster density, are calculated

and exported as two CSV files. The data can also get exported as cluster scatter plots,

and the cluster analysis parameters as histograms and density plots. Furthermore, the

GUI plotted the data for direct visualisation and manual manipulation.

The fourth module, "Cluster Filtering", visualises clustered and post-processed datasets

in a per-dataset manner. The tool offers options to zoom in or out of the plotted dataset,

select interesting sites and filter the data based on the cluster density and area. The

data visualisation is automatically updated based on the user selections. If wished, the

selected region of interest of the dataset could be stored as a cluster scatter plot and a

CSV file.

BaClAva has a front-end and a back-end, as it is standard for object-oriented programmed

software. The front-end part consists of the code for the GUI. Thus, the code encodes

everything for visualisation and interactions with the user. The front-end of BaClAva is

written in Python, but for the actual GUI part, some features within the Python code use

the C++-syntax because of the GUI library PyQt5 (see table 3.8, [128]). The software

has its main GUI class for building the software interface for the user and enables all
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communication with the module classes. Each module has its class. Thus, they are

independent and do not share any code or information.

The front-end code gathers the input information offered by the user and signals it to

the back-end part of BaClAva. In contrast to the front end, the user cannot directly

interact with the back-end part from the GUI. Therefore it is hidden from the user. The

back-end checks the data for correctness and connects it from Python to the R code.

Therefore, translating the Python objects to R objects. All the back-end computations

for modules one to three are executed in R. Only module four has a Python-only backbone.

BaClAva presents the different modules as tabs in the GUI, and the user can always

switch between them, but only one module can execute back-end computations at a time.

The software uses threading enabling the user to interact with BaClAva constantly. After

choosing all the necessary inputs, the user starts another threat for the back-end process

by pressing the corresponding button. Without threading, the user could not interact

with the window of BaClAva during computation. Starting another thread as soon as one

thread starts is impossible until the calculation has finished because some computations

are memory intensive.

Bayesian parameter selection remained consistent across all analyses. Specifically, a fixed

background probability of 50 % and a concentration coefficient of 20 for the Dirichlet

process were chosen a priori. The search sequences for determining the optimal cluster

parameters were defined in intervals of 5. For instance, the sequence for the radius

ranged from 5 to 300, while the threshold sequence spanned from 5 to 500.

4.2 Back-end improvements

Compared to the original code for Bayesian cluster analysis by Griffié et al.[54], BaClAva

comprises several changes for faster computation and improved visualisation and storage.

The following part presents the significant changes.
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4.2.1 Influence of choice of algorithm - Ripley’s, DBSCAN, ToMATo
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Figure 4.3: Cluster algorithms compared with BaClAva. For a simulated ground truth dataset con-
taining 10 clusters (A), the clustering algorithms Ripley’s-K-based (B), DBSCAN (C), and ToMATo (D)
generate varying resultant clusters concerning their shapes, dimensions, and cluster counts. The colour
assignment to clusters is random and is not comparable across algorithms. For 100 simulations with
10 clusters each, the violin plots illustrate the detected number of clusters (E) with the mean marked
by a black circle. The results for Ripley’s-K-based clustering were 9.8± 2.0, for DBSCAN 9.5± 0.7, and
9.8± 0.7 for ToMATo. Remarkable results are that the data spread was largest for Ripley’s-K-based,
and DBSCAN never identified more than 10 clusters. The cluster areas (F) calculated with the post-
processing module resulted in (0.061± 0.013)µm2 for the ground truth data, (0.044± 0.013)µm2

for Ripley’s-K-based, (0.055± 0.017)µm2 for DBSCAN, and (0.053± 0.015)µm2 for ToMATo (mean
± standard deviation). [82]

The initial research provided two clustering algorithms for the Bayesian engine: Ripley’s

K-based clustering and DBSCAN. BaClAva also includes ToMATo, an additional clustering

algorithm sourced from the RSMLM package(table 3.7, [117]). Each of the three algo-

rithms has three input parameters: the 2D coordinates of the dataset, and two cluster

parameters, namely radius and threshold. The interpretation of the latter parameter

varies among algorithms, as outlined in theory section 2.5.
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For benchmarking the three cluster algorithms, 100 simulated images were generated,

each with 10 clusters with 100 localisations. The cluster centres were at least 100 nm

apart, and the random background density was 111 localisations per µm2. Therefore,

50 % of all localisations were labelled as unclustered. The coordinates for the individual

localisations were drawn from a normal distribution. The cluster centres were the mean

with a standard deviation of 50 nm.

The results of the Bayesian analysis with the three cluster algorithms Ripley’s-K-based,

DBSCAN and ToMATo are shown in Fig 4.3. Fig 4.3 A shows an example of the simulated

data without the cluster labels. By eye, it is possible to identify 10 clusters correctly. Fig

4.3 B, C, and D show the clustering scatter plots calculated by the three algorithms. The

clusters are randomly colour-coded.

The simulated data encompasses 1000 clusters in total, but Ripley’s-K-based clustering

and ToMATo identified 980 and DBSCAN 950. On average, DBSCAN and ToMATo could

identify 9.5± 0.7 and 9.8± 0.7 clusters per dataset, respectively. In contrast, the example

of Ripley’s-K-based clustering shows that it fails to separate adjacent clusters (Fig. 4.3 B).

The mean number of clusters per dataset was 9.8± 2.0. The standard deviation of 2.0

illustrates the large spread in cluster numbers for Ripley’s-K-based clustering. Therefore,

the number of clusters and the cluster area were often not correctly identified. This

problem was already shown by Pike et al.[117] and is due to Ripley’s-K-based clustering

not considering the local data point density. The summary violin plots aggregating all

100 simulations in Fig. 4.3 E and F show that DBSCAN and ToMATo can identify the

correct number of 10 clusters and the resulting cluster area in most datasets, 61 % and

74 % of the cases, respectively.

However, within these 100 simulations, DBSCAN undercounted fewer than expected

clusters in the datasets in 39 % of the cases but did not find more clusters than simu-

lated. Whereas ToMATo also identified more clusters than expected in four and could

not correctly identify all ten clusters in 22 cases. Overall, ToMATo had a misclassification

rate of 0.26 and DBSCAN one of 0.39. In contrast, Ripley’s-K-based clustering identified

up to double the number of clusters simulated in 18 cases which is more than four times
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more than ToMATo (Fig. 4.3 E).

Furthermore, this implementation of Ripley’s-K-based clustering identified less than 10

clusters in 47 % of the samples. Therefore, the misclassification rate for Ripley’s-K-based

clustering was 0.65. As shown in Fig. 4.3 E, the distributions of cluster numbers were

statistically significantly different to a normal distribution. Moreover, a Kruskal-Wallis

rank-sum test revealed with a p-value of 8.751 · 10−8 that the distributions have a sig-

nificant difference. Finally, a Dunn’s test with a Bonferroni adjustment was applied to

determine the source of the difference. The Bonferroni correction modifies the family-

wise error rate that results from the contribution of Type I errors in each distribution. As

a result, the null hypothesis that the given distributions have the same median will be

rejected for each p-value pi ≤ α/m, where the overall significance level is α= 0.05 and

the number of hypotheses m = 2. The findings demonstrate that the group-wise compar-

isons between DBSCAN and Ripley’s-K-based clustering, ground truth data and ToMATo,

and Ripley’s-K-based clustering and ToMATo are statistically significant; consequently,

the null hypothesis cannot be dismissed in these circumstances. The null hypothesis is

rejected according to the DBSCAN and ToMATo test result pad justed = ∗. The medians

are, therefore, probably different. Furthermore, the DBSCAN and Ripley’s-K-based clus-

tering distributions have a pad justed = ∗ ∗ ∗∗, providing a solid case for rejecting the null

hypothesis.

The misclassification of data points results in cluster areas that differ from the simulated

cluster areas. The average size of the ground truth data is (0.061± 0.013)µm2, but

the cluster algorithms’ findings for Ripley’s-K-based clustering, DBSCAN, and ToMATo

are (0.044± 0.023)µm2, (0.055± 0.017)µm2, and (0.053± 0.015)µm2, respectively.

Plotting the data in a q-q-plot and using Shapiro-Wilk’s method show that the area

distributions are significantly different from a normal distribution. Furthermore, in the

results for Ripley’s-K-based clustering, 34 clusters have a cluster size of zero.

4.2.2 Sequential vs parallel computation

Even though Bayesian model-based clustering enhances the quality of clustering results

in SMLM data, it is computationally more costly than a single cluster analysis with one
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Figure 4.4: Verification of computation on a single dataset. A simulated dataset with ten clusters,
each consisting of 100 data points and 50 % of all data points in the background (A), was clustered
by Ripley’s-K-based clustering (B), DBSCAN (C), and ToMATo (D). Clustering was carried out in both
sequential (top) and parallel (bottom) modes for each clustering algorithm. The clustering outcomes
for one method are unaffected by the selected computation. However the results of the other clustering
algorithms differ. The colour assignment was arbitrary.

parameter tuple. Within BaClAva, the cluster proposal computation and the scoring

process runs through all possible value combinations of the cluster parameter sequences.

Programmatically, the original procedure consists of two nested for-loops. Even though

the calculations of the proposals are independent of the others, they are computed

sequentially on a single core. Therefore, it is a problem well-suited for parallelisation

with a multi-core CPU. For example, the Ubuntu laptop computer (details: table 3.9) can

calculate four cluster proposals in parallel with four available cores. The cores can start

the subsequent computation independently from the other cores’ calculations until all

data is processed.

Since the code is slightly different for sequential and parallel computation, it must be

established that the results for a cluster implementation are independent of the kind

of computation. Out of the ten simulations with ten clusters each, 100 molecules per

cluster and 50 % of all the molecules in the background, Fig. 4.4 shows one example.

The clusters, except for their randomly assigned colours, look identical for sequential and

parallel computation but can differ for different algorithms, as shown with the marked

cluster. Comparing the post-processing output showed that the number of clusters per
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Figure 4.5: Comparison of cluster statistics on a per-dataset level. The half violin plots for 100 datasets
with 10 clusters compare sequential and parallel computation for the number of clusters (A), the
percentage of localisations in clusters (B), and the relative localisation density (clusters/background)
(C). The results are identical for a given algorithm but differ for the three algorithms.

ROI, the percentage of localisations in clusters and the relative density (localisation in

clusters/localisation outside of clusters) are identical for parallel and sequential compu-

tation (Fig. 4.5). Comparing the data on a cluster basis shows the same behaviour for

the number of localisations per cluster, the cluster area and the cluster density (Fig. 4.6).

In conclusion, the parallel and sequential computation results are identical for a given

cluster algorithm.
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Figure 4.6: Comparison of cluster statistics on a per-cluster level. The half violin plots for 100 datasets
with 10 clusters compare sequential and parallel computation for the area (A), the localisations (B), and
the localisation density (C) per cluster. The per-cluster data is independent of the chosen computation
mode but depends on the selected algorithm.

As shown in Fig. 4.7, parallelising the proposal computation reduces the computa-

tional runtime for all three algorithms on ten simulated datasets, as explained above.

Analysing the results obtained in a sequential computation resulted in runtimes of

51



4 Results

(25.78± 0.86)min and (28.45± 0.78)min for Ripley’s-K-based clustering and DBSCAN,

respectively (mean ± standard deviation). The ToMATo implementation had a runtime of

(23.87± 0.23)min. In the parallel mode, the runtimes resulted in (10.41± 0.23)min and

(11.90± 0.27)min for Ripley’s-K-based clustering and DBSCAN, decreasing the runtime

by 60 %. The computational time for clustering with ToMATo was (3.062± 0.720)min,

which decreased by one magnitude. In summary, paralleling the clustering and scoring

significantly reduces the computational time for the Bayesian cluster analysis in module 2.
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Figure 4.7: Cluster algorithms of BaClAva compared for computational speed. The computation time
for sequential and parallel mode in the Bayesian engine module for (A) Ripley’s-K-based, (B) DBSCAN,
and (C) ToMATo clustering on a 4-cores computer with 3-cores selected as worker nodes. A black cross
marks the mean over ten simulations. [82]

4.2.3 Data storage formats

In the original work by Griffié et al. [54], all data were stored as text files and plots in a

folder structure. Text (.txt) and CSV (.csv) files are plain text formats and are the simplest

way to store information. The data is stored in a row-vice manner and can be opened

and read on all available platforms. Nonetheless, for every character in a file, one byte of

storage is necessary. Thus, plain text formats can be very inefficient regarding memory

requirements, especially for more complex data structures. Furthermore, metadata with

the information, for example, about the most optimal cluster parameters, are stored in a

separate file. By contrast, storing all the information on a single dataset in a database

removes the complexity and amount of files. Moreover, it allows adding metadata to the

relevant files within the database.
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A database is a file with a more complex data structure. In the case of BaClAva, the

introduced database is the Hierarchical Data Format version 5 (HDF5) file format with

its file-ending .h5 because of its analogies to computer file systems. The data structure of

an HDF5 file consists of groups, datasets, and metadata and can even incorporate plots.

Here, a group is similar to a folder, and a dataset is comparable to a file. Thus, modules

2 and 3 automatically create a similar architecture to the original folder design presented

in Griffié et al. [54] within an HDF5 file for every localised data sample. The metadata

is then directly attached to the relevant dataset or group in the HDF5 file.

60

80

100

text HDF5
storage type

fil
e 

si
ze

 [k
B

]

Simulation
A

20

30

40

text HDF5
storage type

fil
e 

si
ze

 [M
B

]

Bayesian engine
B

1

2

3

4

5

text HDF5
storage type

fil
e 

si
ze

 [M
B

]

Localised data
C

250

500

750

text HDF5
storage type

fil
e 

si
ze

 [M
B

]

Bayesian engine
D

Figure 4.8: Comparison of storing data in different file formats. (A) Storing simulated data as either
text or HDF5 files results in two file sizes. After applying ToMATo clustering with the Bayesian engine,
the storage size increases in both cases (B). Microscopy data shows a broader range of file sizes after
the localisation process (C) and clustering with the Bayesian engine plus Tomato (D).

Fig. 4.8 compares the 100 simulated and five microscopy experiment datasets. As

shown in Fig. 4.8 A, the text files have, on average, a size of (105.9± 2.5) kB (mean

± standard deviation), whereas the HDF5 files storing the same data are 52 % smaller
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with a size of (50.9± 1.1) kB. After the Bayesian run, the original software stored 6002

additional files for each dataset, adding up (44.9± 1.4)MB to the storage size (Fig. 4.8

B). In comparison, after the computation of module 2, the same information stored in

the HDF5 format comprises (18.08± 0.11)MB for every dataset in a single HDF5 file.

Thus, the code stores the additional data within the corresponding HDF5 files instead

of adding thousands of files to the storage. On average, the storage size increases by

(18.03± 0.11)MB. In summary, after the Bayesian run in module 2, the data stored in

an HDF5 file has 40 % of the storage size of the same data stored as text files in a folder

structure, and the simulated data is less than 3 % of the total storage size per dataset

(text: (2.355± 0.062)% and HDF5: (2.815± 0.065)%).

The final step is the post-processing module, storing cluster plots, batch analysis his-

tograms, density plots (PNG, EPS, and PDF) and the batch data as text files for both

backbone structures. The backbone of BaClAva additionally stored the post-processing

results in two CSV files. Two CSV files are necessary because some of the batch analysis

results are on a per cluster level, i.e. the area or density per cluster, and some are on a

per dataset level, i.e. the number of clusters or ratio clustered to the unclustered area.

Thus, the number of rows differs. The CSV files were added to the output to facilitate

further analysis because it is much simpler to import tabular data than vectorised data to

other programs. BaClAva also offers the density per area of a cluster as an additional

batch processing output and is not part of the original code by Griffié et al [54]. Thus,

the number of files for the batch post-processing output is more in the case of BaClAva

than in the original R code.

Nonetheless, this output only comprises 0.36 % of the total storage volume for BaClAva

compared to 0.20 % for the adapted R code. As a result, the mean storage volume

per dataset without the batch processing results in the case of text-files plus images is

(45.3± 1.4)MB, and in the case of HDF5 files, (18.50± 0.11)MB, adding up to a total

storage volume including the batch post-processing of 4.5 GB and 1.9 GB, respectively.

In terms of files, there are 600 958 files in the text case and 667 in the HDF5 case.

Compared to the simulated datasets with their size in the kB range, datasets acquired
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from microscopy samples are typically in the MB to GB range. Thus, performing the same

analysis on experimental datasets checks whether the relationship between text and HDF5

files is consistent when scaling up. The original text files had a size of (2.7± 1.2)MB, and

the HDF5 files had a size of (1.23± 0.54)MB (Fig. 4.8 C), meaning the HDF5 files were

46 % of the text file size. When applying the same Bayesian parameters in module 2 as for

the simulated data above, the storage size for the text files of one experiment increased

to (0.44± 0.20)GB, whereas the HDF5 files increased to (0.102± 0.046)GB (Fig. 4.8

D). Therefore after the Bayesian engine, the HDF5 storage size comprised 23 % of the

text storage size for each dataset. After the final post-processing step, the storage size of

the text files folder and HDF5 file plus the plots per sample increased by (2.7± 1.1)MB

and (3.6± 1.5)MB adding up to (0.44± 0.20)GB and (0.105± 0.047)GB, respectively.

In the end, the text file analysis consisted of 120238 files and had a total storage size of

8.8 GB, whereas the HDF5 file analysis consisted of 167 files, resulting in a total storage

size of 2.1 GB. Therefore, the HDF5 total storage size was 24 % of the text file storage size.

In conclusion, using HDF5 files for data storage decreases the necessary storage size and

the stored number of files compared to saving the information as multiple single text

files. On the one hand, the storage medium can accumulate more datasets; on the other

hand, the lower number of files facilitates data organisation.

4.3 Understanding clustering

The following part explains how cluster algorithms behave when confronted with dif-

ferent cluster sizes and densities. Depending on the target molecule, the cluster sizes,

background and localisation density within clusters might demonstrate a high variability

in a single field of view.

4.3.1 Influence of cluster sizes

In the simulations in the previous section 4.2, all clusters had an input radius of 50 nm.

Thus the next step is to see how the algorithms behave when confronted with different
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statistic ground truth Ripley’s-K-based DBSCAN ToMATo

total cluster count 1000 979 967 991
mean [µm2] 0.045± 0.018 0.032± 0.019 0.037± 0.014 0.036± 0.015
{min, max} [µm2] {0.0080, 0.12} {0, 0.20} {0.0068, 0.15} {0.00068, 0.11}
25 % quantile [µm2] 0.029 0.020 0.027 0.025
median [µm2] 0.041 0.028 0.035 0.033
75 % quantile [µm2] 0.061 0.041 0.046 0.047

Table 4.1: Overall cluster statistics for simulations with two input cluster sizes. Cluster statistics for
100 datasets with five clusters with a standard deviation of 50 nm and five with a standard deviation
of 20 nm. The three cluster algorithms plus the Bayesian engine found different cluster results. Even
the ground truth data has a spread due to the simulation’s underlying Gaussian distribution.

cluster sizes in the same region of interest. Therefore, 100 datasets were simulated with

ten clusters. However, five were drawn from a Gaussian distribution with a standard

deviation of 20 nm and five from a Gaussian distribution with a standard deviation of

50 nm. Therefore, in total, 1000 clusters were simulated. Each cluster consisted of 100

localisations. As before, 50 % of the localisations were labelled as unclustered. The

simulated datasets and their labels are referred to as ground truth data for the following

comparisons. As shown in Table 4.1, the number of detected clusters varies between

the three algorithms compared to the ground truth simulations. DBSCAN identified a

total of 967 clusters with an area of (0.037± 0.014)µm2, Ripley’s-K-based clustering

determined 979 clusters with an area of (0.032± 0.019)µm2 and ToMATo 991 clusters

with an area of (0.036± 0.015)µm2 (mean ± std).

statistic ground truth Ripley’s-K-based DBSCAN ToMATo

mean cluster number 10 9.8± 1.6 9.67± 0.55 9.91± 0.51
{min, max} {10, 10} {7, 19} {8, 10} {8, 12}
25 % quantile 10 9 9 10
median 10 10 10 10
75 % quantile 10 10 10 10

Table 4.2: A simulated dataset contains 10 clusters, each composed of 100 data points. 5 clusters
have a standard deviation of 20 nm, the remaining 5 have a standard deviation of 50 nm, and 50 % of
all data points are within the background (A). The dataset was clustered using BaClAva plus Ripley’s-K
based clustering (B), DBSCAN (C), and ToMATo (D). In (B), all clusters appear to possess uniform
dimensions, whereas (C) and (D) display two distinct cluster sizes. The colour assignment was random.
The quantification of clusters per ROI (E) reveals a recurring tendency of the algorithms to determine
the correct cluster count inaccurately. The violin plot for the cluster area (F) demonstrates that the
algorithms underestimate cluster areas for both simulated cluster sizes.

On a dataset level, ToMATo detected 9.91± 0.51 clusters with a maximum of 12 and

a minimum of 8. DBSCAN detected 9.67± 0.55 clusters with a minimum of 8 and a
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maximum of 10, whereas Ripley’s-K-based clustering identified 9.8± 1.6 clusters varying

from 7 to 19 clusters per dataset. In all three cases, the median is ten clusters (Tab.

4.2). The Gaussian distribution of the simulated cluster sizes can also be identified in

Fig 4.9, as the alpha-hull function in the post-processing module calculated all cluster

sizes, including the ground-truth data. The density distribution for the ground truth data

shows two distinct Gaussian peaks with an overlapping region, which are less pronounced

for the results of the three different cluster algorithms. For Ripley’s-K-based clustering

and DBSCAN, the distributions depict one central peak with a shoulder for higher area

values. The distribution for ToMATo reveals a second peak but at a smaller value than

the simulated data. By overlapping the four distributions, it is already visible that none

of the cluster algorithms could identify the correct cluster sizes for the larger clusters.
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Figure 4.9: Comparison of storing data in different file formats. (A) Storing simulated data as either
text or HDF5 files results in two file sizes. After applying ToMATo clustering with the Bayesian engine,
the storage size increases in both cases (B). Microscopy data shows a broader range of file sizes after
the localisation process (C) and clustering with the Bayesian engine plus Tomato (D).

Furthermore, the major peaks for the smaller cluster sizes are also shifted to smaller
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4 Results

values for the cluster algorithms compared to the simulation data (Fig. 4.9 F). The next

step is to group the data for each algorithm and the ground truth data into two groups,

one for the smaller and the larger cluster sizes. Figure 4.10 shows the results. Using

K-means with k = 2 as explained in section 2.5.1, the analysis for the simulated ground

data resulted in the areas aG1 = (0.0308± 0.0074)µm2 and aG2 = (0.063± 0.010)µm2

with 55.5 % and 44.5 % of the clusters, respectively. The analysis for ToMATo re-

sulted in aT1 = (0.0259± 0.0067)µm2 and aT2 = (0.052± 0.010)µm2 with 59.1 %

and 40.9 % of the clusters, respectively. For DBSCAN, the clustering resulted in

aD1 = (0.0290± 0.0063)µm2 with 63.2 % of the clusters and aD2 = (0.052± 0.012)µm2

with 36.8 % of the clusters. The analysis of Ripley’s-K-based clustering, clustered

71.4 % to an area aR1 = (0.0228± 0.0089)µm2 and 29.5 % of the clusters to aR2 =

(0.054± 0.021)µm2. The corresponding Figure 4.10 shows that the grouped area distri-

butions are Gaussian-like. All cases, including the simulated ground truth data, show a

left-skewed distribution for the smaller area values and a right-skewed distribution for

the larger area sizes.

4.3.2 Influence of fluorophore density

So far, the simulations were based on the idea that every localisation represents a single

molecule, meaning that there is a one-to-one relationship between the ground truth

molecules and the detected localisations. Nevertheless, this idea does not represent

most SMLM techniques with blinking behaviour where a single molecule can be detected

several times. The following will concentrate on (d)STORM with its most prominent

organic fluorophore, Alexa Fluor 647 (AF647). For PALM, there are existing correction

algorithms to account for the blinking behaviour [6, 7].

Let us consider an individual molecule of interest, labeled with a single AF647. In

(d)STORM, the fluorophore blinks, thus being imaged multiple times over time. Due

to the localisation inaccuracy, a point cloud represents the molecule, and clustering

algorithms can identify such a point cloud as a cluster. Thus, this phenomenon is called

self-clustering. To understand the influence of self-clustering on membrane molecules

forming clusters or in a random distribution on the cell membrane, we prepared simula-

58



4.3 Understanding clustering

1 2

Cluster

0.00

0.05

0.10

0.15

0.20

cl
us

te
r 

ar
ea

 (
µ

m
²)

ToMATo

1 2

Cluster

0.00

0.05

0.10

0.15

0.20

cl
us

te
r 

ar
ea

 (
µ

m
²)

DBSCAN

1 2

Cluster

0.00

0.05

0.10

0.15

0.20

cl
us

te
r 

ar
ea

 (
µ

m
²)

Ripley's K

1 2

Cluster

0.00

0.05

0.10

0.15

0.20

cl
us

te
r 

ar
ea

 (
µ

m
²)

Ground TruthA B

C D

Figure 4.10: K-means on datasets with two cluster sizes. BaClAva analysed 100 simulations, each
exhibiting two distinct cluster sizes. This analysis encompassed the computation of cluster areas for
both the ground truth data and the results obtained after applying BaClAva and the three available
clustering algorithms. These resulting datasets underwent K-means clustering, where K was set at 2. A
violin plot depicts the results of each cluster for ground truth data (A), Ripley’s-K based clustering (B),
DBSCAN (C), and ToMATo (D).
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Figure 4.11: The impact of the fluorophore density on clustering. Violin plots for the relative density
of the clusters vs the background (A) and the percentage of clustered localisations (B). Ridgeline
plots for the number of clusters per ROI (C) and the areas of the clusters (D). All data were analysed
with grouping on and off, except in (B). (E) Example of a simulation with 40 clusters analysed in
SMAP with grouping set on/off. The BaClAva with ToMATo computed the optimal clustering results.
The density within the cluster of the scatterplots per column was (1.40± 0.36) · 103 µm−2 (LEFT),
(3.79± 0.38) · 103 µm−2 (MIDDLE) and (6.24± 0.63) · 103 µm−2 (RIGHT). [82]
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tions of (d)STORM experiments in FluoSim (see section 3.3.2).

In the region of interest, 40 non-overlapping clusters were randomly distributed. The area

of each cluster was 0.078 µm2, meaning that the circular clusters had a diameter of 50 nm.

Within the cluster area, the molecular density was increased (0.71± 0.25) · 103 µm−2 to

(6.24± 0.63) · 103 µm−2, translating to molecules per cluster ranging from 5.6± 1.9 up

to 49.0± 4.9. The background non-clustered molecules were then spatially randomly

distributed over the area of the ROI, excluding the areas assigned to the clusters. Thus

for sparse clusters with (639± 49)molecules/µm2, 94 % of all molecules were in the

background. In contrast, 51 % of the molecules were generated as background molecules

for clusters with a density of (346± 51)molecules/µm2.

Assuming that the molecules were labelled with AF647, the blinking rates were kon =

0.01 s−1 and ko f f = 10 s−1, and the PSF had a Full Width at Half Maximum (FWHM)

of 200 nm with a maximal intensity of 2007. The values for the camera (pixel size =

96 nm) and for the (d)STORM simulation (50000 frames with an exposure time of 10 ms)

were identical to an experiment on the microscope. The simulations were exported as

image stacks and localised in SMAP (see section 3.3.1). The localisation process was

performed for each dataset with and without grouping. Grouping decreases the number

of localisations by merging localisations that are, in this case, maximal one frame off and

within a circular area of the previous localisation with a radius of 35 nm.

Fig. 4.11 shows the results of the grouped versus the non-grouped data analysis. Figure

4.11A plots the ratio of molecules assigned to clusters to molecules assigned to the

background for all analysed cluster densities. In both cases, the ratio increased with

increasing cluster density, but the spread was smaller for the grouped data, showing

that the grouping functionality in SMAP is efficient. The number of clusters in Fig 4.11C

reveals that the number was smaller at every cluster density than the non-grouped data.

Furthermore, the number of clusters was constant up to (2.61± 0.39) localisations/µm2

for grouped data and at higher concentrations, the number of clusters approached the

simulated number of 40. In comparison, the non-grouped data show a significantly
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higher number of clusters, decreasing with higher cluster density. Nevertheless, only the

highest simulated density reached the actual simulated number of clusters. Consequently,

the grouping removes clusters caused by single-blinking fluorophores. Therefore, a local

density threshold for the cluster molecules must be surpassed to interpret the cluster

results independent of blinking properties. As shown in Fig 4.11B, the percentage of

clustered localisation increased with increasing fluorophore density. Thus, the relative

enrichment inside the clusters than outside of them was higher for high cluster densities.

Overall, to obtain the best results, at least 30 % of all localisations were in clusters,

surpassing the relative density threshold of 10.

Besides the (relative) fluorophore density, the cluster area was a critical analysis objec-

tive. Similar to the density observations, the background data points also influenced

the data distribution in the area, as shown in Fig 4.11D. For the grouped data, the

cluster size increased starting from (1.87± 0.39) · 103 µm−2 to the simulated area of

0.078 µm2. In comparison, in Fig 4.11D, the non-grouped data had many tiny clusters at

all simulated concentrations, which was not present in the grouped data. Consequently,

they might have been single-molecule clusters that the grouping correction corrected

in SMAP. Starting from a concentration of (2.62± 0.39) · 103 µm−2, a second popula-

tion emerged in the non-grouped data, equaling the main population in the grouped data.

Furthermore, the number of identified clusters decreased with increasing molecular con-

centration in the non-grouped datasets, starting from the same molecular concentration.

Comparing the same datasets localised with and without grouping in Fig. 4.11E reveals

that incorrect cluster assignments were removed or corrected by two means. Either by the

grouping mentioned earlier (top row vs bottom row) or the increased molecule density

within the simulated clusters (from left to right). At low densities, BaClAva often assigned

multiple labels to the data points of a ground truth cluster, resulting in multiple clusters

instead of a single one. On the other hand, increasing the molecular density in clusters

enhanced the ground truth clusters in both conditions, resulting in a cluster assignment

with a higher resemblance to the ground truth simulation and significantly reducing the

influence of single-fluorophore blinking on the cluster identification for denser clusters.

Therefore, grouping is an essential tool to minimise the influence of single-fluorophore
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self-clustering on data analysis with density-based clustering approaches.

4.4 Clustering of biological proteins - GPI vs CD95 vs CCP

So far, all experiments were in silico, but performing SMLM experiments in intact cells

determines the usability of BaClAva. The selected controls are standard in the SMLM

field and are all expressed in or at the cell membrane. As a positive control for clusters

in cells, the selected target was clathrin light chain (CLC) which is present as dozens

of copies in a single clathrin-coated pit (CCP) with an approximate diameter of 150 nm

[144]. Thus, CLC is a strongly clustered molecule. On the other hand, as a negative

control, Glycosylphosphatidylinositol (GPI) was selected. As an outer membrane leaf

molecule, it should be roughly homogenous distributed because it should not have any

interactions with the cell’s cytoskeleton. The target molecule of interest with an unknown

distribution is the transmembrane receptor CD95 (section 2.1).

All samples were labelled following the same principle. The protein of interest was

coupled to GFP, and the dye AF647 was bound to GFP via anti-GFP nanobodies. AF647

is the most commonly used and best-characterised (d)STORM dye available. Due to its

blinking properties, expectations for GPI were a wide range of cluster sizes, as shown in

the simulation experiments (section 4.3.2). On the other hand, the expectation for the

CLC results was to show well-defined clusters because the strong signal of the clustered

molecules should minimise the influence of blinking on the final clustering, as shown in

the simulation work. Since the cells with the CD95 target molecule had not undergone

treatment with their ligand CD95L, the experimental results show the pre-activation

receptor distribution.

The reconstructed SMLM images showed three different spatial distributions for the

target molecules (Fig. 4.12). For the GPI imaged in CV-1 cells, the full image of a part

of the cell membrane shows a homogenous distribution of the grouped localisations

(Fig. 4.12 A). As shown in the zoom-ins, there are only small clusters that most probably

originate from the blinking of AF647. The positive control CLC was imaged in HeLa cells,
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Figure 4.12: Clustering three different target molecules with BaClAva in biological samples.The
negative control GPI-GFP in CV-1 cells (A), the positive control CLC-GFP in HeLa cells (B), and the
sample with unknown distribution CD95-GFP in T98G cells were stained with anti-GFP nanobodies
labelled with AF647 and imaged in (d)STORM mode. The large reconstructed images have a scale
bar of 10 µm and the zoom-ins (i-ii) of 3 µm. Next to the reconstructed zoom-in is the corresponding
cluster plot of the same area. (D) The cumulative distribution plot for the cluster areas of the three
selected target molecules. [82]
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and the reconstructions in Fig. 4.12 B show well-defined clusters and little background

signal. Measuring several individual clathrin-coated pits, as shown in Fig. 4.13, revealed

that the size of the clustered signal with a diameter dCC P = (126± 24)nm, measured

over nine samples, agrees with the literature [144]. The reconstructed image of CD95

imaged in T98G cells in Fig. 4.12 C shows well-defined but smaller clusters similar to

CLC with a higher background signal.

B CA

Figure 4.13: Verification of the clathrin-coated pit size. (A) The CLC-GFP in HeLa cells were stained
with anti-GFP nanobodies labelled with AF647 and imaged in (d)STORM mode. The scale bar is 3 µm.
(B) Zoom-ins two CCPs with an image size of 1 µm x 1 µm. (C) The corresponding line profiles for the
two zoom-ins. Averaging over nine individual CCPs results in a diameter of (126± 24)nm. [82]

The cumulative distribution function (CDF) for the cluster area of several cells per target

protein was calculated to compare the clustering behaviour for the three target proteins

(Fig 4.12 D). As expected and already identifiable in the reconstructed SMLM images,

the distributions for GPI and CLC are well-separated. The distribution for CD95 lies

in between these two controls. According to a Kruskal-Wallis test, the three distribu-

tions are significantly different (p < 2 · 10−16). Together with the reconstructed images,

the conclusion is that CD95 resides in small clusters and as homogenously distributed

molecules in T98G cells. The CD95 clusters have approximately 0.54 molecules/nm2 in

the plane of the cell membrane.
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4.5 Tethering

Cells do not exist in isolation from their surrounding environment. Instead, they interact

with the glass surface on which they are seeded or with neighbouring cells with whom

they come into contact. The following section presents a methodology that allows for the

investigation of a signalling pathway or a particular aspect of it, free from any potential

impact of the surrounding environment. In this method, individual cells are tethered to a

supported lipid bilayer (SLB) via DNA strands, resulting in their isolation and preventing

any physical interaction with the glass surface or neighbouring cells. By combining this

DNA-tethering technique with standard SMLM and widefield imaging methods, the CD95

receptor on isolated T98G cells was observed.

4.5.1 The tethering procedure

GPI - 
Halo - 
DNA 

CD95

Chol - 
DNA 

Glioblastoma 

multiforme cell

supported lipid bilayer

A B

Figure 4.14: Tethering schematic and illustration of a T98G cell anchored to a SLB. (A) The supported
lipid bilayer (SLB) was prepared within glass-bottomed channels as the first step in the tethering
protocol. 20-mer DNA strands were attached to the SLB using cholesterol. Extensive checks were
conducted to ensure the homogeneity of the bilayer. These checks identified any areas with faulty
or incomplete formation, as cell attachment to the glass surface could occur in these regions. T98G
CD95-GFP cells were labelled with 100-mer DNA strands using GPI-Halo and introduced to the channels
with a well-prepared bilayer. The cells were then tethered to the bilayer by DNA coupling. A brief
imaging test was performed before the experiment to assess cell mobility. When consecutive images
were overlaid, it was possible to identify the immobilised cells while the non-tethered cells exhibited
movement. (B) In the final experimental setup, a T98G cell was firmly anchored to a SLB using DNA
strands, ensuring precise spatial positioning. The DNA strands on the cell side were linked through
GPI-Halo, while the DNA-cholesterol construct was incorporated into the SLB on the opposite side.
Activation of the CD95 receptor could be initiated by the ligand embedded within the SLB. Fluorescent
imaging techniques were performed using the GFP coupled to CD95 receptors or AF647 coupled to
the GFP via a nanobody (not shown).

Tethering cells to supported lipid bilayers (SLBs) within channels involves several steps,

as illustrated in Figure 4.14. The protocol consisted of two main steps: preparation
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of a supported lipid bilayer in channels and cell preparation. Firstly, an even coating

of a supported lipid bilayer should be applied to the glass surface. In the experiments

presented here, this bilayer should include a 20-mer oligomer via cholesterol for tethering

and a quality assessment dye, carboxyfluorescein. The dye allows for checking that the

bilayer is evenly coated and suitable for cell tethering, as seen in Figure 4.15 (A) for

a well-prepared SLB and (B) for a poorly prepared SLB. A construct containing four

CD95 ligands was introduced into the SLB to activate the CD95 receptor. Next, the

cells must express the CD95 receptor genetically fused with GFP and GPI fused with a

HaloTag. Finally, the 100-mer oligomer, containing a 20-base tethering sequence, must

be covalently bound to the HaloTag. Upon addition of cells to the bilayer, they become

tethered to it through the base pairing of the 20-mer complementary DNA strands. This

process enables the study of cell behaviour within channels.

BA C

Figure 4.15: Quality assessment of SLBs. The SLB was incorporated with the dye carboxyfluorescein,
which was activated to evaluate the quality of the prepared bilayer. (A) A carefully prepared SLB
exhibits homogenous bilayer formation with only three distinct bright spots, indicating good SLB
quality. (B) In contrast, an inadequately prepared SLB presents numerous bright spots, preventing the
assessment of bilayer formation. (C) A cell attached to the glass surface after successfully penetrating
the bilayer. The SLB appears as a bright region surrounding the cell, attributed to the presence of
carboxyfluorescein within the SLB. For (A), the exposure time was 50 ms, while it was 100 ms for (B)
and (C). Each image has a scale bar measuring 5 µm.

Cells in suspension tend to adopt a spherical shape because of their low surface-to-volume

ratio compared to other 3D shapes [115, 149, 165]. Figure 4.16 shows living T98G cells

tracked using the Janelia Fluor dye JF635 to label the GPI-Halo, which is only present

on the cell membrane and not within the cell body. Imaging was performed to observe

the behaviour of cells tethered to the SLB via complementary 20-mer DNA strands. Over
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an extended observation period, the tethered cells remained stationary in the liquid

environment (Fig. 4.16 A and B). However, non-tethered cells moved freely during the

same period and were not labelled with Halo-JF635 (Fig 4.16 C and D).

A B C D

time [min]
0 21

brightfield brightfieldfluorescence fluorescence
Halo-JF positiv Halo-JF negativ

Figure 4.16: Time-lapse microscopy of tethered and untethered cells. (A) Brightfield image and (B)
635 nm channel image depict a T98G cell, positively transfected with GPI-Halo and tethered to the SLB,
displaying noticeable protrusions. The fluorescent image (Halo-JF635) is a time-coloured projection
spanning 2 minutes, showing perfect colour alignment resulting in a white appearance. In contrast, (C)
presents the time-lapse sequence of an unanchored cell captured in the brightfield image, illustrating
its movement throughout the 2 minutes. (D) The absence of fluorescent signals in the untethered cell
is due to an unsuccessful GPI-Halo transfection. The images have a scale bar of 5 µm.

Ensuring the integrity of the bilayer was crucial in validating the tethering of immobile

cells via DNA strands. As illustrated in Figure 4.15 C, several cells were identified as

immobile and attached directly to the glass surface instead of being tethered via DNA

strands. As a result, the tethering procedure includes examining bilayer quality when a

stationary cell is detected to ensure proper tethering. The diagram in Figure 4.14 rep-

resents the inspection of bilayer quality as an integral step in the overall tethering process.

The gradual formation and development of filopodia can be observed through long-term

imaging of the lower region of a tethered cell. Characterised by their elongated and

tentacle-like structures, these filopodia extend outward from the cell surface [99]. They

enable the cell to explore its microenvironment and serve as a reliable indicator of cellular

viability. Figure 4.17 illustrates the behaviour of a tethered cell over 10 s and 5 s in Figure

4.17 A and B, respectively, highlighting the presence and development of filopodia. The

detected signal in the image originates from GFP, which is coupled to the CD95 receptor.
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A

B

Figure 4.17: Time-lapse fluorescence imaging of anchored T98G cells. T98G CD95-GFP cells under-
went fluorescence imaging following successful DNA-tethering to the supported lipid bilayer (SLB).
Over 30 minutes of incubation, the cells developed extrusions on their cell surface, which moved
during imaging. The time-lapse sequence of each cell commences with the leftmost image at 0 seconds
and concludes with the rightmost image. In (A), a series of images capturing a single cell were taken
over a 10-second duration, with each image having an exposure time of 100 ms. The interval between
consecutive images was 2 s. In (B), another cell was imaged for 5 s with an exposure time of 50 ms.
The frames depicted in this sequence were captured at 1-second intervals. The images include a scale
bar measuring 5 µm.

Notably, the CD95 receptor is distributed both in the central cell membrane and within

the developed filopodia.

In order to perform SMLM imaging of tethered cells, the standard protocol for fixing

and staining cells with AF647 was followed. However, to maintain the tethering of cells

to the supported lipid bilayer (SLB) for (d)STORM imaging, certain modifications were

introduced to the protocol A.5. All procedures were conducted at room temperature.

Moreover, the sample was continually suspended in the fluid to prevent damage or

rupture of the supported lipid bilayer (SLB).

The main objective of conducting (d)STORM imaging was to examine the spatial distri-

bution of the CD95 receptor in the lower region of the cells, as depicted in Figure 4.14 B.

Data was collected to investigate CD95 receptors under conditions with and without the

presence of CD95L on SLBs containing 0.8 % or 1.5 % biotin. The cells were incubated

in the channels for 15 min or 30 min. Before the addition and tethering of the cells, the

CD95 ligand was introduced to the SLB. This approach ensured that the interactions

between the CD95 receptor and its ligand occurred exclusively in the lower region of the

cells, providing a focused analysis of this specific cellular region. In addition, the bilayer
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B  0.8% biotin, +CD95L

C  1.5% biotin, -CD95L D  1.5% biotin, +CD95L

A  0.8% biotin, -CD95L

Figure 4.18: SMLM reconstruction and clustering of tethered T98G cells. T98G cells were tethered to
a SLB and incubated for 15 min. Subsequently, the cells were fixed, stained with AF647-nanobodies,
and imaged for 30 000 frames with an exposure time of 20 ms. The localised data was processed using
BaClAva and the ToMATo algorithm. The T98G cells were exposed to four distinct conditions: (A) SLB
with 0.8 % biotin concentration and without CD95L, (B) SLB with 0.8 % biotin concentration and with
CD95L, (C) SLB with 1.5 % biotin concentration and without CD95L, and (D) SLB with 1.5 % biotin
concentration and with CD95L. The reconstructed images are displayed on the right side, with a scale
bar measuring 5 µm. The same data is presented on the left side but with cluster results highlighted in
colour. Colours were assigned randomly to clusters.

uniformity was consistently assessed before imaging. Any irregularities identified near a

cell resulted in excluding that specific cell from the imaging process. This control measure

aimed to ensure the reliability and accuracy of the imaging results by eliminating any

potential misleading characteristics that could arise from compromised bilayer integrity.

As the cells were situated above the lipid bilayer, the imaging approach utilised the highly

inclined and laminated optical (HILO) mode, as described in the theoretical section

2.3. The resulting reconstructed images of the CD95 receptor within the tethered cells

and an incubation time of 15 min are depicted in Figure 4.18. Clustering analysis was

performed using BaClAva software and the ToMATo clustering algorithm to examine

CD95 receptor spatial distribution. Figure 4.19 shows the clustering analysis results.

This analysis revealed substantial variability across all cells, regardless of their treatment

or genetic disparities associated with the CD95 receptor. Notably, even cells that under-

went identical treatments and were imaged in the same channel exhibited significant

heterogeneity in their clustering patterns.
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The study successfully established a method for tethering living cells to a supported lipid

bilayer through DNA, thereby enabling live imaging of the cells. Additionally, the cells

were fixed and stained, allowing for SMLM imaging and subsequent cluster analysis.

This innovative approach provides a valuable tool for investigating cellular dynamics and

spatial distribution in a controlled experimental setup. Furthermore, this technique has

the potential to be applied in numerous ways to study cellular processes in individual

cells surrounded by a liquid environment.
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Figure 4.19: Cluster analysis of tethered T98G CD95-GFP cells using dSTORM and Baclava. In the
dSTORM experiment, AF647 staining GFP via nanobodies was imaged in tethered T98G CD95-GFP
cells under various conditions. Specifically, the biotin concentration in the bilayer was altered, and
CD95L was either added or kept absent from the biotin. Cells were incubated for 15 or 30 minutes.
Cluster analysis results, obtained using Baclava with the Tomato algorithm, are presented in three box
plots. These plots display (A) the number of clusters per cell area, (B) the ratio of clustered area to
unclustered area within a cell, and (C) the clustered area relative to the cell area. In (D), empirical
cumulative distribution functions were used to analyse clustered area distributions.
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5
Discussion

This chapter discusses the findings presented in the preceding chapter. The discussion

starts with an analysis of the BaClAva results, followed by an analysis of the findings

obtained for DNA-tethering.

5.1 BaClAva

The discussion regarding BaClAva is divided into several segments, commencing with an

examination of the clustering of SMLM data as a whole. The development process of

BaClAva is then discussed. Simulated and experimental SMLM data are evaluated as a

final step.

5.1.1 Clustering

For cells to function efficiently and survive, the spatial and temporal organisation of

molecular structures and expressed molecules on organelle surfaces, such as the cell mem-

brane, is crucial. Our focus is solely on analysing the spatial organisation of molecules in

cells since the cells used in the experiments were fixed. The organisation of membrane

molecules has been analysed using cluster analysis with standard wide-field and confocal

microscopy techniques [11, 49, 50, 74]. However, the diffraction limit of light poses a
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limitation, preventing the detection of structures smaller than half the wavelength of

the light source (see Theory section 2.3). Therefore, the results obtained using these

methods are uncertain, and alternative techniques, such as electron and scanning-force

microscopy, with a resolution comparable to protein sizes, must be used to interpret the

results [151].

Super-resolution microscopy techniques, such as Single-Molecule Localisation Microscopy

(SMLM), have been developed to overcome the limitation of fluorescence microscopy

and the need for a complementary microscopy method. With SMLM, it is now possible

to achieve resolutions of tens of nanometers in fluorescence microscopy images, which

is crucial for analysing the spatial organisation of cellular molecules at the required

finer granularity through cluster analysis. SMLM techniques represent a significant

advancement in the study of membrane organisation, enabling cluster analysis to be

performed with greater accuracy and precision and providing valuable insights into the

spatial organisation of cellular molecules. [108]

Unlike standard wide-field, confocal [48, 112, 163], or Stimulated Emission Depletion mi-

croscopy microscopy [152], SMLM techniques such as PALM, (d)STORM, or DNA-PAINT

produce a table as their primary output, from which a reconstructed image can be gener-

ated. This table comprises all information obtained by fitting the located fluorophores in

the acquired frames, including their spatial coordinates and localisation error. We can

use these coordinates to analyse the data using standard clustering techniques [108]. [62]

Among the clustering methods for tabular SMLM data, the nearest-neighbour algorithm

(also known as the Clark-Evans statistic) [27] is one of the most straightforward. It

evaluates whether the data is clustered by comparing it to randomly distributed data

with the same density. However, this method does not provide any information about

the spatial scale of clustering, the location of the clusters, or the number of localisations

involved. [108]

Subsequent research by Owen et al. [114] using SMLM data has shown that Ripley’s

K-function on a given field of view outputs the length scale of cluster sizes and the
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proportion of data points found in clusters. However, this method averages over the

entire field of view and cannot provide information on the number or localisation of the

clusters or details about individual clusters. Nevertheless, applying Ripley’s K function to

every data point in the dataset allows for estimations of regional clustering degrees and

percentages of clustered localisations to be obtained.

The advent of SMLM techniques has prompted researchers to focus on addressing arte-

facts present in localised data [86]. These artefacts can stem from various sources, such

as misaligned microscopes, improper sample preparation [140, 148], suboptimal laser

power, sample drift [85, 100], buffer conditions leading to poor blinking behaviour of the

fluorophores, and inadequate localisation parameters [6, 22]. A thorough investigation

into these sources of artefacts has led to an improved understanding of high-quality

imaging for more meaningful analysis of SMLM data.

However, clustering in SMLM techniques is subject to another source of artefacts, which

is the foundation of these techniques: the blinking of fluorophores [6, 86]. When a single

fluorophore blinks, its photons are detected as a blurred spot on the camera pixels and

then fitted using localisation software. The simplest method involves fitting a 2D Gaus-

sian to determine the peak coordinates, which are then recorded in the localisation table.

A repeat of this procedure for different appearances of the fluorophore results in a cluster

of localisations within the resolution limit of the SMLM experiment rather than identical

coordinates being obtained when repeating the process for different appearances of the

fluorophore. The merging of clusters can occur when two fluorophores are imaged in

close proximity to each other, making their clusters indistinguishable from the cluster of

a single fluorophore, especially given the non-uniform resolution in SMLM experiments

[32].

To address this inherent issue, the group led by Gerhard J. Schütz proposed a filtration

experiment in SMLM [12]. Data is collected for each concentration in this approach,

wherein the dye density is modified. If the data is clustered, then the size of the clusters

will eventually reach a plateau, while for unclustered data, the cluster sizes will continue

to increase. This results in distinct filtration curves for the two cases. However, this
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method is time-consuming.

The Schütz group recognised that the previous method is susceptible to subjective bias,

prompting them to develop an improved technique [8]. Instead of filtration, this method

relies on labelling the target with two spectrally separated dyes, and the cluster maps

for the two colours are only correlated for clustered data. The data is transformed by

applying a toroidal shift to one of the channels. The cumulative density functions of

the nearest neighbour distance between the two channels are analysed to obtain differ-

ent p-values, thus allowing a clear differentiation between clustered and unclustered

situations without relying on prior information or user-defined parameters. However, it

is necessary to label the target with two colours for this method to be effective, which

could pose a challenge depending on the target.

Owen et al. introduced one of the initial per-cluster analysis approaches using a modi-

fied Ripley’s-K-function algorithm, which determines clusters by applying a clustering

threshold (cluster/background) and a search radius on the individual data points [114].

In this study, this algorithm is referred to as Ripley’s-K-based clustering to distinguish it

from clustering analysis using the previously mentioned Ripley’s-K-function.

As previously mentioned, Ripley’s-K-based clustering cannot accurately handle density

fluctuations in a sample, leading to erroneous cluster size determinations. Thus, density-

based methods are better suited for this purpose. DBSCAN is a method that depends

on two search parameters: the radius and the minimum number of points within the

search radius. This approach is less prone to errors. Valid points are considered part

of a cluster, while the remaining points are assigned to the background. Unfortunately,

the algorithm frequently struggles to differentiate between clusters humans can easily

distinguish, merging them into one cluster. Pike et al. demonstrated in their publication

that Ripley’s-K-based clustering and DBSCAN are highly sensitive to slight changes in

their input parameters, making it challenging to determine the optimal parameters for

these methods. [117]

Pike et al. showed that persistence-based clustering is more robust to minor variations
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in input parameters. Moreover, unlike density-based techniques like DBSCAN, methods

falling under this category utilise density estimation of data points. The first application

of persistence-based clustering to SMLM was introduced by Griffié et al. [52], followed

by the development of the ToMATo cluster algorithm by Chazal et al. [24, 25], which

was later adapted for SMLM by Pike et al. [117].

In the ToMATo algorithm [25, 117], local density maxima are identified in the density

estimation. Creating a graph that connects neighbouring molecules enables the algorithm

to calculate the density gradient along a path of the graph. As density decreases, corre-

sponding to an increase in inter-point distance, the probability of reaching the cluster

boundary also increases. The saddle point at the minimum in the density graph separates

two clusters, defining the outer perimeter of each cluster and thereby separating them.

Additionally, a threshold defines the persistence of a cluster from its centre into space.

Clusters with a persistence lower than the threshold are assigned to neighbouring clusters

or the background. The outcome of the process is the separation of partially overlapping

clusters, resulting in an output that is less sensitive to input parameters. Nevertheless,

this method has its limitations, as the persistence threshold is determined by the user in

the persistence diagram of the dataset, which is susceptible to user bias, particularly in

dense samples.

In addition to traditional clustering techniques, Voronoï tessellation [87] and machine

learning [160] are emerging as compelling methods for cluster analysis in SMLM. Voronoï

tessellation, for instance, is a method for detecting clusters by setting a threshold for

polygonal regions and generating density region contours. This technique has proven

highly effective in identifying clusters of various shapes and sizes and can also be used

to delineate cellular boundaries.

On the other hand, machine learning has also demonstrated potential in SMLM cluster

analysis [160]. Unlike other techniques, this method relies on the nearest neighbours of

a localisation as inputs to the model. The number of nearest neighbours is determined

by the number of input neurons, which should correspond to the expected size of the

largest cluster. The advantage of this approach is that the model can be trained on
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simple circular clusters and detect clusters of varying shapes. However, a limitation of

this method is that clusters with more localisations than the number of input neurons

will be divided into multiple clusters. Additionally, the user needs machine learning

knowledge and expertise to train the model effectively and interpret the results accurately.

In order to understand the functional mechanisms responsible for cluster formation in

cell biology, qualitative assays provide an initial insight. However, quantitative assays

are necessary to extract cluster, cell, or batch characteristics (such as the distribution

of cluster sizes or the number of clusters per cell area). The reliability and robustness

of both qualitative and quantitative assays are essential for successful and dependable

cluster analysis in cells.

Except for the machine learning approach, quantitative assays have a common require-

ment where the user must determine one (in the case of Voronoï tessellation) or, more

commonly, two input parameters. The standard method involves testing various input

parameters that the analyst deems reasonable and selecting the one that appears to be

the most suitable. However, user bias heavily influences this approach, as no statistical

method is utilised to establish cluster parameters [130]. Additionally, SMLM datasets of

the same target molecule frequently differ from cell to cell. Consequently, the cluster

parameters cannot be generalised, yet analysts usually apply the same set of parameters

to all samples.

To address the issue of user bias in SMLM cluster analysis, the Owen group proposed

a solution using the Bayesian engine [54, 130]. Instead of employing a single set of

parameters, the user inputs a range and step size for each parameter of the chosen

cluster algorithm. The Bayesian engine assesses all cluster results, known as proposals,

generated by combining the input parameters and selects the optimal proposal based on

a designated statistical model.

The model, which is the heart of the Bayesian engine, proposed by the Owen group

was used for this work. It assumes that a cluster has a Gaussian distribution, meaning

that there are more localisations in the centre of a cluster than at its periphery. This
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model also implies that the underlying ground truth cluster structure must not have a

well-defined border. This approach is well suited for the spatial organisation of molecules

at the cell membrane because it is thought that the molecules do not have to be strictly

bound to a specific cluster [147]. Nevertheless, this model is also suited for well-defined

structures such as clathrin-coated pits (CCPs) because of the aforementioned statistical

process in SMLM measurements.

Undoubtedly, data analysis using the Bayesian engine, which involves thousands of pro-

posals, is slower than a one-shot cluster analysis with a fixed set of parameters. However,

evaluating the cluster proposals against a specified model enhances confidence in the

analysis and the resulting conclusions. Additionally, the analysis becomes more resilient

and reproducible.

5.1.2 Restructuring of BaClAva

While the original R code developed by Griffié et al. [54] effectively showcases the

approach, it requires users to possess some computer programming experience, limiting

user-friendliness. In order to alleviate this issue and enhance user experience, a graphical

user interface (GUI) was created in this study to guide users in selecting cluster algorithm

implementations and computational modes available to them. It is worthwhile to note,

however, that even with this improvement, users with coding expertise will still be able

to add additional cluster algorithms or models. Therefore, the code structure has been

restructured into an Object-oriented programming (OOP) structure that uses classes,

methods, and functions to add objects without changing the existing code structure. The

resulting software, Bayesian Cluster Analysis and visualization application (BaClAva),

provides an accessible solution for users with varying coding experiences, as shown in

Figures 4.1 and 4.2.

As part of the original protocol published by Griffié et al. in 2016 [54], users were

required to modify the code and data directory. However, these modifications are no

longer necessary with BaClAva’s OOP structure. The GUI requests user input, obviat-

ing the need to know where this information is kept and processed in the code. This
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enhancement in user experience could elevate the adoption of the Bayesian engine-

based cluster analysis approach since it curtails the probability of improper usage due

to the original complexity of the method. The findings obtained from the Bayesian

engine in the algorithm suggested by Griffié et al. were stored as text files in a complex

folder structure. By storing most of the data within Hierarchical Data Format version 5

(HDF5) files for each dataset, BaClAva simplifies the storage of Bayesian engine results,

reducing the storage size as well as the number of files required for each dataset. The

HDF5 file contains all the information collected by BaClAva, comprising localisations,

proposals, scoring, and post-processing results like cluster identification, cluster area,

and number. This structure enhances data reliability since HDF5 files are less prone to

unintentional alterations than text files. BaClAva also offers user-friendly CSV file ex-

ports enabling cluster analysis in preferred programmes such as Excel or Origin (Fig. 4.2).

Additionally, BaClAva improves the exporting options for cluster plots in various formats

compared to the original work by providing improved options for exporting cluster plots.

Lastly, it offers more extensive cluster characteristic plots for a batch of datasets, including

histograms and density plots. BaClAva provides the possibility of customising these plots

within the program’s interface.

One of the primary shortcomings of the original work was its speed, with the authors

reporting a typical analysis taking up to 24 hours [130]. The computational time required

by the original work could limit its adoption; however, BaClAva addresses this issue by

implementing parallelisation, resulting in significant speed-up in computation, as demon-

strated in Figure 4.7 even on a 4-core computer. BaClAva can analyse a batch of datasets

with specified input parameters in a single run. Generally, there are two possible options

for parallelisation: parallel computation of several datasets or parallel computation of a

single dataset by parallelising the looping through the parameter ranges. In BaClAva, the

latter option was chosen due to the ease of parallelisation afforded by its two nested for-

loops. Parallelising datasets and combining both options could be a promising solution

to tackle speed limitations. However, implementing these options may require access

to a computational cluster with sufficient resources to handle multiple large datasets.

Without such resources, memory limitations may hinder algorithm performance when
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processing multiple datasets simultaneously. As each dataset takes up a constant portion

of the available memory, the Bayesian engine’s computation also requires additional

memory to perform its operations. In contrast, BaClAva has already shown significant

improvements in speed and performance in implementing parallelisation on a single

dataset due to its nested for-loops, making it a valuable tool for researchers interested in

cluster analysis without the need for extensive computational resources.

The modular nature of BaClAva allows programmers to extend the software with other

cluster algorithms, analysis tools, or parameter options according to future research

needs. The application is separated into a front-end and a back-end so that changes

made in the front-end, i.e., the GUI setup, will not unintentionally impact the back-

end calculations. Regarding changing data, this can only be done in the application’s

back-end, which is hidden from the user, where programmers can add different cluster

algorithms and post-processing calculations. BaClAva has four main workflows, as shown

in Fig. 4.1, but its modularity allows it to be extended with additional workflows in the

future. The front-end of BaClAva and the back-end for module 4 are written in Python,

while everything else is written in R. However, future modules could be written in any

programming language thanks to the many available Application Programming Interface

(API) libraries. Furthermore, this Bayesian engine version is MIT-licensed software [82],

making it freely available for use and distribution.

Proper error handling and messages are critical in any program to improve the user

experience and make debugging easier. BaClAva encapsulates the original code and

all additional code blocks in try-and-catch blocks to ensure proper error handling and

messages. This technique allows errors to be detected and meaningful messages to be

displayed to the user.

For instance, if a user inputs all necessary input via the GUI but mistakenly selects a file

without tabular data, they will receive an error message from BaClAva. This message

will instruct them to check the file. Similarly, error catches have been implemented

for correct input formats for the cluster parameter ranges. Proper error handling and

messages improve user satisfaction and make the program more user-friendly.
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In summary, BaClAva offers user-friendly software that enables users without knowledge

of the underlying code structure to analyse SMLM datasets. Furthermore, BaClAva

offers a wide range of export and analysis options tailored to standard notebook and

desktop computers. BaClAva also implements parallelisation to speed up computation,

and its modular design allows easy addition of upcoming algorithms or tools. In the

analysis process, users can quickly identify and resolve problems due to error handling

and informative error messages. Overall, BaClAva provides a streamlined and accessible

solution for SMLM cluster analysis.

5.1.3 Simulation work

The typical output of an SMLM experiment comprises numerous frames consisting of

detected photons from blinking fluorescent dyes such as AF647. Blinking refers to fluctu-

ating a fluorophore between a bright and dark state. This results in multiple detections

of the same molecule within a region with a radius defined by localisation precision.

Consequently, a single fluorophore can cause self-clustering, a phenomenon where a

single fluorophore forms a cluster by itself. If two molecules are in close proximity, their

clusters may overlap due to blinking, detection, and localisation processes.

Since blinking is a stochastic process, and each localisation varies in precision, self-

clustering and clustering of two or more fluorophores may be indistinguishable. Clus-

tering localisations is a crucial step toward future methods for determining the number

of underlying molecules of interest in a cluster associated with a biochemical signalling

process. Therefore, it is necessary to confirm through separate experiments or biochem-

ical methods that each molecule of interest is labelled with only one fluorophore. In

this study, molecules of interest were genetically modified to express a GFP tag. The

SMLM-fluorophore AF647 was then conjugated to GFP using an anti-GFP nanobody at a

1:1 ratio (AF647:nanobody) [125].

The optimal labelling ratio must be determined in advance to generate high-quality

SMLM data for cluster analysis, and protective measures must be incorporated into the
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experimental staining procedure to decrease non-specific background labelling in cluster

analysis. These protective measures include introducing blocking agents, additional

extensive washing steps, or modifying the nanobody-dye complex incubation time to

avoid non-specific fluorophore binding to unintended targets [86]. These measurements

are critical when analysing membrane organisation since molecules of interest can be lo-

cated inside and outside clusters, and non-specific background labelling can significantly

interfere with membrane organisation analysis.

In contrast to including a pre-clustering step to eliminate signals from non-specifically

labelled molecules, which is not always feasible, the focus should be on optimising the

staining procedure to reduce background labelling and ensure that only the molecules of

interest are labelled with the fluorophore. By doing so, localisations outside of clusters

can still be included in the analysis, as they may represent molecules of interest that are

not part of the pre-defined clusters [55, 130]. These localisations may provide valuable

information about the underlying biochemical processes, contributing to a better under-

standing of the system. However, if the clusters of interest are located within established

structures, a suitable filtering algorithm might be utilised to eliminate unwanted back-

ground signals.

Self-clustering and specific and non-specific background signals pose challenges for clus-

tering, where each data point is considered an individual contribution. Simulations can

provide insight into their contributions, as shown in Figure 4.11. The simulations were

based on the assumptions of a round ground truth cluster size, a fixed field of view, and

all fluorophores binding only to the molecules of interest, representing well-prepared

samples with no erroneous labelling and a meticulously conducted SMLM experiment,

which includes optimal laser-power, buffer conditions, and a perfectly aligned microscope

setup. Although the ground truth clusters were circular, the detection clusters were not

necessarily circular (see also Fig. 4.3), so the results were reported in terms of area

rather than radius.

Based on the simulations, the main conclusion is that there seems to be a threshold

for the relative localisation density between inside and outside clusters. This threshold
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is where individual dye blinking becomes negligible. The threshold is observed as a

decrease in the number of small clusters with an increase in labelling density.

The detected clusters were overestimated in number and underestimated in area below

the threshold, corresponding to low fluorophore density or low molecule density. In such

conditions, several sub-peaks in the area of the ground truth clusters are observed, result-

ing in the ground truth cluster being split into multiple clusters. Increasing the density

ratio enhances the likelihood of detecting the actual cluster size of the underlying cluster.

Therefore, selecting appropriate fluorophore labelling density and imaging settings, such

as the number of frames and optimal imaging conditions, is critical for accurate cluster

identification and reliable conclusions.

So far, all data points have been considered in the analysis. However, a common and

simple practice is to exclude localisations from multiple blinking events that occur tem-

porally and spatially close to each other. These localisations are grouped and counted as

a single localisation, leading to a significant decrease in the number of small background

clusters. The simulations were performed using the blinking characteristics of the AF647

dye, which is a well-studied dye. Still, Jayasnghe et al. [69] have demonstrated that

changing the imaging technique can help detect smaller clusters and clusters with lower

densities when comparing (d)STORM and DNA-PAINT. Therefore, the inherent threshold

depends on the dye and the imaging technique. Other crucial factors include the chosen

localisation algorithm, the grouping or alternative method, and the clustering technique.

Simulations have become a valuable tool for understanding limitations and optimising

experimental conditions for SMLM cluster analysis. Using simulations, researchers can

evaluate the contribution of various factors, such as labelling density, imaging settings,

and clustering algorithms, to the final cluster results. Informed decisions about the

experimental setup can be made using simulation insights, leading to improved accuracy

in the analysis by avoiding biases and errors. Ultimately, simulations can lead to more

accurate and reliable cluster analysis, which is essential for understanding the underlying

biological processes.
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5.1.4 Cluster Analysis of SMLM of Cells

A simulation is much easier to conduct than a microscopy experiment on a cell. When

conducting simulations, particular parameters can be the focus while keeping others

constant or eliminating them to simplify the experiment. For instance, in the previous

section, the laser power was held constant to maintain the blinking conditions of the

selected dye AF647. Additionally, the clustering areas were perfectly circular, within a

flat and homogenous area without compartments or non-target constituents. However,

the situation in cells is considerably different, as known and unknown cellular processes

and structural boundaries impact cellular molecules’ temporal and spatial organisation.

All of these factors could potentially interfere with the target process [133]. Furthermore,

the blinking behaviour of dyes is affected by laser power and buffer conditions, with the

latter changing over time. Studies have also suggested that the surrounding environment

may influence the blinking behaviour [86].

For the classification of unknown target molecules, it is imperative to use well-established

and reliable controls. Accordingly, the characteristics and restrictions of the probes have

been comprehensively examined in the cellular milieu. This approach leads to a more

precise comprehension of the clustering outcomes of the unknown target molecule by

contrasting its behaviour to that of the recognised controls. Additionally, the choice of

dye used can significantly impact the results when conducting cluster analysis. Binding

and blinking properties can vary depending on the selected antibodies, nanobody and flu-

orophore, which can influence the clustering outcome. In order to minimise these effects,

it is recommended to use the same antibody- or nanobody-fluorophore combination for

both the controls and the target molecules. As a result, clustering differences can be at-

tributed to the underlying target molecules rather than to dye properties such as binding

or blinking. In our study, all probes had the same structure, consisting of a molecule of

interest genetically tagged with GFP and then coupled to an anti-GFP-nanobody labelled

with AF647. Therefore, any observed differences in clustering were due to the molecules

being studied rather than the probes themselves.

As a positive control for clustering at the cell membrane, clathrin-coated pits (CCPs)

have been extensively studied, and they appear as round formations with a radius of
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approximately 80 nm (0.02 µm2) in 2D experiments [144]. Moreover, their size can be

measured independently of the clustering procedure, for example, by examining the

line profile of CCPs in SMLM reconstructed images, making them an excellent target for

clustering (Fig. 4.13). However, identifying an appropriate negative control for clustering

at the cell membrane is challenging. Most potential candidates are typically involved

in natural signalling processes, leading to cluster formation for downstream signalling

due to the spatial and temporal reorganisation of molecules [12, 47, 72]. For instance,

Griffié et al. [55] conducted a study which showed that many signalling molecules at

the T-cell membrane form small clusters even without activation, possibly accelerating

the signalling process upon activation. Moreover, cytoskeletal or structural factors may

compartmentalise molecular organisation at the cellular membrane [81].

When selecting a suitable negative control for clustering at the cell membrane, choosing

a target with minimal influence from cellular processes on its spatial organisation is

crucial. An ideal probe for this purpose is Glycosylphosphatidylinositol (GPI). GPI is an

artificially introduced target without natural interaction partners in cells [89]. It is only

anchored to the outer membrane of the plasma membrane. Therefore, it experiences

minimal influence from the cytoskeleton or other structures within the cell that might

affect other membrane molecules and their organisation. Therefore, GPI is an excellent

negative control candidate for membrane clustering experiments.

The reconstructed images obtained from (d)STORM data and their corresponding cu-

mulative distribution functions (CDFs) for the clusters are clearly distinguishable for

both controls, as demonstrated in Figure 4.12. The controls serve as reference points

for both random distribution and clustering scenarios, and clusters are detected in both

scenarios with varying distributions, particularly when sampling across multiple cells

(Fig. 4.12A,B). In order to ensure the accuracy of the cluster analysis, all regions of

interest were carefully selected to ensure a flat membrane and were not located at the 2D

cell border. This decision was made because the chosen model and Bayesian engine were

not specifically designed to detect borders and holes in 2D. The resulting data highlights

the efficiency of the clustering analysis for SMLM data, as the two controls are distinctly

separated (Fig. 4.2D).
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When investigating a molecule of interest like CD95 (see Section 2.1), a transmembrane

receptor with an unknown distribution within the plasma membrane, it is expected to

fall somewhere between the two extremes represented by the GPI and CCP controls. If

the molecule has a distribution similar to GPI, it is less likely to be clustered. However, if

it resembles the CCP control, it is expected to have more clustered regions. The resulting

CDF in Fig. 4.12D supports the idea that CD95 forms small clusters at the plasma mem-

brane containing approximately 0.54 molecules per nm2, as the CD95 receptors have a

cumulative distribution function that falls between the two controls. This is consistent

with previous studies that have shown non-activated CD95 to exist as monomers, ho-

modimers, and homotrimers at the plasma membrane [88].

In summary, the developed BaClAva analysis procedure can identify small molecule clus-

ters in SMLM data, which is essential for understanding molecule behaviour in plasma

membranes like CD95. However, proper controls are crucial for accurate clustering inter-

pretation; clathrin-coated pits (CCPs) and GPI are commonly used. Overall, BaClAva is an

effective tool for analysing and characterising plasma membrane molecule distributions,

but control selection is crucial for accurate interpretation.

5.2 Tethering

The experimental requirement of stabilising cells in space to facilitate experiments within

a liquid environment while preventing contact with glass surfaces is not a novel concept

[9, 104]. However, while cells in their natural environment are typically surrounded

by other cells, investigating and comprehending biochemical processes can be highly

complex when dealing with a large population of cells [86]. This complexity arises

from the numerous interactions between the cells and the substrate on which they are

cultivated [33, 44, 123, 154]. Hence, it is more rational to prioritise the study of an

individual cell, given its inherent complexity and the multitude of aspects that still evade

complete understanding. However, in most cases, the substrate is a glass surface, which

can induce distinct cellular responses compared to the cell’s original natural environment
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[33, 46].

Consequently, researchers started exploring methodologies to visualise cells without

adhesion to a substrate through adhesion molecules [167]. Instead, the objective was to

have the cell surrounded by liquid and secured in its position using a suitable mechanism.

Arthur Ashkin devised optical tweezers, also called optical traps, to immobilise particles

in three-dimensional space [9]. Optical tweezers employ tightly focused lasers to trap

dielectric particles. Ashkin was awarded the Nobel Prize in Physics in 2018 [77]. Optical

tweezers have already been employed in single-cell investigations, including their appli-

cation in combination with (d)STORM [34, 164]. However, the experimental laser setup

becomes increasingly complex.

An alternative approach to trapping cells involves biochemical means. In the same way,

as with optical tweezers, cells are trapped and surrounded by fluid. However, in this case,

they are tethered to a supported lipid bilayer (SLB) using DNA strands. Consequently,

this method can be combined with various microscopy techniques without the need for

additional laser components in the microscopy setup. In addition, unlike optical tweezers,

DNA tethering facilitates the investigation of cellular responses to molecules introduced

into the supported lipid bilayer. [19, 150]

The study by Selden et al. demonstrated in 2012 [142] that the DNA strands on the

cell side must have a minimum length of 60-80 bases to overcome glycocalyx, which

forms the extracellular matrix of a cell containing glycolipids and glycoproteins [103].

This finding highlights the significance of DNA strand length in successful cell tethering

and subsequent investigation of cellular responses to stimuli introduced into the SLB.

Consequently, this technique allows for the controlled examination of cell reactions to

external stimuli. Taylor et al. explored this method in 2017, examining its application

to induce the clustering of molecules or detect the clustering of membrane molecules

triggered by intracellular signals [150].

In their paper, the results presented by Taylor et al. demonstrated the reliability of

tethering through imaging data, particularly in their Single Particle Tracking experiments.
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Furthermore, they successfully demonstrated the viability of employing SNAP and CLIP-

tag techniques to link DNA strands to a particular structure of interest or substrate. As

a result, they established a versatile platform for studying clustering involving specific

membrane proteins. [150]

Bloch et al. published a paper in 2016 [19] demonstrating that tethering DNA to support

a SLB enabled the movement of vesicle-like structures. The authors employed cholesterol

to incorporate DNA strands into the supported lipid bilayer and vesicles, enabling con-

trolled tethering and subsequent investigation of vesicle dynamics. Due to the absence

of a glycocalyx in the vesicles, DNA strands were maintained at uniform short lengths.

Hence, this study adopted a synergistic approach by integrating the methodologies em-

ployed in the above DNA-tethering studies. The study integrated the DNA characteristics

and the method of cell-side coupling using self-labelling proteins, as elucidated by Taylor

et al. [150], incorporating the DNA-strand length parameters, as determined by Selden

et al. [142], into the experimental design. Furthermore, the study used the linking

technique for the supported lipid bilayer, as demonstrated in the research conducted

by Bloch et al. [19]. This combined approach allowed for a comprehensive exploration

of the subject matter, considering the various aspects and insights from these previous

studies.

Figure 4.14 illustrates the final experimental setup configuration. In this arrangement, a

20mer DNA strand is connected to the supported lipid bilayer using cholesterol, while a

100mer DNA strand is linked to the cell via GPI-Halo. The purpose of tethering in this

study was not to induce or detect any specific cellular processes. Instead, the role of the

DNA was solely to serve as an anchor, connecting the cells to the supported lipid bilayer.

Cholesterol is a natural constituent of the cell membrane. Hence, GPI was selected as

the biochemically introduced membrane anchor, considering previous investigations

that established its minimal interaction with cellular molecules [89], as discussed in the

previous section 5.1.4. The choice of GPI ensures successful cell tethering and enables

the investigation of membrane protein clustering.
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The results presented in section 4.5 provide strong evidence for the effectiveness of the

derived DNA-tethering method. The figures 4.17 demonstrate that the cells were success-

fully anchored to the lipid bilayer and maintained their tethering connection throughout

the experiment. Notably, the tethered cells exhibited signs of robust health, as indicated

by the development of filopodia, which extended into the surrounding environment 4.17.

This observation indicates that tethered cells could interact with their surroundings while

maintaining stable anchoring. Such conditions are crucial for facilitating the controlled

activation of cell membrane receptors. Furthermore, the DNA-tethering connection

remained intact even when exposed to high laser power for extended periods during

Single-Molecule Localisation Microscopy (SMLM). This observation underscores the

stability and reliability of the DNA-tethering approach, particularly under challenging

imaging conditions.

Studying the spatial organisation of CD95 receptors during their interactions with CD95L

was the final objective of this study. In order to establish a well-defined binding site

between the ligand and receptor, the CD95L construct was incorporated into the sup-

ported lipid bilayer. As a result, the region for the ligand-receptor interaction was the

lower portion of the T98G cell membrane, where the cell was also tethered to the SLB.

By preventing the mixing of the ligand with the surrounding fluid, ligand-receptor in-

teractions were restricted to the desired area and not distributed over the entire cell

surface. This approach was chosen to avoid the inherent complexity and challenges

associated with imaging and analysing ligand-receptor interactions in a three dimensional

(3D) environment. The controlled setup allowed for a more focused and manageable

investigation than experiments involving liquid ligands.

As depicted in Figure 4.14, the cells are securely anchored to the lipid bilayer via DNA

strands, establishing a robust connection between the cells and the bilayer. This tether-

ing approach is essential because the ligand-receptor interaction alone lacks sufficient

strength and reliability to withstand routine fluid exchange procedures, fixation and

staining protocols, or the high laser powers employed in SMLM imaging. The DNA-

tethering mechanism ensures the stability and reliability of the cell-bilayer connection,

enabling subsequent experiments and analyses. As a result, the tethering procedure
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allows for measurements both in the presence and absence of the CD95 ligand. Cells

cannot maintain a secure and stable connection without the linkage to the supported

lipid bilayer (SLB).

The analysis of the reconstructed images consistently showed that cells exhibited different

distributions of data points irrespective of experimental conditions. Specifically, some

cells displayed a dense distribution of data points, indicating a more compact spatial

arrangement of CD95 receptors. In contrast, other cells displayed a dispersed distribution

of data points, suggesting a relatively spacious CD95 receptor organisation. Furthermore,

the cluster analysis results provided further insights into the spatial organisation of the

localised data points. The analysis revealed a wide range of clustering sizes observed

across all experimental conditions, supporting the previous observations. However, no

significant differences in clustering patterns were observed that would allow for definitive

and conclusive interpretation.

These findings suggest that the spatial organisation of CD95 receptors under the studied

conditions was complex and multifaceted, indicating the need for further investigation.

For deeper insights, it is necessary to investigate the spatial distribution of the CD95

ligand and examine its potential influence on the spatial organisation of its receptor.

However, it was impossible to examine its spatial distribution due to limitations in the

experimental conditions regarding the ligand.

There are several potential reasons for the inconclusive results obtained from the data

analysis. Firstly, the T98G cell line used in this study is derived from a human glioblas-

toma multiform tumour from a white male [145]. As is common in cancer cells, T98G

cells are polyploid, meaning some chromosomes exist in more than two sets [143].

This inherent genetic variability within the cell line could contribute to the complexity

of the obtained results. However, the T98G cells in this study were transfected with

the GFP-tagged CD95 receptor to ensure stable and permanent expression [82]. Nev-

ertheless, it would be beneficial to examine the morphology of the cells and employ

a sorting method to assess whether the transfected T98G cells form a homogeneous group.
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Another factor to consider is the timing of cell fixation, as the cells were fixed 15 minutes

after being tethered to the bilayer. Consequently, the cells appeared predominantly round,

creating challenges distinguishing them from dying cells. This limitation is significant

because it hinders cell health and viability assessment before fixation with prewarmed

4 % PFA and 0.2 % GA.

Moreover, altering the living conditions of cells, as done multiple times during the exper-

imental procedures, inevitably induces stress. This stress factor may have contributed, at

least in part, to the observed variability in each experimental condition. Furthermore,

differences in settlement status within the channel may also have influenced the observed

variability. Variations in ligand activation levels could affect cells in channels with CD95

ligands.

Exploring additional options, such as expanding the dataset or incorporating live-cell

imaging techniques, could provide further opportunities to address the complexities

encountered in this study. In particular, adopting live-cell SMLM imaging, in conjunction

with temporal cluster analysis methods, presents a promising strategy to investigate

dynamic changes in the spatial distribution of the CD95 receptor and its ligand over

time. Capturing real-time images of receptor and ligand distributions could provide a

more comprehensive understanding of their spatial organisation and interactions. Fur-

thermore, conducting co-cluster analysis under conditions where the ligand is present

would provide valuable insights into the interactions and dynamics between the CD95

receptor clusters and the ligand. These analyses, when performed in combination, have

the potential to uncover the underlying factors that contribute to the observed cluster

behaviour and spatial arrangements across all tested conditions. Integrating these analy-

ses in a complementary way has the potential to reveal the underlying factors that lead

to the observed cluster behaviour and spatial arrangements across all tested conditions.

The acquisition of such detailed insights would significantly contribute to advancing the

understanding of the spatial and temporal organisation of the CD95 receptor and its

interaction with CD95L.

In summary, this study provides evidence for the successful application of DNA teth-
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ering as a technique for SMLM imaging of membrane receptors on isolated cells in a

fluid environment. The results demonstrate the feasibility of using this approach to

obtain high-resolution data suitable for subsequent cluster analysis. However, despite

the thorough analysis, no significant findings regarding observable differences in cluster-

ing patterns across the experimental conditions examined were revealed. This lack of

definitive insights can be attributed to the significant variability observed in the acquired

data. The fluctuations within the data points, possibly influenced by factors such as

cell-to-cell variability and variability in the experimental procedures, likely contributed to

the challenges in identifying distinctive clustering patterns. Nevertheless, these findings

underscore the challenges and complexities associated with acquiring and analysing

SMLM data, particularly in the context of cluster analysis. Consequently, they underline

the need for further investigation to unravel the underlying factors that govern the

clustering behaviour of membrane receptors under different conditions.
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6
Outlook

This chapter offers a perspective on potential future directions and research prospects

concerning BaClAva and cell tethering through DNA strands.

6.1 BaClAva

This investigation focused on cellular membranes, with the findings demonstrating the

efficacy of simulations in optimising cell experiments for Single-Molecule Localisation

Microscopy (SMLM). Simulations and cell experiments throughout the investigation were

limited to a two-dimensional plane. Preparing the cell samples involved significant care

to ensure the membrane was as flat as possible A. Consequently, the only ones subjected

to observation and analysis were cell membrane regions where holes were not detectable

in total internal reflection fluorescence (TIRF) mode.

When imaging on glass, the cell membrane is not perfectly flat [22, 87]. Instead, it is

uneven, with areas closer to the glass surface and others exhibiting more significant

curvature, influenced by the molecular composition, cell behaviour such as movement

in a specific direction, and surroundings, including contact with other cells. In 2018,

Jonas Ries and colleagues proposed a technique to extract three-dimensional data from

two-dimensional raw data [90]. Combining this technique with Bayesian analysis in three

dimensions can offer novel insights into molecular distribution on the cell membrane.
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More specifically, this combination of methods could help determine whether clustering

is limited to two dimensions and solely dependent on the reaction between molecular

partners or if cell membrane curvature also contributes to the process. Griffié et al.

[55] developed a 3D extension of Bayesian cluster analysis in 2017. However, as this

research was exclusively centred on the two-dimensional cell membrane, the proposed

3D algorithm was not integrated into BaClAva.

BaClAva is not limited to clustering cell membranes and could be applied to clustering

other molecules of interest, including septin structures and calcium channels in neu-

rons. One approach to testing the cluster detection quality of these molecules involves

simulating their theoretical or currently known spatial organisation using FluoSim [83].

Once data has been generated, Bayesian Cluster Analysis and visualization application

(BaClAva) can process it. The clustering results may indicate that adjustments are neces-

sary for the Bayesian Engine model to accurately identify the expected organisational

structure of the target, as the model is designed for detecting Gaussian clusters. Further-

more, utilising clustering techniques within the cell, particularly in combination with

the aforementioned 3D extension, could facilitate the identification of areas of increased

density or absence of a target molecule.

This investigation concentrated on AF647, the most frequently used SMLM dye. Nonethe-

less, as discussed, DNA-PAINT could significantly improve cluster detection due to its

high localisation precision (∼ 1nm) and sub-5-nm spatial resolution [141]. DNA-PAINT

could be particularly beneficial for detecting smaller clusters and distinguishing clusters

in close proximity. Furthermore, DNA-PAINT could be a valuable tool for co-clustering

analysis, as it allows the use of the same dye for detecting different targets, with the only

difference being the DNA sequence for each target. By contrast, PALM or (d)STORM

necessitate using a different dye with distinct imaging properties, leading to disparate

localisation precisions for the molecules under investigation.

An exciting application of clustering is in live cell imaging, which was first demonstrated

by Griffié et al. [53]. Compelling studies can be conducted using suitable dyes, such

as observing cluster development after activation of the target molecule. Additionally,
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studying the movement of grouped molecules is of significant interest. Questions that

arise include how quickly clusters form, whether they existed before activation, whether

they grow, and if there is a maximum cluster size. It is also interesting to investigate

whether preexisting and activated clusters are stable and, if so, when and how they

return to their original molecular distribution. Moreover, employing supplementary dyes

would allow tracking and analysing the spatial arrangement and interaction of various

target molecules, such as a receptor and its ligand, over a period of time.

The incorporation of data clustering and tracking can be a powerful method for gaining a

deeper understanding of the spatial and temporal organisation of molecules within living

cells. By analysing the clustering of tracking data, one can identify specific locations

where a molecule remains stationary or where multiple molecules form clusters. Explor-

ing such regions and their persistence can provide valuable insights into the dynamic

behaviour of molecules within the cell. Another intriguing application of this integration

is the ability to layer tracking data from one target molecule over clustering data from

another. This enables the examination of the behaviour of the tracked molecule upon

contact with the other.

The integration of clustering and tracking data allows the examination of how molecules

behave when in contact. For instance, this approach can be used to investigate the

interaction between the clustered transmembrane molecule CD95 and its tracked ligand

CD95L. Comparing the movements of the tracked molecules before and after binding

to the receptors and simultaneously analysing the development of the clusters can lead

to a more comprehensive understanding of the interaction between the two molecules.

Additionally, further research could explore the interaction between clustered membrane

molecules and the underlying cytoskeleton of the cell. Ultimately, the integration of

clustering and tracking data presents novel possibilities for investigating the behaviour

of molecules in living cells.

BaClAva operates as self-contained software and is compatible with Windows, Linux, and

Apple platforms (excluding ARM-based chips). However, chemistry, biology, and medical

scientists typically use Fiji/ImageJ for data analysis [29, 138]. Hence, integrating Ba-
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ClAva with Fiji/ImageJ provides an excellent opportunity to introduce more individuals

to unbiased and model-dependent clustering of SMLM data. Two methods can be imple-

mented to transform BaClAva into a Fiji/ImageJ plugin that utilises Java as its primary

programming language [29]. The first method involves rewriting the GUI models in Java,

which is possible because the GUI package [128] has a Java version. The second method

involves using a Java-to-Python API that executes existing BaClAva software from a Java

script. In either case, the backend of BaClAva will not require any modifications as both

Java and Python have APIs that can interface with the R programming language.

Overall, BaClAva is a valuable tool for life sciences research that can facilitate a wide range

of interesting studies. Its current capabilities include unbiased and model-dependent

clustering of Single-Molecule Localisation Microscopy (SMLM) data, but it can be further

enhanced with additional clustering and analysis options to provide scientists with a

deeper understanding of their data. In addition, its integration with Fiji/ImageJ could

increase its popularity and impact. Finally, with its robust clustering and analysis capabil-

ities and user-friendly GUI, BaClAva has the potential to contribute to the field of SMLM

significantly. BaClAva is a valuable resource that could greatly benefit the life sciences

community.

6.2 Cell tethering

The outcomes of the presented tethering experiments illustrate the capacity of tethering

living cells to a supported lipid bilayer (SLB) to enable controlled CD95 activation and

facilitate fixed cell (d)STORM imaging. Unfortunately, as previously discussed in section

5.2, the clustering findings were inconclusive. There are, however, multiple potential

directions for further investigation. Specifically, using live cell SMLM techniques is of

particular interest to deepen our understanding of CD95 receptor organisation and the

possible changes in its organisation upon activation. According to the experimental

results, the receptor forms clusters without ligands. However, the stability of these

clusters remains uncertain, and they will likely undergo temporal fluctuations in size

[147]. It would be valuable to determine the extent of these fluctuations. An exciting
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prospect would be to observe the behavioural patterns of individual CD95 receptors. The

most intriguing research questions centre around the potential transition of receptors

between clusters and the duration of their residence within a distinct cluster.

Furthermore, how does this behaviour manifest when the ligand activates the receptors?

Dye labelling of the ligand would help answer this question. However, this particular

aspect could not be pursued due to limitations in the present study. As a result, several

questions emerge, primarily concerning the potential correlation between the number of

ligands associated with a cluster and the size of said cluster. Considering the findings

from previous studies [55, 130], which showed an increase in cluster size following

activation of the target cells, it becomes intriguing to explore whether this phenomenon

is also observable in the context of CD95 receptor clusters. Furthermore, it would be

interesting to determine whether the ligand binds exclusively to a single receptor or

changes its binding partners.

In the presented experiments, imaging was conducted following the tethering of cells

and a meticulous examination of the supported lipid bilayer for any ruptures close to

the cell. Unfortunately, this approach also meant that the cells had already undergone

ligand stimulation or had the opportunity to acclimate to their new environment before

the imaging process commenced. Consequently, it would be advantageous to precisely

determine where a cell will tether to the SLB before introducing the cells. Knowledge of

this location would enable the observation of the initial contact between CD95 receptors

and the supported lipid bilayer. One possible approach could involve reducing the area

of the SLB to match the camera’s field of view, such as by using a grid structure created

through a photolithographic technique [23]. This reduction in the area would facilitate

a thorough inspection of the bilayer within the designated region before initiating the

imaging process. The microscope setup could be adjusted to focus on the intended obser-

vation plane. Once the preparations are complete, the imaging process can be initiated

by introducing the cells, thereby facilitating the complete capture of the sequence of

events starting from the initial anchoring of the cells to the supported lipid bilayer. This

comprehensive capture includes observing CD95 receptor contact with the ligand if it

has been introduced to the SLB.
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Moreover, visualising the complete process in three dimensions also holds significant

advantages. A 3D imaging approach enables a comprehensive examination of CD95

receptor distribution throughout the entire cell membrane. By examining the spatial

arrangement of these receptors in three dimensions, it becomes possible to acquire

valuable insights into any potential adaptations that might arise in their distribution.

Such adaptations could occur as a consequence of the cells being tethered to the SLB

and the potential activation induced by CD95L.

As demonstrated in the results section, cells developed filopodia over time. Notably,

filopodia possessed a detectable GFP signal emitted from GFP-labelled CD95 receptors,

as illustrated in Figure 4.17. Filopodia formation and extension are fundamental pro-

cesses that enable cells to explore and interact with their surrounding microenvironment

actively. Consequently, conducting an in-depth investigation of the behavioural dynamics

of CD95 receptors within these specialised structures presents a promising avenue for

future research endeavours.

T98G cells were the primary focus of this thesis. However, the tethering technique

employed in this study has broad applicability to various cell types capable of enduring

a non-adherent state. This method could particularly benefit cell types that naturally

exist in fluidic environments, such as red blood cells and macrophages. By anchoring

these cell types to a supported lipid bilayer, a novel platform is created to investigate

their molecular organisation and interactions within their immediate surroundings while

immersed in a fluid medium at the same time.

This unique experimental setup offers distinct advantages, enabling the visualisation and

analysis of dynamic cellular processes and the intricate biochemical events that occur

when these cells interact with external stimuli. These processes, which may otherwise be

challenging to study, can be observed and examined in real-time, shedding light on the

underlying functional mechanisms of red blood cells and macrophages.

Extending the tethering technique to other cell types beyond T98G cells presents new
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research possibilities. This expansion is potentially impactful in that it could enrich

our understanding of cellular dynamics and signalling processes across a wide range of

biological specimens. Moreover, such an approach can potentially contribute to multiple

fields, including cell biology, immunology, and biomedical research.
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7
Conclusion

In this thesis, an innovative software solution for cluster analysis named BaClAva was

presented, which is based on a deterministic Bayesian engine. This software aims for

user-friendliness and efficiency and was published in Kutz et al. [82]. This software

builds upon the research conducted by Rubin-Delanchy et al. [130], Griffié et al. [54],

and Pike et al. [117].

Moreover, the successful demonstration of the efficient tethering of T98G cells to a

supported lipid bilayer (SLB) in live-cell imaging represents a significant achievement.

This accomplishment enables the utilisation of Single-Molecule Localisation Microscopy

(SMLM) imaging techniques on tethered cells, allowing one to study cellular dynamics

upon activation by external.

The BaClAva software developed following Griffié et al. [54], and Pike et al. [117]

research represents a significant advancement. Through simulations, the selected code

modifications were demonstrated to enhance the speed and functionality of the original

work. Notably, these improvements facilitated a more comprehensive analysis of the

performance of the three selected cluster algorithms focused on: Ripley’s-K-based cluster-

ing, DBSCAN, and ToMATo. Applying BaClAva in SMLM imaging successfully identified

and quantified clusters in diverse sample types, including random, clustering, and novel
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samples.

The employment of DNA strands for tethering cells to an SLB offers a powerful tool for

examining specific cell activation events in isolation from potential influences from other

cellular stimuli. Drawing upon the research conducted by Selden et al. [142], Taylor et

al. [150], and Block et al. [19], a novel approach to DNA tethering was developed in this

study. The viability of the tethering process was established by examining cell behaviour

over time. Additionally, by employing staining techniques and capturing images in SMLM

mode, the obtained data convincingly demonstrate the feasibility of imaging tethered

cells using the high laser intensities requisite for SMLM imaging.

Before BaClAva was published in Kutz et al. [82], researchers seeking to conduct Bayesian-

engine-based cluster analysis had to write their own code or use the code-based solution

offered by Griffié et al. [54]. Regrettably, both required programming proficiency from

the user or, at the very least, involved modifying lines of code. In contrast, BaClAva is a

software solution with a user-friendly graphical user interface (GUI) that guides the user

through the entire process. As a result, users are relieved of the burden of understanding

the details of the underlying code or the precise operations of the data processing system.

Furthermore, they are no longer troubled with concerns about inadvertently altering the

code or data, thus leading to a higher degree of confidence in adopting Bayesian-engine-

based clustering techniques. Further, the enhanced storage solution minimises storage

space while maintaining high-precision data and effectively protects against user-induced

data alterations.

The advancement of methodologies for investigating particular signalling pathways or

their constituents holds significant importance in cell biology and medical research. Cell

tethering is an attractive solution as it empowers researchers to regulate activation.

Within the context of this thesis, the DNA-tethering technique, introduced by Selden et al.

[142] and Taylor et al. [150], was modified to facilitate ease of implementation without

compromising the capability for long-term cell tethering or the ability to withstand the

high laser powers used in SMLM.
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Certain limitations were encountered during the development and study of BaClAva.

Firstly, the primary emphasis was placed on three specific cluster algorithms without

exploring additional published algorithms or investigating alternative implementations

of a chosen cluster algorithm. The object-oriented architecture of BaClAva makes it easy

to integrate alternative cluster algorithms.

Regarding simulations, attention was exclusively directed towards circular clusters, as

the underlying assumption was that membrane molecules within a cluster adhere to a

two-dimensional Gaussian distribution. Nonetheless, it is worth considering that alterna-

tive cluster structures may also possess considerable interest and relevance.

The cluster results include all localisations fed into the software. Consequently, these

results do not yield an accurate count or density of the molecules of interest within

the clusters; instead, they provide information on the number of localisations and their

corresponding density in the clusters. It is worth emphasising that the determination of

the actual underlying number of molecules and their density remains an ongoing investi-

gation within the field, particularly considering the statistical nature of (d)STORM, the

SMLM technique employed in this thesis and the challenges involved in the localisation

and clustering process. Consequently, this study did not specifically address determining

the underlying molecule count and density, leaving it for further research.

The DNA-tethering study had certain limitations. Firstly, the study focused solely on

tethering T98G cells to an SLB and imaging the spatial distribution of the CD95 receptor.

Due to encountered challenges in establishing the tethering method, no alternative cell

lines or targets were investigated.

The final experiment that examined the spatial organisation of the CD95 receptor after

activation with its ligand was inconclusive. This thesis did not resolve this issue or

provide conclusive evidence of successful CD95 receptor activation. Comprehensive

investigations to address these concerns were considered. However, it was determined

that such investigations would significantly extend the timeline. Consequently, it was

deemed suitable to conclude the study at this stage.
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The techniques introduced in this thesis offer significant potential for biochemical and

medical research, with promising prospects for further development, particularly re-

garding the features of BaClAva. Potential extensions to BaClAva encompass a range of

options, including exploring the third dimension, incorporating live-cell SMLM imaging,

co-clustering analyses, and incorporating additional cluster algorithms or tools to en-

hance the analysis of obtained cluster results.

Due to their numerous functions, there is still much room for investigating the molecular

spatial organisation within cells. However, the software solution BaClAva represents

one solution that has the potential to contribute significantly by providing model-based

cluster outcomes. BaClAva has been demonstrated to identify CD95 receptor clusters

in cells grown on glass slides and in cells DNA-tethered to an SLB. Consequently, it is

a valuable tool for analysing the spatial distribution of molecules of interest in various

imaging settings.

The tethering approach can be combined with various fluorescence imaging techniques,

provided DNA-tethering remains intact during preparation and imaging. DNA-tethering

also offers a novel avenue for investigating non-adherent cells, eliminating the need to

modify the existing microscopy setup. This capability opens up numerous opportunities

to study how cells respond to external stimuli.

In conclusion, this thesis introduced BaClAva, a user-friendly software solution for cluster

analysis in SMLM data. BaClAva provides researchers a valuable platform for examining

and interpreting complex cluster patterns, revealing molecular organisation and spatial

distribution. Additionally, this thesis presented an innovative approach to tethering cells

to an SLB, enabling live-cell imaging and SMLM studies. The successful demonstration

of efficient DNA-tethering to an SLB for live-cell and SMLM imaging showcased the po-

tential of BaClAva and the DNA-tethering method in opening up novel research avenues.

Therefore, these techniques can contribute to a better understanding of cellular processes,

spatial organisation, and molecular interactions.
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Part of the research on BaClAva was published in the following publication:

[82] Saskia Kutz, Ando C. Zehrer, Roman Svetlitckii, Gülce S. Gülcüler Balta, Lu-
crezia Galli, Susanne Kleber, Jakob Rentsch, Ana Martin-Villalba, and Helge Ew-
ers. An efficient gui-based clustering software for simulation and bayesian clus-
ter analysis of single-molecule localization microscopy data. Frontiers in Bioin-
formatics, 1: 47, 2021. ISSN 2673-7647. doi: 10.3389/fbinf.2021.723915.
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Appendix A
Protocols

The following part consists of all protocols used for the microscopy experiments. The

organisation of the protocols depends on their use. For example, there are protocols

for cell culture, glass cleaning, fixed-cell staining on glass slides, channel preparation,

bilayer preparation, live-cell tethering, and tethered-cell staining. They are stated in an

itemised fashion to facilitate their future use.

A.1 Cell culture

Even though the cell lines used for this thesis needed different cell culture media, their

cell culture handling was similar. Thus, the following protocols are generalised.

A.1.1 Keeping cells in the cell culture

The following protocol describes how to keep cells healthy and alive in the incubator. All

cell lines used were kept in an incubator at 37 °C and 5% CO2. For optimal results, the

cells were regularly split, keeping their cell density around 50% to not stress the cells

due to overcrowding or malnutrition.

The standard protocol for splitting:

1. warm up cell medium in a waterbath to 37 °C

2. warm up Trypsin-EDTA to room temperature ( ca. 27 °C)
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3. check cells under microscope

4. prepare cell medium, Trypsin-EDTA and PBS under the hood

5. suck up cell medium

6. wash cells 1-2 times with PBS, depending on the number of dead cells

7. keep PBS on cells for 5min to facilitate the next step

8. suck up PBS and add 1 ml of Trypsin-EDTA

9. incubate the cells at 37 °C in the cell culture incubator

10. check if cells have detached on the microscope

11. gently knock against the cell dish or flask to detach even more cells

12. stop the reaction by adding 5ml of cell medium

13. use a pipette to detach and separate all cells

14. keep a third of the fluid volume

15. add fresh medium to reach the final volume

16. incubate the cell for further use in the cell incubator

A.1.2 Cell seeding on glass slides

This protocol is designed for seeding cells on standard microscopy glass slides. Depending

on the cell line and the type of glass slides, the number of cells per millilitre might need

to be adjusted. The first part of the protocol is identical to section A.1.1. For properly

cleaned glass slides see A.2.1

1. follow the protocol steps 1-13 in section A.1.1

2. take up to the entire fluid and move it into a falcon

3. add fresh medium to the remaining cells to reach the final volume

4. incubate the cell for future use in the cell incubator
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5. count the cells density

6. add 8 · 104 cells/µl to the microscopy glass slides

7. add enough cell medium for a final volume of 2 ml of cell medium

8. incubate the cells for at least 12 h in the cell incubator

A.1.3 Transfections

The system for cell transfection depends on the cell line and plasmid with the protein of

interest. Thus, transfection via lipofectamine is a valid option for CV-1 cells. On the other

hand, electroporation results in higher transfection efficiency and less cell mortality for

T98G.

GPI-GFP transfection via lipofectamin. Transfection via lipofectamine follows the standard

protocol offered by Invitrogen/Thermofisher ref ???.

1. prepare mixture 1: OptiMEM and Lipofectamine 3000

2. prepare mixture 2: OptiMEM, GPI-GFP vector, and P3000

3. vortex each, mix and vortex again

4. incubate combined mixture for 15 min

5. transfect cells with 250 µl of the prepared mixture approximately 30 min after cell

seeding

6. incubate the cells for 24 h at 37 °C in the cell incubator

GPI-Halo transfection using the Neon®System. The Neon®System (Thermo Fisher Scien-

tific) was employed for plasmid transfection. This technology utilises electroporation,

using a pipette tip as an electroporation chamber, to introduce plasmid DNA into cells.

Electroporation involves the application of an electric shock to cells, temporarily in-

creasing cell membrane permeability and facilitating the uptake of plasmid DNA into

cells. The transfection reaction required 5.6 · 105 cells in a 10 µl volume. Parameters for

electroporation were customised to the specific cell type, as shown in Table A.1 for T98G

cells. Following transfection, the cells were cultivated in 1 ml of growth medium at 37 °C

and 5 % CO2.
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Parameter Value
Pulse voltage 1050 V1050V
Pulse width 40 ms
Pulse number 1

Table A.1: Parameters for T98G transfection with Neon®System

A.2 Glass cleaning and channel preparation

For optimal preparation of supported lipid bilayers well or performance of SMLM experi-

ments, contaminations or impurities cannot cover the glass slides and channels. They

would cause imperfect bilayer formation or background signal in the SMLM experiments,

reducing the data quality. The following protocols describe the cleaning procedure of

the glass slides and top part for the channels and the channel construction.

A.2.1 Glass cleaning

The following cleaning procedure removes contaminations and impurities on the surface

of the glass slides, and the surface becomes more hydrophilic. A ceramic holder for glass

slides facilitates the cleaning procedure. The slides can be stored for future use. Optimal

results are obtained by repeating the plasma cleaning step before use.

1. incubate glass slides in 2% Hellmanex in an ultra-sound bath for at least 15 min

2. rinse glass slides 5 times with MilliQ water

3. incubate glass slides in 70% ethanol in an ultra-sound bath for at least 15 min

4. dry the class slides under a hood ( 15-30 min)

5. use a plasma cleaner for at least 15 min

6. store the glass slides free of any contamination

A.2.2 Cleaning the channel top parts

This step is only necessary if there is no sterile storage option for the channel top parts.

Since the microscope ref??? cannot hold size cover slides, the channel tops were cut

into two identical pieces by a member of the workshop at the Department of Biology,

Chemistry, Pharmacy at FU. Therefore the following procedure helps to clean the channels.
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The sticky part of the channel tops should be kept clean and dry for the entire process.

Otherwise, the final channels might become leaky because the ethanol destroyed the

glue of the sticky surface.

1. place the channel tops up-side-down in a large cell culture dish

2. add 70% ethanol

3. use a cotton swab to clean the inside of the channels with 70% ethanol

4. remove the ethanol and dry the channel tops under the hood

A.2.3 Channel construction

For the channel construction clean glass slides (section A.2.1) and channel top parts

(section A.2.2) are glued together to form the final channels. The glass slides and channel

top parts should have the same size.

1. remove the cover of the sticky surface of the channels

2. attach a freshly plasma cleaned glass slide

3. gently press the two part together

4. keep the channel under pressure by adding weight (2 kg) on top of the glass slides

for at least 2 h

A.3 Supported lipid bilayer formation

The supported lipid bilayer can be prepared on cleaned standard glass slides and well as

in channels. First, the lipid composition is prepared and then added to the glass slides or

into the channels.

A.3.1 Lipid preparation

The preparation of the supported lipid bilayer was established in the lab by Raluca Groza.

The small unilamellar vesicles (SUVs) were prepared in a stock concentration ten times

the concentration used in the experiments.
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1. prepare bilayer buffer (10 m M HEPES, 200 m M NaCl, 2 m M CaCl2, pH 6.8)

2. dilute the dry lipids in methanol:chloroform

3. calculate the amount of the lipids used depending on their ratio and concentration

???

4. mix the lipids in a glass vial

5. evaporate under vacuum over night

6. resuspend the lipids in 1 ml bilayer buffer

7. vortex for 2 min at maximum speed

8. transfer the fluid into a 1.5 ml eppi

9. sonicate to form SUVs with the tip sonicator for 1 min at 70 % and one cycle on ice

10. centrifuge for 45 min at 14000 G-force and 21 °C

11. fill supernatant into a new eppi

12. store SUVs at 4 °C

A.3.2 Supported lipid bilayer preparation

The following protocol describes how to prepare the supported lipid bilayer on plasma

cleaned glass slides and in channels. The plasma cleaning step of the glass cleaning

procedure should be (re-) done shortly before adding the SUVs for optimal results. In

addition, the channels should be constructed directly before preparing the supported

lipid bilayer within them. Since the supported lipid bilayer should not dry out, always

remove only half of the solution, add fresh liquid, and pipette up and down to get a

well-formed bilayer without any leftover vesicles. All steps are at room temperature

1. add the bilayer solution at a 10-fold dilution and incubate for 10 min

2. wash with bilayer buffer for 20 min

3. wash 5× with 1 % BSA in bilayer buffer

4. incubate with 1 % BSA in bilayer buffer for 30 min
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5. wash with bilayer buffer for 5 min

6. CD95L samples: incubate with 1 µg of Neutravidin ??? for 20 min

7. wash with bilayer buffer for 5 min

8. CD95L samples: incubate with 0.2 µgml−1 for 1 h

9. wash with bilayer buffer for 5 min

10. store samples at 4 °C

A.4 Tethering

The tethering of the cells via DNA consists of several steps. Before the tethering, The

GPI-Halo transfection of the cells should be done 24 h according to the protocol in the

section. This section outlines further preparation steps for the cells and the supported

lipid bilayer.

Preparation of the supported lipid bilayer for tethering:

1. wash the supported lipid bilayer with bilayer buffer for 5 min

2. incubate with 300 nM of cholesterol-20mer-DNA for 40 min

3. wash with bilayer buffer for 10 min

Preparation of the cells for tethering 24 h after the transfection:

1. wash the transfected cells with PBS

2. suck off PBS and add 500 µl of Trypsin-EDTA

3. incubate the cells at 37 °C in the cell culture incubator

4. stop the reaction by adding cell medium to the cells

5. take up the entire fluid and move it into a 15 ml falcon

6. wash the cells on the plate again with cell medium and add it to the falcon

7. centrifuge cells for 5 min at 350 rcf and room temperature
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8. suck off the fluid and add 400 µl of prewarmed live-cell medium

9. mix cells well with a pipette

10. transfer cells to a 1 ml eppi

11. add 1 µM of Halo-tag-100mer-DNA

12. incubate for 20-30 min in Thermomixer at lowest mix speed (300 rpm) and 37 °C

13. mix cells well with a pipette

In the final step, the cells are added to the bilayer:

1. wash bilayer 5 times with prewarmed live-cell medium

2. add the well-separated cells to the bilayer; best practise is to work on a microscope

to adjust the desired amount of cells

3. incubate cells for the desired amount of time.

4. when working on a microscope: check if the cells are tethered by tipping a pipette-

tip into the sample and watch the cells on the camera

A.5 Cell staining

The staining procedure for all experiments is similar because of the coupling of GFP to

the proteins of interest. Therefore, the protocols mainly differ depending on the location

of the protein of interest and its GFP.

A.5.1 Cell staining on glass

The procedure for staining cells on glass depends on whether they will be imaged live or

fixed. In both cases, section A.1.2 provides the protocol for cell seeding.

Live-cell staining. It is possible to execute the staining of living cells directly on the

microscope, thus performing all steps at room temperature. In addition, it is helpful to

heat the metal holder for improved cell viability.

1. transfer glass slide with cell to metal holder

116



A.5 Cell staining

2. add 1 ml of prewarmed live-cell medium

3. focus on cells if staining is imaged on microscope

4. stain cells with 50 nM FluoTag-Q antiGFP nanobody labelled with Alexa Fluor 647

in PEM for 15 min

5. wash cells 5 times with live-cell medium

6. image cells in live-cell medium

The live-cell staining protocol could be used for tethered cells with external GFP as well.

Fixation and staining of cells. Fixation and staining procedures for cells seeded on glass

vary depending on the protein of interest and its location in the cell. However, since

all targets are coupled to GFP, the actual staining differs in the concentration of the

nanobodies.

• CV-1 GPF-GFP cells:

1. fixation with prewarmed 4 % PFA with 0.2 % GA in PBS for 20 min at 37 °C

2. wash once with PBS

3. quenching with freshly prepared 0.1 % NaBH4 in PBS for 7 min at room

temperature

4. wash 5 times with PBS on a shaker

5. blocking in three steps:

(a) with ImageIT for 30 min

(b) wash 3 times with PBS on shaker

(c) with 4 % goat serum in 1 % in PBS for 1 h

6. wash 3 times with PBS on shaker

7. staining with 50 nM FluoTag-Q anti-GFP nanobodies labelled 1:1 with Alexa

Fluor 647 for 1 h

8. wash 3 times with PBS on shaker

9. post-fixation with 4 % PFA and 0.2 % GA in PBS for 20 min at room tempera-

ture
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10. post-quenching with 0.1 % NaBH4 in PBS for 5 min at room temperature

11. wash 3 times with PBS on shaker

12. store at 4 °C

• HeLa CLC-GFP cells:

1. fixation with prewarmed 4 % PFA in PEM for 20 min at 37 °C

2. wash once with PEM

3. quenching with 50 mM NH4Cl in PBS for 5 min at room temperature

4. wash 3 times with PEM on shaker

5. permeabilisation with 0.2 % saponin in PEM

6. wash 3 times with PEM on shaker

7. blocking with 4 % goat serum in 1 % of BSA in PEM for 1 h

8. wash 3 times with PEM on shaker

9. staining with 50 nM FluoTag-Q anti-GFP nanobodies labelled 1:1 with Alexa

Fluor 647 for 30 min

10. post-fixation with 4 % PFA in PEM for 20 min at room temperature

11. wash once with PEM

12. post-quenching with 50 mM NH4Cl in PBS for 5 min

13. wash 3 times with PEM on shaker

14. store at 4 °C

• T98G CD95-GFP:

1. fixation with prewarmed 4 % PFA and 0.2 % GA in PEM for 20 min at 37 °C

2. wash once with PEM

3. quenching with freshly prepared 0.1 % NaBH4 in PEM for 7 min at room

temperature

4. wash 3 times with PEM on shaker

5. permeabilise with 0.2 % saponin in PEM for 5 min

6. wash 3 times with PEM on shaker
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7. blocking with 4 % goat serum in 1 % BSA in PEM for 1 h

8. wash 3 times with PEM on shaker

9. staining with 50 nM FluoTag-Q anti-GFP nanobodies labelled 1:1 with Alexa

Fluor 647 for 30 min

10. wash 3 times with PEM on shaker

11. post-fixation with 4 % PFA and 0.2 % GA in PEm for 20 min at room tempera-

ture

12. wash once with PEM

13. post-quenching with 0.1 % NaBH4 in PEM for 7 min

14. wash 3 times with PEM on shaker

15. store at 4 °C

A.5.2 Staining of tethered cells

The protocol for staining tethered cells is very similar to the protocols used for staining

cells on glass. The main differences are that the samples consist of a bilayer that should

be kept stable and that the probe remains at room temperature. This protocol describes

the fixation and staining procedure of CD95-GFP after tethering the cells to the supported

lipid bilayer. It is essential to keep fluid left on top of the bilayer at all times because it

should not dry out.

1. wash cells 5 times with live-cell medium.

2. fixation with prewarmed 4 % PFA and 0.2 % GA in PEM for 20 min

3. wash 5 times with PEM

4. quench with freshly prepared 0.1 % NaBH4 in PEM for 5 min

5. wash 5 times with PEM

6. permeabilize with 0.2 % saponin in PEM for 5 min

7. wash 5 times with PEM

8. staining with 50 nM FluoTag-Q anti-GFP nanobodies labelled 1:1 with Alexa Fluor

647 in PEM for 30 min
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9. wash 5 times with PEM

10. post-fixation with 4 % PFA and 0.2 % GA in PEM for 20 min

11. post-quench with 0.1 % NaBH4 in PEM for 5 min

12. wash 5 times with PEM

13. store at 4 °C
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Appendix B
Sequences

Further details are given in this chapter about the DNA strand sequences and the image

sequences used for the live-cell tethering experiments.

B.1 DNA sequences

For the tethering, oligomers consisting of DNA strands and a modification were used.

The first one was integrated into the supported lipid bilayer and the second one was

covalently bond via the HaloTag to the Halo-GPI of the transfected T98G cells.

Oligomer name sequence (5′-..... - 3′) 5′-modification
Halo-tag-100-mer-DNA TTT TTT TTT TTT TTT TTT TT

TTT TTT TTT TTT TTT TTT TT
TTT TTT TTT TTT TTT TTT TT
TTT TTT TTT TTT TTT TTT TT
ACT GAC TGA CTG ACT GAC TG

HaloTag Ligand (O2)

cholesterol-20-mer-DNA CAG TCA GTC AGT CAG TCA GT cholesterol
control-20-mer-AlexaFluor647 ACT GAC TGA CTG ACT GAC TG Alexa Fluor 647

Table B.1: Sequences of the DNA-oligomers used to tether cells to the supported lipid bilayer.

B.2 Live-cell tethering sequences

The sequences in Fig. 4.17 only show selected images at every 2 seconds or every second.

The following are more detailed sequences with shorter intervals between consecutive

images.
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Figure B.1: Time laps of the cell in Fig. 4.17 (A). Here, the images have a interval of 200 ms. The
sequence starts with the frame in the left top corner and ends with the one at the right bottom.
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Figure B.2: Time laps of the cell in Fig. 4.17 (B). Here, the images have a interval of 100 ms. The
sequence starts with the frame in the left top corner and ends with the one at the right bottom.
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