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A B S T R A C T

Robustness has become an important consideration in deep learning. With the help of explainable AI,
mismatches between an explained model’s decision strategy and the user’s domain knowledge (e.g. Clever Hans
effects) have been identified as a starting point for improving faulty models. However, it is less clear what to
do when the user and the explanation agree. In this paper, we demonstrate that acceptance of explanations by
the user is not a guarantee for a machine learning model to be robust against Clever Hans effects, which may
remain undetected. Such hidden flaws of the model can nevertheless be mitigated, and we demonstrate this
by contributing a new method, Explanation-Guided Exposure Minimization (EGEM), that preemptively prunes
variations in the ML model that have not been the subject of positive explanation feedback. Experiments
demonstrate that our approach leads to models that strongly reduce their reliance on hidden Clever Hans
strategies, and consequently achieve higher accuracy on new data.
. Introduction

Machine learning (ML) models such as deep neural networks have
een shown to be capable of converting large datasets into highly
onlinear predictive models [5–10]. As ML systems are increasingly
eing considered for high-stakes decision making, such as autonomous
riving [11] or medical diagnosis [12–16], building them in a way that
hey reliably maintain their prediction accuracy on new data is crucial.

Proper data splitting and evaluation on hold-out test sets have long
een recognized as an essential part of the validation process (e.g.
n [17]), but unfortunately, such techniques cannot detect all flaws of

model [18–21]. Misspecified loss functions, domain shifts, spurious
orrelations, or biased datasets can potentially compromise attempts
o build well-generalizing models, without altering the measured accu-
acy. Spurious correlations – i.e. correlations that do not generalize –
f input variables with the label are a common threat [22]: If a model
earns to use a spurious correlation as part of its decision strategy, also
nown as the Clever Hans (CH) effect [19] or shortcut learning [21],
ts performance will drop on data where this fake correlation ceases
o hold. For example, if a bird classification model learns to recognize

species based on the background, due to a spurious correlation in
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G. Montavon).
1 Foundation models [1] are pretrained multi-purpose models typically made available by a third party (e.g. [2–4]).

the training data, it will not be accurate when the bird is depicted in
an untypical environment [23]. In real-world scenarios, e.g. medical
applications, a failure to address these more elusive flaws might lead
to catastrophic failures, as has been demonstrated numerous times
(e.g. [14,19,24,25]). This has spurred efforts to find potential causes
of such failures (e.g. [19,26–28]).

Explainable AI (XAI) [29–33] is a natural starting point for robus-
tification beyond classical hold-out validation because it places human
experts in the loop. As demonstrated e.g. in [19,34–36], an expert can
scrutinize the model’s decision strategy from the produced explanation,
possibly identifying CH strategies, and remove them subsequently [37].
However, as discussed e.g. in [38], there is no guarantee that a model
that passes the XAI test can be deployed safely. Specific data points
where the CH strategy reveals itself may be missing at validation time,
thereby leaving the expert with the false impression that the model is
free of CH effects. This is likely to happen in practice, e.g. when the
ML practitioner is not training their own model from scratch but relies
instead on a model trained by a third-party (e.g. foundation models1)
and does not have full access to the training data.

In this paper, we tackle for the first time the problem of unde-
tected CH strategies (i.e. the case where the model remains flawed in
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Fig. 1. Comparison of a naive XAI-based validation/deployment pipeline and our proposed approach incorporating an additional exposure minimization step. Left: A third party
trains a flawed (Clever Hans) model which exploits a spurious correlation (images of the horse class have a copyright tag in the bottom-left corner). Middle: The user receives the
model. Because the user has limited data (in particular, no data with copyright tag), the flaw of the model cannot be easily detected with XAI methods and the model appears to
be both accurate and right for the right reasons. Right: Because of the undetected flaw, a naive deployment of the model is likely to result in prediction errors on new data (e.g.
cats with copyright tags predicted to be horses). Our proposed approach preemptively reduces exposure to unseen features (the copyright tag), thereby avoiding these incorrect
predictions.
spite of a full agreement of the human with the model’s predictions
and the generated explanations). We contribute a novel algorithm,
called Explanation-Guided Exposure Minimization (EGEM), which dis-
tills from the original model a refined model with lower overall exposure
to input features but that also preserves the few valid prediction
strategies contained in the generated explanations. With mild approx-
imations, the optimization problem embodied in our EGEM approach
reduces to a simple soft-pruning rule, which can be easily implemented
in a broad range of neural network architectures including convolu-
tional networks and transformers. Our proposal, as well as the context
in which it operates, are illustrated in Fig. 1.

To evaluate our approach, we simulate several scenarios of a user
receiving a third-party model and possessing a subset of the data on
which no CH strategies can be detected by classical XAI pipelines (e.g.
LRP/SpRAy [19,39]). Results on image and text data demonstrate that
our proposed EGEM approach (and our extension PCA-EGEM) delivers
models with a much lower reliance on CH strategies, thereby achieving
more stable prediction accuracy, especially when considering data with
spurious features. Our approach furthermore outperforms a number of
existing and contributed baselines.

2. Related work

In this section, we present related work on validating ML models
that goes beyond classical validation techniques such as holdout or
cross-validation [17] in order to address statistical artifacts such as
domain shifts and spurious correlations. We make a distinction between
methods relying on Explainable AI and users’ explanatory feedback
(Section 2.1), and a broader set of methods addressing domain shift
and spurious correlations by statistical means (Section 2.2).

2.1. Explainable AI and Clever Hans

Explainable AI (XAI) [30,32,33,40–42] has been a major develop-
ment in machine learning which has enabled insights into a broad range
of black-box ML models. It has shown to be successful at explaining
complex state-of-the-art neural networks classifiers [34,39,43–46], as
well as regressors [47] and a broader set of ML techniques such as
unsupervised learning (e.g. [48–50]). While most XAI methods generate
an explanation for individual instances, solutions have been proposed
to aggregate them into dataset-wide explanations that can be concisely
delivered to the user [19]. In contrast to these works, we are not
2

concerned with improving XAI techniques themselves, e.g. the inter-
pretability of explanations, but rather with using these techniques to
make models more robust against spurious correlations.

More closely related to our aims, several techniques have applied
XAI for the purpose of revealing CH features in ML models [19,35,36,
51]. Knowledge about the CH features can be used to desensitize the
model to these features (e.g. via retraining [35] or layer-specific adap-
tations [37]). If ground-truth explanations are available (e.g. provided
by a human expert), the model may be regularized to match these ex-
planations [52–54], e.g. by minimizing the error on the explanation via
gradient descent. Such adaptations to the users’ expectations have also
been shown to be effective in interactive settings [55,56]. Our approach
differs from these works as we address the case where the available data
does not contain CH features, hence making them indiscoverable by the
techniques above.

A further approach is DORA [57], which attempts to find poten-
tial CH features in a data-agnostic way and subsequently uses the
discovered candidate features to detect faulty decision strategies at
deployment time by identifying samples that are outliers in the DNN’s
internal representation space. In contrast, we attempt to robustify the
network with no need for further post-processing at deployment. Fur-
thermore, we examine the scenario where a limited amount of clean
data is available, allowing us to employ conceptually different criteria
besides outlierness.

2.2. Robustness to spurious correlations

Our work is part of a larger body of literature concerned with
domain or covariate shift and how to design models robust to it. Yet,
it concerns itself with a decidedly specialized and rather recent part of
this area: unlearning or avoiding the use of spurious features in deep
neural networks. Previous work attempting to create models that are
robust against spurious correlations approached the problem from the
angle of optimizing worst-group loss [23,58–65]. This approach has
been shown to be effective in reducing reliance on CH features. Yet,
these methods require access to samples containing the CH features and
a labeling of groups in the data induced by these features. In particular,
as previously pointed out by Kirichenko et al. [63], Group-DRO (distri-
butionally robust optimization) [59], subsampling approaches [60,62]
and DFR (deep feature reweighting) [63] assume group labels on the
training or validation data, and even methods that do away with
these assumptions need to rely on group labels for hyper-parameter
tuning [58,62,66]. Our setting is different from the ones above in that
we assume that a pretrained model is to be robustified post hoc with
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limited data and that data from the groups containing the CH feature
are not available at all. We believe this is a highly relevant scenario,
considering the increasing prevalence of pretrained third-party models
that have been trained on datasets that are unavailable or too large to
fully characterize.

3. Explanation-guided exposure minimization (EGEM)

Before presenting our main technical contribution, let us restate the
key aspects of the application scheme studied in this paper (as depicted
in Fig. 1):

(i) a pretrained model provided by a third party and potentially
affected by a CH effect,

(ii) the unavailability of the original training data to the user, which
prevents the discovery of CH features,

(iii) limited data which is available to the user to validate and refine
the third-party model, and for which

(iv) the conclusion of the user is that the predictions and the associ-
ated decision strategies (as revealed by XAI) are correct. I.e. the
data available to the user is free of CH features.

As argued before, in spite of the positive XAI-based validation outcome,
there is no guarantee that the model’s decision strategy remains correct
in regions of the input space not covered by the available data (e.g.
where the CH artifact could be expressed).

As a solution to the scenario above, we propose a preemptive
model refinement approach, which we call Explanation-Guided Expo-
sure Minimization (EGEM). Technically, our approach is a particular
form of knowledge distillation where the refined (or distilled) model
should reproduce observed prediction strategies (i.e. predictions and
explanations, hence ‘‘explanation-guided’’) of the original model on the
available data. At the same time, the refined model should minimize
its overall sensitivity or exposure to variations in the input domain,
so that uninspected (potentially flawed) decision strategies are not
incorporated into the overall decision strategy.

Let the original and refined model have the same architecture but
distinct parameters 𝜃old and 𝜃. We denote by 𝑓 (𝒙, 𝜃old) and 𝑓 (𝒙, 𝜃)
the predictions produced by the two models, and the explanations
associated to their predictions as (𝒙, 𝜃old) and (𝒙, 𝜃) respectively. We
then define the learning objective as

min
𝜃

E
[

‖(𝒙, 𝜃) −(𝒙, 𝜃old)‖2 +𝛺𝒙(𝜃)
]

(1)

where the expectation is computed over the available data, and where
𝛺𝒙(𝜃) is a function that quantifies the exposure of the model to the
input variation in general, or in some neighborhood of 𝒙. In the latter
case, the neighborhood should be large enough to encompass instances
outside the available data such as those encountered at deployment
time.

Although the formulation of Eq. (1) is general, it is not practical,
because it would require optimizing a highly nonlinear and non-convex
objective. Moreover, the objective depends on explanation functions
and on a complexity term that themselves may depend on multi-
ple model evaluations, thereby making the optimization procedure
intractable.

3.1. A practical formulation for EGEM

To make the concept of explanation-guided exposure minimization
effective, we will restrict the class of XAI methods on which it depends
to those (1) that can attribute onto any layer of the model and (2)
whose produced scores have the following properties: the score as-
signed to a neuron 𝑖 at a given layer should be decomposable in terms
of the neurons 𝑗 in the layer above, i.e. 𝑅𝑖 =

∑

𝑗 𝑅𝑖𝑗 and terms of the
decomposition should have the structure
3

𝑅𝑖𝑗 = 𝑎𝑖 𝜌(𝑤𝑖𝑗 ) 𝑑𝑗 (2)
where 𝑎𝑖 denotes the activation of neuron 𝑖, 𝑤𝑖𝑗 is the weight connecting
neuron 𝑖 to neuron 𝑗 in the next layer, 𝜌 is an increasing function
satisfying 𝜌(0) = 0 (e.g. the identity function), and 𝑑𝑗 is a term that
nly indirectly depends on the input activations and parameters in
he given layer and that is reasonable to approximate as constant
ocally. Explanation techniques that produce explanation scores with
uch structure include propagation methods such as Layer-wise Rele-
ance Propagation (LRP) [39,68] or its limit Gradient × Input (GI) [69]
nd Integrated Gradients (IG) [70]. (See Supplementary Note A for
erivations.)

An advantage of expressing explanations in the form of Eq. (2) is
hat it gives access to higher-level abstractions (e.g. visual concepts)
uilt by the network, which are often represented more naturally in
hese layers. If we further restrict the search for refined parameters to
he weights of the same layer, one can then formulate an alternative to
he optimization problem of Eq. (1) which is more expressive and also
omputationally more tractable:

in
𝑤

∑

𝑖𝑗
E
[

(

𝑅𝑖𝑗
⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑎𝑗𝜌(𝑤𝑖𝑗 )𝑑𝑗 −

𝑅old
𝑖𝑗

⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
𝑎𝑖𝜌(𝑤old

𝑖𝑗 )𝑑𝑗
)2 +

𝛺𝑖𝑗
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

𝜆 ⋅
(

𝜌(𝑤𝑖𝑗 )𝑑𝑗
)2
]

(3)

here, as for Eq. (1), the expectation is taken over the available data.
ere, 𝑤old

𝑖𝑗 and 𝑤𝑖𝑗 denote the original and the refined weights. As in
q. (1), the first squared term guides the explanations of the refined
odel to be close to that of the original model and the second squared

erm (𝛺𝑖𝑗) carries out the exposure minimization. The latter can be
nterpreted as the extent to which the refined model responds to the
ctivation of neuron 𝑖 through neuron 𝑗, in particular, if it becomes
ero, the model becomes unresponsive to the activation of neuron 𝑖. The
ack of direct dependence of 𝛺𝑖𝑗 on the input activations is instrumental
or it to generalize outside the available data towards data encountered
t deployment time. An advantage of the formulation of Eq. (3) is that
t has the closed-form solution:

𝑖𝑗 ∶ 𝑤𝑖𝑗 =
E[𝑎2𝑖 𝑑

2
𝑗 ]

E[𝑎2𝑖 𝑑
2
𝑗 ] + 𝜆E[𝑑2𝑗 ]

𝑤old
𝑖𝑗 . (4)

ee Supplementary Note B for a derivation. In other words, the refined
odel can be seen as a soft-pruned version of the original model where

he pruning strength depends on how frequently and to what magnitude
he input neuron is activated and how the model responds to the output
euron.

If we further assume that 𝑎𝑖 and 𝑑𝑗 are independent, then 𝑑𝑗 vanishes
rom Eq. (4), leading to the simpler pruning rule

𝑖𝑗 ∶ 𝑤𝑖𝑗 =
E[𝑎2𝑖 ]

E[𝑎2𝑖 ] + 𝜆
𝑤old

𝑖𝑗 . (5)

astly, because the pruning coefficients only depend on the input
euron, the same pruning can be achieved by keeping the weights
ntact and inserting a layer directly after the input activations that
erforms the scaling:

𝑖 ∶ 𝑎𝑖 ← 𝑎𝑖𝑐𝑖 (6)

with 𝑐𝑖 = E[𝑎2𝑖 ]∕(E[𝑎
2
𝑖 ] + 𝜆). The pruning of the neural network archi-

tecture and the resulting loss of dependence on the CH feature are
depicted in Fig. 2 (top). Due to the soft character of the pruning,
i.e. 𝑐𝑖 ∈ [0, 1], EGEM is able to make more subtle changes to the network
than explanation-based hard-pruning approaches, such as the one by
Yeom et al. [71].

The same Eq. (6) can also be applied to convolutional layers. To
calculate the scaling parameters 𝑐𝑖, the activations of each channel are
summed up along the spatial dimensions. For refinement, the pruning
coefficients are then applied to all activations of the corresponding
feature map (cf. Eq. (6)). Such pruning strategy for convolutional layers
can be derived exactly from Eq. (3) if assuming activation maps of
infinite size (or circular convolutions) and stride 1. For the majority
of convolution layers used in practice, Eq. (6) only derives from the

objective formulation approximately.
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Fig. 2. Top: Cartoon depicting the removal of unseen Clever Hans strategies via our proposed exposure minimization approaches (EGEM and PCA-EGEM). The refined model only
retains the dependence on 𝑎2 (a neuron detecting the actual horse) and removes its reliance on 𝑎3 (a neuron responsive to spurious copyright tags). Bottom: Qualitative behavior
of PCA-EGEM on ML models trained on real datasets. The models produced by our approach become robust to spurious features not seen at inspection time but occurring at
deployment time. (Pixel-wise explanations are computed using the zennit package [67]).
3.2. Pruning in PCA space

Within the EGEM soft-pruning strategy, each dimension of a layer
is pruned individually. In practice, this only allows to eliminate unde-
tected flawed strategies that use a set of neurons that is disjoint from
neurons supporting the validated strategies. Because a given neuron
may in practice contribute to both, the standard version of EGEM would
not be able to carry out the exposure minimization task optimally.
To address this limitation, we propose PCA-EGEM, which inserts a
virtual layer, mapping activations to the PCA space (computed from
the available data) and back (cf. Fig. 2). PCA-EGEM then applies
soft-pruning as in Eq. (6), but in PCA space, that is:

ℎ𝑘 = 𝑈⊤
𝑘 (𝒂 − �̄�)

ℎ𝑘 ← ℎ𝑘𝑐𝑘 (7)
𝒂 ←

∑

𝑘 𝑈𝑘ℎ𝑘 + �̄�

with 𝑐𝑘 = E[ℎ2𝑘]∕(E[ℎ
2
𝑘] + 𝜆). Here, {𝑈𝑘}𝐾𝑘=1 is the basis of PCA eigen-

vectors and �̄� is the mean of the activations over the available data.
The motivation for such mapping to the PCA space is that activation
patterns that support observed strategies will be represented in the
top PCA components. PCA-EGEM can therefore separate them better
from the unobserved strategies that are likely not spanned by the top
principal components.

While using PCA to find principal directions of interpretable fea-
tures has been proposed previously by Härkönen et al. [72] for GANs
[73] and has found application beyond that [74,75], to our knowledge
its use for the purpose of identifying a basis for exposure minimization
is novel.

4. Experimental evaluation

In this section, we evaluate the efficacy of the approaches intro-
duced in Section 3 on datasets that either naturally contain spurious
correlations, giving rise to Clever Hans decision strategies, or have
been modified to introduce such correlations. Each experiment involves
three datasets for which we ensure the following structure:
4

(i) the training data, used for training the original model, contain-
ing CH features, and resulting in a model with a CH decision
strategy. The training data is for its larger part not available to
the user.

(ii) the available data, much smaller than the training data, and
not containing any CH feature. It is the only data available to
the user for validating and refining the model.

(iii) the test data, disjoint from (i) and (ii), and used to evaluate
model refinement strategies. It is poisoned to contain the CH
feature to 0% or 100% on all classes. Unlike in the training data,
the CH feature is thus decorrelated from the target class.

After introducing the datasets, we demonstrate that the proposed
approaches can mitigate the CH effect learned by pretrained models.
Additionally, we empirically explore the effect of the number of sam-
ples used for refinement and discuss the challenges of hyper-parameter
selection in Sections 4.5 and 4.6, as well as the impact of the type of
CH feature in Section 5. A more qualitative evaluation on the CelebA
dataset [76] follows in Section 6 and an application to sentiment
classification is described in Section 7.

4.1. Datasets

We introduce here the datasets used to evaluate the proposed meth-
ods in Sections 4.4–4.6: a modified version of the MNIST dataset [77],
the ImageNet dataset [78,79], and the ISIC dataset [80–82]. Details on
the preprocessing and the neural networks used for each dataset can
be found in the Supplementary Notes. Dataset statistics can be found
in Table 1.

Modified MNIST. We create a variant of the original MNIST dataset [77]
in which digits of the class ‘8’ are superimposed with a small artifact
in the top-left corner (see Fig. 2). In order to generate a natural yet
biased split of the training data that separates an artifact-free set of
data available for refinement, we train a variational autoencoder [83]
on this modified dataset and manually chose a threshold along a latent
dimension such that the samples affected with the artifact only fall
on one side. This defines a subset of 39,942 samples from which
clean datasets are sampled for refinement and leaves a systematically
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Table 1
Overview of datasets, their class structure (class with CH feature in bold), a description of the CH feature, and the number of instances in each set of data. p(CH) is the fraction
of training samples of the affected class containing the CH feature.

Dataset # classes Class names CH feature 𝑝(CH) 𝑁train 𝑁available 𝑁test

MNIST 10 {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} 3-pixel corner 0.700 60,000 700 10,000
ISIC2019 8 {Melanocytic nevus, . . . } colored patch 0.015 22,797 700 2,534
ImageNet subtask 1 2 {carton, crate} watermark, www 0.438 1.2M 700 100
ImageNet subtask 2 2 {carton, envelope} watermark, www 0.438 1.2M 700 100
ImageNet subtask 3 2 {carton, packet} watermark, www 0.438 1.2M 700 100
ImageNet subtask 4 2 {mountain bike, bicycle-built-for-two} gray frame 0.028 1.2M 700 100
4
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biased subset (containing all modified ‘8’ samples) only accessible
during training. We train a neural network (2 convolutional and 2 fully
connected layers) on this dataset using binary cross-entropy loss over
all ten classes on the whole training data.

ISIC. The ISIC 2019 dataset [80–82] consists of images containing skin
esions that are associated with one of eight medical diagnoses. We fine-
une a neural network based on a VGG-16 pretrained on ImageNet for
his classification task using a cross-entropy loss. Some images of the
lass ‘Melanocytic nevus’ are contaminated with colored patches (see
ig. 2), which have been recognized as potential CH feature [37,53,
4,85]. We manually remove all contaminated images after training
nd use this clean dataset for refinement. Images in the test set are
ontaminated at the desired ratio by pasting one extracted colored
atch onto other images.

mageNet. We use the ILSVRC 2012 subset of the ImageNet dataset [78,
9]. Previous work has identified multiple spurious correlations po-
entially affecting a model’s output [37]. From these known spurious
eatures we select two that lead to an easily reproducible CH effect
n popular pretrained models. In particular, we use a watermark and
eb-address on images of the ‘carton’ class and a gray frame around

mages of the ‘mountain bike’ class as CH features (see Fig. 2). We
ary their frequency in the test set by pasting these features on images
details in Supplementary Note C). The selected classes are evaluated in
binary classification setting against the most similar classes in terms

f the output probabilities. Training set images used for refinement that
o not contain the CH feature are manually selected for the ‘carton’
xperiments and automatically for ‘mountain bike’ experiment. For ex-
eriments on this dataset, we make use of the pretrained ResNet50 [86]
for the ‘carton’ class) and VGG-16 [87] (for the ‘mountain bike’ class)
etworks available in pytorch.2

.2. Methods

We evaluate both EGEM and PCA-EGEM and compare them to
everal baseline methods for the mitigation of the Clever Hans effect.

(i) Original: This is the original model without any modifications.
Note that approaches for mitigating the Clever Hans effect, such
as [35,37] reduce technically to this simple baseline because
they only modify the model in presence of detected CH features,
whereas in our scenario, no CH features are detectable in the
available data.

(ii) RGEM: This baseline, which we contribute, is a modification of
EGEM, where the exposure minimization is carried out under
the constraint of preserving model response instead of model
explanation. Specifically, RGEM optimizes the objective:

min
𝜃

E[(𝑓 (𝒙, 𝜃) − 𝑓 (𝒙, 𝜃old))2] + 𝜆‖𝜃‖2 (8)

with 𝑓 being the neural network function and 𝜃 the parameters
in the last layer. Compared to EGEM, RGEM can only refine the
last layer weights.

2 www.pytorch.org [88].
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(iii) Ridge: This baseline consists of replacing the last layer weights
of the original model by weights learned via ridge regression
on the available data. It is equivalent to linear probing or deep
feature reweighting [63], which has been shown to be effective
in mitigating accuracy loss due to subpopulation shifts [89] and
the Clever Hans effect when hyper-parameter selection based on
worst-group accuracy optimization is possible [63]. The formu-
lation for Ridge can also be retrieved by replacing the output of
the original model, 𝑓 (𝒙, 𝜃old), in the formulation of RGEM (see
Supplementary Note D) with the ground-truth labels.

(iv) Retrain: This baseline corresponds to a deeper retraining, where
starting from the original model, layers are fine-tuned to im-
prove the classification of the available data. Unlike the RGEM
and Ridge baselines, all layers are updated to fit the avail-
able data. This makes fine-tuning the most flexible but also
computationally costly approach of all the compared methods.

.3. Evaluation setup

We evaluate all methods along two dimensions: in-distribution ac-
uracy, which is measured as classification accuracy on CH-free (clean)
ata, and robustness against the CH effect. To evaluate the latter, we
enerate artificially a fully poisoned test set by adding the CH artifact
o all test images of all classes. Artificially poisoned data allows us to
solate the CH effect, as it is identical to the clean test data, except
or the CH feature. This setup allows us to attribute any difference in
ccuracy between these two (clean and manipulated) test sets to the
resence of the CH feature. In this scenario, the correlation of the CH
eature and the target class breaks. Such a distribution shift could, for
xample, happen in medical applications where a classifier might be
rained on data in which the mode of data collection or the population
haracteristics of subjects are correlated with the outcome, but where
his spurious correlation does not hold in the general case [14]. Note
hat while this poisoning scenario is an extreme case, it is not the worst
ase, as the class that was contaminated during training will also be
odified with artifacts during testing.

For refinement, 700 correctly predicted instances per class are used,
versampling images if fewer than 700 correctly predicted samples are
n the available data to maintain a balance between classes and ensure
hat all classes have equal contribution to the refinement processes.
or the modified MNIST and the ISIC dataset, we use 1000 randomly
hosen test samples for each run of the evaluation, for ImageNet we
se all available validation samples. We evaluate the various models
or all tasks under 0% and 100% uniform poisoning. Classification
ccuracy for intermediate levels of poisoning can be obtained by linear
nterpolation of these extremes.

.4. Results

Fig. 3 shows the obtained accuracy under 0% and 100% poisoning.
n ideal model would obtain high accuracy with only a very small
ifference between clean and poisoned data. It should be invariant to
he spurious feature and at most react to possible interference with
ther features, e.g. the spurious feature being pasted on top of a
elevant part of the image, while not losing accuracy on the clean
ata. As expected, across all datasets increased poisoning reduces the
ccuracy of the original model. Importantly, this drop in accuracy cannot
e detected without access to samples containing the CH feature.

http://www.pytorch.org
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Fig. 3. The accuracy for 0% (lighter shade) and uniform 100% (darker shade) poisoning with the spurious feature. The last four bars for each method refer to the binary tasks
constructed from the ImageNet dataset. Solid lines show average 100%-poisoned accuracy and dashed lines show average clean-data accuracy over all datasets. The results shown
are the mean accuracy and standard deviation obtained using 700 refinement samples per class on the respective test sets over five runs.
Modified MNIST. On the modified MNIST dataset, the original model
loses about 30% of its clean-data accuracy when evaluated at the 100%
poisoning level. All other models achieve both clean-data and 100%-
poisoned accuracy levels within 4% of the original model’s clean-data
accuracy. While explanation-based methods lose slightly more clean-
data accuracy than the other baselines, they display virtually no gap
between clean-data accuracy and 100%-poisoned accuracy, making
them the most predictable when no poisoned data is available.

ISIC. On the more complex ISIC dataset, it can be observed that
exposure to the CH feature cannot be completely removed by any of
the methods. EGEM and PCA-EGEM still provide fairly robust models,
with the highest poisoned-data accuracy and the smallest gap between
0%-poisoned and 100%-poisoned accuracy. PCA-EGEM retains clean-
data accuracy while being the only method improving poisoned-data
accuracy by more than 10 percentage points. The dataset provides
a challenge for all other methods. Even though Retrain is the only
method that improves clean-data accuracy in the refinement process,
its poisoned-data accuracy is virtually the same as the original model’s,
indicating that the absence of a feature in the available data is not
enough to remove it from the model, given only a limited amount of
samples.

ImageNet. On the ImageNet tasks containing the ‘carton’ class, PCA-
EGEM is the most robust refinement method. It is only outperformed
in the 100%-poisoned setting of the ‘carton/envelope’ task, where
Retrain achieves the highest clean-data and poisoned accuracy. As we
will see in Section 4.5, the inferior 100% poisoning accuracy of PCA-
EGEM is a result of the hyper-parameter selection procedure and not
fundamentally due to the pruning-based nature of the method. On the
100%-poisoned setting ‘mountain bike’ task, no refinement method is
able to achieve accuracy gains over the original model. This might be
due to the small magnitude of the CH effect resulting in the clean-
data loss due to refinement outweighing the robustness gain. This case
also demonstrates that refinement is not beneficial in all scenarios
and might not even lead to an improved 100%-poisoned accuracy.
Whether or not to refine should be decided based on whether the loss
of clean-data accuracy can be tolerated.

We hypothesize that the reason for Ridge and RGEM being sub-
optimal for some of the datasets is that these approaches can only
manipulate the last layer of the network, which may not be where
the CH feature is expressed most clearly [37,50,57]. An analysis of the
per-layer separability of clean and manipulated images supports this
by showing that in particular for the ISIC dataset and the ‘mountain
bike’ task, separability is highest at layers close to the input (see
Supplementary Note J).

Another concern that should be taken into consideration when ap-
plying Ridge, Retrain, or RGEM is that those approaches may learn new
spurious correlations on the limited available data. While we separated
6

the available data into 80% training and 20% validation splits, newly
emerging CH effects may still go unnoticed. Since (PCA-)EGEM can only
reduce the sensitivity of the network, it precludes the learning of new,
potentially CH, features.

Overall, the results in this section demonstrate that the proposed
refinement methods can preemptively robustify a pretrained model
against Clever Hans effects, even if the latter cannot be observed from
the limited available data. We could clearly establish that the attempt
to robustify against CH behavior in absence of the associated artifact
or knowledge thereof is not a hopeless endeavor and can be addressed
with relatively simple methods. Yet, the trade-off between clean-data
accuracy and poisoned-data accuracy cannot be directly observed on
real data and thus needs to be resolved heuristically. We explore this
aspect in the next section.

4.5. Hyper-parameter selection

The hyper-parameters optimized in the experiments in this section
are the number or epochs for ‘Retrain’ and the regularization factor
𝜆 for all other refinement methods. For the deep exposure-based ap-
proaches, EGEM and PCA-EGEM, we do not optimize 𝜆 for each layer
directly, but we rather employ an approach inspired by the triangular
method of Ashouri et al. [90] and earlier work [91] where pruning
strength increases with the layer index, which allows us to reduce
the number of parameters to optimize to one. In particular, we define
thresholds 𝜏𝑙 that denote the desired average pruning factor per layer,
where 𝑙 is the layer index within the set of 𝐿 layers to be refined:

𝜏𝑙 = 1 − (1 − 𝛼) × 𝑙 − 1
𝐿 − 1

and optimize 𝛼. 𝜆𝑙 is then set such that the average pruning factor
E𝒙∈𝑿E𝑗𝑐𝑗 from Eq. (4) for layer 𝑙 is at most 𝜏𝑙. The search for 𝜆𝑙 given
𝜏𝑙 can be easily implemented as exponential search.

Ideally, the hyper-parameters should be set such that classification
loss is minimized while exposure to the spurious artifact is negligible.
While classification loss on clean data can be readily approximated
by evaluating the loss function on the available data, exposure to the
spurious artifact is a more elusive quantity and cannot be measured
without prior knowledge of the spurious artifact. In previous work
(e.g. [23,58–64]) it is assumed that for each class a set of samples
with and without the spurious artifact is given and in most cases that
the worst-group-accuracy can be directly optimized or at least used for
hyper-parameter selection, circumventing this problem. Since in our
problem setting access to samples with the artifact is not given, this
metric for parameter selection is not available and we need to establish
a heuristic approach. Assuming that the classification loss on clean data
can be approximated accurately, one option is to pick the strongest
refinement hyper-parameter (i.e. highest number of epochs, largest 𝜆
or smallest 𝛼) from a pre-defined set (see Supplementary Note F) for
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Fig. 4. Accuracy under variations of the slack parameter. Higher slack means higher refinement-data loss is accepted when selecting the refinement hyper-parameter. The dotted
line indicates clean-data accuracy whereas the solid line indicates 100%-poisoned data accuracy. Mean and standard deviation are computed over 5 runs.
which the validation accuracy after refinement is at least as high as
the one achieved by the original model.

As it is possible that strong refinement also impairs the use of
generalizing features, there may be a trade-off between clean-data
accuracy and robustness to spurious features. That optimizing overall
clean-data accuracy is generally not the best approach to optimizing
overall accuracy is highlighted by the fact that other works optimize
worst-group-accuracy, as mentioned above. We explore the accuracy
trade-off in Fig. 4 by introducing a ‘slack’ parameter 𝑠 to the hyper-
parameter selection for PCA-EGEM. We refer to Supplementary Note
G for the results of all methods. The refinement hyper-parameter is
then chosen as the strongest regularization, given that the validation
accuracy is at most 𝑠% smaller than the one achieved by the original
model. The idea is that minimizing loss of classification accuracy on the
available data prevents removing too much exposure to useful features,
yet, allowing for some slack counteracts the tendency to choose trivial
least-refinement solutions.

We suspect that in the simple case of the modified MNIST dataset,
the model only learned few important high-level features and that
the CH feature is close to being disentangled in some layer of the
network. This scenario is a natural fit for pruning methods which could
simply remove the outgoing connections of the node corresponding
to the CH feature. Stronger refinement risks pruning useful features
as well, which is an effect that can be observed in Fig. 4. For most
datasets, we can observe that the accuracy curves first converge to
or maintain a minimal 0%–100% poisoning gap. In this regime, PCA-
EGEM prunes unused or CH features. After crossing a certain level of
slack, both accuracy values deteriorate as features necessary for correct
classifications are being pruned as well.

The results previously presented in Fig. 3 are the outcomes for
𝑠 = 5%. This is a heuristic and it can be seen from Fig. 4 that different
values of slack may be beneficial to increase robustness, depending on
the dataset. We also show in Supplementary Note G and H that PCA-
EGEM provides the most robust refinement over a large range of slack
values. As slack cannot be optimized w.r.t. the true deployment-time
accuracy, we propose to set 𝑠 between 1% and 5% as a rule of thumb
based on these experiments, where smaller data samples may permit
lower slack values.

In principle, another hyper-parameter is the choice of layers to re-
fine. Knowledge of the type of Clever Hans could potentially guide this
choice [37,92] as the layer in which a concept is best represented may
differ across concepts [93]. Since we do not assume such knowledge in
our experiments, we simply refine the activations after every ResNet50
or VGG-16 block for the parts of the models that are derived from
those architectures and additionally after every ReLU following a fully
connected or convolutional layer that is not contained in a ResNet or
VGG block. For ‘Retrain’ we fine-tune the whole network and RGEM
and Ridge are restricted to the last layer.
7

4.6. The effect of the sample size

As the number of instances available for refinement is limited, a
natural question is what impact the number of samples has on the
efficacy of refinement and if refining with too few instances can be
detrimental. In this section, we repeat the experiment from Section 4.4
for datasets containing 25, 50, 200, 500, and 700 instances per class
for refinement, under 0% and 100% uniform poisoning. Slack is again
set to 5%. If for some classes fewer correctly classified instances are
available for refinement, these are over-sampled to achieve the desired
number.

The effect of varying sample size is shown in Fig. 5. It can be seen
that especially in the low-sample regime, the positive effect of refine-
ment is modulated by the number of instances. See Supplementary Note
H for all other methods. While refinement with a small sample size
appears in most cases to be remarkably effective for increasing 100%-
poisoned accuracy, clean-data accuracy tends to suffer as the sample
does not cover all of the features necessary to generalize, some of which
are thus pruned away. For this reason, a larger refinement sample is in
most cases beneficial, in particular for preserving clean-data accuracy.
Yet, there are two cases that stand out as breaking this rule: The
modified MNIST dataset and the ‘carton/envelope’ task. In both cases,
the gap between 0% and 100%-poisoned accuracy is close to constant,
suggesting that the drop in accuracy stems from a loss of generalizing
features rather than a loss of robustness, as could be induced e.g.
by samples contaminated by CH features. Considering the effect of
slack, displayed in Fig. 4, we can see that those two scenarios are also
cases for which 5% slack leads to stronger than optimal refinement.
We hypothesize that here, the negative effect of increasing sample
size stems from the interrelation between sample size and refinement
strength. In particular, for EGEM and PCA-EGEM, using fewer instances
generally means less coverage of the feature space, which leads to
fewer active neurons and hence more zero coefficients in the neuron-
wise pruning factor described in Eq. (6). By this mechanism, larger
sample sizes potentially lead to weaker refinement. This effect may
be exacerbated if a larger refinement sample also introduces images
containing features that share parts of the latent representation with
the CH feature.

Since clean-data accuracy can be evaluated on held-out data, we can
observe that applying PCA-EGEM results in fairly predictable 100%-
poisoning performance across a wide range of sample sizes, i.e. the
spread between clean-data and poisoned-data accuracy is small, as is
demonstrated by the relatively small shaded area in Fig. 5.

A comparison to all other baselines can be found in the Supplemen-
tary Notes. What becomes particularly apparent is that Retrain benefits
the most from large sample sizes and is among the weakest methods in
the small-sample regime. On the modified MNIST dataset, its 100%-
poisoned accuracy only reaches 90% with a refinement sample size of
more than 200, whereas all other methods already achieve this with
only 25 images.
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Fig. 5. Effect of the number of instances used for refinement. The dotted line indicates clean-data accuracy whereas the solid line indicates 100%-poisoned data accuracy. Mean
and standard deviation are computed over 5 runs.
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5. MNIST revisited: Varying the Clever-Hans feature

In this section, we are revisiting the MNIST task from Section 4,
using different CH features. While all previous tasks contained localized
additive artifacts, we will here investigate the effect of blur, removal of
the lower part of the digits, and color shift as CH feature. We run the
experiment with 5% slack and 50 samples per class for refinement for
each of these CH features.

Fig. 6 shows the classification accuracy under 0% and 100% poi-
soning and permits some interesting observations.

Spatially localized artifacts have a stronger effect. The original model
sees the strongest decline in accuracy due to spatially localized CH
features, specifically the additive artifact and removal. It appears that
these features can be modeled well by the given architecture, e.g.
the artifact can be captured easily by a convolutional filter or by the
spatially disentangled features that the convolutional layers pass on to
the fully-connected layers. This observation demonstrates that not all
CH features are equal in their effect on a particular architecture, even
if their rate of occurrence is equal.

EGEM underperforms on non-additive artifacts. The localized additive
artifact is most amenable to removal via pruning whereas accuracy in
all other scenarios drops when applying EGEM. We hypothesize that the
pixel artifact has a very localized representation in the network (e.g.
few particular convolutional filters, or neurons) and thus the neural
basis, which EGEM uses for pruning, and the CH feature are more
aligned.

In order to substantiate this hypothesis, we measure the sparsity of
the change in representation induced by the CH feature. To this end,
we sample 100 images of the digit 8 and measure the activations 𝑎𝑙

at every layer 𝑙 that is to be refined. We quantify the sparsity of the
difference of activations before and after adding the CH artifact to the
input by the ratio of the 𝓁2 and the 𝓁1 norm:

‖𝐚𝑙𝐶𝐻 − 𝐚𝑙‖2
‖𝐚𝑙𝐶𝐻 − 𝐚𝑙‖1

, (9)

hich is 1 if the difference is localized at one dimension and less
therwise. The average sparsity of the effect of the CH feature is shown
n Fig. 7. The representation change induced by the spatially localized
H feature has the highest sparsity, which may explain why EGEM is
ffective in this scenario but not in others.

The representation realignment performed by PCA-EGEM via the
CA virtual layer resolves the problem, leading to consistently high
ccuracy across all types of CH features. This higher flexibility of PCA-
GEM w.r.t. the nature of the CH feature further justifies its use over
asic EGEM.

. Use case on CelebA: Reducing bias

In this section, we will take a closer look at the effect of applying
8

CA-EGEM to a model trained on the CelebA dataset [76]. In contrast to
he previous experiments, we do not evaluate based on a specific known
H feature, but rather conduct the analysis in an exploratory manner,
ncovering subpopulations for which a learned CH behavior is leading
o biased classifications. In practice, such an analysis could be done in
indsight, e.g. by proceeding along the following steps: (1) a third-party
odel is acquired, (2) it is refined using PCA-EGEM and available data,

3) it is deployed, i.e. applied to test data, (4) the effect of PCA-EGEM
s examined on the test data using XAI and recall statistics.

The CelebA dataset contains 202,599 portrait images of celebrities,
ach associated with 40 binary attributes. The existence of spurious
orrelations in the CelebA dataset has been documented previously [23,
0,94,95] and it can be seen in Supplementary Note C.2 that the
ttributes in the training set are correlated to various degrees. We
rain a convolutional neural network (details in Supplementary Note
) on the ‘train’ split of the CelebA dataset using cross-entropy loss on
‘Blond_Hair’-vs-not classification task. The training data is stratified

nd we achieve a binary test accuracy of 93%, which is comparable to
ccuracy reported in other works, e.g. Sagawa et al. [23]. We regard
his classifier as a model given to the user by a third party.

In the following, we will assume a scenario where the user seeks to
se the third-party classifier to retrieve blond people from a set of im-
ges available during deployment. They wish this retrieval process to be
ccurate and not biased against subgroups in the population. In order
o analyze the impact of applying PCA-EGEM on such retrieval task, we
imulate a validation set where the user has a limited subset of ‘clean’
xamples, specifically, 200 examples of both classes, that are correctly
redicted by the model and whose explanation highlight the actual
lond hair as determined by LRP scores falling dominantly within the
rea of the image where the hair is located (see Supplementary Note
). These explanations (considered by the user to be all valid) are then
ed to PCA-EGEM to produce a model that is more robust to potential
nobserved Clever Hans effects. As for the previous experiments, we
se 5% slack, which translates here to 𝛼 = 0.01.

6.1. PCA-EGEM reduces exposure to shirt collars

After the model is deployed, the analysis of the decision strategy
(of the original and refined model) can be reexamined in light of the
new data now available. Fig. 8 shows explanations for some retrieved
images, specifically, evidence for them being predicted to be blond. We
can observe that pixels displaying hair are considered to be relevant
and remain so after refinement.

However, one can also identify a significant change of strategy
before and after refinement in the lower part of the image: The original
model appears to make heavy use of shirt and suit collars as a feature
inhibiting the detection of blond hair, whereas such inhibiting effect is
much milder in the refined model. This observation suggests that PCA-
EGEM has effectively mitigated a previously unobserved Clever Hans
strategy present in the original model, and as a result, effectively aided

the retrieval of images with collars on them.
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Fig. 6. The accuracy for 0% (lighter shade) and uniform 100% (darker shade) poisoning with the spurious feature. Solid lines show average 100%-poisoned accuracy and dashed
lines show average clean-data accuracy over all datasets. The results shown are the mean accuracy and standard deviation obtained using 50 refinement samples per class on the
respective test sets over 10 runs.
Fig. 7. Sparsity of the change in representations of MNIST images of the class 8,
induced by different CH artifacts and computed with Eq. (9). Results are averaged
over 100 images.

Fig. 8. Test set images that exhibit strong changes in the detection of blond hair and
corresponding LRP explanations, before and after refinement. Red indicates positive
and blue negative contribution to the detection of blond hair. Shirt collars and similar
features appear to inhibit the prediction of blond hair in the original model but less
so in the refined one.

6.2. PCA-EGEM balances recall across subgroups

We will now analyze the implication of the Clever Hans effect reduc-
tion by PCA-EGEM on specific subgroups, specifically, whether certain
subgroups benefit from the model refinement in terms of recalling
members with the attribute ‘Blond_Hair’.

To this end, we randomly sample for every attribute in the dataset,
a subset of 5000 images from the test data that only contains sam-
ples exhibiting this attribute. If fewer images are available for some
attribute, we use all of them. We evaluate the classifier before and after
the application of PCA-EGEM on each of these subgroups.
9

Fig. 9 shows recall scores for each subgroup. We observe a sub-
stantial increase of recall on low-recall subgroups, such as ‘Wear-
ing_Necktie’, ‘Goatee’, and ‘Male’. Most high-recall groups see only mi-
nuscule negative effects. Overall, while having almost no effect on the
dataset-wide recall, we can observe that the application of PCA-EGEM
rebalances recall in favor of under-recalled subsets. Our investigation
thus demonstrates that a model bias responsible for under-detecting
blond hair in these subgroups has been mitigated by applying PCA-
EGEM. This consequently leads to a set of retrieved images that is more
representative of the different subgroups and more diverse.

It is of theoretical interest to ask whether such rebalancing effect
would generalize to other scenarios. An argument is that the un-
derrepresentation of certain subgroups in the retrieved set is mainly
caused by subgroups with low prevalence of the class of interest and
those subgroups being actively suppressed by the model in order to
optimize its accuracy. In practice, such suppression can be achieved
by identifying features specific to the subgroup and, although causally
unrelated to the task, making these features contribute negatively to
the output score. Our PCA-EGEM technique, by removing such task-
irrelevant Clever Hans features, remodels the decision function in favor
of these low-prevalence subgroups, thereby leading to a more balanced
set of retrieved instances.

Two outliers to the overall rebalancing effect can however be noted
in Fig. 9: ‘Wearing_Hat’, and ‘Blurry’. Interestingly, these are two
subgroups in which the feature of interest (the hair) is occluded or
made less visible. In other words, in these two subgroups, only weakly
correlated features are available for detection, and their removal by
PCA-EGEM consequently reduces the recall. An underlying assumption
behind the rebalancing effect is therefore that the concept of interest
(blond hair) is detectable in the input image without resorting to
weakly or spuriously correlated features which may be refined away
due to being underrepresented in the available data. A more detailed
discussion can be found in Supplementary Note I.

Overall, we have demonstrated in our CelebA use case, that PCA-
EGEM can be useful beyond raising accuracy on disadvantageous test-
set distributions. Specifically, we have shown that our PCA-EGEM ap-
proach enables the retrieval of a more diverse set of positive instances
from a large heterogeneous dataset.

7. Use case: Removing a CH effect in movie reviews

In this section, we demonstrate the use of PCA-EGEM for unlearning
CH features in the context of binary sentiment classification of movie
reviews, employing a transformer model.

Existing works have underscored the susceptibility of pretrained
sentiment classifiers to features spuriously correlated with the class,
such as actor names [46,96] or the occurrence of stop words [97], even
if these words should not be taken into account for the classification
process.



Information Fusion 103 (2024) 102094L. Linhardt et al.
Fig. 9. Comparison of recall of the pretrained model before (Original) and after refinement (PCA-EGEM). Recall is calculated on subsets of CelebA containing only samples
exhibiting the attribute on the 𝑥-axis. ‘All’ is sampled from the whole test set.
Fig. 10. Effect of each word, estimated by replacing them by the UNK token. Red:
positive, blue: negative sentiment. Normalized on the sentence level.

To demonstrate the potential of PCA-EGEM to reduce such biases,
we fine-tune a pretrained DistilBert [98] model3 on the training set of
the IMDB dataset [99]. A CH effect is artificially induced by appending
the sentence ‘‘But that’s just my unrefined opinion.’’ to 25% of positive
reviews within the training set. This sentence was chosen as it is
plausible in the context of movie reviews and may be a formulation
linked to specific reviewers rather than sentiment, thereby potentially
giving rise to a CH effect. For refinement with PCA-EGEM we use 1000
positively and 1000 negatively labeled reviews, randomly selected from
the validation set. Employing a slack of 5%, we refine the linear
output layer of each multi-head self-attention block, using the same
hyper-parameter search procedure described in Section 4.5.

The unrefined fine-tuned classifier achieves a test accuracy of 92.4%
whereas the refined version achieves 90.1%. Upon appending the CH
sentence to all test-samples (100% uniform poisoning), the unrefined
model only achieves the base-rate accuracy of 50% whereas the refined
model maintains high accuracy of 88.8%. Evidently, the refinement
procedure was able to mitigate sensitivity to the introduced CH feature.
We create explanations for two synthetic, poisoned review examples
in Fig. 10 by measuring the effect of replacing each token in the
sentence with the UNK token. The original model focuses primarily on
the appended sentence, specifically, the token ‘‘fine’’ which DistilBert
seems to encode saliently for its relevance to sentiment classification.4
On the other hand, this effect is starkly reduced in the refined model.
This experiment demonstrates that the proposed PCA-EGEM refinement
approach can also be applied insightfully to other neural network ar-
chitectures, such as transformer models, and to data modalities beyond
images, such as text.

3 https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
4 When repeating the same experiment without the token ‘‘fine’’ (i.e. by

appending the shorter statement ‘‘But that’s just my opinion.’’), the CH effect
does not develop.
10
8. Open questions

We could demonstrate the efficacy of our proposed EGEM and PCA-
EGEM refinement methods for mitigation of Clever Hans effects in
Sections 4–7, however, it could also be observed that (1) a complete
removal of the model’s response to the spurious (CH) feature is usually
not fully achieved, and (2) classification accuracy on clean data may
suffer slightly. We suggest that there are multiple reasons for these
undesired effects.

8.1. Entangled feature representations

In deep neural networks, CH features are not generally neatly dis-
entangled from generalizing features. This means that either entangled
well-generalizing features might suffer from pruning, reducing clean-
data accuracy, or CH features might not be pruned due to being
entangled with a feature present in the clean dataset. The latter would
inhibit robustification against the CH feature. In this case, a trade-
off between clean-data accuracy and robustness exists, which can be
navigated via the slack parameter introduced in Section 4.5.

A way to avoid this conflict altogether could be a feature dis-
entanglement strategy, separating the CH feature from others. While
the PCA-EGEM extension achieves a basic form of disentanglement,
more refined disentanglement methods based, for example, on finding
independent components, could be considered in future work. Chormai
et al. [75] have demonstrated the efficacy of explanation-based dis-
entanglement into independent subspaces. In principle, our proposed
soft-pruning strategy could be applied in such spaces. An alternative
direction may be the disentanglement into factors derived from human
behavioral data [100], which have been shown to be represented in
different pretrained neural networks to various degrees [101].

8.2. Limited available data

Another open question is how the proposed exposure minimization
approach can be effective in the case where the available data is scarce
or unrepresentative of the true input distribution.

The disentanglement methods discussed above, beyond achieving
the desired separation between the CH and correct strategies, may also
be useful for addressing data scarcity. In particular, they could enable
the generation of low-dimensional subspaces in which only a few data
points are sufficient to characterize the correct decision strategy.

Furthermore, methods that extend the data in an informed manner
could also be useful. This includes methods for synthesizing class pro-
totypes (via activation-maximization [102,103], or class-conditioned
sampling [104]). The generated prototypes are sometimes referred to
as ‘global explanation’. These generated instances may be appended to
the available data and subsequently included in the dataset available
for refinement.

https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
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8.3. Imprecise explanations or user assessment

Beyond the need for sufficient data to validate the model, it is also
crucial that the XAI method upon which our exposure minimization
technique builds is able to accurately convey the presence or absence
of CH effects. While there have been concerns about the effectiveness
of XAI methods in some scenarios [38,105–107], especially their abil-
ity to reliably detect CH effects, these concerns could be addressed
in future work by moving beyond pixel-wise explanations e.g. using
concept-based or counterfactual explanations [108–110].

Furthermore, assuming a well-working XAI technique, the user
should be able to make a decision (e.g. no CH effects) in an error-
free manner. Lack of attention, limited knowledge on how to interpret
explanations, or an inability to process the potentially large amount
of produced explanations in reasonable time may cause the user to
falsely conclude that the ML model at hand is CH-free. One overall
direction to address these issues is to develop improved interaction
tools between the XAI technique and the user. For example, the set of
explanations could be rendered to the user in a more intuitive way so
that more examples can be inspected and outliers can be paid special
attention – a strategy already implemented e.g. in SpRAy [19]. Beyond
that, the amount of explanations to be inspected by the user could be
decreased by extracting a representative subset of instances from the
available data. This may be done by summarizing techniques such as
coresets [111] or pool-based sampling approaches as are used in active
learning [112] and may also be based on explanations [113].

8.4. Performance after removing CH features

As pointed out in previous work [95], removing spuriously corre-
lated (CH) features can hurt performance on data where this correlation
holds. One such effect was observed in our experiment on CelebA in
Section 6, where a refined model would underperform on the ‘Blurry’
and ‘Wearing_Hat’ subgroups at test time due to not being able to rely
on the weakly correlated CH features. If the CH features were present
in the data available for refinement, a proper reweighting of features
(inhibiting CH features and enhancing correct ones) would in principle
be achievable before deployment (e.g. [37,63]). In the more difficult
scenario studied in this paper, this is not possible. Still, one could
potentially monitor the discrepancy between the original model and
PCA-EGEM at test time, in order to quickly mitigate unresolved biases
in the deployed model.

9. Conclusion

Sensitivity to distribution shifts, such as the ones induced by spu-
rious correlations (so-called Clever Hans effects) has long been an
Achilles heel of machine learning approaches, such as deep learn-
ing. The problem becomes even more pronounced with the increasing
adoption of foundation models for which the training data may not
be public and is thus closed to scrutiny. Explanation techniques have
the potential to uncover such deficiencies by putting a human in the
loop [19,30,114,115]. Previous work in XAI has mainly focused on
improving explanations or fixing flaws in a model that have been identi-
fied by the user from such explanations. In contrast, we have considered
the under-explored case where the human and the explanation agree but

here there are possibly unobserved spurious features that the model
s sensitive to. While recent work has shown that XAI-based validation
echniques may fail to detect some of these Clever Hans strategies
mployed by a model [38], we have argued that one can nevertheless
till reduce the exposure of a model to some of these hidden strategies
nd demonstrated this via our proposed Explanation-Guided Exposure
inimization approach.

Our approach, while formulated as an optimization problem, re-
uces to simple pruning rules applied in intermediate layers, thereby
11

aking our method easily applicable, without retraining, to complex
deep neural network models such as those used in computer vision.
Our method was capable of systematically improving prediction perfor-
mance on a variety of complex classification problems, outperforming
existing and contributed baselines.

Concluding this paper, we would like to emphasize the novelty of
our approach, which constitutes an early attempt to leverage correct
explanations for producing refined ML models and attempts to tackle
the realistic scenario where Clever Hans features are not accessible.
We believe that in future work, the utility derived from explanations
via refinement can still be expanded, e.g. by letting the user specify
what is correct and what is incorrect in an explanation so that the
two components can be treated separately, or by identifying sets of
examples to present to the user that are the most useful to achieve
model refinement, for example, by ensuring that they cover the feature
space adequately or by active learning schemes.
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