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Abstract
These studies address the fundamentals of ultrafast photophysical processes, in particular, electronic
dynamics in catalytic molecular systems, relevant to sustainable and environmentally benign light-
harvesting and energy transfer applications. The revelation of mechanisms occurring on ultrashort
time scales provides insight into the dynamic electronic and structural behaviours of molecular com-
pounds, which determine the efficiency of catalysts and facilitate their further development. In this
work, the ultrafast photodynamics of two catalytic molecular compounds were investigated: the ferri-
cyanide, [Fe(CN)6]3−, transition metal complex dissolved in the ionic liquid [emim][DCA] and poly-
meric carbon nitride (PCN) thin films. The femtosecond time-resolved photoemission spectroscopy
(TRPES) technique was used to interrogate both systems on their fundamental time scales, employ-
ing tunable, extreme-ultraviolet (EUV), ultrashort probe pulses, as generated through the laser-driven
high-order harmonic generation (HHG) process. The coherent, ultrashort pulse, HHG-based, table-
top EUV source, allowed the photodynamical processes in the liquid- and solid-phase systems to be
monitored with a sub-100 fs time resolution.
In an initial study, the relaxation dynamics of the [Fe(CN)6]3− complex was investigated in a novel,
ionic liquid solvent, 1-Ethyl-3-methylimidazolium dicyanamid ([emim][DCA]), following 400 nm
optical excitation of the lowest-energy doublet ligand-to-metal charge-transfer (2LMCT) state. By
measuring transient photoemission signals of the populated electronic states, changes in the electronic
configuration and relaxation pathways were monitored on a vacuum-level-referenced electron binding
energy scale. Although solvent-dependent studies of the relaxation dynamics in [Fe(CN)6]3− were
previously performed, the relaxation mechanism has received controversial interpretations. This work
establishes an ultrafast biexponential decay behavior of the initially populated electronic states of
[Fe(CN)6]3− dissolved in [emim][DCA] solution, confirming the mechanism observed in aqueous
solution, which is associated with a sequence of intersystem crossings in the molecular compound.
Furthermore, the ionic liquid environment yields considerably faster biexponential transition rates
compared to the more commonly studied aqueous solution. This behavior was qualitatively explained
on the basis of time-dependent density functional theory (TDDFT) calculations.
To examine the photoinduced electron dynamics in different PCN thin films upon 400 nm excitation
at the solid-vacuum interface, combined femtosecond TRPES and ultraviolet-visible (UV-Vis) tran-
sient absorption spectroscopy (TAS) studies were performed. The TRPES experiments allowed the
early-time-dependent population of electronically excited states in the PCN thin films to be mapped
on an absolute binding energy scale with respect to the Fermi level at the solid-vacuum interface.
Based on the obtained kinetic and spectral information, the lifetimes of the initially populated excited
states of less than 1 ps were determined. The UV-Vis TAS experiments revealed the long-lived pho-
todynamics in the PCN thin films at the bulk-vacuum interface. From the TAS experiments, a parallel
transfer of the early-time excited state population to charge-transfer and singlet exciton excited states
was identified, followed by fluorescent relaxation processes occurring on ps–ns time scales. The joint
TRPES and TAS studies enabled the development of a kinetic model, which was effectively imple-
mented to describe the ultrafast photodynamics in the PCN thin films at the solid-vacuum interface.
In addition, by means of steady-state solid and liquid jet PES experiments, the valence electronic
structure of the PCN thin films and the aqueous triethanolamine solution (TEOA(aq)), which is fre-
quently used as a sacrificial agent in photocatalytic water splitting reactions, were determined on the
Fermi-level-referenced energy scale. Overall, the methodology presented here can be extended to
explore other photoactive molecular compounds and contribute to the development of efficient and
selective functional materials.
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Kurzzusammenfassung
Die vorliegende Studie befasst sich mit den Grundlagen ultraschneller photophysikalischer Prozesse,
insbesondere mit der elektronischen Dynamik in katalytischen molekularen Systemen, die für nach-
haltige und umweltfreundliche Lichtsammel- und Energieübertragungsanwendungen relevant sind.
Die Aufdeckung von Mechanismen, die auf ultrakurzen Zeitskalen ablaufen, bietet Einblicke in das
dynamische elektronische und strukturelle Verhalten molekularer Verbindungen, die die Effizienz
von Katalysatoren bestimmen und deren Weiterentwicklung erleichtert. In dieser Arbeit wurde die
ultraschnelle Photodynamik von zwei katalytischen molekularen Verbindungen untersucht: der Über-
gangsmetallkomplex Ferricyanid, [Fe(CN)6]3−, der in der ionischen Flüssigkeit [emim][DCA] gelöst
ist, und polymere Kohlenstoffnitrid (PCN)-Dünnfilme. Die zeitaufgelöste Femtosekunden Photoe-
missionsspektroskopie (TRPES) wurde eingesetzt, um beide Systeme auf ihren grundlegenden Zeit-
skalen zu untersuchen, wobei abstimmbare ultrakurze EUV-Tastpulse verwendet wurden, die durch
den Prozess der lasergetriebenen Erzeugung hoher Harmonischer (HHG) erzeugt wurden. Mit der ko-
härenten, ultrakurz gepulsten HHG-basierten EUV-Quelle konnten die photodynamischen Prozesse
in den Flüssig- und Festphasensystemen mit einer Zeitauflösung von unter 100 fs verfolgt werden.
In einer ersten Studie wurde die Relaxationsdynamik des [Fe(CN)6]3−-Komplexes in einem neuar-
tigen ionischen flüssigen Lösungsmittel, dem [emim][DCA], nach optischer Anregung des Ligand-
Metall-Ladungstransfer-Doublettzustands (2LMCT) bei 400 nm untersucht. Durch die Messung tran-
sienter Photoemissionssignale der besetzten elektronischen Zustände wurden Änderungen der elek-
tronischen Konfiguration und der Relaxationspfade auf einer vakuumbezogenen Skala der Elektro-
nenbindungsenergie überwacht. Obwohl lösungsmittelabhängige Untersuchungen der Relaxations-
dynamik in [Fe(CN)6]3− bereits durchgeführt wurden, wurde der Relaxationsmechanismus kontro-
vers interpretiert. In dieser Arbeit wird ein ultraschnelles biexponentielles Abklingverhalten der an-
fänglich besetzten elektronischen Zustände von [Fe(CN)6]3− in [emim][DCA]-Lösung nachgewiesen,
wodurch der in wässriger Lösung beobachtete Mechanismus bestätigt wird, der mit einer Abfolge von
Intersystemübergängen in der Molekülverbindung verbunden ist. Darüber hinaus ergeben sich in der
Umgebung der ionischen Flüssigkeit wesentlich schnellere biexponentielle Übergangsraten als in der
häufiger untersuchten wässrigen Lösung. Dieses Verhalten wurde auf der Grundlage von Berechnun-
gen der zeitabhängigen Dichtefunktionaltheorie (TDDFT) qualitativ erklärt.
Um die photoinduzierte Elektronendynamik in verschiedenen PCN-Dünnschichten bei 400 nm-Anre-
gung an der Grenzfläche zwischen Volumen und Oberfläche bzw. Vakuum zu untersuchen, wurden
kombinierte TRPES- und UV-Vis-Studien (Transiente Absorptionsspektroskopie, TAS) durchgeführt.
Mit den TRPES-Experimenten konnte die frühzeitige, zeitabhängige Population elektronisch an-
geregter Zustände in den PCN-Dünnschichten auf einer absoluten Bindungsenergieskala in Bezug auf
das Fermi-Niveau an der Oberflächen-Vakuum-Grenzfläche abgebildet werden. Auf der Grundlage
der erhaltenen kinetischen und spektralen Informationen wurden die Lebensdauern der anfänglich be-
setzten angeregten Zustände von weniger als 1 ps bestimmt. Die UV-Vis-TAS-Experimente zeigten
die langlebige Photodynamik in den PCN-Dünnschichten an der Grenzfläche zwischen Volumen und
Oberfläche. Bei den TAS-Experimenten wurde eine parallele Relaxation der Population der früh
angeregten Zustände auf Ladungstransfer- und Singulett-Exzitonenzustände festgestellt, gefolgt von
Fluoreszenz-Relaxationsprozessen, die auf ps–ns-Zeitskalen stattfinden. Die gemeinsamen TRPES-
und TAS-Studien ermöglichten die Entwicklung eines kinetischen Modells, das die ultraschnelle Pho-
todynamik in den PCN-Dünnschichten an der Grenzfläche zwischen Volumen und Oberfläche bzw.
Vakuum effektiv beschreiben kann. Darüber hinaus wurde mit Hilfe von stationären Festkörper- und
Flüssigkeitsstrahl-PES-Experimenten die elektronische Valenzstruktur der PCN-Dünnschichten und
der wässrigen Triethanolaminlösung (TEOA(aq)), die häufig als Opferreagenz in photokatalytischen
Wasserspaltungsreaktionen verwendet wird, auf der auf das Fermi-Niveau bezogenen Energieskala
bestimmt. Insgesamt kann die hier vorgestellte Methodik auf die Erforschung anderer photoaktiver
molekularer Verbindungen ausgeweitet werden und zur Entwicklung effizienter und selektiver Funk-
tionsmaterialien beitragen.
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Chapter 1

Introduction

“Every block of stone has a statue inside it and it is the task of the sculptor to discover it.”

— Michelangelo Buonarroti

With the rapidly growing environmental and economic challenges in the world over the past century,
the development of efficient chemical processes based on catalysis provides sustainable alternatives to
traditional non-renewable, wasteful, and outdated low-atom economy protocols. Catalysis complies
with the twelve basic principles of "green chemistry" [1] and contributes to the expansion of a rela-
tively new area of engineering of environmentally benign and sustainable chemical processes known
as green engineering [2]. Catalysis occupies an important place in both applied research and industry,
and is of fundamental importance in chemistry. To date, approximately 90% of all processes in the
production of industrial chemicals are facilitated by catalysts [3]. Practical applications of cataly-
sis are found in a wide variety of technologies and everyday life, including energy conversion and
storage (petrochemicals, fuel cells, biofuel production, batteries, water splitting) [4, 5], healthcare
(pharmaceuticals, biosensors) [6, 7], food processing (biocatalysis) [8], environmental remediation
(air purification, CO2 reduction, renewable materials) [9] and organic synthesis [10, 11].

Catalysis is a chemical phenomenon, in which the rate and/or outcome of a chemical reaction is
enhanced by the presence of a natural or synthetic compound, the so-called catalyst, which does not
undergo any net changes over the course of the complete chemical process. Nowadays, a broad range
of catalysts are implemented in different forms and sizes, such as single atoms [12], small molecu-
lar compounds (acids or bases) [13], large molecular compounds (transition metal complexes) [10],
supramolecular assemblies (metal-organic frameworks, 2D organic porous materials) [14], nanoma-
terials (particles, structures, colloids) [15] and many others. Catalysts are primarily classified into
four main types: homogeneous catalysts (transition metal complexes, acid-base catalysis) in a single
phase of matter [16], heterogeneous catalysts (metals, metal oxides, polymers, metal-free structures)
in a multiple phases of matter [17–19], heterogenized homogeneous catalyst (immobilisation of ho-
mogeneous catalyst on solid support) [20] and biocatalysts (enzymes or nucleic acids) in soft-matter
environments [21]. In general, they are categorised based on their ability to be soluble in the reaction
medium: homogeneous catalysts, or not, heterogeneous catalysts. With such a variety of forms and
possible applications, catalysts are of immense research interest across scientific communities, from
manipulating single chemical bonds or molecular compounds to studying the mechanism and dynam-
ics of catalytic reactions for the synthesis of new classes of catalytic materials. A deep understanding
of the structure of a catalyst, which is composed of atoms and molecules, as well as knowledge of the
physical, chemical and spectroscopic properties, is essential for the efficient development of catalysts
and their practical application.

Since fundamental physical, chemical and biological phenomena - for example, photocatalysis,
photochemical reactions and photosynthesis - are triggered by photoexcitation [22], exploring the
electronic and structural dynamics of photocatalytic molecular and material systems in real-time is of
particular interest. The study of light-matter interactions provides fundamental information about the
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Chapter 1. Introduction

microscopic electronic structure and photoinduced dynamic processes occurring in and around cata-
lysts, particularly, in light-harvesting and energy transfer applications [23]. Dynamic photophysical
and photochemical processes, such as the formation or breaking of chemical bonds, motion of nuclei,
nuclear geometry and associated electron configuration rearrangements naturally take place on a fem-
tosecond timescale (1 fs = 10−15 s) and on picometer to nanometer (nm) length scale [24–27]. There-
fore, the real-space, time-resolved observation of the electronic structure dynamics associated with
such fast processes requires high-resolution spectroscopic techniques, with both fs time and at least
nm spatial resolution. Various steady-state spectroscopic approaches with single electron, photon or
neutron excitation sources (photoemission, X-ray absorption, diffraction and scattering, THz, opti-
cal absorption, fluorescence, and infrared absorption, Raman, and neutron scattering spectroscopies,
etc.) have been employed to investigate static electronic and vibrational structure in physical, chem-
ical or biological systems [28–30]. The advent of ultrashort (femtosecond to sub-picosecond) pulse
lasers and related particle sources enabled studies of the dynamic processes that occur on very short
timescales [31]. Thus, ultrafast time-resolved spectroscopy has emerged, incorporating a broad range
of spectroscopic methods, which involve the measurement of time-dependent signals. The combina-
tion of optical spectroscopy with ultrashort, tunable pulsed lasers and high-efficiency detectors has
made ultrafast spectroscopy the predominant tool for studying a large number of phenomena asso-
ciated with electron and energy transfer as well as relaxation dynamics in molecular and material
systems.

In an ultrafast spectroscopy experiment, a quantum system is excited at a well-defined time and
subsequently interrogated at different, well-defined delay times. Therefore, the most widely used
multi-pulse technique [32, 33], which allows the time-dependent (transient) changes of the photoex-
cited system to be tracked, is pump-probe spectroscopy [34]. A generic pump-probe approach is based
on the use of two ultrashort laser pulses, a pump and a probe pulse, which interact sequentially with
a sample. The pump pulse, applied with a desired photon energy at a specific time, initiates photo-
physical and/or photochemical processes in a sample and promotes the system, which was originally
in equilibrium, to some excited, non-equilibrium state. Consequently, this nonstationary state will
be perturbed from its equilibrium, resulting in the system evolving in time. The second, probe pulse,
applied at a well-defined delay time, monitors the response of the system, which leads to the detection
of any pump-induced changes in the system under investigation that may have occurred during a time
interval after the initial photoexcitation process. Such changes are typically monitored by measuring
outgoing charged particles or scattered photons. The optical intensity of the probe pulse is usually
chosen to be lower than the pump pulse intensity, so as not to directly affect the sample.

Pump-probe spectroscopy methods can be implemented utilising pump and probe laser pulses
in the visible (Vis), infrared (IR), ultraviolet (UV), extreme-ultraviolet (EUV), X-ray, radio, µ- or
γ-wave. Accelerated particle pulses, such as electrons, protons, neutrons, can also be implemented.
Furthermore, ultrafast pump-probe spectroscopy techniques can be classified into different groups
according to the main spectroscopic processes involved, such as time-resolved infrared (TRIR) spec-
troscopy [35], time-resolved photoluminescence (TRPL) spectroscopy [36], time-resolved photoe-
mission spectroscopy (TRPES) [37–39], transient absorption spectroscopy (TAS) [40, 41] and many
others. These ultrafast spectroscopy methods can be implemented in a variety of optical configura-
tions with appropriate temporal and spectral resolutions (from attoseconds to picoseconds, and tens of
eV to few meV, respectively) and excitation spectral ranges that correspond to the photophysicochem-
ical processes of interest. Furthermore, a combination of multiple ultrafast spectroscopy techniques
may provide access to comprehensive photophysicochemical information on molecular and material
systems and an understanding of their structural evolution and kinetics. In the present work, two
pump-probe spectroscopic techniques have been used - femtosecond EUV TRPES and UV-Vis TAS
- to investigate electronic dynamics in photocatalytic materials.

This thesis focuses on the study of ultrafast photodynamics in two different homogeneous and
heterogeneous catalysts - the ferricyanide ( [Fe(CN)6]3−) transition metal complex dissolved in the
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ionic liquid [emim][DCA], and polymeric carbon nitride (PCN) thin films, respectively. Femtosec-
ond EUV-based TRPES was employed as the main spectroscopic tool to investigate photoinduced
dynamic processes in the two molecular and material systems. In TRPES, the kinetic energy of the
electrons generated from either the liquid or solid sample was measured. In both TRPES studies,
ultrashort laser pump pulses were applied with the desired photon energy to initiate electronic struc-
ture dynamics in the catalyst and promote the molecules to electronically excited states. The EUV
probe pulses, with sufficiently high photon energy - generated via frequency up-conversion in the
gas-phase high-order harmonic generation (HHG) process and delivered to the experiment by an ul-
trashort pulse monochromator - were applied after a precisely controlled time delay between the two
pulses. This enabled direct photoionisation of the system, promoting the valence electrons above the
vacuum level and generating photoelectrons with characteristic kinetic energies. The photoemission
spectra were recorded as a function of pump-probe delay, reflecting the changes in the distribution of
electron binding energies and showing the evolution of the sample electronic structure after photoex-
citation. The time-delay-dependent binding energies of both the electronic ground and excited states
of the investigated catalytic molecular compound were extracted due to the use of the EUV probe
pulses. In addition, due to its inherently shallow probing depth of a few nanometres, TRPES provides
a high surface-sensitivity [42]. This allowed the electronic structure and ultrafast dymanics following
photoexcitation in a nm-thick layer of PCN solid samples to be probed at the solid-vacuum interface.
This approach and depth sensitivity also mitigates pulse temporal broadening effects, e.g. as observed
in TAS for scattering samples [40], thus facilitating time resolutions below 100 fs. Consequently, the
time resolution in TRPES is limited by duration of the pump and probe pulses and mainly depends
on the ultrafast laser system parameters and delivery of the produced pump-probe laser pulses to the
interaction region of the setup.

Femtosecond UV-Vis TAS was used as an additional, well-proven, ultrafast spectroscopic tech-
nique to investigate photoinduced electronic dynamics in the PCN thin films at the bulk-vacuum inter-
face with a-few-10-µm depth sensitivity. In TAS studies, the relative changes in the absorbance with
respect to the pump-probe time delays were measured, indirectly probing the electronic transitions
in the PCN samples that involve population and depopulation of the excited states. To monitor the
ultrafast and long-lived photodynamics in the PCN thin films at the solid-vacuum interface, the TAS
studies were performed in the diffuse reflectance geometry on time scales ranging from femtoseconds
to nanoseconds. Analogous to TRPES experiments, relatively high-intensity ultrashort laser pump
pulses were applied to promote a sub-ensemble of the PCN system from the electronic ground state
to an excited state, generating a non-equilibrium state. White-light continuum probe pulses were
used to map the pump-induced population dynamics of the excited states. The time-dependent spec-
tral changes recorded in the transient diffuse reflectance spectra provided detailed information about
the relaxation dynamics of the excited states at the bulk-vacuum interface in the PCN thin films.

The major objectives of this thesis are outlined in the following. For the [Fe(CN)6]3− transition
metal complex, first and foremost, to investigate the influence of different environmentally benign
molecular solvent, the ionic liquid [emim][DCA], on the relaxation dynamics of electronically pho-
toexcited lowest-lying doublet ligand-to-metal charge-transfer (2LMCT) state of [Fe(CN)6]3− ion fol-
lowing 400 nm optical excitation. Next, to reveal the previously disputed mechanism of photoinduced
charge-transfer upon 400 nm excitation to the lowest-lying doublet ligand-to-metal charge-transfer
(2LMCT) states. Here the focus was on mapping the transient populations associated with the in-
volved electronically excited states of the solvated [Fe(CN)6]3− catalytic molecular compound in the
[emim][DCA] solvent. This allowed the electron binding energies to be determined in the liquid-
phase, using the TRPES technique. In the studies with the PCN thin films, to interrogate the ultrafast
dynamics occurring upon 400 nm photoexcitation at the solid-vacuum interface on an electron bind-
ing energy scale with sub-100 fs time resolution using TRPES. An accurate determination of the
valence band electron binding energies of the PCN thin films and the sacrificial agent triethanolamine
(TEOA), obtained from steady-state PES studies, was also used to estimate the catalyst-sacrificial
agent interfacial energetics for potential photocatalytic water splitting applications. Furthermore, the
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photodynamics at the bulk-vacuum interface were studied on timescales spanning from femtosec-
onds to nanoseconds by applying UV-Vis TAS. The associated TRPES and TAS studies allowed the
development of a kinetic model that describes the ultrafast photophysics of PCN thin films at the
solid-vacuum interface and correlates the results with the current understanding of the nature of the
photocatalytic activity of PCN materials.

This dissertation is structured in seven chapters. Chapter 2 introduces the investigated catalytic
molecular systems, [Fe(CN)6]3− transition metal complex dissolved in the [emim][DCA] ionic liquid,
and polymeric carbon nitride samples. Chapter 3 describes the fundamental theoretical and method-
ological background underlying the results and discussions presented in this thesis. Chapter 4 is
dedicated to the experimental setups, employed TRPES and TAS techniques and diagnostic methods,
including the optimisation of the HHG setup applied in TRPES experiments. Chapter 5 presents the
experimental data and the interpretation of the relaxation mechanisms in electronically photoexcited
[Fe(CN)6]3− ions dissolved in [emim][DCA], as assisted by quantum mechanical TDDFT calcula-
tions. Chapter 6 presents and discusses the experimental results for polymeric carbon nitride thin
films, in which photoinduced electron dynamics were studied at the surface-vacuum interface and in
the bulk of the material using two different spectroscopic ultrafast pump-probe techniques, TRPES
and TAS, respectively. Finally, the main findings derived from this work are summarised in Chapter 7,
and an outlook for further research activities is presented.
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Chapter 2

Investigated Molecular Systems

“In some cases we learn more by looking for the answer to a question and not finding it than
we do from learning the answer itself.”

— Lloyd Alexander, The Book of Three, 1964

Chapter 2 presents the catalytic molecular systems investigated and discussed in this dissertation,
including ferricyanide transition metal (TM) complex dissolved in the ionic liquid [emim][DCA],
and bulk, mesoporous and ultrathin 2D nanosheets of polymeric carbon nitride (PCN) samples. Sec-
tion 2.1 gives an overview on electronic configurations as well as charge-transfer processes and ex-
cited state dynamics in octahedral TM complexes. Firstly, the electronic structure and charge-transfer
states of the ferricyanide TM complex are introduced, providing insights into the origin of the for-
mation of molecular energy levels and photophysics of this compound. The main properties of the
ionic liquid [emim][DCA], which was used as a solvent in the studies on the relaxation dynamics
of electronically photoexcited ferricyanide ion, are discussed further. Lastly, different interpretations
of the charge-transfer mechanism of the solvated ferricyanide complex following optically-induced
excitation of the lowest-energy ligand-to-metal charge-transfer state, which represent one of the main
scientific questions of the present research, are discussed. Section 2.2 introduces the PCN molecular
system, including the main chemical, electronic, and optical properties, and possible ways to modify
its structure for photocatalytic applications. In connection with the major application of PCN, the
PCN-catalysed photocatalytic water splitting process is discussed further. The main thermodynamic
and catalytic properties of the PCN material required for an efficient hydrogen and oxygen evolu-
tion reaction during water splitting are presented. The physical and chemical properties of the PCN
samples, which were examined in the present studies are introduced further. Herein, the enhanced
photocatalytic activity of mesoporous and ultrathin 2D nanosheets of PCNs in the water splitting
reaction is elucidated.

2.1 Ferricyanide Transition Metal Complex

Transition metal (TM) complexes are molecules containing a central d-block metal atom or ion sur-
rounded and bonded to a group of other ionic or molecular functional groups (ligands) that donate
electrons to the central metal. The central metal ion forms coordinate covalent bonds with a number
of ligands, sharing the donated valence electrons in a metal-ligand bond. The TM coordination com-
pounds play an important role in biological, chemical, physical, material, and medical sciences. Due
to their unique electronic configurations and transitions, TM complexes form colored compounds
that, when exposed to UV-Vis radiation, can promote complex photophysical and photochemical
processes. Therefore, TM complexes have received considerable attention for several decades and
continue to be studied for catalytic [43–45], synthetic [46], photophysical [47, 48], biochemical [49–
52], and photovoltaic [53, 54] applications. Of particular interest is understanding the nature of the in-
tramolecular, and potentially intermolecular charge-transfer processes that occur when TM complexes
are photoexcited and the optimisation of their function in catalytic and light-harvesting applications.
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2.1.1 Electronic Configurations of Transition Metal Complexes

Transition metal complexes have (or readily form) partially filled d sub-shells in both ionic and neu-
tral forms. In contrast to the alkali metals and alkaline earth metals, where one oxidation state is
predominantly observed, the TMs have an open valence d sub-shell, which can be readily manipu-
lated allowing them to occur in multiple stable oxidation states. The central d-block metal ion can
form bonds with a number of ligands based on the coordination number, the so-called ligancy of the
central metal atom, and the metal centre oxidation states. Coordination numbers of the TMs can range
between 2 and 12 across the periodic table, while from 4 to 6 is fairly common in TM compounds.
For 4-coordinate TM complexes, the molecular symmetry group can be described as square-planar
(D4h) or tetrahedral (Td), for 5-coordinate square-pyramidal (C4v) or trigonal-bipyramidal (D3h) group
symmetries occur. A large number of the TM compounds are hexacoordinated complexes that have
octahedral (Oh) group symmetry [55]. In the present work, a TM complex with a coordination number
of 6 and Oh symmetry was investigated.

The spectral properties of the TM complexes can be interpreted using ligand-field theory (LFT)
[56, 57]. LFT can be considered as an extension of the crystal-field theory (CFT) [58], where metal-
ligand interactions and possible interactions of molecular orbitals that have the same symmetry are
taken into account, implying some degree of covalent metal-ligand bonding (metal electrons delo-
calised over the ligand and vice versa). This delocalisation leads to smaller energetic separations
between the energy levels of the excited electronic states (e.g. Russell-Saunders thermal states [59])
in the TM complex than predicted for an ion using CFT. Moreover, LFT accounts for the expansion
of the lobes of the d orbitals, that is, the expansion of d electron charge cloud during complexation by
the transition metal ion, the so-called nephelauxetic effect, which depends upon both the central metal
ion and the ligand [60]. The nephelauxetic series for common ligands (with increasing nephelaux-
etic effect) is F− < H2O < NH3 < en < SCN− < Cl− < CN− < Br− < I−, which reflects the
capability of ligands to form stronger covalent bonds with metal ions. Here, en is an abbreviation
for the ethylenediamine organic compound in a ligand form. The nephelauxetic series for central
metal ions Mn2+ < Ni2+ ≈ Co2+ < Mo2+ < Re4+ < Fe3+ < Ir3+ < Co3+ <Mn4+ indicates that the
nephelauxetic effect increases with an increase in the oxidation state of the metal ion. LFT specifi-
cally represents an application of molecular orbital (MO) theory [61] to TM complexes, which can be
utilised to explain the covalent as well as ionic nature of the metal-ligand bond. Therefore, LFT incor-
porates an adequate description of the bonding between the metal core and the ligands, the molecular
orbital arrangement, as well as the electronic and geometrical structures, stability, color, reactivity,
magnetic and electronic properties of the TM elements and their compounds.

FIGURE 2.1: Ligand field splitting for an octahedral transition metal complex.
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2.1. Ferricyanide Transition Metal Complex

In octahedral TM complexes, six ligands are aligned relative to the x, y, and z molecular axes. In
the absence of a ligand solvation, or crystal field, the five atomic d orbitals dxy, dxz, dyz, dx2−y2 , and dz2

of the TM are degenerate in energy. More generally, the energy levels of the molecular orbitals incor-
porating the d atomic orbitals depend on both the metal center, the ligand orbitals, and the local TM
complex environment. Thus, to first order, the molecular orbitals are formed through a linear combi-
nation of atomic orbitals (LCAO) of the metal atomic orbitals (d, s and p) and the ligand molecular
orbitals (σ and π) [62]. The electrons in two atomic d orbitals, dx2−y2 , which are aligned along the x
and y axes, and dz2 , which is aligned along the z axis in octahedral systems, will have higher energy
relative to the electrons of the other three d orbitals, resulting in a strong interaction with the ligands.
The interaction between the ligand orbitals and the orbitals of the metal center leads to stabilisation
(destabilisation) of the bonding (antibounding σ∗ and π∗) molecular orbitals. Consequently, in an
octahedral ligand field, the five d orbitals of the central atom split into degenerate t2g (dxy, dxz, dyz)
and eg (dx2−y2 , dz2) sets of orbitals (Figure 2.1). The energy difference between the t2g and eg orbitals
is called the ligand field splitting (∆o). The value of ∆o depends on the number of electrons in the d
sub-shell of the central metal ion, its oxidation state and the nature of ligands positioned around the
central metal ion [63]. The energy difference between the split d orbitals give rise to absorption in the
visible spectral region and is therefore responsible for the colour of TM complexes. The larger the
d orbitals splitting, the shorter the wavelength required to promote an electron to the higher lying eg

orbitals. It is important to emphasise that the absorption of UV-Vis radiation by TM complexes will
depend not only on the electronic properties of the solute/chromophore, but also on the characteristics
of the local environment, e.g. surrounding solvent (with a specific concentration, pH, temperature,
dielectric constant), or embedment in a crystal or amorphous solid (with a specific density, geometric
structure, etc.).

2.1.2 Charge-Transfer and Excited State Dynamics in Transition Metal Complexes

TM complexes undergo electronic transitions by the absorption of light in the UV-Vis-NIR spectral
regions. In general, the electronic spectra of TM complexes originate from three types of electronic
transitions: transitions between MOs primarily localised on the central metal ion (d-d transitions
between the t2g and eg orbitals), transitions in which there is a change in electronic distribution be-
tween MOs mainly localised on the central metal ion and MOs mainly localised around the ligand
(charge-transfer, CT, transitions) or transitions between MOs primarily localised on the ligands (inter-
nal ligand or ligand field, LF, transitions) [63]. In quantum mechanics, allowed electronic transitions
are governed by the spin selection rule (electronic transitions between the different states of spin
multiplicity are forbidden) and Laporte’s selection rule (electronic transitions within the same p or
d sub-shell are forbidden, if the molecule has a centre of symmetry), imposing the conditions under
which certain electronic transitions may occur [64]. The d-d transitions are Laporte-fobidden and
potentially spin-allowed, resulting in weak absorption bands in the spectrum. The CT transitions are
Laporte-allowed and can be spin-allowed, thus exhibiting intense absorption bands in the UV-Vis
spectral region, due to the fact that there is a high probability of these transitions occurring.

The population of excited states via dipole-allowed electronic transitions, also requires consider-
ation of the Franck-Condon principle [65, 66]. This principle states that when a molecule undergoes
electronic transitions, the timescale of these transitions are very short compared to the nuclear mo-
tion of the molecule, so the transition probability can be calculated at a fixed nuclear position. The
electronic transition is therefore considered to be a vertical transition, and the resulting state is called
a Franck–Condon state. The nuclei generally the establishment of the new electronic configuration,
with the gained electronic potential energy driving vibrations. Transitions that occur as a result of
combined electronic-vibrational excitation of a molecule are termed vibronic transitions. Due to com-
bined excitation of associated asymmetric oscillations, electronic transitions that would otherwise be
forbidden, i.e. d-d transitions, become weakly allowed.
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A wide range of electronic transitions are possible within TM complexes, which are typically
named according to how the electronic density changes upon excitation [67, 68]. The CT transitions
can occur between the metal-centered states (MC) or ligand field states (LF), ligand-centred states
(LC), or involve both the central metal ion and the ligands. If electrons can be transferred from the
full partially-occupied ligand MOs to the empty or partially filled central metal d orbitals, ligand-to-
metal charge-transfer (LMCT) transitions can occur. If the transfer of electrons arise from the full
or partially-occupied metal d orbitals to the unoccupied ligand MOs, metal-to-ligand charge trans-
fer (MLCT) excitations can occur. Therefore, the MLCT or LMCT states lead to local oxidation
or reduction of the central metal ion, respectively, although the oxidation state of the overall com-
plex is initially, at least, unchanged. In addition to the formation of the aforementioned CT states
(intermolecular), charge-transfer-to-solvent (CTTS) or ion-pair charge transfer (IPCT) states can be
formed [69].

The photoinduced CT between the central metal ions and ligands is generally followed by molec-
ular relaxation dynamics, involving ultrafast processes such as internal conversion, intersystem cross-
ing, and intra- and intermolecular vibrational energy redistribution [70]. In the solution phase, such
processes are also accompanied by solvent reorganisation. Furthermore, these non-radiative pro-
cesses can be accompanied by radiative transitions such as fluorescence and phosphorescence [71].
Thus, the photoexcited state species form different electronic, as well as molecular structural, con-
figurations of the TM molecular compound with respect to the initial electronic ground state. The
molecular relaxation of the photoexcited species occurs on different timescales (ranging from fem-
toseconds to microseconds) and depends on the molecular configuration of the particular system, and
the corresponding relaxation pathways. The revelation of relaxation pathways and corresponding
lifetimes of the photoinduced electronic states is therefore essential for a correct description of the
photochemical and photophysical processes in TM complexes embedded in their natural or applied
environment. Such an understanding is also a key to the directed-design of more selective and/or
efficient TM-complex-based functional materials.

2.1.3 Electronic Structure and Charge-Transfer States of the [Fe(CN)6]3− Ion

Ferricyanide, [Fe(CN)6]3−, and ferrocyanide, [Fe(CN)6]4−, transition metal compounds are hexaco-
ordinated complexes that can harvest light radiation in the UV-Vis spectral region and transfer it in
the form of chemical energy to the reaction centers for the photoinduced redox processes. Due to the
fact that iron is by far the most abundant and important transition metal used in living systems, these
hexacyanoferrate TM complexes have found use in a large number of applications, such as sensors
and indicators, blueprint drawing and photography, electroplating, as laboratory reagents, and as mild
oxidising agents in organic chemistry [72–74]. In particular, potassium ferricyanide, K3Fe(CN)6, is
broadly implemented in biochemistry and medical inorganic chemistry [75, 76]. For instance, it is
used as a component of amperometric biosensors as an electron transfer agent in commercially avail-
able diabetes blood glucose meters [77]. Hexacyanoferrate TM complexes have been extensively
studied to understand the electronic structure and CT mechanisms of TM complexes with Oh group
symmetry [78–86]. Hexacyanoferrate compounds exhibit many interesting properties, such as low-
lying unoccupied antibonding ligand-centered MOs of π symmetry, resulting in the stabilisation of
low oxidation states of the central metal ion. The photophysics of these TM complexes is influenced
by the properties of the molecule and the local environment, i.e. the surrounding solvent, which deter-
mines the course of CT processes and molecular dynamics, and hence, the light-harvesting efficiency
of the compound.

The hexacyanoferrate ionic complexes, ferrocyanide and ferricyanide possesses very similar chem-
ical structures, but different molecular and metal-atom oxidation states, Fe+2 and Fe+3, respectively.
The [Fe(CN)6]3− anion consists of a low-spin iron metal center bound to six cyanide ligands, CN−

(Figure 2.3), which can be reduced to the [Fe(CN)6]4− ion via a reversible redox couple that does
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not involve the formation or breaking of Fe–C bonds. Despite the similarity of these two hexacyano-
ferrate complexes, their photophysics differ, which leads to various imprints on the CT dynamics.
For instance, the appearance of the CTTS transition in the UV-Vis spectral region of the ferrous
species [87, 88], is not observed in the ferric complex. The understanding of the electronic structure
and CT dynamics of ferrous- and ferric hexacyanide complexes has generally been the subject of
separate studies that can be examined using ultrafast spectroscopy experiments. In recent decades,
a considerable emphasis has been placed on revealing the role of coupled electronic and vibrational
dynamics [89, 90], non-equilibrium vibrational energy relaxation following CT excitation [91–94],
photoaquation mechanisms [95, 96], and core and valence MOs changes following photooxidation in
hexacyanoferrate complexes dissolved in various molecular solvents [86, 91, 93]. In particular, due
to its strong photoabsorption in the visible spectral range, the [Fe(CN)6]3− TM complex has received
substantial interest as a paradigmatic system to investigate intramolecular CT processes in ligand
coordination compounds.

UV-Vis absorption spectroscopy provides insight into the electronic transitions that can be pho-
toinduced in the [Fe(CN)6]3− molecular system. Figure 2.2 shows the room temperature UV-Vis
absorption spectrum of potassium ferricyanide K3Fe(CN)6 (composed of K+ cation and [Fe(CN)6]3−

ion) dissolved in the [emim][DCA] ionic liquid, which was investigated in the present work. The
spectrum was measured with a potassium ferricyanide concentration of 400 mM in the [emim][DCA]
solution, using a quartz cell with a liquid path length of 0.1 mm, and recorded using a Perkin Elmer
- Lambda 950 UV/Vis/NIR spectrometer. The experimental spectrum was fitted to a superposition of
Gaussian envelopes, described by the function f (E), to roughly extract the energetic positions of the
spectral bands corresponding to allowed electronic transitions in the K3Fe(CN)6 complex:

f (E) = ∑
i

Aie
− 4ln(2)(E−Ei)

2

σ2
i , (2.1)

where E is the photon energy, σi is the full-width at half-maximum (FWHM) of band i, Ei is the
central peak position, and Ai is the peak amplitude.

FIGURE 2.2: UV-Vis absorption spectrum of 400 mM K3Fe(CN)6 dissolved in
[emim][DCA] ionic liquid. The measured spectrum was fitted to a superposition of
Gaussian profiles using Equation 2.1. The numbers 1–6 are assigned to the decom-

posed absorption bands of K3Fe(CN)6 obtained from the fit (see Table 2.1).

The absorption spectrum of K3Fe(CN)6 highlights the presence of four absorption bands cen-
tred at 2.87 eV, 3.06 eV, 4.05 eV and 4.72 eV (see Table 2.1 for details) which can be attributed to
intramolecular LMCT transitions in [Fe(CN)6]3−, as previously discussed in the literature [97–99].
Two other bands centred around 3.82 eV and 4.30 eV can be assigned to LF transitions [98, 99]. The
absorption bands at higher photon energies, which are not displayed in the present spectrum, can be
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TABLE 2.1: Fit parameters of the Gaussian envelopes used to describe the absorption
bands of K3Fe(CN)6 in [emim][DCA] ionic liquid (Equation 2.1).

Assignment Label E / eV FWHM / eV A / cts
LMCT 1 2.87 ± 0.01 0.21 ± 0.01 0.09 ± 0.01
LMCT 2 3.06 ± 0.01 0.48 ± 0.02 0.41 ± 0.02
LF 3 3.82 ± 0.03 0.54 ± 0.02 0.53 ± 0.04
LMCT 4 4.05 ± 0.01 0.21 ± 0.01 0.09 ± 0.03
LF 5 4.31 ± 0.01 0.44 ± 0.01 0.48 ± 0.10
LMCT 6 4.72 ± 0.01 0.33 ± 0.04 0.28 ± 0.06

attributed to MLCT transitions of the [Fe(CN)6]3− complex [96, 97, 99]. The absorption characteris-
tics of the [Fe(CN)6]3− ion in the [emim][DCA] ionic liquid are very similar to those of conventional
molecular solvents consisting of neutral molecules in the liquid-phase, such as an aqueous solution.
Nonetheless, the absorption bands are slightly broader and red wavelength shifted in the ionic liquid
environment when compared to the aqueous solution [93]. Consequently, the molecular properties
of the [Fe(CN)6]3− ion may be affected by the ionic liquid environment, resulting in changes of the
solvation dynamics and the electronic transition rates of the complex.

FIGURE 2.3: Molecular structure of the ferricyanide ion.

The assignment of the bands in the UV-Vis absorption spectrum of the [Fe(CN)6]3− ion can be
interpreted using MO theory, where, on the basis of the calculated electronic structure of the ferri-
cyanide molecule, formation of the molecular orbitals and energy levels of the complex are given.
Figure 2.4 shows the MO diagram of the [Fe(CN)6]3− ion, comprising the principal orbitals of the
TM complex, based on an extended Hückel molecular orbital calculation [99]. The [Fe(CN)6]3− an-
ion is a low-spin hexacyanide complex where the d3 sub-shell of the central Fe3+ atom surrounded
by a distorted octahedron of six CN− ligands is energetically split into degenerate t2g and eg sets of
orbitals by significant spin-orbit coupling [100]. The metal-ligand bonding between the Fe and the
CN− has prominent covalent character. This is a result of the transfer of electron density from the
partially occupied iron 3d (t2g) orbitals to the unoccupied CN− virtual valence orbitals and occupied
CN− valence orbitals, known as π-backbonding [101]. The CN− ligands are thus acting as a σ -donor
and a π-acceptor, which leads to a large ligand-field splitting and results in a low-spin iron complex
(S = 1/2) with a (t2g)5(eg)0 electron configuration. This configuration is orbitally degenerate with a
single electron-hole in the 3d (t2g) orbitals, and hence the [Fe(CN)6]3− complex experiences a weak
Jahn-Teller distortion [102], resulting in the adoption of a D3d point group symmetry.

The molecular orbitals of the [Fe(CN)6]3− ion are formed by a LCAO of the iron atomic or-
bitals (d, s and p) and σ and π molecular orbitals of the CN− ligands, as shown in Figure 2.4.
The ground electronic state of the [Fe(CN)6]3− ion has the predominant electronic configuration of
(a1g)2(t1u)6(eg)4(t2g)5(e∗g)4(t∗2g)0. The a1g MO is formed by a combination of the 4s atomic orbital of
the Fe atom and the σCN MO of the CN− ligands [84]. At the ground state equilibrium geometry, the
highest occupied molecular orbital (HOMO), here referred to as the t2g MO, is composed of 77% of
Fe (dxy, dxz, dyz) atomic orbitals and 11% of πCN-donor and 12% of πCN-acceptor MOs of the CN−

ligands. The associated lowest unoccupied molecular orbital (LUMO) is then assigned as e∗g and is
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2.1. Ferricyanide Transition Metal Complex

FIGURE 2.4: The molecular orbital diagram of the [Fe(CN)6]3− complex. Adapted
figure with permission from [103] © 2006 by the American Chemical Society.

formed by 54% of Fe (dx2−y2 , dz2) atomic orbitals and 42% of σCN-donor and 2% of σCN-acceptor
MOs of the CN− ligands. The HOMO-1 (eg) is composed mostly of 78% of σCN-bonding MOs of the
CN− ligands contribution and 21% of Fe (dx2−y2 , dz2) atomic orbitals. Similar to the eg, the HOMO-
2 (t1u) is composed by 86% of πCN-donor MOs of the CN− ligands and 10% of Fe (dxy, dxz, dyz)
atomic orbitals. The LUMO+1 is also formed by a major contribution of 86% of πCN-acceptor MOs
of the CN− ligands and 14% of Fe (dxy, dxz, dyz) atomic orbitals. The higher energy unoccupied MOs
are primarily associated with the σCN and πCN MOs of the CN− ligands. The assignment presented
above is based on experimental Fe L-Edge XAS studies and DFT calculations of K3Fe(CN)6 complex
provided by Hocking et al. [103].

Since the structure of the [Fe(CN)6]3− complex in the ground electronic state is weakly distorted
from the Oh symmetry and has the D3d point group symmetry, the dipole-allowed transitions from the
gerade symmetry ground state should be to states with ungerade symmetry. Thus, the measured UV-
Vis absorption spectrum of K3Fe(CN)6 (Figure 2.2) in the energy range below 5 eV, includes optically
"bright" transitions which are associated with the LMCT states. In particular, the absorption bands
centered around 2.87 eV and 3.06 eV are predominantly attributed to the t1u → t2g and t1u → eg, i.e.
LMCT transitions from CN− ligand-centered MOs to iron-centered MOs [104]. Other CT transitions
t2g → t1u, t2g → teg, t2g → t2u, and t2g → t1g, which correspond to the absorption bands centered at
4.72 eV, 4.30 eV, 4.05 eV, and 3.82 eV, respectively, have been computed and reported [87, 88, 98].
In the present studies, intramolecular CT processes in the [Fe(CN)6]3− TM complex were monitored
following excitation by a pump pulse with a photon energy of 3.1 eV, as applied to excite the two
associated lowest-excitation-energy LMCT bands, occurring at central energies of 2.86 and 3.06 eV
in an [emim][DCA] ionic liquid solution.
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2.1.4 The Ionic Liquid [emim][DCA]

An ionic liquid (IL) is a salt entirely composed of volumetric organic cations and inorganic or or-
ganic anions that have a bulky and asymmetrical structure, which dissociate to a major extent into
ions. These liquids remain in the liquid-phase below 100◦C, or even at room temperature. While
conventional molecular solvents such as water are primary composed of neutral molecules in the
liquid-phase, ionic liquids are mainly composed of ions, which possess negligible vapour pressures
and are thermally stable, nonflammable, recyclable and able to dissolve organic, inorganic and poly-
meric materials [105, 106].

Since the initial discovery of the ILs in 1914 by P. Walden [107], there has been an ever growing
research interest in their use as solvents for a wide range of applications. ILs are environmentally
benign solvents and were named “solvents of the future” in 2003 [108], as a nonvolatile replacement
for the volatile organic compounds (VOCs), that would prevent air and water pollution from VOCs
emissions. Although ILs are not intrinsically environmentally benign, as some have been identified as
extremely toxic [109, 110], their chemical structure (cation/anion, alkyl chain length, and function-
alised alkyl groups) can be engineered to be environmentally friendly, with great potential benefits
for sustainable chemistry. The possible number of different ILs that can be synthesised with desirable
physical and chemical properties reaches a million for binary and 1018 for ternary ILs (compared
with about 600 molecular solvents that are currently used) [111]. This diversity allows the use of ILs
in many possible applications, such as synthesis, catalysis, electrochemistry, material science, cell
biology, genetics heredity, nuclear physics, medicinal chemistry, engineering, and many others, both
in industrial and academic settings [112].

By varying the cation/anion ratio, type and alkyl chain length properties, ILs can be divided
into different classes. The most common ILs are based on organic cations such as imidazolium,
pyridinium, pyrrolidinium, ammonium, and phosphonium associated with inorganic anions ([Cl]−,
[AlCl4]−, [PF6]−, [BF4]−, [NTf2]−, [DCA]−, etc.) or organic anions ([CH3COO]−, [CH3SO3]−,
etc.) [106]. In this work, the 1-Ethyl-3-methylimidazolium dicyanamide [emim][DCA] ionic liquid
(C8H11N5) was chosen as a solvent to investigate the photoinduced dynamics in [Fe(CN)6]3− com-
pound. The molecular structure of the [emim][DCA] ionic liquid is shown in Figure 2.5.

FIGURE 2.5: Molecular structure of the [emim][DCA] ionic liquid.

The physical and chemical properties of ILs are primarily determined by the Coulombic, van der
Waals, and hydrogen bonding type forces. Unlike ordinary molecular liquids, where the van der
Waals force makes the main contribution to intermolecular interactions, the Coulomb attractive force
between two ions of opposite charge forms an ionic bond, which is considered the main interaction
in ILs. This leads to the formation of stronger intermolecular forces and, hence, to a higher thermal
stability of ILs as compared to non-ILs [113]. The strength of intermolecular interactions determine
polarity, viscosity, density, surface tension, solubility, volatility and other macroscopic and micro-
scopic properties of ILs [105, 106]. From the point of view of using IL as a molecular solvent for
photophysical studies, polarity is one of the most important properties of a liquid, which on average
determines how it will interact with a solute/chromophore. ILs are moderately polar, with a relatively
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TABLE 2.2: Physicochemical properties of the [emim][DCA] ionic liquid at 298 K.

Molar mass Surface tension Density Viscosity ε Melting point

177.23 g·mol−1 66.07 cal·mol−1Å−2 1.1 g·cm−3 39.8 cP 11 267.75 ◦C

low static dielectric constant, ε = 8–16 [114, 115], which is comparable to the dielectric constant
of pyridine (ε = 12.4) and several times less than that of water (ε = 78.4 at 298 K). However, the
viscosity of ILs is much higher than that of conventional molecular solvents such as alcohols and
water (30 times more viscous) and ranges from 10 to 500 cP at room temperature [116]. Although
the high viscosity of ILs is one of the main obstacles to their application, it was advantageous for
the PES experiments reported in this dissertation. The surface tension of a viscous [Fe(CN)6]3− dis-
solved in [emim][DCA] solution was used to hold a droplet of the sample within a thin loop of copper
wire throughout the experiments. Moreover, [emim][DCA] is an ionic liquid with short alkyl chains
and hydrophilic cyano groups that are highly soluble in water. Thus, due to the low solubility of
[Fe(CN)6]3− in imidazolium ILs, such as [emim][DCA], an aqueous ferricyanide solution was pre-
pared first and mixed with the [emim][DCA] ionic liquid until it was homogeneously dissolved. The
preparation process will be discussed in detail in Section 5.1. The main physicochemical properties
of the [emim][DCA] ionic liquid are summarised in Table 2.2 [114, 117].

In recent decades, studies of various photophysical and photochemical processes in ILs have been
performed using the X-ray photoemission spectroscopy [118, 119], soft X-ray emission and absorp-
tion spectroscopy [120, 121], transient absorption, and fluorescence spectroscopy methods [122–
125]. However, the number of experiments aimed at the investigation of photoinduced processes on
a dissolved solute/chromophore in IL, revealing the influence of the IL environment on the relaxation
dynamics and the CT kinetics of the chromophore is still limited. Therefore, this work raises the
question of whether and, if so, how the IL solvent affects the ultrafast deactivation processes of such
systems, in this case of the [Fe(CN)6]3− molecular compound.

2.1.5 Photoinduced Electron Dynamics of [Fe(CN)6]3− upon 400 nm excitation

A fundamental objective in the study of pseudo-octahedral TM coordination complexes is the revela-
tion of their ultrafast photodynamics. Recently, the relaxation dynamics of the [Fe(CN)6]3− complex
disolved in various molecular solvents following 400 nm optical excitation of the lowest-lying doublet
2LMCT states has become a subject of discussion [91–93]. The first ultrafast time-resolution study of
the early-time relaxation dynamics of the lowest-lying 2LMCT state, at a wavelength of 400 nm, was
performed by Zhang et al. [92] using UV pump – mid-IR probe transient absorption spectroscopy in
acetonitrile (MeCN) and dimethyl sulfoxide (DMSO) solutions. Based on anisotropy measurements
and the observed single band of the CN-stretch vibrational mode in the IR absorption spectrum, it
was concluded that the fully octahedral point group symmetry of [Fe(CN)6]3− is preserved during the
LMCT excitation. Thus, the relaxation dynamics of photoexcited ferricyanide involves an intermedi-
ate, solvent-assisted molecular structural reorganisation linked to ligands hole delocalisation, which
occurs on the picosecond timescale (1.9 ps in MeCN and 4.9 ps in DMSO). Subsequently, the excited
system relaxes back to its ground electronic state with much longer transition rate, which depends
significantly on the surrounding solvent (17.5 ps in MeCN and 28.1 ps in DMSO).

Further ultrafast photoemission spectroscopy and transient mid-IR absorption spectroscopy stud-
ies were reported by Ojeda et al. [91], providing a different interpretation of the deactivation path-
ways of [Fe(CN)6]3−. In this study, the relaxation dynamics of the 400-nm-excited LMCT state of
[Fe(CN)6]3− dissolved in H2O, D2O and ethylene glycol (ETG), were attributed to back electron
transfer to the CN− ligands, leading to population of vibrationally excited levels of the ground state.
The prompt reduction of the Fe3+ metal center and the back electron transfer were reported to decay
on the order of 500 fs, 600 fs and 1.2 ps in H2O, D2O and ETG solvents, respectively. This indicates
that the characteristics of a particular molecular solvent can increase or decrease the deactivation
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rate of [Fe(CN)6]3−. The complete decay of the vibrationally excited levels of the ground state was
notably found to occur on a similar 10 ps time scale for the H2O, D2O and ETG solvents.

In parallel to the aforementioned studies, Engel et al. [93] performed ultrafast EUV photoemission
spectroscopy experiments to investigate the relaxation dynamics of the 400-nm-photoexcited LMCT
states of the [Fe(CN)6]3− anion in aqueous solution with sub-100 fs time resolution. The authors pro-
posed a different CT mechanism for the LMCT decay. From the experimental data analysis, assisted
by time-dependent density functional theory (TDDFT) calculations, it was concluded that an interme-
diate LF state is involved in the LMCT relaxation. The transient population of this state was shown
to be associated with geometrical distortions, due to vibronic interactions (Jahn-Teller effect), in the
excited electronic state, instead of the transient electron hole localisation suggested by Zhang et al.
The proposed mechanism also differs from the interpretation of Ojeda et al., where a direct transition
from the initially excited LMCT state to the vibrationally excited ground state was considered. Thus,
Engel et al. suggested a sequential relaxation process with an ultrafast biexponential decay behaviour
of the excited electronic state population in [Fe(CN)6]3−, taking place with 170 fs and 730 fs time
constants, which are associated with a sequence of intersystem crossings in the molecular compound.

The present work aims at determining the relaxation dynamics of the lowest-lying electronically
photoexcited 2LMCT state of the [Fe(CN)6]3− complex upon 400 nm excitation in a non-conventional
molecular solvent, specifically the [emim][DCA] ionic liquid. Considering the previous solvent-
dependent studies and controversial interpretations of the CT process induced by the LMCT excitation
in ferricyanide, the study of the influence of the solvation environment on the [Fe(CN)6]3− deacti-
vation pathway, as well as an accurate description of the nature of the initially populated electronic
states in [Fe(CN)6]3−, aims to address these points of contention. Thus, the transient populations as-
sociated with the involved electronically excited states of solvated ferricyanide have been monitored
on a binding energy scale by employing the femtosecond TRPES technique.

2.2 Polymeric Carbon Nitrides

Polymeric carbon nitride (PCN) is a metal-free two-dimensional (2D) photocatalytic material, con-
taining Earth-abundant elements of carbon (C) and nitrogen (N) atoms. As the most stable allotrope
among the carbon nitride family with 2D-layered graphite-like structure [126], it has been proposed as
a promising candidate for energy conversion and storage, as well as environmentally benign catalytic
applications [127]. PCN has attracted much attention due to its wide-band-gap-semiconductor-like
electronic structure, but with photocatalytic performance in the UV-Vis spectral range combined with
modification flexibility, chemical robustness, abundant availability and low-cost [128]. Therefore,
PCN has been extensively studied as an efficient photocatalyst for hydrogen and oxygen evolution
in the water splitting reaction [129–132], CO2 reduction to produce storable fuels [133, 134], and
organic pollutant degradation [135–137], with prospects to expand its use in photovoltaic, electronic,
bioimaging, and sensing applications [138–140].

2.2.1 Chemical and Electronic Structure of Polymeric Carbon Nitride

Depending on the synthetic conditions, the structure of PCN is based on two building blocks: the
s-triazine (1,3,5-triazine, C3N3H3) or the heptazine (tri-s-triazine, 1,3,4,6,7,9,9b-heptaazaphenalene,
C6N7H3) core of the heterocyclic aromatic units, composed of C and N atoms in ring structures [141].
PCN is usually prepared in the from of a powder, which is synthesised via high-temperature poly-
merisation of fine nitrogen-rich organic molecular precursors, such as urea, thiourea, cyanamide,
dicyanamide, and melamine [142]. The synthetic pathways to C- and N-containing molecular com-
pounds and the conversion process to the heptazine-based PCN (Figure 2.6) are described in the
following. The precursor molecules go through step-wise conversion and polymerisation, such as
that induced by heating and reaction of either cyanamide or ammonium dicyanamide to dicyandi-
amide, subsequent cyclisation of cyanamide or dicyandiamide (or urea) to yield melamine, formation
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of melam from melamine dimers, and melam rearranging to melem. By heating further, melem
oligomers are formed, which condense to melon. As a result, the polycondensation of precursors
forms a melon polymer from melem units, which represents the structure of PCN [143]. Figure 2.7
shows the molecular structure of heptazine-based melon polymeric carbon nitride, which is most
likely the closest representation of the real structure of PCN materials.

The electronic structure of PCN is most often described within an organic semiconductor band
structure framework [144], in which the valence band maximum (VBM) and the conduction band
minimum (CBM) are used to represent the HOMO and LUMO in the context of MO theory [61],
respectively. The electronic band structure theory describes the quantum-mechanical behavior of
electrons in solid-phase materials, postulating the existence of energy zones, which can also be con-
sidered as a large-scale limit of the MO theory. In other words, an energy band is formed by a large
number of atomic orbitals (each of which has a discrete energy level) that are so closely spaced in
energy that they can be considered as a continuous band. The minimum energy required to promote a
valence electron bound to a molecule or unit cell in a solid from the highest occupied energy state of
the VB to the lowest unoccupied state of the CB is known as the band gap energy, Eg, and is indicative
of the electrical conductivity of a material.

Generally, solid materials are classified into three types in accordance with their Eg values: (1)
conductors (metals), that have no band gap (Eg = 0 eV), because the VB overlaps the CB, which is
partially occupied, (2) insulators, with fully occupied or empty energy bands, where the electrons
in the VB are separated by a large gap from the CB (Eg ≥ 4 eV), (3) semiconductors, that have a
non-zero band gap between the VB and CB (Eg ≤ 4 eV), allowing optical electronic transitions from
the VB into the CB to occur, as long as the excitation energy is greater than or equal to the Eg. The

FIGURE 2.6: The synthetic pathways to C- and N-containing molecular compounds
and the conversion process from the organic molecular precursors to the heptazine-
based melon polymeric carbon nitride. A cascade of condensation reactions occur at
elevated temperatures, which are accompanied by the evolution of ammonia, NH3.

Adapted figure with permission from [143] © 2017 by the Springer Nature.
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theoretical, calculated energy band gap value of 2.6 eV between the CBM and VBM of polymeric
melon was reported by Wang et al. [126]. The experimental optical band gap value, associated with
the VBM and CBM of melon, as defined from a UV-Vis diffuse reflectance spectroscopy study, was
found to be 2.85 eV [145]. This suggests that PCN has a wide-band-gap-semiconductor-like elec-
tronic structure. It is worth noting that PCN (heptazine-based melon) is often misleadingly named as
a "graphitic carbon nitride" or "g-C3N4" in the scientific literature, due to appearance of a pseudo-
graphitic peak in the measured X-ray diffraction patterns of melon powder. In contrast to the covalent
bonded nature of graphite, in melon, all flat and aromatic molecules share the π–π layer of the hep-
tazine units with a graphite-like arrangement. This is due to the oligomers of melem being linked
to NH or NH2 groups by hydrogen bonding in a zigzag manner between the different chains [146].
A PCN unit cell has the melon poly(aminoimino)heptazine [C6N7(NH2)(NH)]n structure [143], as
opposed to C3N4.

The chemical, electronic, and optical properties of PCN materials can be tuned by modification of
its morphology, or by doping [143]. In addition, the precursors as well as the polymerisation temper-
ature and heating rate in synthetic condensation of PCN play an important role in the photocatalytic
performance of PCN-based materials [147]. To date, various nanostructured morphologies of PCN
have been reported, such as nanosheets, nanotubes, hollow nanospheres, and quantum dots [148–
151]. The implementation of nanostructured PCN has demonstrated superior photocatalytic perfor-
mance in comparison to bulk PCN, with the capacity to enhance visible light absorption, enlarge the
surface area, expose active sites, and facilitate the transport of photogenerated charge carriers in dif-
ferent morphologies. Alternatively, the incorporation of heteroatoms or functional groups into the
framework of PCN, by interstitial or substitutional doping with either metal (Fe, Ag, Co, Zn, etc.)
or non-metal (O, P, S, B, F, etc.) elements, has been found to be a suitable approach to tune the
band structure of pristine PCN. Thus, the optical and electrochemical properties of the material can
be tuned, leading to an improved photocatalytic ability of PCN, particularly, in promoting the H2
evolution rate during the water splitting reaction [152].

FIGURE 2.7: The molecular structure of heptazine-based melon polymeric carbon ni-
tride, as formed from melem units. Atomic colour codes, carbon: dark gray, nitrogen:

blue and hydrogen: light grey.

One of the key parameters, which determines the electronic structure and conductivity of a material
is the Fermi level, EF . The Fermi level is the electrochemical potential of electrons in a condensed-
phase sample, which determines the probability of electron occupancy at different energy levels and
is the energy at which the average number of particles per quantum state is equal to 1/2, that is, one
half of the quantum states are occupied. At absolute zero (0 K), all electrons will occupy energy levels
up to the Fermi level, and no higher energy levels will be occupied. In conductors EF is positioned
in the CB, while in insulators in the VB. For a sufficiently conductive condensed-phase samples,
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i.e. a semiconductor, EF is positioned between the VB and CB. The Fermi level is of considerable
importance for interfacial electrochemistry when comparing the electrochemical potentials of solid-
phase and liquid-phase materials and molecular systems on a common energy scale [153].

In the water splitting reaction, when a photocatalyst (e.g. PCN) is immersed in a liquid electrolyte
solution (see Section 2.2.2 for a detailed description), the Fermi level (electrochemical potential) of
electrons must be in equilibrium between the two phases to allow an electron transfer across the
interface. The electrolyte solution consists of ionic species that can be reduced, Red, or oxidized, Ox,
while exchanging a certain number of electrons, n, with the photocatalysts, in the oxidation-reduction
(redox) reaction. The redox half electrochemical reaction occurring at a photocatalyst-electrolyte
interface can be expressed as:

Ox+ne− ⇀↽ Red, (2.2)

While for solid-phase systems EF is determined relative to the local vacuum level, Eloc
vac, energy

scale, the electrochemical potential of the electrons in the redox species, EF,redox, are equivalent to
the Fermi level in the liquid-phase. From Equation 2.2, it follows that the electrochemical potential
of the electrons in the photocatalyst (EF ) is equal to the electrochemical potential difference between
the Red and Ox (EF,redox) couple. EF,redox depends on the standard redox potential of the Ox/Red
couple, ∆E0, as well as the reduced and oxidized species concentrations. The redox couple energetics
are measured relative to a reference electrode, typically the standard hydrogen electrode (SHE). The
SHE is defined as an electrode in which H2 gas at a pressure of 1 bar and a standard temperature of
298 K is bubbled over a platinum electrode coated with platinum black in an electrolyte containing
H+ ions at unit cavity [154]. SHE is assigned a reduction potential equal to zero volts at 0 pH and
at any temperature. The relationship between the EF,redox and its reduced and oxidized species in
an electrolyte solution and at thermodynamic equilibrium on a standard hydrogen electrode scale is
given by the Nernst equation [153]:

EF,redox = ∆E0 +
RT
nF

lnQ, (2.3)

where ∆E0 is the standard redox potential of the Ox/Red couple, R is the universal gas constant, T is
the temperature in K, n is the number of electrons transferred in the redox reaction, F is the Faraday
constant (F = 96485 C/mol), and Q is the reaction quotient.

When EF and EF,redox are in equilibrium, the difference between the two energy scales for the
solid-phase material and liquid-phase molecular system, is the ESHE

0 of the hydrated proton at unit
activity, relative to the electron in vacuum close to the solution surface, i.e. Eloc

vac, which is equal to
- 4.44 ± 0.02 eV (or V) at 298 K [155]. In a real system, that involves equilibria with hydrogen
and protons, the pH of the solution must also be taken into account at the liquid-solid interface, as
it can modify the redox potentials of the electrolyte as well as the photocatalyst and shift the energy
levels. Therefore, in such systems the redox potentials are referenced against the reversible hydrogen
electrode (RHE). The potential of the reference, RHE, changes with pH with respect to the SHE as
follows [154]:

ERHE
0 = ESHE

0 −0.05916 eV × pH, (2.4)

2.2.2 Photocatalytic Water Splitting

The global downward trend in fossil fuel-based energy resources (coal, oil, and gas) availability deter-
mines the need for alternative and renewable energy sources. The use of sunlight as an environmen-
tally benign, sustainable and inexhaustible source of energy has attracted great attention worldwide
as the most likely replacement for traditional energy sources in the past few decades. At present, two
principal directions for solar energy conversion have been established: the creation of solar elements
that allow conversion of solar energy directly into electricity (solar concentrators, photovoltaic and
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dye-sensitized solar cells) [156, 157], and the development of photocatalytic materials for direct stor-
age of solar energy in chemical bonds [158, 159]. The latter has received considerable interest, due
to the potential for low-cost and pollution-free applications, such as the reduction of CO2 to produce
formic acid or methanol (solar fuels production) [9], and splitting of water to H2 and O2 [5]. In
particular, water splitting has become a promising method to store solar energy in chemical bonds.

Photocatalytic water splitting is a process that involves the dissociation of liquid water, H2Oliq,
into gaseous molecules of hydrogen H2g and oxygen O2g , based on the activation of a catalyst by irra-
diation with a light source. In general, water splitting involves several principal steps: (1) absorption
of light by the photocatalyst and generation of excited electron-hole pairs, (2) internal charge carrier
separation and intermolecular charge transfer to initiate a chemical reaction, and (3) catalytic forma-
tion of H2 and O2 by the reduced and oxidised photocatalyst, respectively. The photocatalyst can be
provided either in the form of a powder or an immersed electrode/thin-film, which are implemented
in photocatalytic or photoelectro-catalytic water splitting devices, respectively.

FIGURE 2.8: Schematic view of the overall water splitting reaction and energetic
diagram of a photoanode-based photoelectrochemical cell under light irradiation. The
scheme shown here is based on a photocatalyst working electrode and a metal counter

electrode immersed in an electrolyte solution.

The phenomenon of H2 production from photocatalytic water splitting was first demonstrated
by Fujishima and Honda in 1972, using single-crystal titanium dioxide (TiO2) as the photocatalyst
in a photoelectrochemical (PEC) cell [160]. Typically, a PEC water splitting experimental setup
consists of either two or three electrodes with an anode, a cathode and potentially a reference elec-
trode immersed in an electrolyte (specifically water and a sacrificial agent), anode and cathode con-
nected and externally biased (Figure 2.8). Depending on the configuration of the PEC cell, it can
be photoanode-based, with a light-harvesting photocatalyst being supported at the anode (working
electrode) and a metal (e.g. platinum, Pt) cathode (counter electrode). Alternatively, the PEC cell can
be photocathode-based, where the photocatalyst and the metal are oppositely applied in the electrical
circuit. Under irradiation, a photocatalyst absorbs photons with a photon energy, h̄ω , exceeding its
optical band gap, Eg, promoting electrons from the VB to the CB and, consequently, generating pho-
toexcited electron-hole pairs (see Equation 2.6). The photogenerated electron-hole pairs can either
recombine or be separated under external bias to the anode, leading to interfacial electron transfer
processes between the photocatalyst and the electrolyte. As a result, photogenerated holes on the
photoanode surface split water molecules, producing O2 and protons, which is called the oxygen
evolution reaction (OER). Subsequently, hydronium ions migrate through the electrolyte to reach the
counter electrode, thereby reducing protons at the cathode’s surface and generating gaseous H2 in a
process known as the hydrogen evolution reaction (HER).
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From a thermodynamic perspective, the overall water splitting into H2 and O2 is an energeti-
cally uphill and endothermic reaction, accompanied by a large positive change in the Gibbs free
energy [161]:

∆G0 =−nF∆E0 =+ 237.2 kJ mol−1, (2.5)

where n is the number of transferred electrons (n = 2), F is the Faraday constant, and ∆E0 is the
standard redox potential of the O2/H2O couple (∆E0 = 1.229 V) at standard temperature (298 K) and
concentrations (1 mol L−1, 1 bar).

The HER and OER of PEC water splitting - for an acidic electrolyte referenced to the SHE at 0 pH
- can be expressed for the reduction, E0

red , and oxidation, E0
ox, half-reactions as [162]:

4hν → 4e−+4h+, (2.6)

4H++4e− → 2H2g E0
red =+ 0.000 V, (2.7)

2H2O+4h+ → 4H++O2g E0
ox =− 1.229 V, (2.8)

In the case of an alkaline environment, hydroxyl anions are formed from the dissociation reaction of
water; the two reduction and oxidation half-reactions can be written as:

4H2O+4e− → 2H2g +4OH− E0
red =− 0.828 V, (2.9)

4OH−+4h+ → 2H2O+O2g E0
ox =+ 0.401 V, (2.10)

Thus, the overall water splitting reaction can be defined as:

2H2O 4hν−−→ O2g +2H2g , (2.11)

Photocatalytic water splitting is typically performed in a quartz reactor, where a photocatalyst is
dispersed in an aqueous solution [163, 164]. Similar to PEC water splitting, when the photocatalyst
is irradiated by light, the photocatalyst absorbs photons and promotes electrons from the VB to CB,
generating electron-hole pairs. The electron-hole pairs that remain separated diffuse from the bulk to
the surface reactive sites, reacting with adsorbed species on the surface leading to the HER and OER.
Thus, the photocatalytic suspension reacts over a solid, three-phase (solid-liquid-gas) interface. Since
the water splitting reaction is a four-electron process, with the simultaneous generation and back-
reaction of H2 and O2 gases, there is a probability for a backward reaction to occur. This imposes one
of the main limitations on effective photocatalytic water splitting when using aqueous solution.

To facilitate the oxidation or reduction of water and to increase the overall efficiency of photo-
catalytic water splitting, sacrificial agents (electrons donors or acceptors) are often mixed with water,
which can scavenge electrons or holes and suppress recombination of the excited charge carriers,
therefore accelerating the rate of photocatalytic H2 production. In the presence of a sacrificial agent,
the positive holes irreversibly oxidise the sacrificial reagent instead of water. The most commonly
used sacrificial agents for polymeric carbon nitride photocatalysts are Na2S, Na2SO3, lactic acid,
methanol, and triethanolamine (TEOA) [165]. In addition to the use of sacrificial agents, noble metal
co-catalysts (Pt, Au, Pd) and recently implemented, non-metal (carbon dots) and transition metal ox-
ides (NiO, MnO2, CoO) are also utilised in photocatalytic water splitting, with the main purpose of
reduction of charge carrier recombination and to spatially separate HER and OER sites [166].

The thermodynamic condition for driving a single-step, overall water splitting reaction implies
several requirements on the electronic band structure of a photocatalyst. In particular, to initiate
photocatalytic reactions, the energy band gap of a photocatalyst immersed in an acidic electrolyte
solution must be greater than 1.229 eV, and the top of the VB should be more positive than 1.229 V
versus SHE, while at 0 pH the bottom of its CB should be more negative than 0 V versus SHE.
In addition, the effectiveness of a photocatalyst will depend on its physical, chemical, and opto-
electronic properties, including good thermal and chemical stability, inertness in aqueous solution,
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alcohol and different pH environments, high visible light-harvesting capacity, and long lifetime of
the photogenerated electron-hole pairs. Since the discovery of the water splitting using TiO2 as a
photocatalyst [160], a large number of metal-based semiconductor catalysts have been investigated to
efficiently split water into H2 and O2 under UV-Vis light irradiation. The most employed semicon-
ductor photocatalysts are oxides and chalcogenides such as TiO2, ZnO, WO3, Nb2O5, BiVO4 Ta2O5,
CdS, and Cu2S [167–169]. Figure 2.9 shows the energy band gaps and the electronic VBM and CBM
positions of the commonly used photocatalysts or co-catalysts in water splitting, including oxides,
nitrides, and chalcogenides. Despite the large variety of semiconductor photocatalysts, most of them
have a number of significant disadvantages. Many metal-based semiconductor photocatalysts have a
wide energy band gap (TiO2, ZnO, ZrO2), which leads to their inefficiency when exposed to visible
light and limits their use to the UV spectral region (≈ 4 % of solar energy). In certain cases the VBM
and CBM positions of photocatalysts are not favorable for the production of either O2 or H2 with
respect to the water redox reaction potentials, for example, Ta2O5 and WO3, respectively. Moreover,
some efficient narrow band gap photocatalysts (CdS, CdSe) suffer from severe photocorrosion under
light irradiation [170], which greatly complicates their long-term photocatalytic application.

FIGURE 2.9: Energy band gaps and VBM (red) and CBM (green) positions of the
selected oxides, nitrides and chalcogenides with respect to the vacuum level and stan-
dard hydrogen electrode (SHE). The two black dashed lines indicate the water redox
reaction potentials. The PCN sample (C3N4) is highlighted by the red dashed line.

Adapted figure with permission from [171] © 2016 by the Wiley-VCH.

While much of the research in the past decades has focused on metal-based semiconductor photo-
catalysts, the development of efficient metal-free polymer carbon nitride photocatalysts is currently an
active area of research for water splitting applications [172]. This is primarily due to the fact that PCN
is one of the few visible-light-harvesting photocatalysts with an energy band gap of approximately
2.7 eV. That possesses a sufficiently large thermodynamic driving force for H2 and O2 production in
the water splitting reaction, as highlighted by the red dashed line in Figure 2.9. Beyond the ability
to easily modify the electronic and chemical structure of this material, as described in detail in Sec-
tion 2.2.1, PCN has excellent chemical and thermal stability, minimising photocorrosion in the water
splitting reaction compared to metal-based semiconductor catalysts.
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2.2.3 Bulk, Mesoporous and Porous Ultrathin Nanosheets of Polymeric Carbon Ni-
trides as Efficient Photocatalysts for Hydrogen Production

In view of numerous effectively developed PCNs with different morphologies, porosities, surface
functional groups and electronic band structures, it was noticed that two-dimensional (2D) atomically-
thin nanosheets of PCN exhibit enhanced photocatalytic activity [173, 174]. In particular, recently en-
gineered atomically-thin porous sheets of oxygen-containing and amino co-functional group PCN are
found to be relatively efficient photocatalysts for H2 production in the water splitting reaction [175].
These 2D porous ultrathin nanosheets, as well as pristine bulk PCNs, were investigated in this work.

Figure 2.10 shows the hypothetical chemical structure and the sequence of preparation of three
PCN photocatalysts, which were synthesised and provided by the group of Prof. Bin Zhang from
Tianjin University [175]. The polymeric bulk carbon nitride (CNB) was synthesised by the thermal
polymerisation of melamine at 520 ◦C. The obtained CNB powder of nanosheets product had a bulk
density of 544 mg cm−3, sheet thickness of 16 nm, and a Brunauer-Emmett-Teller (BET) surface area
of 8 m2 g−1. The porous oxygen-rich carbon nitride nanosheets (CNPS-O) were synthesised by the
oxidation and etching of the initially produced CNB. The amino functional group, atomically-thin
porous carbon nitride sheets (CNPS-NH2) were synthesised using the same procedure as CNPS-O,
with ammonia (NH3) treatment subsequently implemented to exfoliate and form -NH2 groups on the
resulting 2D porous nanosheets.

The bulk densities of CNPS-O and CNPS-NH2 were calculated to be 134 mg cm−3 and 12 mg cm−3,
respectively, which are considerably lower than that of CNB. The produced macroscopic, ultralight
structures result in abundant active sites and a highly solvent accessible surface area at the micrometer
level. Atomic force microscopy images and associated height profiles demonstrated that the thickness
of CNPS-O was about 10 nm, and after a further thermal treatment of CNPS-O in a NH3 atmosphere,
the thickness of CNPS-NH2 was substantially reduced, forming atomically-thin 2D porous sheets of
0.4 nm. The CNPS-NH2 surface area was determined to be 195 m2 g−1, compared to the CNPS-O
of 48 m2 g−1, which can be affected by the ultrathin morphology and enhanced pore density. A more
detailed description of the preparation and characterisation of the CNB, CNPS-O and CNPS-NH2
powder photocatalysts can be found in [175].

FIGURE 2.10: The hypothetical structure and the preparation process of the bulk
(CNB), 2D porous nanosheets of oxygen-containing (CNPS-O) and amino co-
functional groups (CNPS-NH2) polymeric carbon nitrides. Reprinted figure with per-

mission from [175] © 2018 by the Royal Society of Chemistry Publishing.
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The photocatalytic H2 evolution reaction performance of the CNB, CNPS-O and CNPS-NH2 pow-
ders, with the presence of Ni co-catalyst contents up to 5 wt% and a TEOA sacrificial electron donor,
was investigated under visible light irradiation by Meng et al. [175]. The H2 production rates of
CNB, CNPS-O and CNPS-NH2 were reported to be 110.1, 471.1 and 1233.5 µmol h−1 g−1, respec-
tively. The visible-light activity of the CNPS-NH2 was 11 times higher than that of CNB, which
indicates that changing the structure and surface area of PCN can enhance its photocatalytic activity.
Further, the HER was performed under simulated sunlight irradiation (AM 1.5 G), where CNPS-NH2
exhibited the highest H2 evolution rate of 8134.1 µmol h−1 g−1 compared to 4375.8 µmol h−1 g−1

of CNPS-O and 1403.5 µmol h−1 g−1 of CNB. In addition, the H2 evolution activity of the PCN
powders with a Pt co-catalyst was investigated under visible light as well as with simulated AM 1.5
G sunlight irradiation. A H2 evolution rate of 20948.6 µmol h−1 g−1 for CNPS-NH2 was achieved
under AM 1.5 G solar irradiation, yielding one of the highest photocatalytic performances among
the self-modified PCN/Pt systems reported so far [176–178]. However, the reason for the significant
increase in the photocatalytic H2 production rate of CNPS-NH2 and the corresponding improvement
in the charge carrier kinetics upon light excitation of the 2D porous ultrathin PCN nanosheets, as
compared to bulk PCN, remains an open question.

Since it has been shown that PCNs with increased surface area and porosity can enhance their
photocatalytic water splitting performance, various approaches have been used to synthesise porous
PCN structures. One of the well-established techniques for producing nanoporous structures of PCNs
is the sol-gel method [179, 180]. The advantage of this method compared to the thermal polymeri-
sation method is that the growth and individual design of the pore structure of the PCN material can
be controlled. In the present work, mesoporous PCN prepared by a combined sol–gel and thermal
condensation method was also investigated. This preparation approach involves simultaneous mixing
and condensation of the PCN (cyanamide) precursor with the silica (tetraethylorthosilicate) precur-
sor [180]. The mesoporous PCN is obtained after condensation and heat treatment, which includes
sol mixing, gel formation, calcination of the gel, and silica removal. PCN retains its structure even in
the spatial constraint created by the surrounding silica phase. Since both precursors are liquids, this
approach allows one to conveniently form thin and thick films or blocks of mesoporous PCNs.

FIGURE 2.11: The sol–gel/thermal condensation preparation process of the meso-
porous polymeric carbon nitride (sg-CN) (left panel) and the hypothetical structure
of a tri-s-triazine sheet of sg-CN (right panel). Atomic colour codes, carbon: yellow
and nitrogen: red. Reprinted figure with permission from [180] © 2011 by the Royal

Society of Chemistry Publishing.

Figure 2.11 shows the hypothetical chemical structure and the combined sol–gel/thermal conden-
sation preparation process of the mesoporous PCN (sg-CN) used in this work, which was synthesised
by the group of Prof. Arne Thomas from Technische Universität Berlin. The sg-CN powder was
synthesised at 550 ◦C according to the procedure previously reported in literature [180]. The BET
surface area of the obtained sg-CN powder was determined to be 140 m2 g−1 [181], comparable to
that of the aforementioned CNPS-NH2 [175]. Further, the mesoporous sg-CN was found to be highly
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photocatalytically active under visible light irradiation in the presence of Ni or Ni2P co-catalyst,
and the TEOA sacrificial electron donor in the H2 evolution reaction [181, 182]. An enhanced H2
evolution rate of 8400 µmol h−1 g−1 was reported by Indra et al. [181], when a Ni2P nanoparticle
co-catalyst was loaded on the surface of sg-CN. This is comparable to the H2 evolution rate of the
highly efficient PCN photocatalysts [183]. The authors performed time-resolved photoluminescence
(TRPL) spectroscopic studies to reveal the photophysics of the enhanced charge transfer upon optical
excitation of the Ni2P/sg-CN system. However, TRPL only detects the radiative decay of the photo-
generated electron-hole pairs, by collecting photons spontaneously emitted by the PCN powder. In
addition, TRPL is based on a time-correlated single photon counting technique [184], which allows
the kinetics of the photoexcited species to be monitored out to ms timescales, but has a limited time
resolution of the order of few ten ps. Therefore, the early-time dynamics of photogenerated charges in
mesoporous sg-CN remains poorly understood. Table 2.3 summarises the main structural properties,
as well as highest H2 evolution rates obtained, for the PCN samples used in the present studies. A
bulk density of the sg-CN powder was not determined in the aforementioned studies and is therefore
not presented in the table.

TABLE 2.3: Comparison of the structural properties and photocatalytic activity of
the as-prepared PCN powders implemented in this work.

Sample CNB CNPS-O CNPS-NH2 sg-CN

Bulk density / mg·cm−3 544 134 12 -
Sheet thickness / nm 16 10 0.4 5
BET surface area / m2 · g−1 8 48 195 140
H2 evolution rate / µmol · h−1 · g−1 110.1 471.1 1233.5 8400
(under λ > 420 nm) TEOA + Ni TEOA + Ni TEOA + Ni TEOA + Ni2P

This work explores uncharted areas of the photophysical processes occurring in PCNs on fem-
tosecond to nanosecond timescales, following their initial photoinduced charge carrier dynamics us-
ing high-time-resolution ultrafast spectroscopy studies. By employing the femtosecond time-resolved
EUV photoemission spectroscopy and UV-visible transient absorption spectroscopy techniques, the
photoinduced early-time charge separation dynamics in sg-CN, CNB, CNPS-O and CNPS-NH2 pho-
tocatalysts can be monitored with sub-100 fs time resolution. The former technique specifically ad-
dresses the dynamics occurring in the top few-nm of the solid powder, in vacuum. Whereas the latter
allows the material bulk to be predominantly probed. Understanding the kinetics of photogenerated
carrier lifetimes in the bulk, mesoporous and 2D porous ultrathin nanosheets of PCNs can reveal the
nature of their ultrafast photophysical processes and is expected to complement the previous research
of Meng et al. [175] and Indra et al. [181]. The ultrafast studies of the surface-bulk photoinduced
charge separation dynamics of the PCNs may also provide an avenue to develop highly-efficient pho-
tocatalysts for water splitting, and potentially for a broad range of other applications.
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Chapter 3

Experimental Procedures and Methods

“Energy rightly applied and directed will accomplish anything.”

— Nellie Bly

Chapter 3 provides an overview of the experimental procedures and methods, encompassing the
fundamental theoretical concepts and physical principles implemented in this dissertation work. Sec-
tion 3.1 introduces the generation of the ultrashort laser pulses employed in time-resolved spec-
troscopy experiments. Section 3.2 describes the main non-linear processes that occur during the
light-matter interactions induced by intense laser fields. This includes (Section 3.2.3) the coherent
generation of ultrashort EUV pulses through the laser-driven high-order harmonic generation (HHG)
process. Therein, the theoretical aspects as well as the optimal phase matching conditions for effi-
cient HHG in gaseous media are explained. Section 3.3 presents the principles of the photoemission
spectroscopy technique, based on the three-step model of photoemission from condensed-phase tar-
gets. Further, the concept of the femtosecond time-resolved extreme-ultraviolet (EUV) photoemission
spectroscopy (TRPES) technique is presented, and its main advantages and limitations are clarified.
Section 3.4 introduces the fundamentals of the complementary femtosecond time-resolved ultraviolet-
visible absorption spectroscopy (TAS) technique. Finally, the global fitting data analysis procedure is
described in Section 3.5.

3.1 Ultrashort Laser Pulse Generation

The time-domain study of dynamic processes in matter requires research methods with time-resolutions
that exceed the rate of change of the process of interest. In molecular systems, the natural photochem-
ical and photophysical processes occur on the femtosecond time scale, which is the unit of time equal
to 10−15 seconds. Ultrashort laser pulse generation with a duration of several femtoseconds has
proven to be a versatile tool for ultrafast spectroscopic investigations of the electronic and structural
dynamics of atoms and molecules in matter, which has found applications in natural and medical
sciences, as well as engineering and manufacturing technologies [34, 185, 186]. In this dissertation,
femtosecond laser pulses were employed to study the electronic dynamics of liquid-phase molecu-
lar and solid-phase material catalysts following photoexcitation and interrogation of chromophores
on their fundamental time scales. Correspondingly, a basic description of the fundamental physical
processes for the generation of femtosecond laser pulses is provided in the following.

3.1.1 Mathematical Description of Ultrashort Laser Pulses

Ultrashort laser pulses are bursts of electromagnetic radiation, namely optical wave packets that are
described as temporally and spatially dependent electric fields. The propagation of the electric field
and its interaction with matter is governed by Maxwell’s electromagnetic wave equations in the frame-
work of a semi-classical interpretation [187]. The electric field of an ultrashort laser pulse can be
described through a complex representation of the oscillating electric field in the temporal domain
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(see Figure 3.1). Neglecting the spatial and polarisation dependence of the field, E(x, y, z, t) = E(t),
the field can be described as follows [31]:

E(t) = A(t) e−iω 0 t , (3.1)

where A(t) is the complex amplitude envelope, and ω0 is the carrier frequency.
The complex representation of the electric field of the laser pulse in the time domain can be further

decomposed into a rapidly oscillating part of the electric field and a slowly varying envelope A(t) as:

E(t) = |E(t)| e−iφ 0 e−i(φ (t)+ω 0 t), (3.2)

Here, |E(t)| is called the electric field envelope, φ(t) is the time-dependence of the temporal phase,
and φ 0 is the phase between the carrier wave and the peak of the temporal pulse envelope, which
is often referred to as the carrier-envelope phase (CEP) (see Figure 3.1). The CEP becomes a very
important feature of few-cycle ultrashort laser pulses, where the instantaneous strength of the field
has bearing on its application.

FIGURE 3.1: The electric field and envelope of a Gaussian pulse. The red solid and
dotted lines represent the electric field for different values of the CEP. The blue dashed

curve is the electric field envelope.

In Equation 3.2, the time-dependent phase φ(t) determines the variation of the carrier frequency
in time. Thus, a pulse which has its (instantaneous) carrier frequency varying in time, a so-called
chirped pulse, is described by the instantaneous frequency given by:

ω(t) = ω0 +
dφ(t)

dt
, (3.3)

If d2φ (t) / dt2 > 0, the carrier frequency increases along the time scale of the laser pulse, which can
be described as a positively or up-chirped pulse. For the case d2φ (t) / dt2 < 0, the instantaneous fre-
quency decreases, producing a negatively or down-chirped pulse (see Section 3.1.2 for more details).

The electric field of an ultrashort laser pulse can be described in the frequency domain as:

E(ω) = |E(ω)| eiφ (ω ), (3.4)

where φ (ω) is the spectral phase. In the frequency domain, in addition to the measurement of an
intensity spectrum, the spectral phase contributes to the pulse characterisation. For instance, φ (ω)
can be measured using the spectral phase interferometry for direct electric field reconstruction (SPI-
DER) [188] and frequency-resolved optical gating (FROG) [189] diagnostic techniques for ultrashort
pulse characterisation in time and frequency space.

The Equations 3.2 and 3.4 are related to each other through the time and frequency Fourier trans-
forms of a laser pulse that can be expressed in terms of the electric field as:
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E(t) =
1

2π

∫ +∞

−∞

E(ω) e−iω tdω,

E(ω) =
∫ +∞

−∞

E(t) eiω tdt,
(3.5)

Subsequently, the pulse duration ∆t and spectral bandwidth ∆ω can be determined as follows:

⟨∆ω
2⟩=

∫ +∞

−∞
ω2|E(ω)|2dω∫ +∞

−∞
|E(ω)|2dω

,

⟨∆t⟩=
∫ +∞

−∞
t|E(t)|2dt∫ +∞

−∞
|E(t)|2dt

,

(3.6)

Considering that the relationship between the temporal and spectral characteristics of the electric
field are interrelated through Fourier transforms, the spectral bandwidth and pulse duration are related
to each other by the following uncertainty principle inequality [31]:

⟨∆ω⟩⟨∆t⟩ ≥ 1
2
, (3.7)

where ⟨∆ω⟩⟨∆t⟩ is known as the time-bandwidth product. This indicates that for generating fem-
tosecond laser pulses, it is necessary to implement a sufficiently broad spectral bandwidth. If the
equality in Equation 3.7 is reached, the generated laser pulse has a frequency-independent spectral
and temporal phase and is called a bandwidth-limited or a Fourier-transform-limited pulse. In this
case, the pulse is unchirped (see Figure 3.2 (a)).

Experimentally, the temporal and spectral intensity profiles are readily measured and associated
full-width at half-maximum (FWHM) values are established. Correspondingly, the ∆t is defined as
the FWHM of the intensity profile, and the ∆ω is given in terms of the optical frequency bandwidth
∆ν (in Hz) measured at the FWHM of the spectral intensity, where ∆ω = 2π∆ν . Thus, the Fourier
inequality can be written as:

∆ν∆t ≥ K, (3.8)

where K is a numerical constant on the order of 1, which depends on the temporal pulse envelope
shape. Values of K for the most commonly used pulse shapes and their time-bandwidth product can
be found in Ref. [31]. Using Equation 3.8, the minimum pulse duration can be determined as:

∆t ≥ K
λ 0

2

∆λ ·c
, (3.9)

Here, λ 0 and ∆λ are the central wavelength and the FWHM of the spectrum of the laser pulse (in
nm), c is the speed of light. Ultrashort pulse temporal profiles can often be described by a Gaussian
envelope:

|E(t)|= A(t) = A0 e−
(t−t0)

2

2σ2 , (3.10)

where A0 is the peak amplitude, t0 is the central peak position, and σ is the width (standard deviation)
of the Gaussian envelope.
The parameter σ is related to the FWHM of the Gaussian peak, represented by τ:

τ = 2
√

2ln2σ , (3.11)

For a Fourier-transform-limited Gaussian pulse, the time–bandwidth product, i.e. K value is 0.441
for a Gaussian function [31]. Hence, the spectral bandwidth is ∆ν ≈ 0.441

∆t .
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3.1.2 Effect of Material Dispersion on Propagation of Ultrashort Pulses

Dispersion of optical materials is one of the main obstacles to maintaining a short pulse duration
during the propagation of ultrashort pulses through air and optical components (e.g. lenses, polarisers,
non-linear crystals, etc.). In bulk dispersive media, the refractive index of the medium is frequency-
dependent; therefore, it changes the temporal and spectral phase of the propagating pulse. Thus, short
optical pulses experience a linear-optical distortion known as the optical dispersion. The dispersion
induces the broadening of a pulse duration.

When a laser pulse propagates through a transparent medium with refractive index n(ω) and length
L, the spectral phase change is given as follows:

φ (ω) = n(ω) L
ω

c
, (3.12)

In order to calculate the effect of dispersion, the spectral phase can be expressed using a Taylor
series expansion around the carrier frequency, ω0, of the pulse:

φ (ω) = φ0 +φ
′
(ω −ω0)+

1
2!

φ
′′
(ω −ω0)

2 +
1
3!

φ
′′′
(ω −ω0)

3 + ..., (3.13)

The derivatives of the spectral phase in Equation 3.13 are most often expressed in terms of n(ω)
and commonly termed the group delay (GD), the group delay dispersion (GDD), and the third order
dispersion (TOD) [31]:

GD ≡ φ
′
=

dφ (ω)
dω

∣∣∣
ω=ω0

=
1
c

(
n−λ

dn
dλ

)
,

GDD ≡ φ
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d2φ (ω)
dω2
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λ

2πc

)
1
c

(
λ

2 d2n
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)
,

TOD ≡ φ
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d3φ (ω)
dω3

∣∣∣
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=

(
λ

2πc

)2 1
c

(
3λ

2 d2n
dλ 2 +λ

3 d3n
dλ 3

)
,

(3.14)

The first derivative term defines the propagation time of the pulse envelope. The second derivative
term leads to the temporal broadening of a pulse due to a linear chirp. This means that the GDD results
in a linear variation of the propagation time with frequency. Depending on the sign of φ

′′
, two types

of temporal broadening can be defined. When GDD > 0, the longer wavelengths propagates faster
than the shorter wavelengths in the pulse, producing a linear positive or up-chirp (see Figure 3.2 (b)).
On the contrary, when the shorter wavelengths propagate faster than the longer ones with GDD < 0, a
linear negative or down-chirp occurs (see Figure 3.2 (c)). The third derivative term in Equation 3.14
causes a quadratic variation in delay with frequency and can lead to an asymmetric pulse distortion
and lower the quality of a laser pulse. The higher-order derivatives in the Taylor expansion induce
additional phase shifts contributing to further, more complicated pulse chirping and distortion.

In an ultrafast time-resolved spectroscopy experiment, the time resolution is determined by the
durations of the implemented laser pulses, which are typically < 100 fs. Thus, the temporal broad-
ening of an ultrashort pulse derived from the linear dispersion of the optical materials is one of the
limiting factors for conducting experiments with high temporal resolution. For this reason, the opti-
cal components in the beam path of the femtosecond pulse are usually constructed as thin as possible
(taking into account the laser-induced damage threshold (LIDT) of an optical element [190] and in-
duced stresses and distortions). Moreover, a dispersion of the opposite sign can be introduced to
recompress the pulse by employing bulk materials with dispersions of opposite sign, e.g. by imple-
menting angular dispersing pairs of prisms [191], diffraction gratings [192], chirped mirrors [193]
or optical fibers [194] as chromatic dispersion elements. Such approaches are typically applied in
mode-locked-based chirped-pulse amplified laser systems, where a seed pulse is stretched with one
of these methods to lower the peak intensity of the amplified pulse, the seed pulse is amplified, and
a dual grating compressor compensates the linear dispersion of the stretcher and bulk material of the
amplifier in the time-domain. A more detailed description of the latter is presented in the following
section.
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FIGURE 3.2: Exemplary linear frequency chirps, ω(t), of ultrashort laser pulses be-
fore (a) and after (b) – (c) propagation in a dispersive medium. In media with increas-
ing n with frequency over the pulse bandwidth and corresponding positive GDD, the
unchirped laser pulse (a) experiences a positive linear chirping (b). In media with de-
creasing n with frequency and corresponding negative GDD, negative linear chirping

of the unchirped pulse occurs (c).

3.1.3 Ultrashort Pulse Laser Systems

In this dissertation, ultrashort laser pulses were generated by a tabletop femtosecond laser system
which consists of two main components: a mode-locked oscillator and a chirped-pulse amplifier
(CPA). The discovery of the broad gain bandwidth medium titanium-doped sapphire [195] and the ex-
pansion of the Kerr-lens mode-locking technique [196] in conjunction with the CPA technique [197]
have facilitated the generation of ultrafast laser pulses with ultrashort pulse durations and ultra-high
peak power levels up to petawatts and beyond [198]. Such laser systems have become the standard
in ultrashort laser laboratories around the world. The fundamental properties of such standard fem-
tosecond oscillator-amplifier laser systems are presented in the following.

To generate femtosecond pulses, passive mode-locking of visible and near-infrared (NIR) solid-
state lasers is generally used [199]. A typical femtosecond-pulse-duration mode-locked laser oscilla-
tor consists of several principal functional elements: an optical resonator, a broadband gain medium,
an output coupler, a dispersive element, and a gain-loss element. The optical resonator contains the
gain medium, several dielectric mirrors, including highly reflective and a semi-transparent output
coupler mirror, and additional dispersive elements (a pair of prisms or chirped mirrors) to compen-
sate for the positive chirp accumulated in the resonator. Since 1982 [200], titanium-doped sapphire
(Ti: Sapphire) has been widely used as an efficient, broadly tunable (in the spectral range of 650 –
1100 nm) gain medium for solid-state femtosecond laser oscillator sources [201–203], which can
deliver ultrashort laser pulses with durations down to sub-5 fs [203, 204]. Central to the ultrashort
pulse generation is the optical resonator, where the pulses are formed by constructive interference
of many longitudinal modes of the resonator which oscillate in phase at different frequencies within
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the amplification range attributable to the gain medium. The longitudinal modes satisfy the standing
wave condition mλm = 2L, where m is a number of the mode, which is equal to the number of half
wavelengths inside the optical resonator, λm is the wavelength of mode m inside the optical resonator,
and L is the length of the optical resonator. The frequency separation between any two longitudinal
modes, m and m + 1, is determined as ∆ν = c / 2L, where c is the speed of light.

The train of potentially short pulses results from the leakage of a pulse (from a partly transmitting
output coupler mirror) travelling back and forth in a resonator of constant length. The separation
between the pulses in the train is equal to the round-trip time of the resonator [31]:

T =
2L
c
, (3.15)

Consequently, an ideal comb of laser pulses is generated in both the time and frequency domains
under the proviso the pulses in the resonator remain compressed in successive round trips.

A passive mode-locking mechanism is most often used to generate pulses of femtosecond pulse
duration. For ultrashort Ti: Sapphire laser oscillators, the Kerr lens mode-locking (KLM) method has
become the leading passive mode-locking technique. It relies on the optical Kerr effect [205] in the
gain medium, in which the index of refraction is altered by the applied high-intensity laser beam, in
accord with the following equation:

n(I) = n0 +n2I, (3.16)

where n0 is the linear and n2 is the non-linear refractive index, and I is the intensity of the applied
electromagnetic field.

When a high-intensity pulse with a Gaussian spatial envelope propagates through the Kerr non-
linear medium, a change of the medium’s refractive index occurs. Specifically, the high intensities
occurring in the center of the beam profile cause a larger change in refractive index than at the edges,
resulting in a transient lensing and beam focusing. In such a case, a Ti: Sapphire crystal is engi-
neered, generally in combination with other focusing elements in the cavity, to act as a lens for the
high-intensity pulse, known as a Kerr lens, which results in a self-focusing effect [206] in the gain
medium. Often, the gain medium of the femtosecond laser oscillator is continuously pumped and
an aperture (hard-aperture KLM) is inserted into the optical resonator in order to enable only the
self-focused, high-intensity pulses to pass through. As an alternative to using the hard aperture in the
resonator, most modern femtosecond oscillators utilise a soft-aperture KLM, in which a gain medium
(e.g. Ti: Sapphire crystal) can be used for gain, (partial-)focusing, and as a soft aperture for the in-
traresonator beam. If such a mechanism is implemented into the optical resonator, eventually the
phase-locked modes will travel in the resonator and be selectively amplified. As a result, a train of
pulses will be produced after passing through the output coupler mirror of the resonator.

For the self-focusing to be useful, it is essential to balance the so-called critical power, deter-
mined by the peak power carried by laser pulses and the non-linear refractive index of the self-
focusing [207]:

Pcr = α
λ 2

4πn0n2
, (3.17)

where α is a constant which depends on the initial spatial distribution of the beam (for a Gaussian
beam α ≈ 1.8962). For powers P ≫ Pcr, the beam will undergo collapse until further non-linear
effects, i.e. multiphoton absorption or photoionisation, terminates the collapse; for powers P ≪ Pcr,
the beam will diverge because of diffraction effects; for the powers P = Pcr the beam will (ideally)
propagate with a constant diameter resulting in an invariable intensity distribution, known as the self-
trapping effect [208]. Furthermore, an enhancement of the Kerr-lens effect by focusing the beam
more tightly into the non-linear medium can lead to sufficiently high peak intensities that can damage
the material. Prior to the development of the optical CPA technique, such problems were the major
impediment to the development of higher power oscillator and amplifier sources.
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Since the maximum peak power of ultrashort laser pulses is constrained by self-focusing effects,
resulting in laser beam distortions and damage or even complete destruction of an amplifying mate-
rial, one of the methods to overcome these effects is to stretch the laser pulses in time, limiting their
peak power. If then the pulse is amplified and consequently compressed in time, the peak pulse power
increases dramatically. This technique known as a chirped-pulse amplification was applied to optical
pulses by D. Strickland and G. Mourou in 1985 [197], which has permitted the generation of optical
pulses with ultrashort pulse durations and ultra-high peak pulse powers. In CPA, a low-energy ultra-
short seed pulse generated from an oscillator (Ti: Sapphire mode-locked laser) is temporally dispersed
(stretched) to a long pulse using a pair of diffraction gratings [192] or prisms [209]. The resulting
pulse has a duration of up to hundreds of picoseconds or few nanoseconds with the peak intensity
decreased by several orders of magnitude after stretching. Then, the stretched pulse is amplified by
many orders of magnitude in a laser amplifier without damaging the gain medium. After amplifica-
tion of the stretched pulse, which now carries a sufficiently high energy, it is temporally recompressed
to an ultrashort pulse duration by a second pair of gratings or chirped mirrors, introducing a GDD of
oposite sign, which removes the pulse chirp.

The development of non-linear optical techniques along with CPA-based laser systems over the
past decades has made it possible to generate tunable ultrashort pulses across the entire electromag-
netic spectrum. Access to ultrashort pulses with high peak powers allowed shorter wavelength pulses
to be generated through non-linear optical processes, for example, they can be used for generation of
coherent high harmonic light pulses in the extreme ultraviolet and soft X-ray domain. This can be
achieved by focusing the ultrashort optical pulses in a gas-filled cell [210–212]. The generated pulses
are an important tool for ultrafast time-resolved spectroscopy, specifically for studying the electronic,
chemical and structural dynamics of atoms and molecules.

3.2 Non-linear Optical Processes

At high intensities, optical media exhibit non-linear properties such as the refractive index depen-
dency on the intensity of light that occurs when intense light beams interact with each other via non-
linearly polarisable media, and the corresponding frequency conversion of light when propagating
through such media. The discovery and development of non-linear optical processes has significantly
expanded the capabilities of laser technology, enabling conversion of optical frequencies (generation
of harmonics, sum and difference frequencies and supercontinua) and amplification of the resulting
fields to produce intense, frequency-tunable radiation (parametric amplification).

When an intense laser pulse interacts with matter, the response of the material is defined by the
polarisation, P(E), as a function of the electric field [205]:

P(E) = ε0χ(E)E = ε0χ
(1)E + ε0χ

(2)E2 + ε0χ
(3)E3 + ...+ ε0χ

(n)En + ...

= P(1)+P(2)+P(3)+ ...+P(n)+ ...= P(1)+P(NL), (3.18)

where ε0 is the permittivity of vacuum, χ(n) are the non-linear optical susceptibilities of the material
of nth order, and P(1) and P(NL) represent the linear and non-linear contributions to the polarisation,
respectively.

The wave equation for the electric field in the presence of an induced non-linear polarisation can
be expressed in the form:

∇
2E⃗ − n2

c2
d2E⃗
dt2 =

1
ε0c2

d2P⃗(NL)

dt2 , (3.19)

where n is the linear refractive index and c is the speed of light in vacuum. This equation can be
interpreted as an inhomogeneous wave equation, where a wave of electric field intensity drives a wave
of non-linear polarisation in the medium, which, in turn, becomes a source of new electromagnetic
waves, i.e. waves at other frequencies.
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In the present work, second-, third- and higher-order susceptibilities were employed. Second har-
monic generation (χ(2)) of the fundamental laser pulses with 800 nm central wavelength, was used to
produce a 400 nm wavelength pump pulse for both time-resolved EUV photoemission and UV-visible
absorption spectroscopy experiments. An 800-nm-driven χ(3) white-light generation process and a
pair of difference frequency generation (χ(2)) optical parametric amplification processes were also
used to produce a 1300 nm wavelength probe pulses for the TAS experiments, using an optical para-
metric amplifier (OPA). These 1300-nm pulses were used to generate another white-light continuum
(χ(3)), which were finally applied as a probe for the TAS experiments. Higher-order (χ(n)) processes
were used to generate higher-order harmonics [213] that were used as ultrashort probes in the TRPES
experiments, following monochromatisation. In the next sections, these non-linear processes are de-
scribed in more detail. The fundamental processes occurring during the propagation or/and focusing
of intense laser pulses in a non-linear medium are correspondingly detailed in the following.

3.2.1 χ(2) Processes: Second Harmonic, Sum- and Difference Frequency Generation

When a laser field, E(t) = A cos(ωt), with frequency ω propagates in a non-linear medium with a
χ(2) susceptibility, the χ(2) response of the medium (second-order non-linear polarisation) will be
time-dependent and proportional to the electric field in accordance with the following:

P(2)(t) = χ
(2)E(t)2 =

1
2

χ
(2)A2 +

1
2

χ
(2)A2cos(2ωt), (3.20)

This means that the polarisation will have a constant component 1
2 χ(2)A2, and an oscillating compo-

nent 1
2 χ(2)A2cos(2ωt), at twice the frequency of the input light, 2ω . The first term in Equation 3.20

corresponds to a frequency independent non-linear process named optical rectification, and the second
term relates to second harmonic generation (SHG).

For two waves of frequencies ω1 and ω2, and the incident laser field, E(t) = 1
2 (A1cos(ω1t) +

A2cos(ω2t)), the second-order non-linear polarisation can be expressed as:

P(2)(t) = χ
(2)E2 =

1
4

χ
(2)(A2

1cos(2ω1t)+A2
2cos(2ω2t)+

+2A1A2cos((ω1 +ω2)t)+2A1A∗
2cos((ω1 −ω2)t)+2(

∣∣A1
∣∣2 + ∣∣A2

∣∣2)), (3.21)

where A1 and A2 are the amplitudes of incident fields 1 and 2, respectively.
In Equation 3.21, the first two terms correspond to oscillation at twice the input frequencies of the

incident light, 2ω1 and 2ω2 (SHG). The second term refers to the sum of the input frequencies, ω1 +
ω2, resulting in a generation of a new higher frequency, called sum frequency generation (SFG). The
third term represents the difference-frequency generation (DFG). The last two terms correspond to the
time-independent optical rectification of the two input fields. The χ(2) non-linear optical processes as
well as the corresponding energy level diagrams are shown in Figure 3.3. In a quantum-mechanical
picture, for example, when generating the second harmonic, we can assume that two photons of the
input frequency ω are simultaneously absorbed in the non-linear medium, promoting the system to
a virtual level with an energy 2h̄ω , after which the system relaxes from this level to the ground state
with the emission of a photon with a frequency 2ω .

As can be seen from Equation 3.21, the non-linear polarisation consists of four non-zero frequency
components. Usually, only a specific frequency component is generated efficiently due to the engi-
neering of specific phase-matching conditions. In other words, when the spatial dependence of the
non-linear polarisation and the harmonic field are taken into account, the correct phase relationship
between the interacting waves will lead to a flow of energy along the direction of propagation. Such
phase-matching for χ(2) processes is typically achieved using an anisotropic non-linear medium, a
non-linear crystal, due to the dependence of its refractive index and polarisability on the polarisation
introduced by the applied field. This technique is often referred to as birefringent phase-matching,
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FIGURE 3.3: Schematic view of χ(2) non-linear optical processes (left panels) with
corresponding energy level diagrams (right panels).

which exploits the natural birefringence or double refraction of non-linear crystals [214]. In a bire-
fringent crystal, the polarisibility of the electron clouds varies in the different directions along the
principal axes of the crystal structure, which experience varying degrees of linear and non-linear
electron oscillation, with the vector of polarisation not necessarily being parallel to the electric field.

Depending on the symmetry of the crystal structure, a birefringent optical material can be cate-
gorised in four types, positive and negative uniaxial or positive and negative biaxial. The simplest
type of birefringence is that of uniaxial crystals (i.e. calcite, quartz, sapphire, barium borate). Such
crystals have a special direction governing the optical anisotropy, the so-called optical axis, with the
effective refractive index being dependent on frequency of the incident fields and the mutual orien-
tation of the electric field direction and the optical axis. When the incident wave propagates in the
direction z through uniaxial crystal at an angle θ with respect to the crystallographic axis, it is gov-
erned by the linear and non-linear polarisations associated with different refractive indices. In the
linear case, these are the so-called ordinary, no, and extraordinary, ne, indices. The ordinary index
of refraction (no = nx = ny) is isotropic (angle-independent) and perpendicular to the optical axis,
whereas the extraordinary index of refraction (ne = nz) is dependent on the angle θ and perpendicular
to no. The refractive index at the propagation angle, θ , can be determined as 1/(n(θ )2) = cos2θ /n2

o +
sin2θ /n2

e . The refractive indices of uniaxial birefringent crystals can be described by the surface of
a sphere and a spheroid, with no and ne being equivalent along the optical axis. When ne > no, the
uniaxial crystal is classified as positive (ne ellipsoid encompasses the no spheres), whereas in negative
crystals ne < no (the no sphere encompasses the ne ellipsoids). Thus, for example, in a negative uni-
axial crystal, it is possible to achieve a birefringent phase-matching for a SHG (SFG or DFG) process
by matching the angle θ between the propagating optical beam and the optical axis of the crystal for
which, in the SHG case, no(ω) = ne(2ω).

Two types of phase-matching are possible in birefringent crystals. Type I refers to the case for
which both lower-frequency generated waves have the same polarisation, and in type II - they have
orthogonal polarisations. A detailed description of phase-matching in birefringent crystals can be
found in Ref. [215]. Generally, birefringent phase-matching is performed either by tuning the angle
(critical phase-matching, θ ̸= 90◦) or temperature (non-critical phase-matching, θ = 90◦) of a non-
linear crystal. In the first technique, the crystal orientation is adjusted precisely with respect to the
propagation direction of the fundamental beam and the interacting ne beam (considering that no is
angle-independent) in such a way that optimum phase-matching is achieved. Critical phase-matching
is only useful for a specific range of beam angles, known as the acceptance angle or angular phase-
matching bandwidth. Consequently, the fundamental beam divergence must be minimised.
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3.2.2 χ(3) Processes: White-Light Continuum Generation and Self-Phase Modulation

With the discovery of white-light continuum (WLC) generation by R. R. Alfano and S. L. Shapiro in
1970 [216–218], novel methods of generating intense ultrashort laser pulses became available [219,
220]. Since then, white-light continuum generation has been developed into an effective method of
converting laser pulses with relatively narrow spectral bandwidth to pulses with extremely broad spec-
tral bandwidth (e.g., 300 – 2400 nm wavelength range for an 800-nm or 1300-nm driver), which found
applications in a diverse range of fields, including non-linear frequency conversion [221], optical
communications [222], biomedical optics [223], optical metrology [224] and many others. Following
the advent of the CPA technique, WLC generation has been widely applied in ultrafast time-resolved
spectroscopy experiments as a seed for OPA systems [225] and as a supercontinuum and potentially
ultrashort pulse probe source [226].

Essentially, supercontinuum generation is the result of various non-linear processes such as self-
phase and cross-phase modulations, stimulated Raman scattering and non-resonant four-wave mixing.
Predominantly, WLC generation originates from the self-phase modulation (SFM) effect, which can
occur in gaseous, liquid, and solid media. When an intense ultrashort laser pulse interacts with a
non-linear medium, the pulse changes the medium’s refractive index. Consequently, the spectral
phase, amplitude, and frequency of the incident pulse are modified. SFM refers to the phenomenon
of changing the time-dependent phase of a Fourier-transform-limited pulse, resulting in a broadening
of the pulse spectrum.

The χ(3) susceptibility contribution to the non-linear polarisation in an isotropic medium can be
described similarly to the second-order susceptibilities presented in Equation 3.18, neglecting all
terms except the linear χ(1) and χ(3) terms, the following expression emerges:

P = ε0

[
χ
(1)cos(ωt)+χ

(3)A2(t)cos3(ωt)
]

A(t) =

= ε0(χ
(1)cos(ωt)+

χ(3)

4
A2(t)[3cos(ωt)+ cos(3ωt)])A(t), (3.22)

Here, the 3ωt term is responsible for third harmonic generation, which may be disregarded for the
case where this process is sufficiently weak and has no effect on the propagation of the driving laser
beam. Accordingly, Equation 3.22 simplifies to:

P = ε0((χ
(1)+

3χ(3)

4
A2(t))A(t)cos(ωt), (3.23)

Taking into account the linear and non-linear contributions to the optical susceptibility χ(L), χ(NL)

and the dielectric permittivity ε(L), ε(NL), the non-linear polarisation results in the following intensity-
dependent index of refraction, varying in time as:

n(t) = n0 +
3χ(3)

8n0

∣∣A(t)∣∣2 = n0 +n2I(t), (3.24)

The temporal phase of the laser field propagating in a medium of length L is given by:

φ(t) = ω0t − n(t)ω0

c
L, (3.25)

Substituting for n(t) into Equation 3.24 yields:

φ(t) = ω0t − ω0

c
[n0 +n2I(t)]L = ω0t − k0L− n2ω0

c
I(t)L, (3.26)

where k0 is the wave number at frequency ω0.
Here, the non-linear portion of the temporal phase is:

φ
(NL) =−n2ω0

c
I(t)L, (3.27)
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FIGURE 3.4: Intensity, I(t), and instantaneous frequency, ω0, of an initially unchirped
Gaussian pulse that propagated through a non-linear medium with n2 > 0 and expe-
rienced SFM. The leading edge of the pulse is red shifted to lower frequencies, the
trailing edge is blue shifted to higher frequencies, causing the broadening of the pulse

spectrum and its temporal profile.

The non-linear temporal phase shift results in a frequency change of the pulse. The instantaneous
frequency variation in time is then given by:

ω(t) =
dφ

dt
= ω0 −

n2ω0

c
L

dI(t)
dt

, (3.28)

where the second term is the frequency shift induced from the non-linear refractive index (SPM).
Figure 3.4 shows the intensity envelope and the instantaneous frequency in the time domain for a
Fourier-transform-limited Gaussian pulse that has experienced SPM.

3.2.3 χ(n) Processes: High-Order Harmonic Generation

Higher-order χ(n) non-linear processes can also be driven adopting similar principles as those de-
scribed in the context of χ(2) and χ(3) processes. An extreme example is the non-perturbative χ(n)

processes associated with high-order harmonic generation (HHG). In a laser-driven HHG process, a
very intense, short laser pulse is focused into a gas, liquid, solid or plasma target and interacts non-
perturbatively with the medium, leading to the generation of very-high, odd harmonics of the optical
frequency of the laser pulse, in a high-order non-linear frequency up-conversion process [227–233].
This phenomenon occurs at high optical intensities of the order of 1014 W cm−2 when the electric
field of the laser becomes comparable to the atomic Coulomb field strength experienced by electrons
bound to or in the vicinity of ionic nuclei [210, 234].

The advances in laser-based HHG probe sources have opened up many new scientific possibilities.
Laboratory-based EUV/soft X-ray ultrashort pulse sources, with femtosecond-to-attosecond pulse
durations [235, 236], have allowed the coupled motions of electrons, atoms, and molecules to be
monitored in real time. Moreover, a number of unique characteristics of the generated HHG light -
such as high temporal and spatial coherence with a photon energy range spanning the EUV to soft
X-ray range, high temporal resolution, low divergence and high photon flux - have enabled static and
ultrafast atomic-timescale dynamic studies to be performed. Thus, HHG-based, pulsed EUV sources
have been practically implemented in studies of surface dynamics [237], dynamic diffraction and
high-resolution imaging [238, 239], molecular dynamics [240, 241] together with static molecular
structure [242], and attosecond dynamics [232] studies. The combination of an ultrafast femtosecond
laser source based on Ti: Sapphire CPA system, as employed here, and the ability to select specific
photon energies from a wide range of generated harmonics, while preserving an ultrashort pulse
duration, allows time-resolved photoemission studies to be performed on a variety of condensed-
phase materials.
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3.2.3.1 Semi-Classical Three-Step Model of High Harmonic Generation

Laser-driven HHG can be achieved by several different methods: through the interaction of ultrashort
laser pulses with noble-gas jets, filled cells or pressurised waveguides [210–212, 227], solids [229,
232, 243], liquids [244, 245], and laser-produced plasma media [246–248]. High-order harmonics
generated in gases have proven the most robust method for applications, while the development of
HHG in other media remains an open research activity and offers the potential for much higher single
pulse conversion efficiencies. In the past few years, there have also been reports of increasingly
successful attempts to improve the performance of such HHG sources, setting new records for the
generation of EUV and soft X-ray pulses using gas-phase HHG [249, 250]. In this dissertation, HHG
from gaseous media is specifically considered, and all subsequent descriptions will relate to this.

The spectrum of phased-matched harmonic photon emission peaks, as generated in a gas, has the
following prominent features (Figure 3.5): (1) The HHG spectrum consists of high harmonics of the
driving frequency Nω0 of the fundamental laser pulse, where N is an odd number. The peak width
of the individual harmonics depends on the pump pulse length as ∆ω ≈ 2π/T. (2) A plateau region is
observed, where the generated harmonics have approximately equal intensities. The plateau appears
after a rapid decrease in intensity - with an increase in harmonic order. (3) A cut-off frequency is
observed, where the harmonic intensity drops rapidly at the end of the plateau. The single-atom
cut-off can be estimated from the maximum energy that an electron accelerated by the laser field
can have while still recombining with an atom (see Equation 3.32). The presence of the plateau
and the sharp cut-off is the key distinguishing feature between perturbative harmonic generation and
non-perturbative HHG [213].

FIGURE 3.5: A schematic illustration of the comb-like HHG spectrum. The efficiency
of the harmonics decreases rapidly for the low-order harmonics in the perturbative re-
gion, then flattens over the broad plateau region of intermediate orders, and diminishes
at the cut-off photon energy, which is dependent on the atom ionisation potential and

on the intensity and wavelength of the driving laser pulse.

Since the HHG spectrum contains a broad plateau region, with harmonics of comparable effi-
ciency, in contrast to the power law dependence predicted by a perturbative model of harmonic gen-
eration [213], an alternative mechanism was required to describe the HHG process. In 1993, K. Ku-
lander [251] and P. Corkum [213] first proposed a semi-classical "three-step model" of the gas-phase
high harmonic generation process, as shown in the Figure 3.6. The semi-classical theory effectively
reproduces the plateau and cut-off behaviour observed in the experimental HHG spectra. This theory,
derived from the "re-collision picture" [252], involves three steps in the single-atom response:

(1) Tunnel ionisation: bound electrons are ionised from a parent atom via the periodic distortion
of the Coulomb potential barrier that occurs in the presence of a sufficiently strong laser field. The
electron escape into the continuum is most probable when the laser electric field is close to the peak
of its optical cycle, and when the highest field strength cycles of the pulse.
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FIGURE 3.6: Schematic view of the three-step model of HHG.

(2) Acceleration: The generated free electrons are accelerated in the combined oscillating laser
(and, in reality, Coulomb) field, with a portion of the ionised electrons that were produced at the right
phase of the laser cycle being returned to the parent ion after the laser field switches sign.

(3) Recombination: The returning electrons re-collide with its parent ion, with the excess energy
of the electron being emitted as a single photon. The photon energy is equal to the kinetic energy of
the electron upon recombination plus the ionisation potential of the atomic species.

Each step of the three-step model, which is invoked to describe HHG at a single-atom level, is
discussed in more detail below. The validity of the semi-classical theory was proven by M. Lewen-
stein et al. [253] and P. Antoine et al. [254], who introduced a quantum-mechanical analytical theory
of HHG that considers, in particular, the depletion of the ground state and the wave packet propaga-
tion based on a strong-field approximation (SFA). Here, the Coulombic field of the parent ion, that is
experienced by the electron during its excursion in the continuum, is treated as negligible in compar-
ison to its reaction to the strong laser field. Besides the response from a single atom, the emission of
high-order harmonics is also influenced by macroscopic phase-matching effects associated with the
ensemble of atoms, molecules or their ions, i.e. the response of the whole irradiated medium. In order
to achieve a high HHG flux, the emission of the individual emitters must sum up constructively. A
detailed description of such macroscopic effects will be discussed in the Section 3.2.3.2.

• Step 1: Tunnel Ionisation

When a strong external laser field is applied to a parent-atom-bound electron, the Coulomb po-
tential of the atom is severely distorted, resulting in the release of the electron with near zero kinetic
energy via the tunneling process. Depending upon the external electric field strength of the laser pulse,
three non-resonant ionisation mechanisms can be defined [255]. The ionisation process is defined to
occur via the tunneling mechanism when the adiabaticity parameter γ =

√
Ip/2Up, introduced by

L. Keldysh [256], is less than 1, γ < 1. Here, Ip is the ionisation potential of the atom, and Up is the
ponderomotive energy. In the limit γ ≫ 1, the ionisation process is defined to occur via a multiphoton
mechanism and can be described using time-dependent perturbation theory.

The ponderomotive energy is the cycle-averaged kinetic energy of a free electron oscillating in the
laser electric field, defined as follows::

Up =
e2E2

4meω2
0
=

e2I
2meε2

0cω2
0

∝ 9.33×10−14Iλ 2, (3.29)

where e is the electron charge, me its mass, E0 is the laser electric field, ω0 is the angular frequency
of the laser field, ε0 is the permittivity of free space, and c is the speed of light.
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In terms of the intensity and driving wavelength of the incident laser radiation, the ponderomotive
energy is proportional to the laser intensity, I0, and the square of the ionising wavelength, λ . The
ionisation rates in the tunneling regime can be calculated using the Ammosov-Delone-Krainov (ADK)
theory [257]. Utilising an ultrashort laser pulse at the fundamental wavelength of 800 nm, which
interacts with a gaseous medium, for instance an argon-gas-filled cell, with a single atom ionisation
potential energy of 15.76 eV [258], the tunneling regime can be reached at laser intensities higher
than 1014 W cm−2, as typically applied for high harmonic generation.

• Step 2: Acceleration

After the ionised electron is released into the continuum with zero velocity at time t = ti and has
been driven away from the atomic core by a laser field, E(t) = E0cos(ω0t), the laser electric field vector
changes its direction and the electron can be accelerated back towards the atomic core. The motion of
the ionised free electron in the oscillating laser field can be described classically by applying Newton’s
laws of motion [259], while neglecting the influence of the atomic potential (SFA approximation).
The force experienced by the electron is F(t) = - eE(t). Its velocity, v, and displacement from the
atomic core, x, as a function of time t ≥ ti have the form:

v(t) =− eE0

mω0
[cos(ω0t)− cos(ω0ti)],

x(t) =
eE0

mω0
[sin(ω0t)− sin(ω0ti)−ω0(t - ti)cos(ω0ti)], (3.30)

where the initial conditions for the electron motion are xi = 0 and vi = 0 at ti.
According to Equation 3.30 it is possible to define the tunneling times, ti, with respect to the

electric field cycle for which the free electron may or not may return to the ion core. The trajectory
of the electron in the continuum depends on the phase φ 0 = ω0t0 of the driving laser at the time of
tunnel ionisation.

FIGURE 3.7: Time-dependent electron trajectories in a laser field (dashed red line)
calculated for different ionisation times: t1,2 > 0.5 field cycles (pink and orange lines),
t3 = 0.5 field cycles (green line), and t4,5 < 0.5 field cycles (blue and violet lines); the

origin electron position is depicted by the horizontal line.

Figure 3.7 shows the electron trajectories for a few chosen values of φ 0 at the time of tunneling.
Only some of the electrons that were ionised by the laser field after a given extremum of the field
will revisit the parent ion (pink, orange, and green lines in the Figure 3.7 represent trajectories for
such electrons). Electrons that return to the ion at tunneling times ti > t0 can contribute to the HHG
process through recombination.
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• Step 3: Recombination

After gaining kinetic energy upon acceleration in the laser field, the electron loses that energy
when it recombines with the parent ion and the gained energy is released as a HHG photon. The
HHG photon energy is determined by the sum of ionisation potential, Ip, of the atom and momentary
kinetic energy of the electron, Ekin, upon recombination, which depends on the birth phase, φ0, at the
moment of ionisation:

h̄ω = Ip +Ekin, (3.31)

The maximum emitted photon energy can be derived from the analysis of the electron trajectories,
which determines the "cut-off" photon energy for the generated high harmonics [213] as:

h̄ωmax = Ip +3.17Up, (3.32)

where ωmax is the maximum angular frequency of the generated high harmonics.

FIGURE 3.8: Kinetic energy of the returning electron to the parent ion as a function
of the birth-phase with respect to the laser field. The most energetic trajectory is
associated with a birth-phase of φ0 ≈ 17◦, resulting in a 3.17Up re-collision energy

and a (3.17Up + Ip) cut-off photon energy.

The cut-off trajectory corresponds to the case when the tunneling event (step 1) takes place at a
phase of φ ≈ 17◦. Further details of the trajectory contributions to the HHG spectrum can be seen in
Figure 3.8. In particular, it is shown that the electron ionised at the peak of the laser field (φ0 = 0◦),
gains zero kinetic energy upon its return to the parent ion. In every half-cycle of the laser pulse, at
any other HHG energy than the cut-off energy, there are two possible electron trajectories leading to
the same return kinetic energy, for example, trajectories at a phase of φ = 45◦ and φ = 3◦.

The two energetically-degenerate pathways are named the short and long trajectories, according to
the excursion length they experience in the continuum. Contributions to the short and long trajectories
also arise in the quantum-mechanical HHG model, within the SFA [253]. The phase of the generated
harmonic not only depends on the phase of the laser field, but also on the specific trajectory followed
by the electron. This additional non-perturbative term, named the intrinsic phase, is proportional to
the ponderomotive potential times the excursion time of the quantum path [253]. Accordingly, the
structure of the HHG spectrum can be complex, since it arises due to the interference of the emissions
from different quantum paths [260].
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3.2.3.2 Phase Matching of High Harmonic Generation in Gaseous Media

High conversion efficiency HHG requires optimisation of both the microscopic and macroscopic
properties of the process. The microscopic response is well described by the semi-classical three-
step model of HHG for the specific case of rare gas atoms, as described in the previous section. The
properties of the macroscopic harmonic emission - such as the ultrashort pulse duration, high tem-
poral and spatial coherence, relatively high photon flux - result from HHG being a coherent process,
so that the phase of the harmonic emission at a given time and position is determined by both the
driving laser and existing harmonic fields. In order to obtain the highest possible harmonic emission,
the phase-mismatch between the generated high harmonic field and the driving laser field in the non-
linear medium needs to be examined and optimised. This includes reabsorption [261], differential
linear refractive indices [262], and plasma defocusing [263] effects on the HHG light.

Similar to low-order harmonic generation processes, the maximum efficiency of frequency up-
conversion can be achieved when the fields emitted by various atoms in the generating medium vol-
ume are coherently superimposed using phase-matching techniques. Explicitly, the phase difference
between the fundamental wave and the wave of harmonic order, q, has to be minimised. This phase-
mismatch can be defined along the propagation direction as a difference between the wave-vector of
the fundamental field, k0, multiplied by the harmonic order and the harmonic field wave-vector, kq:

∆k = qk0 − kq, (3.33)

The characteristic length in which the phase of the harmonically generated light interferes con-
structively, the so-called coherence length, is inversely proportional to the phase-mismatch ∆k as:

Lcoh =
π

∆k
, (3.34)

The resulting intensity, Iq, of the generated harmonic light at the end of nonlinear medium of
the length L without considering absorption nor driving laser depletion, is dependent on the phase-
mismatch as [205]:

Iq ∝ L2sinc2 ∆kL
2

, (3.35)

The phase-mismatch in an ideal phase-matched HHG process is equal to zero, ∆k = 0, and the har-
monic intensity increases as L2 with the propagation distance [264]. In practice, ∆k ̸= 0, and ∆k = 0
is unachievable, even over a single harmonic bandwidth. Typically, L is compared to Lcoh under
the imposed phase-matching conditions, which are generally engineered for just one driving laser
frequency and just one generated frequency. All other frequencies accumulate an ideally tolerable
phase-mismatch. Where this is not tolerable, the output spectrum is diminished.

For gas-phase HHG, the wave-vector mismatch between the laser-induced polarisation and the
generated high-order harmonics can be expressed as a sum of four terms [265, 266]:

∆k = ∆kϕ ,G +∆kϕ ,D +∆kn,NG +∆kn,P, (3.36)

Here, ∆kϕ ,G denotes the geometrical wave-vector mismatch from the Gouy phase shift caused by
focusing, ∆kϕ ,D is the wave-vector mismatch caused by the atomic dipole phase, resulting from the
frequency- and intensity-dependent electron trajectory in the continuum, ∆kn,NG is due to dispersion
in the neutral gas medium, and ∆kn,P accounts for free-electron dispersion in the generated plasma.
In the following, each of these contributions will be discussed in more detail.
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• Geometric Phase Matching

Considering a HHG driving laser system that provides a Gaussian beam with a TEM00 transverse
mode, focusing the Gaussian beam can result in a phase shift that is different from that for a plane
wave with the same optical frequency. This difference is called the Gouy phase shift [267]. Its value
as a function of longitudinal propagation length is:

ϕG(z) =−arctan
z
zR
, (3.37)

where z is the distance from the beam focus along the axis of propagation, and zR = πw2
0/λ is the

Rayleigh range for the driving laser and for the qth generated harmonic with a similar confocal pa-
rameter. The geometric contribution to the phase mismatch from the Gouy phase is:

∆kϕ ,G =
q−1

zR
, (3.38)

Figure 3.9 depicts the Gouy phase of a focused Gaussian TEM00 laser beam. From Equation 3.37,
it becomes apparent that the laser phase is shifted by π with respect to the phase of the incident beam
before focusing. This phase evolves from z = - ∞ to + ∞, resulting in an increase of the phase velocity
of the focused laser field on the z axis in contrast to a plane wave. On this basis, within the depth of
focus (2zR around the beam waist), the phase change exhibits its largest rate of change. It is possible
to estimate the coherence length based on Equation 3.37 by taking the derivative of the Gouy phase
and setting it equal to π , so that Equation 3.37 can be rewritten for the generated qth harmonic as:

Lcoh,G(z) =
π(zR +(z2/zR))

q
, (3.39)

Hence, through changing the focus position of the laser beam with respect to the generating medium,
the phase mismatch induced by the Gouy phase shift can be controlled [268]. Thus, determined by the
focus position, different phase matching regimes can be realised, optimising macroscopic emission
from short [268] as well as long [269, 270] electron trajectories and efficient generation of high-
order harmonics. Detailed analysis of the HHG conversion efficiency, as influenced by the focusing
geometry, is described in the studies of Heyl and co-workers [271, 272].

FIGURE 3.9: Illustration of the Gouy phase shift encompassing a focused Gaussian
driving laser pulse that propagates through the non-linear gas medium.

40



3.2. Non-linear Optical Processes

• Atomic Dipole

The phase of the high-order harmonics has a strong dependence on the fundamental laser intensity.
This is due to the linear variation of the atomic dipole phase with the applied laser field, so the term
of the atomic dipole phase mismatch is proportional to the laser intensity gradient. The intensity of a
Gaussian beam along the direction of propagation z is given by

I(z) =
I0

1+(2z/zR)
2 , (3.40)

where I0 is the peak intensity of the beam in the focus.
Accordingly, the dipole phase contribution to the phase mismatch of the on-axis qth harmonic can

be written as [273]:

∆kϕ ,D =
8z

zR
2
(
1+(2z/zR)

2
)

2 αqI0, (3.41)

where αq denotes a coefficient associated with the electron trajectories.
The change of the driver intensity changes the atomic dipole phase, which results in a contribution

that depends not only on the focusing geometry, but also on the peak intensity of the laser beam, as
well as on the length of the electron trajectory. For the short electron trajectories αq ≈ 1 – 5 × 10−14

W−1 cm2, and for the long electron trajectories αq ≈ 20 – 25 × 10−14 W−1 cm2. The dipole phase
has a further impact on the spectral broadening of the generated harmonics because the change of
the high driving laser intensity over time causes a frequency chirp, due to SPM effects, as described
in Section 3.2.2. To enhance the HHG efficiency, in a simple case, it is possible to find a condition
under which the eigenphases of the geometric and atomic dipole phase mismatch and compensate
each other [268, 274].

FIGURE 3.10: Harmonic polarisation phase as a function of the propagation distance
relative to the focus. The Gouy phase shift, dipole phase and the sum of two contri-
butions are indicated by the black dotted, blue dashed and red solid line, respectively.
Adapted figure with permission from [268] © 1995 by the American Physical Society.

Figure 3.10 illustrates the generated harmonic phase as a function of propagation distance relative
to the focus at the maximum of the pulses temporal envelope. As can be seen in the figure, the phase
matching is highly dependent on the position of the medium relative to the focus. For the range z > 0,
the Gouy and dipole phase add, resulting in a prompt decrease of the total phase. For the range z < 0,
the phases have opposite signs and can be nearly compensated. Thus, for the given case, when the
laser is focused ≈ 3 mm before the generating medium, the total harmonic phase variation is minimal,
i.e., the phase mismatch is minimised.
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• Neutral Gas Dispersion

Due to the difference between the refractive indices of the gas per unit atmosphere at the fun-
damental laser and harmonic wavelengths, a neutral-gas-dispersion-related phase mismatch occurs.
This phase mismatch contribution associated with the material dispersion, can be expressed as [264]:

∆kn,NG =
2πq
λ

(nω −nqω), (3.42)

where q is the generated harmonic order, (nω - nqω ) denotes the difference of the refractive indices of
the gas per unit atmosphere at the fundamental and harmonic wavelengths.

The refractive index of the noble gases, being very close to unity under non-resonant conditions, is
often reported in the form δ (λ ) = n(λ ) - 1, at STP (1 atm and 298 K) [275, 276], utilising the Sellmeier
equation to represent the incident frequency dependence. The refractive index is also proportional to
the gas pressure, and due to ionisation of the gas medium, the density of neutral atoms is scaled by
a factor for the free electron density associated with ionisation, η = Ne/Na, where Ne and Na are the
electron and neutral atomic number density, accordingly. Thus, the atomic neutral gas dispersion can
be obtained as:

∆kn,NG =
2πq
λ

p δn(1−η), (3.43)

Here, p is the HHG gas pressure, and δn is the difference of the refractive index between the driving
laser and the qth harmonic, δn = (nω - nqω ).

• Plasma Dispersion

The last term of Equation 3.36 is due to ionic and electronic plasma dispersion phase mismatch,
which is introduced by free electrons generated in the ionisation processes. This term has the form [277]:

∆kn,P =−Nereλ = pNatmηreλ

(
q2 - 1

q

)
, (3.44)

where p is the gas pressure, Natm is the atomic number density at 1 atm, η is the ionisation fraction, and
re is the classical electron radius. In both equations 3.43 and 3.44, the dependence of the dispersion on
the wavelength is specified for the qth harmonic. The contribution of plasma dispersion to the wave-
vector mismatch is always negative, whereas the contribution of neutral gas dispersion is positive.
This permits the overall phase mismatch to be reduced by varying the laser intensity to adjust the
ionisation fraction. Since the atomic and electronic dispersions depend on the density of the non-
linear medium, their contribution to the overall phase mismatch can be controlled by changing the
target geometry and gas pressure in addition.

Furthermore, it is necessary to consider the critical value of the ionisation fraction, ηc, at which the
dispersion of the remaining neutral atoms as well as the dipole and geometric phases are insufficient
to balance the dispersion of free electrons. Thus, to fulfill the condition of phase matching in the
HHG process, the ionisation fraction should not exceed a critical ionisation fraction. Based on the
Equations 3.43 and 3.44, the critical value can be expressed as [234]:

ηc =

(
1+

Natmreλ 2

2πδn
(1− 1

q2 )

)
−1, (3.45)

Given that both phase mismatch terms are proportional to pressure, the critical ionisation is inde-
pendent of the pressure. Specifically, Equation 3.45 applies to the weak focusing limit, where the
contribution of the Gouy phase to the dispersion is insignificant. Beyond this limit, Equation 3.45
represents an upper limit on the ηc and is usually a good approximation of the critical ionisation
fraction for all geometries, except for the tight focus.
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• Reabsorption of High-Order Harmonic Emission

When the conditions for macroscopic wave-vector phase matching are met (or closely met), it
is also necessary to take into account the limiting effects, such as reabsorption, dephasing, and de-
focusing of the driving laser and harmonic emission in the generating gas medium. These effects
decrease the HHG efficiency in a gas-filled cell or in a hollow-core fiber, as well as in the short-pulse,
loose-focusing regime [265, 278]. Importantly, the generated high-order harmonic photons can be re-
absorbed by the same medium that generates them. Constant et al. [278] conducted an analysis of the
time-dependent factors that govern HHG efficiency, comprising the atomic response, phase matching
conditions and absorption of the atomic medium. They obtained conditions for the optimal conversion
efficiency, modeling the generated harmonic photon flux as a function of longitudinal position. The
transmission of a gaseous medium with length Lmed at a given pressure p and at a particular photon
energy E, can be defined as:

T (E, p,Lmed) = exp
(
− Lmed

Labs(E, p)

)
, (3.46)

Here, Labs(E, p) denotes the absorption length for the medium, which limits the useful medium
lengths, and can be expressed as:

Labs(E, p) =
1

σ p
, (3.47)

where σ is the absorption cross-section, which is frequency and, hence, harmonic-order-q-dependent.
Thus, the number of photons emitted on axis per unit time and area for a medium with constant

density is given by [278]:

Nout ∝ p2A2
q

4L2
abs

1+4π2(Labs/Lcoh)
2

[
1+ exp(−Lmed

Labs
)−2cos(

πLmed

Lcoh
)exp(− Lmed

2Labs
)

]
, (3.48)

where Aq is the amplitude of the atomic response at the harmonic frequency ωq.

FIGURE 3.11: HHG photon flux as a function of the medium length, Labs, for dif-
ferent coherence lengths, Lcoh. The grey dashed line indicates absorption-free HHG.
Adapted figure with permission from [278] © 1999 by the American Physical Society.

Equation 3.48 can be used to determine the overall harmonic build-up behavior in terms of Labs,
Lcoh, and Lmed . Figure 3.11 shows the evolution of the HHG photon flux as a function of the medium
length for several coherence lengths. Although Lcoh can be large, the high-order harmonic emission
saturates once Lcoh exceeds a few Labs, due to the fact that the harmonics emitted and propagated over
lengths beyond that are efficiently reabsorbed. As Lcoh decreases, the efficiency reaches saturation at
lower Labs values. Where there is no absorption, the HHG photon flux grows quadratically with the
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medium length, as is the case for any phase-matched, two-wave process. (see Figure 3.11). Optimisa-
tion of the conditions under which the macroscopic response will be more than half of the maximum
response were correspondingly defined to be the following [278]:

Lmed > 3Labs,

Lcoh > 5Lmed , (3.49)

The EUV-absorption lengths as function of photon energy for various noble gases were previously
estimated by Heyl et al. [272]. Assuming a non-guiding geometry for HHG, i.e., a non-hollow-core-
fibre gas cell, they approximated the maximum coherence length as Lcoh ≈ zr, and calculated the
corresponding absorption length Labs(q) for a defined Rayleigh range zr and a given harmonic order
q. Supposing that there are no constraints on Lmed , Equation 3.48 can be simplified to [272]:

Nout/Nout,max ∝
1

1+4π2(Labs
2/Lcoh

2)
, (3.50)

where Nout,max is the normalised, maximum, absorption-limited harmonic signal.
Figure 3.12 illustrates the Labs(q) dependence on photon energy for argon (Ar), helium (He), and

neon (Ne) gases at a fundamental laser wavelength of 800 nm on a double logarithmic scale. For
gas-phase HHG, depending on the magnitude of Lcoh, Nout approaches different limits for increasing
medium length. Thus, at least half of the maximum conversion efficiency achieved for absorption-
limited generation is obtained when the requirements from Equation 3.49 are fulfilled, as depicted by
the grey area in Figure 3.12. This implies upper limiting photon energies of 40 eV for Ar, whereas
for He and Ne, the limiting photon energies are 75 eV and 180 eV, respectively.

FIGURE 3.12: EUV-absorption length as a function of photon energy for argon (Ar),
helium (He), and neon (Ne) gases at a driving laser wavelength of 800 nm. For each
photon energy, the gas pressure was selected to maximise Lcoh. The right vertical axis
corresponds to the ratio of the maximum harmonic signal to the normalised maxi-
mum absorption-limited signal, with Lcoh >> Labs. The parameter range for which
Nout /Nout,max ≥ 0.5 is depicted by the gray shading. Adapted figure with permission
from [272], licensed under a Creative Commons Attribution 3.0 Unported License.

44

https://creativecommons.org/licenses/by/3.0/


3.3. Photoemission Spectroscopy

3.3 Photoemission Spectroscopy

Photoemission spectroscopy (PES) has proven to be an outstanding technique to examine the elec-
tronic structure of matter in the gas-, liquid- or solid-phases. In general, electron spectroscopy meth-
ods are based on exciting an electronic sub-system of a substance to liberate electrons with light
(photoelectrons) or an incident electron beam (electron-impact ionisation electrons) [279]. In the
case of liberation of electrons by light, the release of electrons from matter is described by the pho-
toelectric effect, which was first discovered by Becquerel in an electrolyte (in 1839) [280], Smith -
in selenium (in 1873) [281], and was examined by Hertz and Stoletov in 1887-1889 [282, 283]. The
photoelectric effect was explained in 1905 by Einstein, based on the Planck hypothesis of the quan-
tum nature of light [284], for which he received the Nobel Prize in 1921. In 1907, Innes conducted
experiments with an X-ray tube, Helmholtz coils, a hemispherical magnetic field, and photographic
plates, recording the velocities of emitted photoelectrons. Intrinsically, this was the first experiment
to record a kinetic-energy-resolved photoemission spectrum.

In the fifties, Siegbahn and his research group at Uppsala University in Sweden developed equip-
ment that significantly improved the quality of the spectra, and in 1954 the first high-resolution pho-
toemision spectrum of sodium chloride was obtained [285]. Several years later in 1967, Siegbahn
published a paper describing the possibilities of using electron spectroscopy for chemical analysis
(ESCA). In 1981, Siegbahn received the Nobel Prize in Physics for his discoveries and contributions
in developing the photoemission technique [286]. Over a similar period, Turner published his first
paper on ”Determination of ionization potentials by photoelectron energy measurement” [287], and
developed a method of ultraviolet photoemission spectroscopy using a gas-discharge lamp.

Initially, PES covered two relatively narrow energy ranges that were realised under laboratory
conditions: the first region is provided by gas-discharge sources, typically, He discharge lamps emit-
ting discrete lines at 21.22 eV (He I radiation) or 40.81 eV (He II radiation) photon energy at low
gas pressures [288]. The second region is associated with a broadband source of photons - X-ray
tubes that emit X-rays in the 20 – 150 keV range [289]. The non-monochromatic Mg and Al anode
Kα radiation, in particular the emission lines at photon energies of 1486.6 eV and 1253.6 eV, respec-
tively, are most commonly used in laboratory X-ray sources. The large energy gap between the two
aforementioned sources and energy ranges leads to a natural separation into ultraviolet photoemis-
sion spectroscopy (UPS), utilising vacuum ultraviolet (VUV) (10 – 45 eV photon energies) radiation,
which is used to study valence electronic structure, and X-ray photoemission spectroscopy (XPS),
employing soft X-ray (200 – 2000 eV photon energies) radiation to primarily examine core-level.

Laser-based HHG light sources were successfully implemented in time- and angle-resolved pho-
toemission spectroscopy (TRPES and ARPES) experiments to investigate electronic structure and
ultrafast dynamic processes in solids at the surfaces and interfaces. HHG-based PES allowed to study
shallow core levels at high binding energies in semiconductors [290, 291] and to probe electronic
states in the full Brillouin zone of two-dimentional and layered materials [292, 293], which was
not accessible by conventional laser-based PES. The use of coherent high-photon-energy EUV radi-
ation in ARPES and TRPES provided insights into attosecond time delays between photoemission
processes from core and valence electrons in various metals [294–296] as well as band structure dy-
namics in rare-earth metals employing time-, energy- and spin-resolved studies [297, 298]. Over the
last years, HHG-based time- and angle-resolved PES experiments have been also realised on strongly
correlated materials [299, 300].

3.3.1 Fundamentals of Photoemission Spectroscopy

The principle of PES is based on the photoelectric effect [301], which occurs when electromagnetic
radiation of sufficiently high photon energy is incident on a sample and photons are absorbed, result-
ing in photoexcitation of electrons from a bound electronic state to a state above the vacuum ionisation
threshold. PES is a surface-sensitive technique, which requires an ultra-high vacuum conditions to
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prevent a collision of the ejected photoelectrons from the surface of a sample with the gas molecules
in the chamber, and ensure that the photoelectrons can reach the electron detector without losing their
energy. The spectrum of the emitted photoelectrons from solids, gases or liquids is detected with
respect to their kinetic energy Ekin in an electron analyser. In the condensed-phase, the measured
quantities can also carry information about the angular distribution of the ejected photoelectron from
the surface (ϑ e, φ e), momentum distribution for the parallel, k∥, and perpendicular, k⊥, to the sample
surface and the incident light (ϑ p, φ p), and the electron spin polarisation, σ⃗ . A schematic view of the
photoemission process is presented in Figure 3.13.

FIGURE 3.13: Schematic view of the photoemission process. A solid surface is irra-
diated with a laser pulse of a photon energy h̄ω , and after absorption of the photon,
one or more photoelectrons are emitted from the surface in a given direction (θ e, φ e)

with respect to the incident photon beam direction (θ p, φ p).

Knowledge about the energy of the absorbed incident photons, h̄ω , and the measured Ekin of
the emitted photoelectrons, in principle, allows the determination of the population density of the
electronic states in a sample, assuming they have different electron binding energies, EB. Following
the energy conservation rule [288], the photoelectrons are ejected into the vacuum with kinetic energy:

Ekin =
p⃗2

2m
= h̄ω −EB, (3.51)

where p⃗ is the momentum of the outgoing photoelectron.
For condensed-phase samples, the kinetic energy of the photoelectrons emitted into vacuum are

measured with respect to the local vacuum level, Eloc
vac, which is both sample- and detection geometry-

dependent [302]. It is important to emphasize that Eloc
vac and the vacuum level at infinity, Ein f

vac, which is
the common energetic reference in the gas-phase PES experiments [303] are different. In addition, the
measured Ekin of the photoelectrons for solid samples is often presented with respect to the so-called
Fermi level, EF , alternatively with respect to the local vacuum level Eloc

vac. Taking into account the
sample’s work function, eφ , the kinetic energy of the photoelectrons emitted into vacuum measured
with respect to the EF can be defined as:

Ekin = h̄ω −EB − eφ , (3.52)

eφ represents the sum of the electrochemical potential, µ⃗ , and outer potential, and is defined as the
minimum energy required to remove an electron from EF and place it at the closest point outside the
surface, so that its image potential is zero but close enough so that its distance from the surface is
much smaller than the dimensions of the surface [304, 305].

Accordingly, eφ is defined as:

eφ = Eloc
vac −EF , (3.53)

Figure 3.14 shows a schematic energy-level diagram illustrating the energetics of a photoemission
process in PES, when a sufficiently conductive condensed-phase sample and the spectrometer are in
electrical contact. The electrons excited from a valence electronic state into a state above the local

46



3.3. Photoemission Spectroscopy

vacuum level Eloc
vac, leave the sample surface with a kinetic energy Ekin. The resulting spectrum of the

electronic states is measured by an electron spectrometer. The sample is held in electrical equilibrium
with the spectrometer, typically both grounded to the Earth. This can lead to electrostatic potential
difference between the surfaces of the sample and the spectrometer, specifically due to the contact
potential, eφcpd , or, equivalently, work function differences [305, 306]:

eφcpd = eφ − eφs, (3.54)

where eφs is the work function of the spectrometer. As a result, the experimental photoemission
spectra, with measured kinetic energies, Emeas

kin , with respect to Eloc
vac of the spectrometer can be related

to the spectra measured with respect to the Fermi level by the work function of the spectrometer as:

Emeas
kin = h̄ω −EF − eφs, (3.55)

FIGURE 3.14: Schematic energy-level diagram illustrating the energetics of a pho-
toemission process and PES. When a sufficiently conductive condensed-phase sample
and the spectrometer are in electrical contact, the Fermi levels can be assumed to be
equilibrated and vacuum-level offsets will generally occur between the sample and

spectrometer, potentially affecting the measured electron kinetic energies.

3.3.2 Photoemission in the Condensed-Phase

In general, the photoemission process, including the photoexcitation of the electronic sub-system of
a sample, is a much more complex process than introduced in the macroscopic representation above.
The photoemission process is a many-body problem, in which the photon, photoelectron, and other
particles in the system (i.e. nuclei and electrons) are correlated and interact with each other during
the light-matter interaction and the release of the electrons.

Considering the condensed-phase photoemission process within a single-particle framework [288],
the absorption of an incident photon with energy h̄ω initiates the excitation of the N-particle system
ground state with energy EN

i , characterised by wave function ψN
i , to an excited state of the (N – 1)-

particle system described by ψ
N−1
f with energy EN−1

f , and an emitted photoelectron with the kinetic
energy Ekin, which can be defined as:

EN
i + h̄ω = EN−1

f +Ekin, (3.56)
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Accordingly, the binding energy is determined as the difference of the total energies of the excited
final state and the ground state, EB = EN−1

f - EN
i .

This assumption is called the sudden approximation, and is applicable where the time scale of
the photoexcitation is much shorter compared to the electron-electron interactions, so the emitted
photoelectron is assumed to be instantaneously created by the photon-electron interaction. Based on
this assumption, that the remaining (N – 1) particles have the same energies in the initial electronic
state EN

i and in the final electronic state EN−1
f upon emission of the photoelectron, i.e. (N – 1) electrons

are "frozen" in their original single-particle states (frozen-orbital approximation), it follows that the
ionisation potential Ip required to remove an electron from the orbital EN

i is equal to the negative value
of the orbital energy of the emitted photoelectron εk, where k denotes the initial level from which the
electron was removed:

Ip =−εk, (3.57)

This approximation referred to as Koopmans’ theorem [307]. Koopmans’ theorem can only be applied
to treat the vertical ionisation of the system. This approximation neglects electron-electron correlation
effects, relaxation of the remaining electrons, relativistic effects, and is limited to closed-shell N-
particle systems [308]. In the case of photoemission at low photon energies just above the vacuum
level, these effects have to be considered.

Even though the concept of the photoemission process is based on a simple idea, the analysis of the
electronic structure from photoemission spectra in the condensed- or gas-phase is highly complex. A
variety of models have been introduced to explain and treat photoemission processes [309, 310]. The
most established models are the so-called "three-step model" and "one-step model" of photoemission,
mainly used to describe the photoemission process in solid materials and at solid-vacuum interfaces.
The "three-step model" of photoemission reflects the basic physics of the photoemission process, and
is commonly used to (qualitatively) explain condensed-phase photoemission. A description of the
"three-step model" of photoemission will be discussed in the next paragraphs.

In a widely adopted theory of condensed-phase photoemission developed by W. Spicer [311],
which became known as a "three-step model", the photoemission was considered as a bulk process.
Here the process was viewed from the standpoint of bulk optical constants and electron scattering
lengths along with surface properties, such as the position of the vacuum level at the solid-vacuum
interface. In 1964, C. Berglund and W. Spicer [309], presented a more complex formalisation of
the "three-step model", which aimed to model the overall photoemission processes in terms of the
probabilities associated with three independent, subsequent steps:

(1) Photoexcitation of an electron in the bulk of a solid (generation of a photoelectron).
(2) Transport of the photoelectron toward the sample surface, with associated scattering processes.
(3) Penetration of sufficiently energetic electrons through the surface and escape of the photoelec-

tron from the condensed material into vacuum.
The corresponding contributions to the measured photoemission intensity IPE as a function of

the photoelectron kinetic energy and the excitation photon energy is given by probabilities of each
individual step, which can be modelled as follows [42]:

IPE(Ekin, hν) = PP(Ekin, hν)PT (Ekin, hν)PE(Ekin), (3.58)

where PP(Ekin, hν) is the probability of photoexciting electrons in the bulk above the vacuum level,
i.e. from the EN

i to the EN−1
f state. PT (Ekin, hν) is the probability of the photoelectron transport to the

surface without significant inelastic scattering. PE(Ekin) is the probability of an electron reaching the
surface with sufficient energy to escape and being emitted into the vacuum. In the following, these
processes are described in more detail.
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• Step 1: Photoexcitation of the Electron

The quantum mechanical description of the photoexcitation process is given by the Fermi’s Golden
rule [312] (otherwise known as, the Golden Rule of time-dependent perturbation theory), which de-
scribes the transition-probability per unit time between a pair of electronic states |i⟩ and |f ⟩ with
binding energies EN

i and EN−1
f , respectively, with EN−1

f corresponding to the energy of the (N - 1) + 1
system:

Γi→ f (t) =
2π

h̄
|Ti→ f |2δ (EN−1

f −EN
i −hν), (3.59)

where Ti→ f is the transition matrix element of the perturbation Hamiltonian (Ĥ) between the final
and initial states, while the δ -function provides energy conservation in the photoexcitation process.

In the dipole approximation, the transition matrix element has the form Ti→ f = ⟨f|⃗e·⃗r|i⟩, where e⃗
is the polarisation vector. Thus, Ti→ f can be estimated for selected wave function symmetries and
yields dipole selection rules [313]. Therefore, the function PP(Ekin, hν) can be represented as:

PP(Ekin, hν)∝∑
f ,i
|⟨ f |Ĥ|i⟩|2 δ (EB + eφ +Ekin −hν), (3.60)

• Step 2: Transport Toward the Surface

The transport of the photoexcited electron toward the surface of the solid is explained in the second
step of the "three-step model". Throughout this process, the photoelectrons can experience highly
elastic and inelastic scattering processes. The main energy loss mechanisms are caused by electron-
electron, electron-phonon or electron-impurity interactions. These scattering processes have impact
on the energy (inelastic collisions) and angular distribution (elastic and inelastic collisions) of the
photoelectrons and lead to the loss of information about the initial state. The primary, non-scattered
photoelectrons, i.e. those directly photon-generated and not affected by such collisions, offer direct
insights into the electronic structure of the system before ionisation, although additional electrons
can also be generated as products of photoelectron collisions, with a loss of primary electron kinetic
energy, producing so-called "secondary" electrons.

The effect of the inelastic scattering (collisions) is usually described by the inelastic mean free
path (IMFP) λ IMFP of the photoelectrons, which represents the average distance between two sub-
sequent inelastic scattering events of a photoelectron in gaseous or condensed-phase media. If the
elastic scattering effects are neglected, experimentally, the IMFP value can be obtained by detecting
the photoemission intensity signal IPE from a marker layer buried at a specific depth, d, and another
marker layer deposited at the specimen surface, which is associated with maximally intense photoe-
mission with intensity, I0, and is related to as [314]:

IPE = I0exp
(
− d

L cosθ

)
, (3.61)

where L is the effective attenuation length, which roughly corresponds to the λ IMFP and θ is the
emission angle of the photoelectron signal measured with respect to the surface normal.

The probability PT (Ekin, hν) of the photoelectron transport from the bulk of the sample to the
surface as a function of energy, Ekin, from a depth d without inelastic scattering is described by:

PT (Ekin, hν) = α(hν) λ IMFP(Ekin), (3.62)

where α(hν) denotes the absorption coefficient for the incident photon, which reflects the absorption
cross-sections per unit volume of a material for an optical process.

The IMFP depends on the kinetic energy of the electrons, which is represented by the so-called
"universal" curve of the energy dependence of λ IMFP [315] (Figure 3.15). The curve is universal in
the sense that it exhibits a common shape, with the details depending on the electronic and geometric
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structure of a particular material, especially at low kinetic energies [316, 317]. The IMFP curves
exhibit a minimum of 0.3 – 2 nm (3 – 20 A◦) for photoelectron kinetic energies in the 5 – 200 eV
range, and an increase at both the lower and higher energies, in the various cases. For the low ki-
netic energy electrons (10 – 124 eV), that is the common energy range for the EUV PES, the λ IMFP

is rather small, and about 95% of the photoemission signal (according to the Equation 3.61) derive
from 3 · λ IMFP, which is often perceived as the probing depth of PES. Therefore, the PES spectra
predominantly reflect the surface electronic states, which makes PES a technique with extremely high
surface sensitivity, allowing the study of surface related phenomena. Another outcome of the very
short escape depths is related to the cleanliness of the surface region in PES experiments. The con-
taminants at the surface of the sample can result in electron binding energy shifts and peak broadening
of the detected photoemission spectra upon irradiation, changing the spectroscopic signatures of the
system under investigation. In order to maximise the penetration of electrons through the surface, the
solid-state PES experiments, in particular, have to be carried out under ultra-high vacuum conditions,
maintained at a base pressures ≥ 10−10 mbar.

FIGURE 3.15: Compilation of the IMFP measurements for elements, organic and
inorganic compounds as a function of electron kinetic energy above the Fermi level,
revealing the "universal" curve behaviour. Adapted figure with permission from [315]

© 1979 by the John Wiley & Sons Ltd.

• Step 3: Escape from the Surface into Vacuum

The third and final step of the "three-step model" concerns photoelectron penetration through the
surface potential barrier and escape into vacuum. Only the photoelectrons, for which the perpendicu-
lar wave-vector component k⊥ is sufficient to overcome the surface potential barrier, V0, can escape
from the surface. The in-plane momentum wave-vector component, k∥, remains undisturbed because
the transverse symmetry parallel to the surface is held in planar samples. Therefore, the condition for
escape into vacuum is determined by [318]:(

h̄2

2m

)
k⊥2 ≥ Eloc

v −E0 ≡ V0, (3.63)

where E0 denotes the energy of the bottom of the conduction band relative to the Fermi level, and V0
is called the inner potential at the surface.

The term PE(Ekin), which describes the probability of the emission of the photoelectron from the
surface into vacuum and is calculated as:

PE(Ekin) =
1
2

(
1−
√

V0/(Ekin +V0)
)
, (3.64)
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3.3.3 Femtosecond Time-Resolved EUV Photoemission Spectroscopy

Femtosecond time-resolved photoemission spectroscopy (TRPES) has become a powerful technique
for studies of surface, bulk and interfacial electronic dynamics of condensed-phase samples on the
femtosecond time scale, specifically utilising the pump-probe principle [31]. TRPES is based on
static PES with the additional possibility to directly observe transient changes of the electronic struc-
ture after the system is driven out of equilibrium by a short optical pump pulse. TRPES has a major
advantage over conventional time-resolved photoluminescence and UV-visible absorption spectro-
scopies in that ionisation is always an allowed process, regardless of the nature of the excited state.
The technique enables direct measurement of the electronic population transfers that occur in pho-
toexcited electronic systems as they evolve over time. By measuring the energy of the photoelectrons
as a function of the pump-probe delay, information on the energy distribution within the substance
can be obtained as a function of time.

Over the last decades, TRPES experiments have been implemented using nanosecond, picosec-
ond, and femtosecond laser pulses, especially in the gas-phase [37, 319, 320]. Depending on the
temporal resolution of the used laser system, different types of photodynamical processes can be fol-
lowed. Through the utility of femtosecond pump and probe pulses, TRPES allows relaxations of the
electronic and vibrational structure to be tracked on ultrashort time scales in molecules [38, 321],
clusters [322], metals, semiconductors, organic thin-films and at their surfaces [323–326], as well
as charge transfer processes at molecular interfaces [327], localisation and solvation of electrons at
surfaces [328] and phase transitions [240]. To be able to ionise system in a single-photon process the
photon energy of the probe pulse has to be greater than the ionisation potential of the system. Recently
developed coherent light sources of ultrashort pulse duration in the EUV and soft X-ray domain,
such as laser-based HHG sources [329, 330], synchrotron light sources [331] and accelerator-based
FELs [332] have opened up new perspectives in this field. All of the TRPES experiments presented in
this thesis were enabled by femtosecond EUV pulses generated from femtosecond NIR pulses from
a Ti: Sapphire CPA system and HHG.

In a femtosecond TRPES experiment, an ultrashort pump laser pulse with photon energy h̄ω pump

initiates changes in the atomic, molecular, or material structure of the sample, promoting the system
to an excited non-equilibrium state within a few femtosecond. After a well-defined time delay, the
second ultrashort probe laser pulse with photon energy h̄ω probe is used to generate photoelectrons
above the vacuum level through ionisation. The kinetic energy of the emitted photoelectrons is mea-
sured as a function of pump-probe time delay by an electron analyser with a sufficiently high energy
and potentially angular resolution. The recorded photoemission spectra reflects the changes in the
distribution of electron kinetic energies and generally shows the evolution of the sample electronic
structure after the photoexcitation. From the kinetic energy spectrum and the used photon energy, con-
clusions about the binding energy of the electronic state from which the electron was removed can
be drawn (see Equation 3.52). Further insights about the electronic structure dynamics can be gained
by additionally measuring the electron ejection angle and spin distributions. A schematic representa-
tion of the TRPES principle for a condensed-phase sample within a molecular orbital framework is
illustrated in the Figure 3.16.

In the following, the electronic photoexcitation and EUV ionisation case of TRPES experiments
are specifically considered. In the most commonly used two-photon photoemission spectroscopy
(2PPE) [39] variant of this technique, the applied pump and probe pulses have NIR to UV central
wavelengths. This results in sequential excitation and ionisation of the sample and generation of low-
kinetic-energy electrons from the highest-energy, transiently-populated states. In contrast, the EUV
probe pulses, in principle, enable ionisation of the entire valence electron manifold and the population
of both the ground and excited electronic states of the sample to be followed in time. Furthermore,
EUV ionisation generates photoelectrons with sufficiently high kinetic energies to minimise electron-
phonon scattering processes, resulting in photoelectron spectra that can be more readily linked to
the sample electronic structure prior to ionisation. The electronic-excitation-pump and EUV-probe
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TRPES process is discussed in more detail below.
Ultrashort pump pulses in the UV-Vis-NIR wavelength range, as generated by an intense femtosec-

ond pulse laser source, is used to excite electrons from one of the highest occupied molecular orbitals
(HOMO, HOMO-1, etc.) into one of the lowest unoccupied molecular orbitals (LUMO, LUMO+1,
etc.) in a molecular system and, for example, from the top of the valence band (VBM) into the bottom
of the conduction band (CBM) in a solid-state quantum system. After the pump pulse has induced
dynamics in the sample, the ultrashort EUV probe pulse, which exploits EUV photons of high photon
energy, is applied at a time delay, ∆t, to photoionise the system. Hence, the initially occupied and
partially depleted ground state along with the populated excited states are promoted simultaneously
above the local vacuum level, Eloc

vac, producing photoelectrons with characteristic kinetic energies. In a
condensed-phase system, the probed excited states have an energy lying between the Fermi level, EF ,
and below the Eloc

vac, thus the photon energy of the probe pulse should exceed the work function eφ of
the measured sample (h̄ω probe > eφ ) to generate photoelectrons through a one-photon process. Thus,
the excited state lifetimes and the electronic relaxation pathways to the initially-excited ground state,
or the ground states of any generated photoproducts, can be interrogated using the TRPES technique.

When the system in the equilibrium is promoted to one or more initially unoccupied excited states
with pump pulses that spatially and temporally overlap with the EUV probe pulse at the sample
position, the zero time delay, t0, of the TRPES experiment can be determined. The convolution
of the pump and probe pulses, called a cross-correlation, allows t0 and the time resolution of the
TRPES experiments to be accurately determined using different targets and the sample under study
(see Section 4.4.4 for more details).

FIGURE 3.16: Schematic view of the TRPES principle for a condensed-phase sample
within a molecular framework. The measured kinetic energies of the electronic ground
and excited states of the sample, depicted in the figure, are presented on an energy

scale with respect to the local vacuum, Eloc
vac, and Fermi, EF , levels.

52



3.3. Photoemission Spectroscopy

The EUV probe pulse is used to monitor the changes in the relaxing system at various ∆t values
of the pump with respect to the probe pulse. The corresponding ultrafast decay of the excited state
signals can often be defined by exponential decay behavior, e−∆t/τ , where τ represents the lifetime
of an excited state. By recording the photoemission spectrum over a broad range of pump-probe
time delays, the relaxation dynamics of the system can readily be characterised with sub-100 fs time
resolution and out to ns pump-probe time delays.

3.3.4 The Space-Charge Effect

The application of high peak intensity must be limited in condensed-phase PES and TRPES experi-
ments, due to the so-called space-charge (SC) effect [333, 334]. In general, the SC effect can occur
from both pump and probe laser pulses. When an intense laser pulse is applied to a sample, the
emitted photoelectrons form an electron cloud, which may have a high charge density. This results
in a Coulomb interaction involving the photoelectrons emitted from the sample, and the remaining
electrons and positive ions, with an associated charge imbalance at the sample surface. Due to re-
distribution of the photoelectrons kinetic energies and spectral perturbations, the kinetic energy of
the charged particles, which is affected by the forces of attraction or repulsion, can be increased or
decreased. This results in a broadening and a shift of the electron velocity distribution and can lead
to a misinterpretations of the obtained energy spectra. Such effects can be particularly dramatic in
TRPES experiments, particularly, as the effect is generally time- and space-dependent [333–341].

In the TRPES technique, the primary Coulomb interaction manifests itself in two separate electron
clouds ejected by the intense pump and EUV probe pulses, which strongly depend on the pump-
probe time delay [340, 342]. This can cause positive or negative time-dependent electron kinetic
energy shifts or broadening of the spectral components, and often represents a limiting factor in
experiments. Thus, the pump and probe pulse peak intensities have to be reduced to minimise this
effect. Nevertheless, it is important to recall that to achieve reasonable integration times in TRPES
experiments, high pulse fluences are required. Hence, high repetition rate laser sources would be of
assistance to resolve this problem [343], especially in cases where transient relaxation dynamics and
heat dissipation processes are complete in the time interval separating two successive pump pulses.
Studies of the SC effect have been performed [333, 334, 336, 344, 345] over a wide kinetic energy
range of 5–100 eV, applying various sub-picosecond pulse durations. These studies demonstrated
that the broadening and spectral shifts of photoemission peak kinetic energies scales with the charge
density, ρ , as [346]:

ρ ≈ N
d
, (3.65)

where N is the total number of electrons emitted from the sample per pulse and d is the diameter of
the laser spot size on the sample.

Thus, the shift or broadening of kinetic energy peak can be described with the relation:

∆Ekin = m
I

frep de
, (3.66)

where I is the average sample current, frep is the laser repetition rate, e is the elementary charge, and
m is the empirical scaling factor. According to the Equation 3.66, the ∆Ekin is directly proportional to
the current of the sample under investigation and inversely proportional to the laser repetition rate and
the beam spot size on the sample surface. Two important parameters, frep and d impose conditions on
the charge cloud volume in front the sample surface right after escaping from the sample.

A schematic illustration of the SC effect is presented in the Figure 3.17. In the TRPES experiment,
two possible cases must be considered: (1) when the pump pulse arrives at the sample first (panel (a)
in Figure 3.17) at so-called positive pump-probe time delays (∆t ≥ 0) and (2) when the probe pulse
arrives prior to the pump pulse at the sample (panel (b) in Figure 3.17), corresponding to negative
pump-probe time delays (∆t < 0). The resulting SC cases are described as follows:
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(1) An intense pump laser pulse can release the photoelectrons through the (potentially above-
threshold) multiphoton photoemission (MPPE) process [347], in which the intensity of the emitted
electrons increases non-linearly with the peak power of the pump fluence until significant saturation
effects are initiated. Consequently, the density of a charge cloud - produced by the photoemitted
electrons and generally decreasing in time - depends on the intensity of the pump pulse. After a
certain time delay, ∆t, the EUV probe pulse interacts with the sample, resulting in a second cloud
of photoemitted electrons. The mutual Coulomb interaction between the two charge clouds is deter-
mined by the ∆t between the pump and probe pulses. Thus, at short pump-probe delays, when the two
charge clouds are close to each other, the strongest mutual Coulomb interaction can be observed. An
intense low photon energy pump pulse brings the photoelectrons above the vacuum level to produce a
charge cloud of slow electrons. Whereas, a high photon energy EUV probe pulse ionises the sample
to produce a charge cloud of fast electrons. As a result, the probe pulse photoelectrons will pierce
through the charge cloud of the slow pump-induced photoelectrons at some point in time on the way
to the detector. In this manner, the pump pulse that arrives first at the sample generates a high-density
charge cloud at ∆t ≥ 0. The interaction between the pump and probe electron clouds and the SC
effect will correspondingly cause the photoelectrons produced by the EUV pulse to first slow down
and then accelerate as a function of time delay, respectively, inducing positive and negative energy
shifts in the photoemission spectrum on the kinetic energy scale as a function of pump-probe delay.

FIGURE 3.17: Schematic illustration of the space-charge effect induced via the in-
teraction of the pump and probe pulses with a condensed-phase sample at different
pump-probe time delays, ∆t. Panel (a): the pump pulse arrives first at the sample at
∆t ≥ 0 pump-probe time delays; Panel (b): the probe pulse arrives prior to the pump

pulse at the sample at ∆t < 0 time delays.

(2) At the negative time delays (∆t < 0), the EUV probe pulse arrives prior to the pump pulse at the
sample and the opposite case to the previous scenario happens. The high photon energy EUV probe
pulse produces a charge cloud of photoelectrons before the pump pulse-induced photoelectrons. Due
to the attraction between the probe pulse-generated ions and the pump pulse-induced photoelectrons,
a positive SC effect occurs. At the same time, as a result of the repulsion between the photoemitted
pump and probe pulses charge clouds, a negative SC effect arises. In the probe-pump configuration,
i.e. at negative time delays, the energy shift caused by the SC effect will always be positive, since
the slow pump pulse-induced electrons follow the fast probe pulse-generated photoelectrons, but can
never catch up to them. Thus, the probe pulse-generated photoelectrons contribute to the photoe-
mission spectrum with a positive kinetic energy shift, at least within the vicinity of tempero-spatial
overlap of the pump and probe laser pulses.
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3.4 UV-Vis Transient Absorption Spectroscopy

Some of the experiments discussed in this work were carried out using the femtosecond ultraviolet-
visible (UV-Vis) time-resolved absorption spectroscopy technique. UV-Vis time-resolved absorption
spectroscopy or so-called UV-Vis transient absorption spectroscopy (TAS) has become a powerful
and well-established pump-probe technique for studying liquid- or solid-phase electronic dynamics
in physical, chemical, and biological systems [24, 40, 41, 348, 349] that measure the photogenerated
excited state absorption energies and associated lifetimes of the transient species as a function of time.

Due to the rapid development of ultrafast laser sources over the last decades, the improved time
resolution in TAS experiments, utilising sub-100 fs pulse durations, has facilitated the study of radical
ions, excited singlet and triplet states [350], to isomerization transitions [351], photo-product reac-
tions [352] as well as internal conversion, intersystem crossing, relaxation, charge and energy transfer
mechanisms [353]. Although the TAS technique in some way complements time-resolved fluores-
cence techniques [354, 355], it is readily applicable to any sample where a transition from an excited
state to higher excited states is an allowed process and has a dipole moment strong enough to make it
observable. Therefore, the TAS technique has been widely used to understand light-harvesting mech-
anisms in photophysical and photochemical systems [356, 357], the optimisation of solar cells [358,
359] and light-driven photocatalysis [360], as well as the development of novel materials for various
optoelectronic and material science applications [361, 362].

3.4.1 Fundamentals of Femtosecond UV-Vis Transient Absorption Spectroscopy

Femtosecond UV-Vis transient absorption spectroscopy utilises ultrashort laser pulses to monitor ul-
trafast electronic dynamics of atoms and molecules in liquid- or solid-phase molecular systems as a
function of time delay between the pulses [40]. In TAS, the laser pulse is split into two parts. A rel-
atively high-intensity excitation (pump) pulse (tunable to resonantly excited a chromophore) is used
to promote a sub-ensemble of a molecular system under investigation from the ground state, e.g., S0
to an electronically excited state, e.g., S1, generating a non-equilibrium state. A second low-intensity
probe pulse (preventing multiphoton processes during probing) is used to monitor the pump-induced
changes in the optical properties of the sample. Measurement of the difference in the transmittance
or reflectance as a function of the probe wavelength, λ , and time delay, ∆t, between the pump and
probe pulses provides information about the relaxation of excited states in the sample. The pump
pulse central wavelength is selected taking into account the linear absorption properties of the investi-
gated sample. The spectrum of the probe pulse can be generated in the UV-Vis, NIR or MIR spectral
regions using a white-light continuum built upon χ(3) non-linear optical interactions (and cascaded
Raman scattering in such a solid) (see Section 3.2.2).

In a typical TAS experiment, firstly, the pump and probe beams are spatially overlapped on the
sample, and the pump beam is blocked following the interaction with the sample. Depending on
the configuration of the TA optical scheme, the probe beam either passes through the sample, i.e.
is transmitted, or is reflected from the surface of the sample to a detector (spectrograph combined
with a charge-coupled device, CCD, camera). The arrival time between the pump and probe pulses
at the sample can be controlled by using a variable linear translation delay stage, usually positioned
in the optical path of the pump beam, spanning delay times from fs to ns. Thus, the probe spectrum
is recorded as a function of the delay time, ∆t, between the pump and probe pulses. By placing a
mechanical chopper wheel in the optical path of the pump beam, the measurement of the (transmitted)
intensity of the probe beam in the excited (pump-probe) or unexcited (probe-only) system is allowed.
Consequently, the obtained transient absorption signal can be determined as a function of λ and ∆t.
A schematic view of the TAS principle is depicted in Figure 3.18.

The obtained transient absorption signal is usually defined as follows. Based on the Beer–Lambert
law [363], the absorbance or optical density OD (λ ) of the sample is determined by the intensity of
the incident I0 (λ ) and transmitted light I (λ ) as:
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FIGURE 3.18: Schematic view of the principle of TAS technique.

OD(λ ) = lg
(

I0 (λ )

I(λ )

)
, (3.67)

Equation 3.67 is also valid for diffuse reflected light, if the measured transient absorption signals are
small enough and therefore are proportional to the OD (λ ) quantities in the Beer-Lambert law.

The change in optical density ∆OD (t, λ ) induced by the pump pulse is determined as the differ-
ence between the optical densities in the pump-probe, ODp−p (t, λ ), and probe-only, ODp (λ ), cases.
The sample absorption is correspondingly modeled as follows:

∆OD(t,λ ) = ODp−p (t,λ )−ODp (λ ) = lg
(

I0 (λ )

Ip−p (t,λ )

)
− lg

(
I0

′
(λ )

Ip (λ )

)
, (3.68)

Experimentally, the incident probe intensities I0 (λ ) and I0
′
(λ ) are not measured, instead the

change in the optical density is calculated in a simplified form assuming that I0 (λ ) = I0
′
(λ ):

∆OD(t,λ ) = lg
(

Ip (λ )

Ip−p (t,λ )

)
, (3.69)

Thus, ∆OD (t, λ ) provides information about the electronic dynamic processes (in the UV-Vis range)
and the vibrational or vibronic dynamic processes (in the NIR or MIR range) occurring in the molec-
ular system under investigation. For this reason, a global fitting analysis procedure can be used to
state-associated temporal and spectral [364]. From Equations 3.68 and 3.69 it follows that if the in-
cident probe pulse intensities are consistent between successive measurements, the change in optical
density is the same. This means that Equation 3.69 is applied as long as the pulse intensities between
consecutive measurement events are commensurate. At present, for femtosecond laser systems with a
kHz repetition rate, this condition is met on a shot-by-shot basis, using shot-to-shot detection in TAS
experiments, by means of blocking every successive pump pulse with a mechanical chopper [365].

The transient absorption spectrum, i.e. ∆OD (t,λ ), comprises four signal contributions from var-
ious photophysical and photochemical processes, as shown in Figure 3.19. Ideally, each of these
components occurs in the spectrum at a distinct spectral position with the corresponding sign of the
∆OD (t,λ ). The four contributions to the transient signal are the following:

(1) Ground state bleach (GSB) or depopulation signal, which occurs instantaneously when the
pump pulse promotes a certain fraction of the molecules from the ground state, S0, to their excited
state, e.g. S1, leading to a decrease in the fraction of the molecules in the ground state. As a result,
the probe pulse will be absorbed to a lesser degree at the spectral positions associated with the steady-
state absorption bands, thus contributing to a negative change of absorbance, ∆OD < 0 (blue colour
in the Figure 3.19).

56



3.5. Global Analysis Procedure

(2) Stimulated emission (SE) processes induced by the probe pulse, occurring from the pump-
pulse-excited state of the molecule, which can be projected onto a lower-lying state, i.e. the ground
state, S0, via the emission of light. Since the emitted photons propagate in the same direction as the
probe pulse, an apparent additional bleaching will be detected, resulting in a negative signal in the SE
region of the ∆OD (t,λ ) spectrum. (Figure 3.19 orange colour). The SE spectrum is usually observed
in the same spectral region as the spontaneous emission spectrum with a characteristic red-shift, and
is Stokes-shifted relative to the GSB spectrum. Depending on the molecular system, the SE and GSB
signals can overlap, emerging as one signal with ∆OD < 0.

(3) Excited state absorption (ESA) processes, which take place when the pump pulse populates
the excited state and optically allowed transitions to higher-lying excited states (Sn, Tn, Dn, etc.) may
exist in certain spectral regions, so absorption of the probe pulse will occur. As a consequence, a
positive signal is observed in the spectral region of the ESA (Figure 3.19 violet colour). Although the
ESA process is a result of photoabsorption from the probe pulse, the population of the excited state is
assumed to be unaffected by this probe pulse due to its low intensity [40].

(4) Photoproduct absorption (PA) processes may occur after excitation and photodissociation or
chemical reaction of molecules in photobiological or photochemical systems. Following excitation, a
photo-reaction in the system may result in a transient state, such as charge-separated states, metastable
states, isomerised states or radical formation. The PA process contributes to the TA spectrum as a
positive signal ∆OD > 0 (Figure 3.19 red colour).

FIGURE 3.19: Schematic view of the various signal contributions to the absorbance,
∆OD (t,λ ) spectrum in TAS, represented as the energy levels of a molecule (right

panel) and the measured probe beam spectrum (left panel).

3.5 Global Analysis Procedure

Model-based analysis of time-resolved data is a key tool for characterising the experimentally ob-
served spectral features encompassing the electronic dynamical processes in a molecular complex
or material upon photoexcitation. In this dissertation, a global analysis procedure [364, 366, 367]
was used as the mathematical tool to describe the measured time-resolved (kinetic) data. One of the
advantages of the global fitting is that the behaviour of a real photophysical/photochemical system
can be mathematically described and fitted directly to the data, extracting the physical parameters
of interest, e.g. state-associated or species-associated spectra and kinetic rate parameters (lifetimes).
The procedure based on a fitting of a real physical model to the data is called kinetic modelling [368].
Modeling the kinetics and associated energetically-dispersed spectra of evolving electronic states in
photoexcited molecular systems generally leads to more accurate spectral-temporal modelling.

In the present work, global fitting was used to numerically solve the system of differential kinetic
equations, associated with a proposed kinetic model to represent the population dynamics of electron-
ically excited states in the studied condensed-phase samples. The results obtained provide spectral
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and kinetic information on time-dependent changes in the electronic structure, as well as on individ-
ual contributions from the involved excited states of the photoexcited molecular system. The spectral
information associated with excited state signals was modeled and extracted using the global fitting
procedure by employing two different methods. In the first method, the spectral distribution of the
transient signals from the involved electronics states was introduced explicitly and decomposed into a
sum of Gaussian envelopes (explicit global fitting). Alternatively, a least-squares algorithm [369] was
used in the global analysis to represent the transient spectra implicitly. The explicit global analysis
of TRPES data for [Fe(CN)6]3− dissolved in [emim][DCA] solution sample was performed using a
Wolfram Mathematica script, written in-house. All global analysis scripts applied to the TRPES and
TAS data for the PCN samples were written in MATLAB by Dr. Christoph Merschjann (Helmholtz-
Zentrum Berlin) and used to implicitly fit the data.

Typically, the measured transient spectrum represents a three-dimensional (3D) data set that cor-
responds to different (distinct) delay times, electron kinetic energies or probe pulse wavelengths, as
well as the magnitude of the photoemission or relative changes in the absorbance signals, which can
be obtained from the TRPES or TAS experiments, respectively. Global analysis allows simultaneous
fitting of the measured multidimensional data sets with the same fit function. Therefore, the analysis
of the 3D time-resolved data using the global fitting procedure overcomes the main limitation of con-
ventional two-dimensional (2D) fitting, which is often subjective when one data set or spectral region
is selected over another for analysis. The global analysis procedure, which was used to describe the
temporal and spectral spectroscopic changes in the photoexcited condensed-phase samples studied in
this thesis, is presented in detail below.

3.5.1 TRPES and TAS Data Analysis

The fit function applied in the TRPES experiments, which describes the dependence of the measured
transient photoemission signal on the time delay, t, and photoelectron kinetic energy, E, is given by:

T S(E, t) = ∑
Q

SQ(E) · [Q]∗(t) , (3.70)

where SQ(E) represents the photoemission spectrum from the transient state Q, [Q]∗(t) is the transient
population of state Q convolved with the Gaussian temporal envelope of the EUV probe pulse with a
width of σprobe (FWHM):

[Q]∗(t) =
1√

πσprobe

∞∫
−∞

[Q](t) · exp(−t2/σ
2
probe)dt , (3.71)

In addition, the cross-correlation signal denoted by CC(E, t) was taken into account in the numerical
procedure, where the convolution of the Gaussian temporal envelopes of the pump and probe pulses
gives the measured CC width:

CC(E, t) =CC(E) · exp(−t2/(σ2
pump +σ

2
probe)) , (3.72)

where σpump is the width (FWHM) of pump pulse.
For a photophysical system under investigation, a system of differential kinetic equations can be

introduced, for a pre-proposed kinetic model to represent the transient population of the electronic
states with corresponding kinetic parameters, such as rate constants (ki), as well as spectra associated
with the involved states. The system of differential equations is solved numerically for a given set
of rate constants, ki, which are treated as fit parameters, with the initial condition that all involved
excited states were unpopulated at t → −∞ and only the electronic ground state (GS) is initially
occupied ([GS]=1). As a result, a population density matrix, [Q]∗(t), is defined by the numerical
solution of the differential equations describing the population dynamics of the involved states for a
particular kinetic model.
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The Chi-square, χ2, goodness of fit test was used to evaluate the quality of the global analysis by
minimising the χ2 value when comparing the modeled signal, TS(E,t), with the experimental transient
signal, T Sexp(E,t), which can be described as follows [367]:

χ
2 =

∥∥∥∥T Sexp(E,t)−TS(E,t)
s(E, t)

∥∥∥∥2

, (3.73)

Here, s(E,t) is the standard deviation of the corresponding data points in the experimental data and the
model. In case of TRPES experiments, the statistics follow a Poissonian distribution and the standard
deviation is expected to be equal to s(E,t) = (T Sexp(E, t))1/2.

In the explicit global analysis of the TRPES data for the [Fe(CN)6]3− dissolved in [emim][DCA]
solution sample, the photoemission spectrum, SQ(E), of each transient state Q and CC(E) was repre-
sented by a superposition of Gaussian envelopes with amplitudes, positions, and widths treated as fit
parameters. The fit parameters extracted from the explicit global analysis results to the photoemission
spectra were obtained using the following expression:

SQ(E) = ∑
i

AQ
i e

− (E−EQ
i )2

(σ
Q
i )2 , (3.74)

where AQ
i is the amplitude, EQ

i is the central binding energy position, and σ
Q
i is the width (FWHM)

of the corresponding Gaussian peak associated with the electronic state Q.
For the PCN thin film samples, the photoemission spectra were implicitly derived from the least-

squares method, which was used in the global analysis to represent the spectra obtained from the
experiment. The implicit global analysis based on the least-squares method employs the matrix for-
malism [370]. Thus, the experimental transient signal, TSexp, can be represented by the number of
N × M data points on the energy and time scale, which form the transient signal matrix product:

TSexp = SQ × ([Q]∗)T , (3.75)

where the matrix SQ(N,Q) describes the photoemission spectra of Q transient states at the set of N
data points on the energy scale and the matrix [Q]∗(M,Q) describes the population of these states at
the set of M data points on the time scale. The CC signal is treated as a transient state as well. The
photoemission spectra, SQ, can be obtained using matrix operations, supposing that the kinetic rate
parameters are known or presumed, while computing the matrix [Q]∗ for each time delay and rate
parameter as:

SQ = TSexp × [Q]∗
(
([Q]∗)T × [Q]∗

)
−1, (3.76)

Analogous to the TRPES data analysis procedure, the fit function in the TAS experiments, T S(λ , t),
which describes the dependence of the relative changes in the absorbance signal, ∆OD, on the pump-
probe time delay (t) and wavelength (λ ) can be expressed as:

T S(λ , t) = ∑
Q

SQ(λ ) · [Q]∗(t) , (3.77)

where, in this case, SQ(λ ) represents the diffuse reflectance spectrum from the transient state Q, and
[Q]∗(t) is the transient population of state Q, convoluted with the Gaussian temporal envelope of the
WLC probe pulse, σprobe, as described by Equation 3.71. The CC signal between the pump and
probe pulses in the TAS experiments appears as a cross-phase modulation (XPM) signal [371], and is
equivalent to the CC signal in TRPES, where the latter is caused by the multiphoton or laser-assisted
photoelectric effect (see Section 4.4.4). In the diffuse reflectance spectra, the XPM signal emerges
with a temporal chirp, which is taken into account in the numerical correction of the time zero position
in the time-dependent matrix. Similar to TRPES, the modeling of the time-dependent spectral changes
in the TAS results involves solving the system of kinetic rate equations numerically. The species-
associated, diffuse reflectance spectra, were obtained employing the implicit global analysis, which
is based on the matrix formalism described by Equation 3.76.
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Chapter 4

Experimental Setups

“I am among those who think that science has great beauty. A scientist in his laboratory is
not only a technician: he is also a child placed before natural phenomena which impress him
like a fairy tale.”

— Marie Skłodowska-Curie, During a debate in Madrid, 1933

Femtosecond time-resolved extreme-ultraviolet (EUV) photoemission spectroscopy (TRPES) and
ultraviolet-visible (UV-Vis) transient absorption spectroscopy (TAS) have been applied throughout
the investigations presented in this dissertation. Chapter 4 describes the experimental setups and pro-
cedures used for the data acquisition. Section 4.1 gives a detailed description of the femtosecond
Ti: Sapphire CPA laser system applied in the TRPES and TAS experiments. Section 4.2 provides an
overview of the TRPES experimental setup. In Section 4.3, generation of the second harmonic of
the laser fundamental and the ultrashort UV pump pulses is presented. Section 4.4 describes gener-
ation of the ultrashort pulses in the EUV spectral region for the TRPES experiments via frequency
up-conversion in the gas-phase high-order harmonic generation (HHG) process. In addition, the re-
flective zone plane monochromator and optimisation of the HHG beamline efficiency are described in
Sections 4.4.1 and 4.4.2, respectively. Sections 4.4.3 and 4.4.4 provide details on the characterisation
of pump and probe pulses in the spectral, spatial and temporal domains in associated TRPES exper-
iments. In Section 4.5, the detection of photoemitted electrons using a time-of-flight (TOF) electron
spectrometer is explained. In Section 4.6 an overview of the TAS experimental setup and associated
beam characterisation techniques is presented.

4.1 Femtosecond Ti: Sapphire CPA Laser System

For the experiments discussed in this dissertation, a commercial femtosecond Ti: Sapphire laser am-
plifier system (Coherent Inc., Legend Elite Duo) was used (Figure 4.1). The laser system consists
of two main components: a mode-locked oscillator and a chirped-pulse amplifier, as well as an in-
termediate pulse shaper. The Ti: Sapphire, Kerr-lens mode-locked seed laser oscillator (Coherent
Vitara) generates approximately 6 nJ pulse−1 energies at a central wavelength of 800 nm with sub-
10 fs (FWHM) pulse durations at a repetition rate of 80 MHz. The oscillator is pumped by a contin-
uous wave (CW) optically-pumped semiconductor laser (Coherent Verdi G5) at 532 nm wavelength
with an average output power of 5 W. In the oscillator, the Ti:Sapphire crystal acts as the Kerr medium,
with a passive self mode-locking scheme.

The ultrashort laser pulses produced in the Ti:Sapphire oscillator must be amplified in order to
generate high peak pulse intensities. Thus, the pulses are amplified using the chirped-pulse ampli-
fication (CPA) technique (see Section 3.1.3) in a Ti: Sapphire gain medium, pumped by an external
pump laser. The CPA can be divided into three steps: stretching, amplification and compression of
the pulses. Firstly, the duration of the incoming seed pulse is stretched using an angularly dispersive
grating in order to avoid damage of the amplifier by the high pulse peak intensity. The pulse is ini-
tially stretched (chirped) up to a 100 ps pulse duration. Then, the lower-intensity chirped pulse passes
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4.1. Femtosecond Ti: Sapphire CPA Laser System

FIGURE 4.1: Schematic view of the components in the femtosecond Ti:Sapphire CPA
system in the configuration used in the experiments.

through the regenerative amplifier (Coherent Legent Elite Duo), where the instantaneous intensity is
below the self-focusing and damage threshold of the amplifier optics. The regenerative amplifier is
an optical resonator which contains a Ti: Sapphire crystal placed inside the resonator and pumped by
a pulsed Nd:YLF solid-state laser (Coherent Evolution) at 527 nm wavelength with a pump power of
75 W. The chirped seed pulse is injected into the regenerative amplifier using an electro-optical switch
(a Pockels cell combined with a polariser) which is open for a time shorter than the round-trip time.
After that, the pulse can undergo many resonator round trips through the Ti: Sapphire crystal, being
amplified to a high energy level. In the end, the pulse is released from the resonator using a second
electro-optical switch after the amplifier gain has started to saturate. The injection of the seed pulse
and the release of the amplified pulse takes place at 5 kHz repetition rate. The regenerative amplifier
is followed by a single pass amplifier, which allows the pulse energy to be further amplified. The
amplified pulses pass through a set of gratings in the compressor, which removes the frequency chirp
in the amplified pulse. After the compression, the Ti: Sapphire CPA laser system provides an output
energy of 2.5 mJ pulse−1, 28 fs (FWHM) pulse durations with a 800 nm central wavelength pulses at
a 5 kHz repetition rate.

Figure 4.2 shows pulse duration characterisation SPIDER measurements of the compressed out-
put, with 800 nm central wavelength, from the Ti: Sapphire CPA laser system. The left panel displays
the measured spectral intensity (white) and reconstructed spectral phase (cyan). The correspond-
ing inverse Fourier transformed temporal reconstructions of the pulse are shown in the right panel.
Therein, the Fourier-transform-limited intensity (green), recovered temporal intensity (white) and re-
covered temporal phase (cyan) of the output pulse envelope is presented. The FWHM pulse duration
was determined to be 27.6 ± 0.5 fs.

FIGURE 4.2: SPIDER measurements of the output pulses from the Ti: Sapphire CPA
laser system. The measured spectral intensity (white) and reconstructed spectral phase
(cyan) is shown in the left panel. The temporal reconstruction, including the Fourier-
transform-limited temporal intensity (green), intensity (white) and temporal phase

(cyan) of the pulse is presented in the right panel.

61



Chapter 4. Experimental Setups

4.2 Overview of the Time-Resolved Photoemission Spectroscopy Setup

The Ti: Sapphire CPA laser system, delivering 2.5 mJ pulse−1 energies, 28 fs (FWHM) pulse dura-
tions with a central fundamental wavelength of 800 nm (1.55 eV photon energy) at a 5 kHz repetition
rate was used to generate both the pump and probe pulses for the TRPES experiments. A schematic
overview of the main components of the TRPES setup is illustrated in the Figure 4.3. The laser output
was split by a beam splitter (BS1) into two parts, where 1 mJ pulse−1 energies were directed to an
optical parametric amplifier (OPA), which was available for tuning the fundamental wavelength of the
laser system output in a wide range of wavelengths (240 – 2600 nm), but was not used in the TRPES
experiments. Another part, 1.5 mJ pulse−1 energies, was split by a second beam splitter (BS2) re-
sulting in 0.3 mJ pulse−1 energies used to pump a second harmonic generation (SHG, for the TRPES
pump beam) setup, which produces ultrashort laser pulses in the ultraviolet (UV) spectral region (see
Section 4.3 for the detailed description).

FIGURE 4.3: Schematic view of the time-resolved photoemission spectroscopy setup.

The remaining, fully-reflected, 1.2 mJ beam component was used to generate EUV TRPES probe
pulses via the HHG beamline (described in Section 4.4). After the generation of the pump and probe
pulses, they were spatially overlapped at the sample in the interaction region at a mutual angle of
1° between the beams. The pump beam was focused by a lens (L) and reflected into the interaction
region by a mirror placed slightly aside the EUV beam path before the sample chamber. The time
delay between the pump and probe pulses in the interaction region was scanned by tuning the optical
delay stage (DS) (FMS300PP, Newport Corp.) in the pump beam path. This allowed the delay
range to be swept over an up to 2 ns temporal range. The photoemission kinetic energy spectra were
recorded using a time-of-flight (TOF) electron spectrometer, which is described in Section 4.5.

4.3 Second Harmonic Generation Pump Beam Setup

In both the TRPES and TAS experiments, a component of the femtosecond NIR pulse generated by
the Ti: Sapphire CPA system (0.3 mJ pulse−1 energies) was used to produce 400 nm wavelength pump
pulses via second harmonic generation (SHG) in a beta-barium borate (BBO) non-linear crystal. In
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order to minimise the accumulated temporal mismatch between the input pulse and the frequency-
converted generated pulse, group velocity mismatch, and the frequency chirp in a non-linear crystal,
GDD (see Section 3.1.2), a 150-µm-thin BBO crystal (Newlight Photonics Inc.) was chosen for the
frequency conversion process for the TRPES and TAS experiments.

BBO is a negative uniaxial crystal and can be phase-matched for Type 1 SHG with fundamental
wavelengths from 410 to 3300 nm. It has a high optical homogeneity and a high NIR damage thresh-
old, which is, in particular, needed for efficient generation of ultrashort sub-50 fs pulses. Considering
that BBO crystals are birefringent, their refractive index and therefore their phase-matching depends
not only on wavelength, but also on the polarisation direction of incoming light relative to the crystal
axes. Practically, aligning the input beam polarisation to the slow axis of the crystal, it is possible to
compensate for the natural index dispersion and accomplish efficient phase-matching with the second
harmonic propagating along the fast axis.

The orientation of the polarisation of the incident Ti: Sapphire laser system pulse was parallel (p-
polarised light) relative to the crystal axis. Thus, by rotating the polarisation axes of the fundamental
laser pulse using an 800 nm half-wave plate (HWP) placed in front of the BBO crystal, the conversion
efficiency of SHG process was controllable. The crystal axis was set vertically, therefore the generated
400 nm light had a vertical polarisation axis (s-polarised light) with respect to the laser table. The
alignment of the polarisation axis of the generated second harmonic plays an important role in the
time-resolved experiments. By rotating the polarisation of the SH pump, it is possible to carry out
polarisation-state-resolved experiments. The remaining 800 nm fundamental light was filtered out
using the transmission of highly-reflective second harmonic (>99.9 %, HR 365–545 nm) dichroic
mirrors (DM) and dumping the residual 800 nm beam (BD). A schematic layout of the SHG setup,
as well as the propagation of pump pulses in the configuration used in the TRPES experiments (see
Section 4.2), is shown in Figure 4.4. The pump beam propagation scheme employed in the TAS
experiments will be presented in Section 4.6.

FIGURE 4.4: Schematic layout of the SHG setup and propagation of pump pulses in
the configuration used in the TRPES experiments.

In the TRPES experiments, the pump beam was directed by mirrors (M) and sent through a vari-
able optical delay linear translation stage (DS) (Newport Corp.). It was subsequently focused with a
384 mm focal length CaF2 lens (L) into the interaction region, resulting in a typical focal spot size of
100 – 300 µm (FWHM). The lens was mounted on a three-dimensional mechanical translation stage
(TS) outside the vacuum chamber to control the position and size of the pump beam with respect
to the probe beam in the interaction region. The focused pump beam was sent towards the TRPES
endstation through a 0.5 mm thick CaF2 glass window (W2) that was installed at the entry point to

63



Chapter 4. Experimental Setups

the vacuum chamber. The pump and probe beams were spatially overlapped on the sample in front of
the entrance aperture of the electron spectrometer with a mutual angle of 1◦ between the beams. The
pump beam intensity was attenuated by the fundamental HWP before the SHG crystal in order to pre-
vent significant multi-photon ionisation of the sample and, thus, to reduce the vacuum space-charge
effect (see Section 3.3.4) that perturbs the photoemission spectra. The pump pulse durations were
broadened to sub-40 fs (FWHM) in the optical path, based on the cross-correlation measurements of
the generated pump and probe pulses in the electron spectrometer (see Section 4.4.4).

4.4 High Harmonic Generation Setup

The time-delay-preserved, ultrashort, monochromatised EUV probe pulses obtained via the femtosec-
ond laser-driven HHG process, allow ultrafast electronic dynamics to be probed using TRPES studies,
as reported here. The gas-phase, non-perturbative HHG phenomenon can be robustly driven using
three approaches when a strong laser field is either focused into a noble gas-filled cell, free gas jet ex-
pansion, or hollow-core fiber [271, 372, 373]. In the configuration utilised for the work reported here,
the EUV generation occurs through the HHG process and the focusing of intense, 800-nm-wavelength
ultrashort laser pulses (28 fs duration at FWHM) into a short cell (4 or 8 mm length) filled with argon
gas. A schematic layout of the HHG setup, encompassing propagation of the generated EUV probe
pulses in the TRPES experiments, is shown in Figure 4.5.

FIGURE 4.5: Schematic layout of the HHG setup and propagation of EUV probe
pulses including the interaction region for TRPES experiments.

To generate the ultrashort EUV pulses, the 1.2-mJ HHG driving laser beam was directed to a in-
vacuum HHG cell and vacuum monochromator system. The discussions in Section 3.2.3.2, highlight
the importance of controlling the intensity, focus position, and gas pressure of the fundamental laser
beam to achieve efficient HHG through phase matching. Thus, the input laser intensity was regulated
using a combination of a half-wave plate (HWP) and a thin-film polariser (P) (FemtoLasers Inc.)
placed before the lens (L) used to focus the laser beam into a gas-filled cell. The HWP rotation
governs the ratio of the s- to p-polarised light, and thereby the portion of the transmitted laser intensity
through the polariser. As a result, the spatial profile and the focal spot size of the beam essentially
remain unchanged when the HHG driving laser intensity is adjusted. The linearly polarised laser
pulses were focused directly after the argon-filled cell with an achromatic 600 mm CaF2 lens. The
lens was mounted on a mechanical translation stage (TS) outside the vacuum chamber in order to
adjust the position of the pump beam laser focus. A 1.5 mm thick CaF2 glass window (W1) was
installed at the entry point to the vacuum chamber containing the gas cell.

The gas cell was a 4 mm long stainless steel tube with two drilled 3 mm holes, through which
the laser beam was propagating. The cell holes were sealed with an aluminum foil that was pasted
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around it. The cell was filled with Ar gas utilising a gas feed-through to the vacuum chamber. While
the focused laser beam propagated through the cell, the inlet and outlet holes were laser-drilled into
the foil to prevent gas leakage. The HHG light emerged at the exit of the cell when the laser pulse
interacted with the Ar gas. During the TRPES experiments, the pressure in the Ar cell was varied
between 15 to 50 mbar, depending on the desired photon flux of a specific harmonic. During such
operation, the generation chamber was maintained at a residual pressure of 10−3 to 10−4 mbar. As
mentioned in Section 3.2.3.2, the efficiency of the HHG output is strongly influenced by the laser input
pulse energy and duration, the focusing geometry, the gas cell length and gas pressure. Optimisation
of the specific harmonic yields in three critical and related dimensions, such as the laser intensity, gas
pressure, and focus position for the gas cells of different length, will be discussed in Section 4.4.2.

To maintain low pressures in the subsequent vacuum chambers - with a reflective zone plate (ZP)
monochromator assembly (developed and fabricated at the Helmholtz-Zentrum Berlin) and a refo-
cusing toroidal mirror (TM) embedded inside - a differential pumping stage chamber (DP1) was
employed between the HHG and next optic chambers. The DP1 chamber was separated from the
HHG chamber by an aperture, allowing low pressures of the order 10−8 mbar to be maintained in the
monochromator and TM chambers throughout the TRPES experiments. A 2 mm diameter aperture
(A) was installed in front of the following reflective ZP chamber to obstruct a significant part of the
divergent HHG driving laser beam, which considerably reduces potential heating and melting of sub-
sequent 200 nm thick meshless aluminum (Al), indium (In) or zirconium (Zr) foil spectral filters (F)
(Luxel Corp.). In addition, the aperture potentially minimises the number of illuminated reflective ZP
grooves and the associated HHG pulse elongation.

The reflective ZP [374], housed in the third vacuum chamber, is a 7-element, +1st-order 2D diffrac-
tive optic (laminar grating), which consists of gold-coated zone structures fabricated on a single sil-
icon substrate of 50.8 mm diameter by e-beam lithography and reactive ion etching. In the current
setup, the 7th (10.85 eV), 9th (13.95 eV), 17th (26.35 eV), 21st (32.55 eV), 25th (38.75 eV), 51st

(79.05 eV), and 65th (100.75 eV) harmonic of the fundamental frequency can be spectrally selected
with the use of the reflective ZP monochromator. Specifically, by translating the reflective ZP up/down
into the HHG beam and rotating the optic to reach the design input angle of the specific reflective ZP
element. The reflective ZP substrate was installed on a set of motorized stages equipped with piezo-
driven motors (Nanomotion Ltd. and Nanon GmbH) in order to adjust the position and reflection
angles of the zone plate. The motors for the translational directions provided a positioning precision
of 0.1 µm and the rotational direction had a precision of 1 µrad with a step size of 30 nm. The working
principle of the ZP will be described in detail in Section 4.4.1. The majority of the fundamental beam
was specularly reflected or diffracted by the reflective ZP and dumped in an aperture before the slit
plane or at the slit (S), depending on which ZP element was implemented. The ultra-thin foils installed
behind the exit slit of the monochromator were exchangeable depending on the selected harmonic,
thus for the spectral selection of the 17th, 21st , and 25th harmonic of the fundamental wavelength, the
Al filter was used. In such a manner, the remaining part of any scattered 800 nm light that propagated
along the path of the harmonic beam was filtered out. Thereafter, the HHG photon flux was detected
by a removable photodiode (PD) (Hamamatsu Photonics, model G1127-04) inserted into the beam
path after one of the metal foils.

The reflective ZP angularly dispersed the harmonics and the adjustable slit (S) was placed perpen-
dicular to the plane of dispersion and along the EUV beam path in the focal plane and design photon
energies of the monochromator, selecting the desired harmonic. Thereupon, the selected harmonic
was redirected and refocused by a grazing-incidence gold-coated toroidal mirror (TM) into the inter-
action chamber, resulting in a typical focal spot size of 40 – 60 µm (depending on the slit width). The
TM was mounted on a movable stage, which had three translational and three rotational dimensions
of freedom inside a vacuum chamber, similar to that of the chamber housing the monochromator.
Consequently, the TM position control facilitated setting the EUV beam on the sample in front of
the electron spectrometer entrance aperture. The EUV beam was refocused without magnification
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at 1173 mm2 by the TM, which is equivalent to the distance between the mirror and the slit, min-
imising the imaging aberrations. The TM chamber includes an additional Al-coated flat mirror (M1)
that was inserted into the beam path after the TM to monitor the intensity distribution in the EUV
beam focus spot using a home-built position sensitive imaging detector (D). The detector was com-
posed of a translatable double-stack multi-channel plate (MCP) and a phosphor screen, and an optical
CCD camera enabling the imaging of the refocused harmonic at an equivalent propagation distance to
that of the electron spectrometer. Following the passage through a second differential pumping stage
(DP2) towards the PES endstation, the selected harmonic beam was sent into an interaction chamber,
passing horizontally in front of the time-of-flight (TOF) electron spectrometer entrance aperture. The
detailed description of the TOF spectrometer will be described in Section 4.5. The pump beam was
introduced through a 0.5 mm thick CaF2 glass window (W2) prior to the PES endstation and redi-
rected into the interaction region by an in-vacuum Al mirror (M2) positioned aside the EUV beam
before the sample chamber. Thus, the pump and probe pulses were spatially overlapped at the sample
in the interaction region at a mutual angle of 1◦ in front of the electron spectrometer.

FIGURE 4.6: Transmitted power profile (grey dots) of the 400 nm pump (upper panel)
and the 21st harmonic probe (bottom panel) beams fitted by the sigmoid function and

encompassing the focal spot sizes to reveal the waist diameters.

The size of the focal spots of the pump and probe beams in the TRPES experiments were measured
by the scanning knife-edge method, where a sharp-edged razor blade was moved across the Gaussian
laser beam perpendicular to the beam using a high-precision 3D translation stage and the integral
transmitted light was measured with a photodiode (Hamamatsu Photonics, model G1127-04) and
ammeter (Keithley picoammeter, Series 6400). The razor blade was placed in the interaction region
in front of the skimmer of the electron spectrometer instead of the sample. Assuming that the beam
propagates in a direction parallel to the axis z, its waist is located at the initial coordinates (x0,y0,z0),
and the edge of the blade is parallel to the y-axis so that the x-axis is the "cut" direction, the transmitted
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power, P(x,z), detected by the photodiode as a function of the blade-edge’s transverse position, x, and
axial position, z, is determined by integrating the Gaussian beam profile over the entire y and x ranges.

The collected transmitted light intensity data was fitted to the complementary error function,
er f c(x), as described in the following:

P(x,z) =
P0

2
er f c

[√
2(x− x0)

w(z)

]
,

w(z) = w0

√
1+
(

θ
(z− z0)

w0

)2

, (4.1)

Here, P(x,z) is a sigmoid function, where P0 = (π/2)I0w0
2, w(z) describes the z dependence of the

beam radius, w0 is a beam waist radius, θ is a beam divergence angle, and I0 is a maximum irradi-
ance. Figure 4.6 shows a representative signal of the transmitted power measured by the photodiode
as a function of the knife-edge transverse position, resulting in a focal spot size beam diameter of
365 ± 19 µm (FWHM) for the pump and 64 ± 3 µm (FWHM) for the probe beam, respectively. The
pump beam spot size must be at least twice (preferably 3 – 5 times larger) than that of the probe beam
in order to ensure a one-photon excitation process in TRPES experiments and maintain the spatial
and temporal overlap of the pump and probe beams on the sample.

4.4.1 Reflective Zone Plate Monochromator

In order to perform the EUV-probe TRPES experiments, a single high-order harmonic of the funda-
mental frequency has to be spectrally selected and refocused into the interaction region. The spectral
selection is usually implemented using a monochromator. Monochromatisation and focusing of HHG
light in the EUV spectral region has a number of specific requirements that must be addressed to con-
duct an ultrafast time-resolution spectroscopic experiment. Firstly, the monochromator should offer
a sufficient energetic dispersion to isolate a spectral region of interest, in this case a single harmonic,
with a strong suppression of the neighboring harmonics. Secondly, the generated divergent EUV ra-
diation should be refocused into the interaction region with a good pointing stability. And lastly, but
equally importantly, the monochromator has to ideally keep the time duration of pulses as short as
during the generation process. In the present setup, the EUV light monochromatisation setup meets
all of the above requirements using a single optical element: an off-axis reflective ZP.

The off-axis reflective ZP adopts a similar approach to a conventional Fresnel zone plate [376],
where in the former instead of a full elliptical structure, only a peripheral fraction of the angle-of-
incidence projected structure is used. The off-axis reflective ZP incorporates a focusing ability with
the ability of diffraction grating to separate wavelengths depending on the incoming wavelength. A
schematic view of an off-axis reflective ZP, imprinted as a projection onto a fully reflective mirror
surface, is shown in Figure 4.7. Upon irradiation by the HHG source, the off-axis peripheral fraction
of the ZP deflects harmonics in the +1st diffraction order with respect to the incidence direction and
refocus as them along the optical axis due to the high off-center mean line density, thereby providing
the desired angular dispersion. The specular reflection (zero-order reflection) can be separated from
the energy-dispersed fraction and can be directed outside the optical axis, allowing the use of a slit in
the plane perpendicular to the optical axis for energy selection.

When a HHG source with a focal spot size of ∆S hits the reflective ZP surface at a grazing angle
of incidence, α , and at a distance R

′
1 from the HHG source to the center of the off-axis reflective ZP

fraction, a focal spot with a size ∆x
′
is produced at a distance R

′
2 following diffraction at grazing angle

β . ∆x
′
is correspondingly defined as:

∆x
′ ≥ ∆S

M
, (4.2)
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where M is the geometrical demagnification factor of the ZP, M = R
′
2 / R

′
1. ∆x

′
corresponds to the

minimum size of the slit width of the ZP monochromator that results in an improvement of the sys-
tem’s resolving power, E / ∆E, while M is associated with the adjustment of the beam spot size of
the spectrally selected harmonic from the (real or virtual) source to the ZP image point and imposes
a limitation on ∆x

′
.

The energy dispersion at the slit plane of the ZP monochromator is given by [377]:

∆E

∆x
′ =

E2dsinβ

R
′
2hc

, (4.3)

where d is the grating period in the middle of the irradiated fraction of the ZP, h is the Planck constant,
and c is the speed of light.

Based on the Equation 4.3 and the general grating equation, mλ = d(cosα - cosβ ), where m is the
diffraction order (m = 0, ±1, ±2, ...) and λ is the radiation wavelength, the local grating period of the
off-axis reflection ZP for m = +1 order can be defined as [377]:

d =
λ

sinα


√√√√1+ cot2

α +

(
R

′
2

∆x
′
∆E
E

)
2 − cotα

 , (4.4)

In the present setup, seven reflective ZP elements are patterned as an array on a single 50.8 mm
diameter substrate, designed for the spectral selection of the 7th, 9th harmonic (VUV region), 17th,
21st , 25th harmonic (EUV-A region), and 51st , 65th harmonic (EUV-B region) of the fundamental
wavelength. The arrays have a width of 4 mm and a length of 25 mm for the VUV and EUV-B
regions, and 40 mm for the EUV-A region, respectively. A schematic and image of the 7-element ZP
array optic, fabricated as laminar grating structures, on a crystalline silicon mirror surface are shown
in Figure 4.8. The patterned silicon optic was gold-coated to improve grazing incidence reflectivity
between 10.85 – 100.75 eV.

For the geometry adopted for TRPES, taking into account an estimated focal spot size of the HHG
source of 100 µm (FWHM) and the distances R

′
1 and R

′
2 of 1000 mm and 350 mm, respectively, the

resulting minimum useful slit width size in the focal plane of the reflective ZP monochromator, ∆x
′
,

should be greater than 35 µm (FWHM). Table 4.1 summarises the geometrical (α , β ) and energy

FIGURE 4.7: Schematic view of an off-axis reflection zone plate. The illuminated
off-axis peripheral fraction (dark blue shading) of the full elliptical structure (light
blue shading) of a typical Fresnel zone plate is used for monochromatisation of the
EUV light. The odd harmonics generated by the HHG source are diffracted and then
refocused by the ZP structure to different focal spot positions on the optical axis. R

′
1

represents the distance from the HHG source to the center of the off-axis fraction,
where R

′
2 is the distance to the focal spot position. Reproduced figure with permission

from [375] © 2014 Optical Society of America.
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FIGURE 4.8: A schematic and image of the patterned silicon substrate of the 7-
element reflection zone plate array designed for the HHG beamline in the TRPES

setup. The right image was provided by Alexander Firsov.

TABLE 4.1: The geometrical and energy resolution parameters of the reflective ZP
monochromator as well as the calculated meridional line periods and the optical re-

fraction efficiency in the center of each ZP array.

ZP Array HH Order E / eV α◦ β ◦ ∆E / meV E/∆E / eV d / µm η / %

1 7 10.85 9.75 10.25 132 82.2 75.4 28.5
2 9 13.95 9.75 10.25 164 85.2 58.7 27.4
3 17 26.35 9.6 10.4 199 132.6 19.4 27.6
4 21 32.55 9.6 10.4 235 138.6 15.7 28.2
5 25 38.75 9.6 10.4 271 143.1 13.2 27
6 51 79.05 9.5 10.5 408 193.7 6.5 23.8
7 65 100.75 9.5 10.5 500 201.5 4.1 24.4

resolution parameters (E, ∆E) of the reflective ZP monochromator, the calculated central meridional
line periods (d), and the optical diffraction efficiency into the +1st order (η) in the center of each
ZP array using the HZB ray tracing program RAY-UI, which is built upon the RAY and REFLEC
packages [378]. Since the time resolution in TRPES experiments is determined by the duration of
the pump and probe pulses, the temporal broadening of the spectrally selected EUV probe pulse
should be minimal. From the calculated values of the spectral resolving power of the reflective ZP
monochromator (E/∆E), presented in the Table 4.1, the output pulse duration at the exit of the slit
can be estimated as ∆t = λ 2/(∆λc). For the photon energy of the 21st harmonic employed in TRPES
experiments in this dissertation, ∆t ≃ 45 fs.

4.4.2 Optimisation of High Harmonic Generation Beamline Efficiency

For the TRPES experiments presented in this dissertation, macroscopic phase matching conditions
were optimised to maximise a monochromatised harmonic intensity. The optimisation procedure
included varying the gas cell length, position of the driving laser focus, generating gas pressure, and
driving laser energy. The driving laser pulse duration was fixed to its minimum value in the HHG
cell, 28 fs (FWHM). Two gas cells with a lengths of 4 mm and 8 mm were examined during the
three dimensional optimisation. Under the given experimental conditions (see Section 4.4), the most
efficient harmonic generation was achieved while placing the focus slightly outside the gas cell.

Figure 4.9 shows the change in the position of the focus, z f , relative to the exit of the gas cell,
highlighting the interaction region where the strong field ionisation and HHG can happen. Here,
z f = 0 is the position of the focus centered at the exit of the gas cell, which was defined using
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FIGURE 4.9: Schematic view of the optimisation of HHG source efficiency in the
TRPES setup. z f is the focus position relative to the gas cell, where the interaction
region (red) and the laser focus volume (blue) highlighted. Three focus positions
relative to the gas cell exit are outlined: focus placed beyond the gas cell (1), focus

centered at the cell exit (2), and focus contained within the gas cell (3).

separate measurements using an attenuated fundamental laser beam in air and the reflection of a
pickoff mirror and glass wedge placed after the focusing lens, while reflecting the focused laser
beam to a CCD camera. The energy of the fundamental beam was varied from 0.76 mJ pulse−1 to
1.08 mJ pulse−1 by a half-wave plate (HWP) combined with a thin-film polariser (P). The intensity in
the cell and the degree of the ionisation was further varied by moving the lens, which was mounted on
a linear translational stage (TS). The collimated fundamental laser beam with a 1/e2 beam diameter
of 12 mm (FWHM), propagated on axis in the z direction. After the laser beam was focused by the
600 mm focal length lens, the resulting beam diameter was 60 µm (FWHM) with a Rayleigh range
of zR = 3.5 mm. The Ar gas inlet pressure in the cell was adjusted over a range of 5 to 50 mbar using
a dosing valve. The HHG photon flux was maximised by detecting the photodiode (PD) photocurrent
of a monochromatised harmonic using a Keithley picoammeter, Series 6400 (see Figure 4.5 for more
details of the HHG setup design) and optimising the HHG parameters. Sequentially, the steady-
state PES spectra of the generated harmonic were recorded using the ionisation of Ar gas (with the
gas stagnation pressure set to produce an average sample-chamber pressure of 10−3 mbar) wide-
angle mode (WAM) of the TOF spectrometer. In this section, the exemplary optimisation of the 17th

harmonic efficiency is presented.

• 8 mm Argon-filled Gas Cell Target

The 17th harmonic optimisation for the 8 mm gas cell is shown in the Figure 4.10, where the 2D
colour maps represent the dependence of the TOF photoemission signal as a function of the 800-
nm-laser focus position and gas cell pressure for five driving laser energies. The recorded data show
that with reducing laser pulse energy, the optimum focus position decreases, and the phase matching
pressure increases. The maximum yield of the 17th harmonic is achieved when the focus position
is placed slightly outside the gas cell (z f ≈ 1.5 mm, assuming the focus position is not shifted in
the vacuum chamber when the Ar-filled HHG cell is pressurised), the driving laser energy is the
highest value applied (1.08 mJ pulse−1) and over a relatively broad range of gas cell pressures from
20 to 50 mbar. As the laser energy decreases, it is still, in principle, possible to reach the optimum
harmonic yield by moving the focus into the gas cell (z f ≤ 0). However, the further into the cell
the focus is shifted (z f < 0), the less efficient the HHG process becomes. This can be attributed
to reabsorption by the generating gas cell medium (see Section 3.2.3.2). An increase in the focus
position, z f , generally results in an increased HHG efficiency, while when the focus is placed inside
the gas cell, the propagation length in the absorbing medium enlarges for harmonics generated before
the focal spot, and they suffer from absorption. The maximisation of the harmonic yield is just a
part of the whole HHG optimisation process. Notably, for the lower-order harmonics, such as the
17th harmonic, and when a high driving laser peak intensity and/or gas pressure is applied, spectral
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broadening, splitting, and blueshift effects are also present. This results in a significant reduction of
the spectral flux density. These effects were further investigated throughout the HHG optimisation
procedure, as discussed below.

The spectral splitting, broadening, and blueshift effects associated with the 17th harmonic, as
recorded via the photoemission spectrum of Ar gas, are shown for the 8-mm-long gas cell in Fig-
ure 4.11. The figure highlights two focus position cases, when the nominal focus is placed outside
the gas cell (z f > 0) at 1.5 mm (left panel), and when the focus is within the gas cell z f ≈ - 4.5 mm,
relative to the exit of the cell (right panel). Since the focus position was determined at low power and
in air, self-focusing of the mJ-level, 28 fs 800 nm pulses in and around the Ar gas cell is expected
to reduce the focal length in the HHG optimisation experiments performed in the vacuum cham-
ber, bringing the focus into the gas cell. As demonstrated in Figure 4.11, when the focus is placed
outside the gas cell (left panel), a slight spectral broadening and blueshift are observed for higher
phase matching pressures, whereas it is strengthened as the focus moves into the cell (right panel).

FIGURE 4.10: TOF photoemission signal of the 17th harmonic produced via the pho-
toionisation of Ar atoms. The high harmonics were generated in Ar gas for with
8-mm-long Al-foil-sealed gas cell. The data is presented as a function of driving laser
energy, focus position, and gas cell pressure and was produced using an effusive Ar

gas source and the WAM mode of the TOF spectrometer.
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FIGURE 4.11: The adiabatic 17th harmonic spectral effects observed when varying
the gas cell pressure and driving laser pulse energies in a 8-mm-long, Al-foil-sealed
gas cell. The displayed photoemission spectra were recorded in the WAM of the TOF

spectrometer using an effusive Ar gas source.
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Furthermore, with increasing driving laser pulse energy, these effects become more pronounced. In
addition, the harmonic generated within the gas cell exhibits a significant spectral splitting, which is
prominent at lower pulse energies. The observed spectral features can be assigned with either non-
adiabatic [379–382] or adiabatic effects [383–386] in the HHG process, due to the interaction of the
strong ultrashort laser pulses within the non-linear medium. The non-adiabatic effect depends on
a constantly evolving laser pulse envelope that causes a time-dependent atomic phase for different
electron trajectories in the total harmonic field. Thus, for laser pulses with durations less than 100 fs,
non-adiabatic spectral splitting occurs. The adiabatic effect, also known as transient phase matching,
is based on the impact of the varying phase contribution from the free electrons which occurs in ion-
ising media when intense driving pulses are applied. At the rising edge of the pulse, the medium is
strongly ionised, as a result, the density of free electrons depends on time and increases with every
half-cycle of the driving laser. Through the monotonically changing free electrons phase, different
high-frequency components are generated. Consequently, the harmonic emission is strongly chirped,
leading to a spectral splitting and blueshift due to the temporal selection by transient phase matching.

While the adiabatic spectral splitting is determined by the atomic density, the non-adiabatic spec-
tral splitting arises from the single-atomic response, which is not directly dependent to the gas pres-
sure. The gas pressure and laser driving intensity defines the density of the free electrons, thereby
affecting the phase contribution of the free electrons. Thus, the gas pressure and focus position de-
pendence of the spectral features observed in the optimisation of the harmonic yield (Figure 4.11)
can be attributed to the adiabatic effect. Zhong et al. [386] performed calculations on the harmonic
spectra generated in ionised noble gases, supporting that the harmonic spectral lines broaden and split
into a number of peaks. They assigned these spectral features to the transient phase matching effect,
when the laser intensity is strong enough to ionise the noble gas.

• 4 mm Argon-filled Gas Cell Target

The optimisation of the HHG yield for the 4 mm gas cell was carried out under the same experi-
mental conditions as for the 8 mm cell. Figure 4.12 shows the 2D colour maps of the photoemission
signal for the generated 17th harmonic in the 4-mm-long, Ar-filled gas cell, depending on the driv-
ing laser focus position and gas cell pressure when changing the pulse energy of the driving laser.
Similar to the optimisation with the 8 mm gas cell, by placing the nominal focus (i.e. the gas-free,
low-input-pulse energy focus position) outside the gas cell (z f > 0), the yield of the 17th harmonic
was the highest. In contrast, the further the focus shifts into the gas cell (z f < 0), the more chal-
lenging it is to generate the 17th harmonic. However, the region in which the 17th harmonic output
is most efficient narrows at high gas pressures and widens at lower pressures in comparison to the
8 mm gas cell length. That potentially allows efficient 17th harmonic generation at lower gas cell
pressures. At the same time, since the gas cell length was halved, the potential harmonic yield within
the cell (z f < 0) diminishes. However, it is found to at least equal the yield from the 8 mm cell, due
to re-absorption and potential temporal walk-off effects in the longer gas cell. The optimised high
harmonic photon flux of the 17th harmonic generated in a 4-mm-long, Al-foil-sealed gas cell and
measured in the interaction chamber in front of the electron spectrometer entrance aperture yields
4 x 106 photons pulse −1. The obtained value of the photon flux per pulse is reasonable for carrying
out time-resolved photoemission experiments, which allow one electron per EUV probe pulse to be
detected, thus avoiding the space-charge effect (see Section 3.3.4) caused by the EUV pulse, as was
previously reported in the literature [334, 387]. Therefore, the 4 mm long gas cell was chosen for
HHG in the present TRPES experiments.

Although the most efficient HHG can be achieved at the rather high gas cell pressures and driving
laser energies, as described earlier, this is not a criterion for the optimal spectral shape of the generated
harmonics. For this reason, the HHG cell was usually operated with moderate gas pressure and
driving laser energy at the optimal focus position. Analogous to the spectral features observed during
optimisation of the 8 mm long gas cell, photoemission spectra of the 17th harmonic, recorded in
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an argon target gas, for the 4-mm-long cell exhibited similar characteristics. Figure 4.13 shows the
effects of spectral splitting, broadening, and blueshift of the 17th harmonic, emphasising the influence
of the intense laser pulses on the ionised gaseous media. For a focus position of +1.5 mm (upper left
panel), placed outside the gas cell (z f > 0), there is a significant spectral blueshift at high driving laser
pulse energies. At the lower pulse energies, the blueshift vanishes, although a spectral broadening
signature retains. As displayed on the left panel of the Figure 4.13, for driving laser energies of
0.92 mJ pulse−1, all adiabatic spectral effects are minimised. When the harmonic is generated within
the gas cell (z f < 0) at a focus position of -2.5 mm, a notable spectral splitting occurs at higher pulse
energies (upper right panel). Apparently, for this focus position geometry and with < 0.84 mJ pulse−1

laser pulse energies, the spectral features caused by such transient phase matching effects are minor.
In summary, in order to fulfill the conditions for both transverse spatial and transient longitudinal

phase matching, it is necessary to optimise the HHG yield by varying the focus position, gas cell
pressure, and driving laser pulse energy for a gas cell of optimum length for each specific HHG

FIGURE 4.12: Ar 3p photoemission signal of the 17th harmonic generated in an Ar-
gas-filled 4 mm Al-foil-sealed gas cell length as a function of driving laser energy,
focus position, and gas cell pressure, recorded from an effusive Ar gas source using

the WAM mode of the TOF spectrometer.
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setup. Previously published HHG phase-matching considerations [278] allow the optimum gas cell
length to be estimated. By testing HHG cell performances with approximately these lengths and for
specific harmonic emission, the properties of the harmonic radiation can be optimised for a given
application. In the present HHG setup, the optimum HHG output was achieved for the 17th harmonic

FIGURE 4.13: The driving-laser-induced adiabatic spectral effects on the 17th har-
monic photoemission spectra as a function of driving laser pulse energy and gas cell
pressure, as generated in a 4 mm argon-filled gas cell. The displayed photoemission
spectra were recorded in the WAM of the TOF spectrometer using an effusive Ar gas.
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when utilising the 4 mm gas cell and focusing 0.92 mJ pulse−1 energies at 1.5 mm distances after the
gas cell exit with 50 mbar Ar gas cell pressures. Further enhancement of the HHG process can be
realised, for example, by using softer laser foci and shorter gas cells to potentially reduce the harmonic
spectral bandwidth and reabsorption effects, respectively. Furthermore, higher photon energies can
be accessed with higher ionisation-energy gases, such as Ne or He. The main disadvantage of using
Ne and He gases with higher ionisation potentials of 21.56 eV and 24.59 eV compared to Ar, is that
higher gas cell pressures are used to achieve efficient HHG [388] and the associated HHG process is
significantly less efficient [389]. As a result, the higher pressures in the gas cell can overload vacuum
pumps, if appropriate differential pumping setups are not engineered, and lower harmonic fluxes are
generally generated compared to Ar, unless photon energies beyond ∼ 50 eV are required with an
800 nm HHG laser driver.

4.4.3 Photon Energy Calibration and Spectral Bandwidth of the EUV Probe Beam

The central photon energy and the spectral bandwidth of the EUV beam, as well as the total exper-
imental energy resolution, were inferred from the steady-state EUV photoemission spectra of gas-
phase argon (Ar), recorded by the TOF electron spectrometer prior to each data collection run. Here
it was assumed that the natural linewidths of the valence Ar photoemission lines are negligible com-
pared to the experimental energy resolution. Figure 4.14 shows typical results of these measurements
recorded with the 21st monochromatised harmonic of the laser in the electron spectrometer drift mode
(DM), the wide-angle mode (WAM), and the low-angular dispersion mode (LADM). The spectra were
fitted to a sum of two Gaussian envelopes corresponding to the formation of the residual Ar+ ion in
the two lowest-energy spin-orbit cation states, 3p 2P3/2 and 3p 2P1/2, which have ionisation potential
energies of 15.759 eV and 15.937 eV, respectively [258]. In the fit routine, the energy separation
between the Gaussian peaks was fixed to the literature value of 177.5 meV of the spin-orbit splitting
of the Ar+ ground state [390], whereas their peak widths were considered to be equal. The Gaus-
sian peak width, the peak amplitudes, and the kinetic energy position of the peak attributed to the
formation of Ar+ in the 3p 2P3/2 state represented the fit parameters.

In the spectrometer‘s DM, a typical Ar+ 3p individual peak width of 180 meV (FWHM) was
obtained from the fit. This value is representative of the spectral bandwidth of the EUV beam, since
the spectrometer resolution in the DM is of the order of 25 meV at an electron kinetic energy of 20 eV.
In the LADM, the finite spectrometer resolution results in a broadening of the peak width to a value
of 200 meV (FWHM), and in the WAM to 240 meV (FWHM). The extracted EUV peak width in
the LADM and WAM represents the total spectral energy resolution of the TRPES experiments that
implemented these lens modes. The central photon energy of the EUV beam was calibrated taking
into account the following factors. First of all, the measured arrival time of the EUV pulse at the
spectrometer orifice was determined through an EUV reflection to the detector from a thin Au wire
and the known distance-of-flight to the detector in the spectrometer (see Equation 4.8). Secondly,
since in the DM, the spectrometer operates in a field-free regime (the electrostatic lenses are switched
off), the spectrometer calibration factor can be ascertained via photoemission spectral measurements
with multiple gas targets with known ionisation potentials. Thereby, the gas-phase He 1s peak was
used as a second gas target, in addition to the Ar 3p and 3s photoemission lines to calibrate the steady-
state EUV photoemission spectra. As a result, central photon energy of 32.55 ± 0.08 eV could be
determined for the 21st harmonic EUV beam by adding the literature value for the Ar ionisation
potential and the kinetic energy position of the measured photoemission peak associated with the
Ar+ 3p 2P3/2 final state. Similar calculations were performed for the Ar+ 3p 2P1/2 and He+ 1s 2S1/2
peak positions, yielding similar photon energies and defining the uncertainty on the photon energy.
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FIGURE 4.14: Steady-state EUV photoemission spectra of gas-phase argon recorded
for the 21st harmonic in the drift mode (DM), low-angular dispersion mode (LADM),

and wide-angle mode (WAM) of the TOF spectrometer.

4.4.4 Temporal Overlap: Cross-Correlation between Pump and Probe Pulses

The temporal overlap between the optical pump and EUV probe pulses, as well as the time resolution
of the TRPES experiments, were defined from the reference cross-correlation (CC) measurements
conducted with a gas-phase (Ar beam) or solid-phase (Au wire) target prior to each experiment. The
CC signal is a result of the laser-assisted photoelectric effect (LAPE), which was first discovered
and studied on gas-phase targets [391, 392], and was later observed in solid-phase targets [393, 394]
and then extended to liquid-phase targets [395]. In this process, the simultaneous irradiation of an
atom, molecule, or material by both the optical pump and EUV probe pulses alters the photoemission
spectrum in the range of the photoelectrons associated with the EUV pulse only. The LAPE can be
considered as the simultaneous two-color multiphoton absorption or emission of laser photons, when
an electron is photoionised simultaneously by a short-wavelength EUV photon and additional long-
wavelength pump pulse photons, due to a dressing of the emitted photoelectrons by the pump laser
field. This leads to the appearance of side bands in the EUV photoemission spectrum, with an energy
separation equivalent to the pump laser photon energy and a height determined by the intensity of the
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dressing field during ionisation, which is dependent on the relative time delay. For optical pump and
EUV probe pulses with a Gaussian envelope, the CC function corresponds to the spectrally integrated
photoemission yield over the side bands region, recorded as a function of time delay.

In the present experiments, the CC measurements were carried out either using a Ar gas target or
a 100-µm-thin Au wire, which was introduced into the interaction region and adjusted in front of the
skimmer in a vacuum chamber using a high-precision 3D translation stage. The typical beam size
of the pump beam was more than twice the EUV probe beam, providing a consistent spatial overlap
of the two beams, and thus enabling temporal overlap and CC measurements with a high side band
generation contrast. Moreover, to initiate a multiphoton transition in the CC measurements, the pump
laser field intensity should be sufficiently high. Hence, pump pulse peak intensities of approximately
5 × 1012 W cm−2 were applied. Additionally, the CC measurements can be used to determine the
pulse duration of the EUV probe beam for a given pump pulse duration. This was accomplished with
the OPA, which was used to tune the fundamental wavelength of the laser output for the pump beam
to 500 nm wavelength for the autocorrelation measurements. Thus, the pump pulse duration of 30 fs
was measured before the interaction chamber using an autocorrelator (APE PulseCheck), equipped
with a non-linear crystal and a photodiode operating in the visible spectral range.

Figure 4.15 shows exemplary cross-correlation measurements recorded for the 500 nm wavelength
pump pulse and the 21st harmonic EUV probe pulse with the use of the Ar gas (upper panels) and the
Au wire (bottom panels) targets, using the WAM of the spectrometer. The photoemission spectra were

FIGURE 4.15: Cross-correlation measurements recorded for the 500 nm wavelength
pump pulse and the 21st harmonic EUV probe pulse with the use of the Ar gas (upper
panels) and the Au wire (bottom panels) in the WAM of the spectrometer. The pump-

probe CC signal was fitted by a Gaussian function.
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recorded as a function of the delay time between the pump and probe pulses. For the Ar gas target, a
+1 side band occurs at a kinetic energy of 19 eV, when the two pulses overlap in time, giving rise to
the CC signal of the pump and probe pulses (upper right panel). Considering that both the pump and
EUV probe pulses have a Gaussian envelope, the CC signal was fitted by a Gaussian function, and by
integrating the kinetic energy range between 18 – 20 eV, the CC of 70 ± 2 fs (FWHM) and the zero
time position were obtained (bottom right panel). The result of the CC measurement with the use of
the Au wire as a solid target was similar to the result obtained with the use of Ar gas. The temporal
overlap between pump and probe pulses on the conductive Au wire additionally induces a charging,
however. Thus, the zero time position and CC can be determined by mapping the charging curve at
various delay time positions and integrating the photoemission signal in the kinetic energy range at
the position where the slope of the charging curve reaches its maximum (upper right panel). For better
visualisation of the CC signal, the kinetic energy range of 32 – 37 eV was integrated, resulting in the
CC value of 72 ± 3 fs (FWHM) (bottom left panel). Taking into account the CC values obtained and
the autocorrelation measurement of the pump pulse duration, the estimated EUV probe pulse duration
was determined to be 42 ± 4 fs (FWHM).

4.5 Time-of-Flight Electron Spectrometer

In the TRPES experiments, the photoemission kinetic energy spectra were recorded using a com-
mercial angle-resolved time-of-flight (TOF) electron spectrometer (THEMIS 600 EP, SPECS GmbH)
equipped with a three-dimensional (x, y, t) delay-line detector (3D-DLD). The spectrometer is best
suited to ultrafast spectroscopy measurements with high repetition rate pulsed light sources. The main
principle of the TOF spectrometer is based on the measurement of the kinetic energy of the 3D charge
cloud of photoelectrons emitted from a sample by a pulsed source and subsequently determining their
precise arrival time and position at a D electron detector. The TOF spectrometer has the following
advantages: single-shot measurements, simple arrangement in comparison with a concentric hemi-
spherical analyser or cylindrical mirror analyser, possible angle-resolved PES measurements, and
high energy and angular resolution [396].

In a field-free environment, the TOF electron detection technique is based on the measurement of
a transit time, t, of an electron that passes a distance, l, in a differentially-pumped time-of-flight tube,
free from a magnetic field, between the sample and electron detector. The electron kinetic energy is
expressed as:

Ekin =
(m
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t

)2

, (4.5)

where m is the mass of electron. The relative energy resolution depends on the time resolution ∆t and
the flight distance uncertainty ∆l:
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The time resolution also depends on the incident photoelectron pulse width and the electron detector
performance. Generally, the absolute energy resolution depends on the measured kinetic energy of
the electron and the flight distance:

∆Ekin = 2
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2
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−1/2 l−1 E3/2

kin ∆t, (4.7)

The THEMIS 600 EP time-of-flight spectrometer is composed of a conical skimmer, the deferen-
tially pumped TOF tube, a cylindrical multi-element electrostatic lens, an auxiliary (AUX) grid, the
electron 3D-DLD detector equipped with two multi-channel plates (MCP), and the iris apertures with
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external rotary feedthroughs. All elements must be kept under high vacuum conditions, to operate the
MCPs in the electron detection system and avoid the collision of the generated photoelectrons with
gas-phase atoms and molecules, changing their energy and momentum on the way to the detector.
A schematic view of the analyser, including typical electron flight trajectories is shown in the Fig-
ure 4.16. The sample is placed at a distance of 663.5 mm from the 3D-DLD in front of the skimmer
with an entrance aperture of 0.4 mm, which acts as the primary differential pumping aperture of the
spectrometer. The TOF tube is surrounded by two layers of 2 mm thick µ-metal foil to shield the ex-
ternal magnetic fields down to an uncritical level, via a shielding factor of 250. The µ-metal shielding
has an appreciable effect on stray magnetic fields, such as a naturally occurring magnetic field (the
Earth’s magnetic field). In order to compensate magnetic fields in the interaction region, three pairs of
Helmholtz coils are attached to the setup and around the sample and the TOF spectrometer entrance,
with the aim of reducing the magnetic field at the sample position down to ± 0.5 µT / ± 5 mG. The
ten electrostatic lenses (T1 – T10) in the drift tube serve to collect photoelectrons emitted from the
sample surface within the acceptance angle of the spectrometer, with the sample being at the focal
plane of the lens system and imaged onto the 3D-DLD placed at the end of the lens assembly. As a
result, the analyser can be operated in different lens modes that are characterised by different angular
and energetic windows and associated resolutions.

FIGURE 4.16: Schematic view of the THEMIS 600 EP TOF electron spectrometer.
Adapted figure from https://www.specs-group.com/ instrument manual.

The THEMIS 600 EP TOF spectrometer can be operated with a maximum acceptance angle of
± 15◦ and a minimum of ± 1◦. In the present TRPES experiments, the spectrometer was operated in
three modes. The drift mode (DM) was applied to record steady-state (i.e. ground state) PES spectra
in a wide kinetic energy range with an electron acceptance angle of ± 1◦ and an energy resolution
of 180 meV (FWHM) at a photon energy of 32.55 eV, which includes and is limited by the EUV
spectral bandwidth. The wide-angle mode (WAM) was used for high signal-to-noise ratio spectral
acquisition over a narrower kinetic energy range that was sufficient to reveal the high-kinetic-energy
EUV ionisation signal from the sample in the ground and transient excited states. The WAM provides
a higher electron acceptance angle of ± 15◦, but the kinetic energy scale in this mode is limited to
a certain pass energy range and the energy resolution is typically decreased to 240 meV (FWHM).
The low-angular dispersion mode (LADM), with an acceptance angle of ± 7◦, as an alternative to
the WAM, was used to record the ground and transient excited states spectra with the possibility
of doubling the kinetic energy range in comparison to the WAM and offers an energy resolution of
200 meV (FWHM) under the implemented conditions. The switching between the different spec-
trometer operational modes was electronically controlled in the acquisition software associated with
the analyser.
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After passing through the drift tube of the spectrometer, the electrons are projected onto a position-
and time-sensitive 3D-DLD (Surface concept GmbH) to amplify and detect the photoemission signal.
The 3D-DLD is made up of a chevron MCP pair that amplifies the incoming pulse and an in-vacuum
readout unit, which is made up of two crossed delay lines, forming a grid-like structure. It is also
equipped with a low-energy cut-off filter, which consists of an AUX grid placed in front of the DLD.
When negatively biased, the grid prevents a large number of slow electrons reaching the detector and
exceeding the total count rate of the detection system, roughly equivalent to the laser repetition rate
of 5 kHz, depending on the kinetic energy and angular distribution of the measured photoelectron
distribution maximum. After amplification in the MCP pair, the electron cloud hits the delay lines at
a certain position (x, y), inducing an electronic pulse that transmitted along the delay line. The pulsed
signal spreads in both directions for each dimension and reaches the ends of each line with a certain
delay (x1, y1, x2, y2) that depends on the electron impact position. Consequently, kinetic energies and
angular distributions of photoelectrons can be determined from the arrival time and the position of
electron impact at the 3D-DLD.

To measure the arrival time of the electrons with respect to the arrival time of the laser pulse in the
interaction region, each end of each delay line is linked to an amplifier, a constant fraction discrimi-
nator (CFD) and a time-to-digital converter (TDC). The external start DLD signal is supplied to the
TDC and data acquisition software from the laser system timing electronics. To convert the measured
x,y,t-data into θ , φ , Ekin data (where θ and φ are orthogonal Cartesian electron emission angles), the
acquisition program simulates the electron trajectories when the electrostatic lens fields are applied,
enabling the conversion of the arrival time and position of the detected electrons. The raw data is
correspondingly directly converted to a photoemission kinetic energy spectrum, and potentially an
angular distribution, taking into account an associated ionising-laser-arrival time-zero calibration. To
calibrate the time-zero of the spectrometer and to determine the electron birth times, t0, the following
procedure is applied: the distribution of arrival time of scattered EUV photons from the sample is
measured at the detector, tphoton, taking the fixed travel time defined by the spectrometer length, lTOF ,
and the speed of light, c, into account:

t0 = tphoton −
(

lTOF

c

)
, (4.8)

∆t0 =

√
(∆tphoton)2 +

(
∆lTOF

c

)2

, (4.9)

where ∆tphoton and ∆lTOF are the uncertainties in the arrival time and scattered-photon travel length,
respectively.

4.6 Overview of the UV-Vis Transient Absorption Spectroscopy Setup

For the experiments discussed in this dissertation, the TAS setup was used in a diffuse reflectance
geometry. A schematic overview of the TAS setup is shown in Figure 4.17. The pump and probe
pulses in the TAS experiments were generated utilising femtosecond NIR pulses from a Ti:Sapphire
CPA laser system as described in detail in Section 4.1. Similar to the TRPES setup, a central funda-
mental wavelength of 800 nm of the laser output was divided by a beam splitter (BS) into two parts,
where 0.3 mJ pulse−1 energies were used to generate ultrashort pump pulses at 400 nm wavelength
by frequency doubling of the fundamental wavelength in a BBO non-linear crystal (see Section 4.3).
The half-wave plate (HWP1) placed in front of the BBO crystal was used for optimisation of the SHG
conversion efficiency by rotating the polarisation axis of the fundamental laser pulse. Subsequently,
the generated 400 nm wavelength was reflected by dichroic mirrors (DM), blocking the transmitted
remaining fundamental beam using beam dumps (BD).
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FIGURE 4.17: Schematic overview of the UV-Vis TAS setup.

The generated approximately 6 µJ pulse−1 energies at 400 nm were directed by mirrors (M)
towards a mechanical chopper based on a brushless DC motor along with a programmable motion
controller (MC2000, Thorlabs Inc.). The chopper was positioned in the path of both the pump and
probe beams to ensure synchronisation of pump-probe cycles, thereby suppressing the flip-over-effect
that occurs when the pump and probe phases are inadvertently mixed. The chopper unit consists of
a home-built chopper wheel with 3 phases (operates with 17 duty cycles passing the chopper blades
and 27 duty cycles interrupting the beam path) to detect either the pump or probe pulse, or both pulses
in the TAS setup, that was operated with the 5 kHz repetition rate laser. The rotation frequency of
the chopper of 41 Hz was synchronized to the trigger signal output of the laser oscillator. The spectra
were recorded by the detector at a rate of 62 Hz, which receives every 81 signals from the 5 kHz laser.
To ensure that the pump beam passes through the chopper wheel without contacting adjacent wheel
segments, the pump beam was reduced in size by focusing it before and after the chopper using two
500 mm focal length spherical concave mirrors (CM), which acted as an optical telescope.

After passing the chopper, the pump beam traveled along a motorised-optical-delay linear trans-
lation stage (DS) (FMS300PP, Newport Corp.) that was used to vary the time delay between the
pump and probe pulses in the TAS experiments with a maximum possible delay range of 2 ns and a
minimum step motion of 3.3 fs. A photodiode (PD1) positioned after the DS and a partially trans-
missive mirror was used to monitor the presence of pump pulses at a given time. Thereafter, the
pump beam was focused with a 500 mm focal length CM at a distance of 400 mm into the 2.2 mm
thick, 10×10 mm2 size solid sample, resulting in a focal spot size of 600 µm (FWHM). The pump
beam intensity was varied by a half-wave plate (HWP3) and a polariser (P) placed before focusing
the pulses into the interaction region. Since one of the main objectives of the TAS experiments was to
study the pump-pulse-excitation-fluence dependence of the TA signal decay kinetics, the pump pulse
energy was gradually changed from 0.6 µJ to 0.02 µJ pulse−1 at the sample focus.

The second part of the ultrashort NIR pulses delivered from the Ti: Sapphire CPA laser system out-
put, 1 mJ pulse−1, was used to generate white-light continuum (WLC) probe pulses. For this purpose,
a commercial femtosecond optical parametric amplifier (OPA, Coherent OPerA Solo) was employed
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to produce a pump wavelength of 1300 nm with 120 µJ pulse energies. The 1300 nm wavelength
beam was sent through a half-wave plate (HWP2) and, using a neutral density filter (ND) in conjunc-
tion with an aperture (A), was focused with a 100 mm focal length lens (L) into a 3 mm-thick sapphire
crystal to produce WLC probe light in a spectral range spanning 550 - 920 nm. Subsequently, after
passing through the chopper, the generated supercontinuum probe pulses were directed to a parabolic
mirror (PM), which focused the beam onto a photodiode (PD2) and an optical fiber that was coupled
to the spectrograph. This allows continuous detection and monitoring of the probe pulses at a given
time. The probe beam was focused with a 200 mm CM into the interaction region of the sample with
a beam focal spot size of 300 µm (FWHM).

When the pump and probe pulses were spatially overlapped at the sample surface, the diffusely re-
flected probe light from the sample was routed via two parabolic mirrors (PM) that focused the beam
into an optical fiber, which delivered the signal to the entrance slit of the spectrograph (Shamrock
303i, Andor, 150 l/mm grating blazed at 500 nm). The spectrograph is based on a Czerny-Turner
optical design and consists of two toroidal mirrors and a diffraction grating. Thus, the incident light
was collimated by the first mirror from the entrance slit to the diffraction grating, splitting it into its
wavelength components, so that the second mirror focused the dispersed probe beam onto a detec-
tor. The detector is a fast silicon (Si) charge-coupled device camera (CCD, Newton DU920P, Andor,
1024×256 pixels, pixel size 26×26 µm) attached to the spectrometer. The camera recorded the re-
sulting spectrum. Consequently, the diffuse reflectance spectrum of the probe pulse was recorded for
every measurement. The intensity of the pump or probe pulses, as well as the background signal when
both pulses are blocked by the chopper, were monitored by the data acquisition computer software
(PC) in addition, while the chopper was synchronised with the detector. The change in optical density
∆OD (t, λ ) was determined by integrating the intensities adding successive 51 shots of probe-only
or pump-probe pulses for each recorded spectrum. The time-resolved measurements yielded multi-
dimensional data sets, ∆OD (t, λ ), with 200 acquisitions as a function of the pump-probe delay time
(10 s for each delay stage position) and wavelength of the probe light.
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Chapter 5

Relaxation Dynamics of Electronically
Photoexcited [Fe(CN)6]3− Ion Dissolved
in Ionic Liquid [emim][DCA]

”I was gratified to be able to answer promptly, and I did. I said I didn’t know.”

— Mark Twain, Life on the Mississippi, 1883

The following people and institutions contributed to the work presented in Chapter 5. N. Kuzkova
prepared the samples, co-designed and performed the PES, TRPES and UV-Vis absorption spec-
troscopy experiments, analysed the data, interpreted the results, wrote the description of results and
discussion, and summary. L. Puskar (Helmholtz-Zentrum Berlin) performed the ATR-FTIR spec-
troscopy experiments. S. Bokarev (University of Rostock) performed the theoretical TDDFT calcu-
lations and contributed to the data interpretation. I. Kiyan (Helmholtz-Zentrum Berlin) conceived the
PES and TRPES experiments, co-supervised the project, contributed to the data interpretation and
proof-reading of the work. I. Wilkinson (Helmholtz-Zentrum Berlin) contributed to the preparation
of the PES and TRPES experiments, supervised the data analysis and interpretation of the results.

In this chapter, the results obtained from TRPES experiments performed with the [Fe(CN)6]3−

transition metal complex dissolved in the [emim][DCA] ionic liquid are presented and discussed. As
described in Section 2.1.5, the relaxation dynamics of the lowest-lying, electronically photoexcited
2LMCT state of the [Fe(CN)6]3− complex, particularly when dissolved in various molecular solvents,
is much debated in the literature. Therefore, the goal of this study was the revelation of the changes
of the [Fe(CN)6]3− ion ultrafast photodynamics in different solvents, following 400 nm excitation.
The environmentally benign 1-Ethyl-3-methylimidazolium dicyanamide [emim][DCA] ionic liquid
(C8H11N5) solvent was chosen as a medium to investigate the influence of the solvation environment
on the [Fe(CN)6]3− deactivation pathways. Since only a limited number of studies have been carried
out to examine photoinduced processes in ILs so far, this study reflected several essential characteris-
tics of ILs compared to the more frequently studied aqueous environment.

The electronic ground state configuration of the [Fe(CN)6]3− complex was determined with re-
spect to the local vacuum level using steady-state PES. The ultrafast kinetics of [Fe(CN)6]3− dis-
solved in [emim][DCA] solution following 400 nm photoexcitation were investigated as a function
of electron binding energy and pump-probe time delay using TRPES. From the TRPES experimental
data analysis, aided by TDDFT calculations, it was confirmed that an intermediate quartet ligand-
field, 4LF, state is involved in the 2LMCT relaxation. In addition, the intersystem crossing transition
rates of [Fe(CN)6]3− were found to be considerably faster, in comparison to in water, when the com-
plex was dissolved in the IL environment. The experiments accordingly tackled an ongoing debate
about the role of the 4LF electronic excited state in the ferricyanide photocycle [91–93].
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The chapter is divided into three sections. Section 5.1 is dedicated to the sample preparation
and characterisation procedures, providing information on vibrational and electronic transitions in
the sample using optical ATR-FTIR and UV-Vis absorption spectroscopy, respectively. Section 5.2
presents the steady-state PES results. There, the [Fe(CN)6]3− valence-shell structure in the ionic
liquid [emim][DCA] and the binding energy of the lowest ionisation channel - appended to elec-
tron removal from the Fe 3d (t2g) molecular orbital - were determined. Section 5.3 describes the
results obtained from subsequent TRPES experiments and the global analysis procedure based on
the kinetic modelling of the experimental data, as well as the computational details associated with
the TDDFT-based spectral simulations, describing the population of electronic excited states in the
[Fe(CN)6]3− / IL solution. A discussion of the influence of the solvent on the electron relaxation
dynamics, based on the experimental and theoretical findings, and the key findings reported in this
chapter are presented in Section 5.4.

5.1 Sample Preparation and Characterisation

The [Fe(CN)6]3− ions dissolved in the [emim][DCA] ionic liquid solution were prepared using potas-
sium hexacyanoferrate (III) [K3Fe(CN)6] powder (≥99% purity with ≤0.05% ferro compounds,
utilised as purchased from Sigma Aldrich) and ionic liquid [emim][DCA] (>98% purity, purchased
from IoLiTec). Due to the low solubility of [Fe(CN)6]3− in ionic liquids containing imidazolium, a
highly concentrated 0.8 M aqueous solution was prepared first by dissolving 2.6 g of [K3Fe(CN)6]
powder in 10 ml of water. Subsequently, 1 ml of this ferricyanide-water ([Fe(CN)6]3−

(aq)) solution
was mixed with 2 ml of [emim][DCA] using an ultrasonic bath until a homogeneous dissolution was
achieved. The water content from the mixed solution was evaporated by placing the sample mixture
into a vacuum chamber at a base pressure of 10−5 mbar for twelve hours. As a result, [Fe(CN)6]3−

was dissolved in the [emim][DCA] at a 400 mM concentration. Potential residual water content and
any solute-water interactions in the evaporated sample of [Fe(CN)6]3− / [emim][DCA] solution were
examined using the attenuated total reflection Fourier transform infrared spectroscopy technique (see
Section 5.1.1). In the PES experiments, a 1 µl droplet of 400 mM [Fe(CN)6]3− / [emim][DCA] so-
lution was held within a 200-µm-thick-cooper-wire loop at room temperature, exploiting the surface
tension of the highly viscous solution. The associated droplet remained uniform and did not exhibit
precipitation during the experiments, due to the solution’s high viscosity and the nonvolatility of the
IL. The ion sample and wire loop was placed inside an interaction chamber, maintained at a high vac-
uum pressure of 10−7 mbar, and was attached to a high-precision three dimensional translation stage,
enabling the precise adjustment of the droplet position in front of the electron spectrometer orifice.
The sample and the spectrometer were in electrical contact with each other and were both grounded.

5.1.1 ATR-FTIR Spectra of Bare IL [emim][DCA], [Fe(CN)6]3−
(aq) / [emim][DCA] and

[Fe(CN)6]3− / [emim][DCA] Solution

To confirm whether complete evaporation of the water content occurs from the initially prepared
[Fe(CN)6]3−

(aq) / [emim][DCA] mixture in a vacuum environment, measurements were performed to
probe the microhydration of the vacuum dried [Fe(CN)6]3− / [emim][DCA] sample. Specifically, the
attenuated total reflection Fourier transform infrared (ATR-FTIR) spectroscopy technique was im-
plemented. The measurements were carried out and the results provided by Dr. Ljiljana Puskar
(Helmholtz-Zentrum Berlin). The ATR-FTIR spectra of three samples - bare IL [emim][DCA],
[Fe(CN)6]3−

(aq) / [emim][DCA] and 400 mM [Fe(CN)6]3− / [emim][DCA] solution (resulted from the
aqueous sample that was mixed with the IL and exposed to a vacuum environment for twelve hours)
- were recorded with a Bruker Vertex 80v FTIR spectrometer in the mid-IR spectral region using the
internal IR source, a KBr beam-splitter and a liquid-nitrogen-cooled MCT detector. An in-house-built
sample cell, comprising a single bounce ZnSe ATR crystal, was positioned inside the spectrometer
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vacuum chamber (10−4 mbar). A drop of sample (50 µL) was placed onto the central part of the
ATR crystal and the cell was covered with the lid. The gas cell inlets and outlets were left open to
the spectrometer vacuum to allow for a slow evacuation of the sample cell. The ATR-FTIR spectra
were collected at 6 cm−1 (0.74 meV) spectral resolution over 128 individual sample scans. Corre-
sponding background measurements were measured with the ATR clean crystal, prior to the sample
measurements. The FTIR delay scanner frequency was 40 kHz, which corresponds to 22 s between
the measurements.

FIGURE 5.1: ATR-FTIR spectra of the [Fe(CN)6]3− / IL and aqueous [Fe(CN)6]3−

/ IL solution as well as the bare IL [emim][DCA] recorded in air, immediately after
sample cell evacuation (vac), and after three hours under vacuum.

Figure 5.1 shows the room temperature ATR-FTIR spectra of the [Fe(CN)6]3− / IL ([emim][DCA])
and [Fe(CN)6]3−

(aq) / IL solution as well as the bare IL [emim][DCA] recorded in air, immediately after
cell evacuation, and after three hours in vacuum. For each sample, the first spectrum was measured
in air, prior to evacuating the sample cell. This measurement was used as a reference to determine
the initial quantity of water in the samples of the [Fe(CN)6]3− / IL (pink), [Fe(CN)6]3−

(aq) / IL (vio-
let) and bare IL (dark green) solution, respectively. These reference spectra display intense spectral
features that appear in the regions of 1375 – 1875 cm−1 (0.17 – 0.23 eV) and 3625 – 4000 cm−1

(0.45 – 0.49 eV), associated with the absorption of water vapor. This indicates that non-evacuated
samples contain a fairly large amount of water, even in the case of the bare IL sample. The bands
centered around 1602 cm−1 (0.2 eV) and 3496 cm−1 (0.43 eV) in the spectra are associated with
HOH-bending and OH-stretching modes of liquid water [397, 398], respectively. Other bands in
the spectra correspond to the characteristic peak positions of the bare IL [emim][DCA], which are
highlighted in Figure 5.2 and will be discussed in detail in the following.

From Figure 5.1 it can be clearly seen that the spectral features associated with adsorbed water
vapor diminished significantly immediately after the sample cells were evacuated, with the liquid wa-
ter HOH-bending and OH-stretching bands in the ATR-FTIR spectra of the [Fe(CN)6]3− / IL (red),
[Fe(CN)6]3−

(aq) / IL (blue) and bare IL [emim][DCA] (green) samples all being significantly dimin-
ished. After three hours in vacuum, the exposure to the vacuum environment led to the disappearance
of the OH-stretching band signal and a 100-fold reduction of the HOH-bending band, shown in the
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FIGURE 5.2: ATR-FTIR spectra of the bare IL [emim][DCA], [Fe(CN)6]3−
(aq) / IL and

[Fe(CN)6]3− / IL solution recorded after three hours in vacuum environment. The
peak positions associated with the bare IL (grey dashed lines) as well as the HOH-
bending and OH-stretching modes of liquid water (arrows) are indicated in the figure.

FIGURE 5.3: Magnified two regions in the ATR-FTIR spectra of the [Fe(CN)6]3−
(aq) /

IL and [Fe(CN)6]3− / IL solution recorded after three hours in a vacuum environment,
highlighting the suppression of the HOH-bending and OH-stretching modes of liquid
water in the [Fe(CN)6]3− / IL sample, which was used in the TRPES experiments.
The bands associated with HOH-bending and OH-stretching modes fitted to a super-

position of Gaussian envelopes are shown in the insets.
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spectra in Figure 5.1. The effect of water content evaporation from the ILs in vacuum environment of
≤ 10−4 mbar is in accordance with previous temperature programmed desorption and high vacuum
distillation studies in other wet materials [399]. For comparison and better visualisation, the ATR-
FTIR spectra of the bare IL, [Fe(CN)6]3−

(aq) / IL (i.e. the mixed sample solution containing water)
and [Fe(CN)6]3− / IL (i.e a similar sample, that had previously been placed under vacuum for twelve
hours) solutions, recorded after three hours in the ATR-FTIR spectrometer vacuum environment, are
presented in Figures 5.2 and 5.3. The characteristic peak positions associated with the vibrational
groups of the IL [emim][DCA] (DCA anion, imidazole, alkyl group, etc.) are indicated by dashed
lines in Figure 5.2, in accord with previous literature reports [400, 401].

The bands associated with the HOH-bending and OH-stretching modes of liquid water, marked
with arrows, are suppressed in the [Fe(CN)6]3− / IL sample (orange colour), as highlighted in the up-
per and bottom panels of Figure 5.3. The evaporation of water content from the sample solution and
suppression of the HOH-bending and OH-stretching modes of liquid water were assessed by compar-
ing the recorded ATR-FTIR absorbance signals of the mixed solution sample before and after it was
exposed to the spectrometer vacuum environment for three hours. The absorbance peaks of the HOH-
bending and OH-stretching bands of liquid water were fitted to a superposition of Gaussian envelopes
to compare the water absorbance signal area between the [Fe(CN)6]3−

(aq) / IL and [Fe(CN)6]3−/IL sam-
ples, as shown in the insets in Figure 5.3. As can be seen from the inset in the bottom panel, the peak
associated with the OH-stretching band (3496 cm−1) is completely suppressed in the [Fe(CN)6]3−/IL
sample. In the case of the HOH-bending band centered around 1602 cm−1, the signal area suppression
of this band has reduced to approximately 1% relative signal area after three hours of vacuum pump-
ing, in comparison to the signal areas associated with the initially prepared solution. Although some
IR-absorption signal persists at the liquid-water bending-mode resonance, this signal cannot be asso-
ciated with liquid water, specifically because no such signal remains at the less-spectrally congested,
liquid-water stretching-mode resonance. In the stretching mode case, any liquid-water signal area has
reduced by at least a factor of 1000 compared to the non-evacuated sample, suggesting that any resid-
ual water content, after three hours under vacuum, is at the < 30 mM level; the water concentration
in the initially prepared ferricyanide/IL samples was 55 M / 2 = 27.5 M, resulting in a < 27.5 M/1000
residual water concentration after three hours of evacuation. Clearly, with the 400 mM ferricyanide,
< 30 mM water, and > 10 M IL concentrations in the evacuated ATR-FTIR and PES samples, the
majority of the ferricyanide molecules cannot be in contact with water and, on average, containment
of ferricyanide in aqueous micelles within the IL is not possible, due to the relatively limited water
content. Correspondingly, the ATR-FTIR experiments foster the conclusion that the samples used in
the PES experiments, to be described below, are essentially free from residual water contributions.
Additionally, one can speculate that if the evaporation of water content from the prepared sample of
[Fe(CN)6]3− / [emim][DCA] solution was not complete, the steady-state EUV photoemission spec-
trum would contain characteristic spectral features arising from water-ferricyanide micelles, which
would be expected to have similar photoemission spectral signatures to aqueous ferricyanide [93,
402]. As shown in Section 5.2, this is clearly not the case.

5.1.2 Steady-state UV-Vis Absorption Spectrum of [Fe(CN)6]3− / [emim][DCA]

The electronic transitions that can be photoinduced in the [Fe(CN)6]3− ion dissolved in [emim][DCA]
solvent were inferred from steady-state UV-Vis absorption spectroscopy measurements. Figure 5.4
shows the measured room temperature UV-Vis absorption spectrum of such solutions, as well as the
associated TDDFT calculated spectrum. The experimental spectrum was measured with a potassium
ferricyanide concentration of 400 mM in the [emim][DCA] solvent, using a quartz cell with a liquid
path length of 0.1 mm. The spectrum was recorded using a Perkin Elmer - Lambda 950 UV/Vis/NIR
spectrometer over a photon energy range of 2.2 – 4.8 eV, adopting a 4.1 meV photon energy step size.

The computed spectrum was obtained by broadening the discrete calculated absorption lines with
a Gaussian temporal envelope of 0.25 eV (FWHM) for the first bright line at about 3 eV and 0.5 eV
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FIGURE 5.4: UV-Vis absorption spectrum of [Fe(CN)6]3− dissolved in [emim][DCA]
ionic liquid (red). The dashed lines represent the spectra predicted by the TDDFT cal-
culations. The central wavelengths and amplitudes of the calculated LMCT transitions
are illustrated by vertical lines. The spectral profile of the pump pulse with a central

excitation energy of 3.1 eV is depicted by a violet Gaussian envelope.

(FWHM) for the two other lines at 3.2 eV and 4.4 eV photon energy. The simulated transitions as-
sociated with the three optically "bright" doublet LMCT states in the given energy range are also ob-
served in the experimental absorption spectrum. The four absorption bands associated with 2LMCT
transitions in [Fe(CN)6]3− dissolved in [emim][DCA] solution occur at 2.87 eV, 3.06 eV, 4.05 eV
and 4.72 eV central photon energies. Vibrational sub-bands of the 2LMCT transition centred around
4.04 eV, as well as two other electronic absorption bands centred around 3.82 eV and 4.30 eV that
can be assigned to LF transitions, have not been computed and are therefore not present in the theory
results shown in Figure 5.4. The energetic positions of the spectral bands extracted from the experi-
mental UV-Vis absorption spectrum, corresponding to allowed electronic transitions in [Fe(CN)6]3−

dissolved in [emim][DCA], are summarised in Table 2.1 and are discussed in detail in Section 2.1.3.

5.2 Steady-state EUV Photoemission Study of Bare IL [emim][DCA]
and [Fe(CN)6]3− Dissolved in [emim][DCA] Solution

The steady-state EUV photoemission spectra of the bare [emim][DCA] ionic liquid as well as the
[Fe(CN)6]3− dissolved in [emim][DCA] solution were recorded with the 25th harmonic in the DM
of the electron spectrometer by applying the EUV probe beam alone. The central photon energy of
38.54 ± 0.02 eV and the spectral bandwidth of 210 ± 2 meV of the 25th harmonic were defined by
the HHG conditions, as described in Section 4.4.3.

Figure 5.5 shows the steady-state EUV photoemission spectra obtained for the 400 mM [Fe(CN)6]3−

dissolved in [emim][DCA] solution and bare IL [emim][DCA]. The electron binding energy scale in
Figure 5.5 was calculated as the difference between the EUV photon energy and the kinetic energy
of the detected photoelectrons and presented relative to the local vacuum level. The spectra display a
hardly distinguishable contribution of the [Fe(CN)6]3− ion to the emission yield of the [Fe(CN)6]3−

/ [emim][DCA] solution as a result of the dominant ionisation signal from the bare IL. In particular,
the HOMO band of the ferricyanide ion, associated with the occupied Fe 3d (t2g) orbital, is indistinct
from the spectrum of the bare IL. In contrast to the aqueous ferricyanide solution, where the Fe 3d
peak is well-resolved at a 7.62 eV binding energy [83], in the IL solution, it is obscured at binding
energies lower than 9 eV. Thus, the photoemission patterns from the solute ([Fe(CN)6]3−) can only
be obtained by the subtraction of the bare [emim][DCA] solvent photoemission spectrum.

In the inset in Figure 5.5, the corresponding contributions of [Fe(CN)6]3− are shown in more
detail. The energy positions of the peaks corresponding to the electronic ground state configuration
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FIGURE 5.5: Steady-state EUV photoemission spectrum of [Fe(CN)6]3− dissolved in
[emim][DCA] solution (red line) and the bare IL [emim][DCA] solvent (brown line).
The difference between the solvent and the solution spectra, highlighting the emission
peaks of the Fe 3d orbital and CN− ligands is shown in the inset. The binding energy

scale is presented with respect to Evac.

of [Fe(CN)6]3− were obtained by fitting the solvent-subtracted signal to a superposition of three
Gaussian envelopes, described by Equation 2.1. The fit result is presented by the black curve, the
individual Gaussian envelopes are also indicated in Figure 5.5. As can be seen from the inset, the
peak associated with the Fe 3d (t2g) orbital is apparent at 6.93 ± 0.06 eV binding energy with a
peak width of 1.47 ± 0.12 eV (FWHM). Two other peaks merged with the IL solute’s Fe 3d peak at
8.36 ± 0.03 eV and 9.7 ± 0.13 eV binding energy are predominantly attributed to the π-orbitals of
the cyanide ligands, CN−. The corresponding widths of these peaks are 1.45 ± 0.05 eV (FWHM)
and 1.45 ± 0.11 eV (FWHM), respectively. The position of the identified peaks associated with the
Fe 3d and CN− orbitals in [Fe(CN)6]3− / [emim][DCA] solution will be correlated with the TDDFT
calculations in Section 5.3.4.

It should also be noted that the solute peaks in the [emim][DCA] are shifted and broadened when
compared to those observed in an aqueous solution [83], which can be attributed to a different effect of
the IL environment on the molecular properties of the [Fe(CN)6]3− ion, with respect to that in water.
In ILs, the main intermolecular interactions are governed by the attractive Coulomb force between two
ions of opposite charge, which generally forms ionic bond. The van der Waals and hydrogen bond-
ing type forces are generally less involved, contrary to more ordinary molecular liquids (e.g., water).
Consequently, the solvation dynamics and the electronic transition rates of the [Fe(CN)6]3− ion when
dissolved in the IL [emim][DCA] are expected to be different. In addition, although the steady-state
as well as time-resolved PES experiments were performed with a [Fe(CN)6]3− concentration that was
close to the solubility limit, the Fe 3d orbital contribution to the photoemission spectra is compara-
tively low. The ratio of the maximum peak value of the CN− ligands to the Fe 3d orbital ionisation
yield is found to be ∼3 in the [Fe(CN)6]3− / [emim][DCA] solution. This effect has previously been
observed in the ruthenium tris-bipyridine transition metal complex dissolved in an imidazolium ionic
liquid [403], where the ligand-donated π-orbitals of the metal complex had a greater contribution
to the photoemission yield in the IL compared to conventional molecular solvents. Due to the low
ionisation yield of the [Fe(CN)6]3− ion in [emim][DCA], reported in this work, the acquisition time
in the TRPES experiments had to be significantly increased by sweeping through a delay time range
20 times, with the aim of improving the signal-to-noise level of the transient signal.
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5.3 Time-resolved EUV Photoemission Study of [Fe(CN)6]3− Dissolved
in [emim][DCA] Solution

The time-resolved EUV photoemission spectra of [Fe(CN)6]3− dissolved in [emim][DCA] solution
were recorded in the WAM of the electron spectrometer by applying pump and probe pulses at well-
defined times. The lowest-lying doublet ligand-to-metal charge-transfer (2LMCT) electronic transi-
tion occurring at a central energy of 3.06 eV in [Fe(CN)6]3− / [emim][DCA] solution was excited by
pump pulses of 400 nm wavelength (3.1 eV photon energy), 45 fs (FWHM) durations, 0.5 µJ pulse−1

energies with a corresponding pump photon flux of 1012 photons pulse−1. The focal spot size of the
pump beam was 100 µm (FWHM) at the sample. The spatial peak intensity of the pump pulse at
the focus was attenuated to 1.3 × 1011 W cm−2 in order to prevent significant multiphoton ionisation
of the sample and, thus, to reduce the vacuum space-charge effect that perturbs the photoemission
spectra, as described in Section 3.3.4. After the pump-pulse-induced dynamics, the 21st harmonic
of the fundamental frequency generated via the HHG process was applied at varying time delays
to probe the electron density distribution. These EUV probe pulses, with a central photon energy
of 32.55 ± 0.05 eV, had a spectral bandwidth of 250 ± 3 meV. The monochromatised EUV probe
beam had a 80 µm (FWHM) focal spot size, a 50 fs (FWHM) pulse duration, and a photon flux of
106 photons pulse−1 in the sample interaction region. This corresponded to a probe pulse spatial peak
intensity of 2 × 106 W cm−2. The orientation of the linearly polarised pump and probe pulses were
both set to be collinear to the electron spectrometer time-of-flight axis. The time delay between the
pump and probe pulses in the interaction region was scanned between – 400 fs to + 2.5 ps with a step
size of 13 fs by tuning the optical delay stage in the pump beam path.

5.3.1 Transient Photoemission Spectra of [Fe(CN)6]3− / [emim][DCA] Solution

The 2D colour map representing the transient photoemission signal from the 400 mM [Fe(CN)6]3−

dissolved in [emim][DCA] solution, recorded as a function of electron binding energy and time delay
between the pump and probe pulses, is shown in Figure 5.6. The colour bar in the figure highlights
the relative magnitude of the photoemission yield. The electron binding energy scale in Figure 5.6
is energy referenced to the local vacuum level. For better visualisation of the excited state ionisa-
tion signal from the [Fe(CN)6]3− solute, the EUV-only photoemission spectrum recorded at negative
time delays and averaged over the range between – 400 fs and – 200 fs was subtracted as a back-
ground spectrum from the pump-probe photoemission spectra. Due to a shift of the time zero posi-
tion during the measurements, the corrected time delay axis of the background subtracted transient
photoemission spectrum spans the range between – 215 fs and + 2.1 ps. The transient photoemission
spectrum is presented over the binding energy range of 4.1 – 8.5 eV. In addition, the photoemission
spectra recorded at the beginning and end of the time-resolved measurement sets are presented in Fig-
ure B.1 (Appendix B) to demonstrate that the [Fe(CN)6]3− dissolved in [emim][DCA] solution was
not chemically altered by the optical pump and EUV probe pulses on the timescales of the TRPES
measurements. In Figure 5.6, the background subtraction gives rise to negative values of the transient
signal at positive time delays, that are associated with a partial depletion of the electronic ground state
population of [Fe(CN)6]3−, as induced by the pump pulse. Since ionisation from both the Fe 3d and
CN− ligand molecular orbitals of [Fe(CN)6]3− contributes to the photoemission yield, the negative
transient signal can be seen at binding energies above 5 eV (see Figure 5.5). However, as shown
in Figure 5.6, such a negative transient signal is compensated by the positive signal from ionisation
of the transient excited states at binding energies and time delays where these states significantly
contribute to the total photoemission yield.

At short time delays in the ± 100 fs range, there is a distinct feature in the transient photoemis-
sion spectra over the entire binding energy range that is attributable to a strong contribution from the
cross-correlation (CC) signal. As described in Section 4.4.4, this temporal overlap between the pump
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FIGURE 5.6: 2D colour map of the transient photoemission signal as a function of
the electron binding energy and pump-probe time delay for [Fe(CN)6]3− dissolved in
[emim][DCA] solution. The time-independent background signal recorded at negative

pump-probe delays has been subtracted from the measured data.

and EUV probe pulses, as well as the EUV pulse durations, can be determined using a gas- or solid-
phase target. In the present work, a 100 µm-thin Au wire was introduced into the interaction region
instead of the sample prior to TRPES experiments to define the zero time-delay and time resolution
of the experiment. Thus, the experimental time zero position and the CC signal were determined
by recording the transient photoemission spectra of the Au wire at negative and positive time delays
within the - 300 fs to + 300 fs delay time range. By integrating the recorded signal across the binding
energy axis where the pump and probe pulses overlap in time, and fitting the result by a Gaussian
envelope, the CC width was obtained. Figure 5.7 shows the time dependence of the transient sig-
nal recorded for the 2nd harmonic pump pulse and 21st harmonic probe pulse with the conductive
Au wire target, as recorded in the WAM of the spectrometer. The yielded symmetric CC width of
89 ± 6 fs (FWHM) constituted a high time resolution in the TRPES experiments performed with the
[Fe(CN)6]3− / [emim][DCA] solution.

FIGURE 5.7: Transient photoemission signal recorded as a function of pump-probe
delay and integrated over 4 – 5 eV binding energy range (grey circles), recorded from
an Au wire in the WAM of the spectrometer. The fit to the CC trace with a Gaussian

envelope yielded a CC FWHM of 89 ± 6 fs (black line).
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The transient signal in Figure 5.6 - which is prominent immediately after the CC at positive time
delays and is present in the sub-picosecond delay and lower binding energy region (5.2 – 6.2 eV) -
dissipates within a few hundred femtoseconds. In the higher binding energy ranges, 6.5 – 7.5 eV, a
distinct long-lived positive transient signal persists for much longer time delays, appearing as a band
with a central binding energy of approximately 7.2 eV. In addition, the clearly-displayed negative
transient signal (ground-state bleach) remains constant with increasing pump-probe time delay. This
is apparent in the 7.5 – 8.5 eV binding energy range, where photoemission from the excited states
is not visible. This feature indicates that the total lifetime of the electronically excited states is long
with respect to the interrogated delay ranges, and that the relaxation to the ground state is relatively
slow in [Fe(CN)6]3− / [emim][DCA] solution. This perspective is supported by the presence of the
long-lived 7.2 eV band. It is noted that the positive feature appearing on top of the negative transient
signal, specifically after the CC in the higher binding energy 7.5 – 8.5 eV range, is an artifact caused
by the applied auxiliary grid voltage at the MCP detector, which is necessarily applied during the
TRPES experiments performed with the WAM of the spectrometer to avoid saturating the 3D-DLD.

5.3.2 Kinetic Model and Global Fitting

The transient signal shown in Figure 5.6, was analysed using global fitting to a kinetic model that
describes the population of the involved electronic states. Prior knowledge of the photocycle of
the involved electronic transitions in the studied system is a necessity for the correct modeling and
interpretation of the experimental TRPES data. Based on previous studies [93, 402] and TDDFT cal-
culations, which will be discussed in detail in Section 5.3.4, the kinetics of [Fe(CN)6]3− dissolved in
[emim][DCA] solution following 400 nm optical excitation was interpreted using a four-state kinetic
model with sequential population of the electronic states. According to this model, the following
description of the photoinduced electron dynamics was proposed. 400 nm optical excitation leads to
population of the two lowest 2LMCT states by a dipole-allowed transition from the doublet ground
state (GS). The major population resides in the lowest-lying 2LMCT state due to the larger associ-
ated oscillator strengths. Subsequently, the lowest-lying 2LMCT state undergoes ultrafast intersystem
crossing process and populates the quartet ligand-field (4LF) state followed by electronic relaxation
to the vibrationally-hot excited ground state or its adjacent low-lying degenerate doublet ligand-field
(2LF) states, from which, slower vibrational cooling occurs. These transitions are collectively referred
to as leading to GS*, as they cannot be distinguished because of the similarity of their electronic struc-
ture and proximity in energy.

The corresponding photocycle of [Fe(CN)6]3− dissolved in [emim][DCA] solution, represented
in terms of a four-state kinetic model with the sequential population of the involved states, can be
expressed as:

GS
P(t)−−→ 2LMCT k1−→ 4LF k2−→ GS* k3−→ GS, (5.1)

where k1−3 denote the rate constants that characterise the sequential transitions to the 4LF state, GS*,
and GS, respectively. P(t) is the time-dependent excitation rate of the 2LMCT state from the GS,
described by a Gaussian temporal envelope of the pump pulse, P(t) ∝ exp(−t2/σ2

pump), where σpump

is the pump pulse width.
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The corresponding system of differential equations describing the electron population dynamics
has the form:

d[GS]
dt

= −P(t) · [GS]+ k3 · [GS*]

d[2LMCT]
dt

= P(t) · [GS]− k1 · [2LMCT]

d[4LF]
dt

= k1 · [2LMCT]− k2 · [4LF]

d[GS*]
dt

= k2 · [4LF]− k3 · [GS*] , (5.2)

where [Q] denotes the population of state Q (Q = 2LMCT, 4LF, GS*, or GS) and k1−3 are the kinetic
rate constants, which were treated as fit parameters.

Figure 5.8 shows the 2D colour maps representing the transient photoemission signal data from
the 400 mM [Fe(CN)6]3− dissolved in [emim][DCA] solution. The data is shown in the upper panel,
the result of the global analysis is shown in the middle panel (see Section 3.5.1) and the correspond-
ing residuals are shown in the lower panel. To compare the fit result with the background-signal-
subtracted experimental data (Figure 5.6), the fitted photoemission spectrum of the ground state,
SGS(E), was subtracted from the T S(E, t) matrix at each data vector on the time delay axis. The
residual 2D colour map (lower panel in Figure 5.8) was calculated via the global fit routine, which
minimised the reduced χ2 value between the 2D array of the experimental transient data and the fit
result. Within the implemented model, the global fit procedure finds the best-fit parameters that de-
scribe the kinetics of the involved states through a least equal quality fit. The optimised, extracted
reduced χ2 value was 0.503.

In Figure 5.8, it is possible to select two binding energy regions (indicated by black dashed lines),
where the positive transient signal can be assigned to the fast and slow kinetics of the electron pop-
ulation in [Fe(CN)6]3− / [emim][DCA] solution. The time dependence of the transient signal was
binding energy integrated over different ranges associated with the fast (5.2 – 6.2 eV) and slow (6.5 –
7.5 eV) dynamics and is presented in Figure 5.9. The figure shows experimental data and fit results of
the transient signal decomposed into the individual contributions from the involved electronic states,
which was obtained from the global fit to the kinetic model described by Equation 5.2. Panel (a) shows
the transient photoemission signal integrated over the 5.2 – 6.2 eV binding energy range, where after
the CC signal (yellow dashed line), the fast relaxation of the initially populated lowest-lying 2LMCT
(red line) and 4LF (purple line) states occur on a sub-picosecond time scale. The ultrafast biexpo-
nential decay of the excited electronic state population was previously reported in an aqueous solvent
by Engel et al. [93], which was assigned to the intersystem crossing transition from the photoexcited
2LMCT state to the 4LF state within 170 fs, with a subsequent decay on the order of 730 fs.

In Figure 5.9, panel (b) highlights the buildup of population in the long-lived GS* (green line),
which results in a positive transient signal at a higher 6.5 – 7.5 eV binding energy range, and is
observed up to the 2.1 ps maximum measured pump-probe delay time applied in the experiments. This
result is in agreement with the transient mid-IR absorption spectroscopy studies in water, D2O and
ethylene glycol environments reported by Ojeda et al. [91], where the population of a vibrationally
excited level of the ground state of [Fe(CN)6]3− was found to occur within approximately 10 ps.
Panel (c) in Figure 5.9 shows the transient population densities of the excited electronic states, [Q∗(t)]
(Q = 2LMCT, 4LF, GS*, GS), described by the kinetic model (see Equation 5.2) as function of pump-
probe time delay. The curves associated with each of the rate constants, k1−3, as obtained from the
global fitting and the cumulative temporal profile, are shown. The population of the GS (blue line)
is given relative to its initial value, at large negative time delays. Because of the depletion of the
initial state population, the GS population in Figure 5.9 is of negative value at positive time delays.
The global fitting results reproduced in Figure 5.8, in conjunction with the energy-integrated transient
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FIGURE 5.8: Data and global fitting reproduction of the experimental transient pho-
toemission spectra for the 400 mM [Fe(CN)6]3− anion dissolved in [emim][DCA]
solution, as obtained with the use of the kinetic model described by Equation 5.2. The
residual data was extracted from the converged result of the global fitting procedure.
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FIGURE 5.9: The time dependence of the transient signal integrated over the 5.2 –
6.2 eV binding energy range, encompassing the fast dynamics, is shown in panel (a)
and the analogous results integrated over 6.5 – 7.5 eV binding energy range, encom-
passing the slow dynamics, is shown in panel (b). The negative contribution to the
transient signal, due to depletion of the ground state, is not presented in panels (a)
and (b). Panel (c) shows the transient population densities of all four electronic states
involved in the kinetic model described by Equation 5.2, including the negative GS

depletion, as extracted from the global analysis.
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signals shown in Figure 5.9, demonstrate a good agreement between the experimental data when the
four-state sequential population kinetic model is implemented.

Table 5.1 summarises the kinetic parameters for [Fe(CN)6]3− dissolved in [emim][DCA] solution,
as obtained from the global fitting. The inverse values of the rate coefficients, k1−3, are presented
as the decay time constants, τ1−3 = 1/k1−3. The decay time constants correspond to the sequential
decay from 2LMCT → 4LF (τ1), 4LF → GS* (τ2), and GS* → GS (τ3), respectively. The error bars
given in the table refer to the numerical results extracted from the global fitting. The GS* → GS
transition, assigned to the time constant τ3, occurs on a much longer time scale than probed in the
transient photoemission experiments. Therefore, in Table 5.1, the lowest limit of the fit results, which
corresponds to the maximum measured time delay range applied in the experiments, is presented. The
exact value of the time constant τ3 could be determined through extension of the delay time span to
a range of approximately 100 ps in the time-resolved photoemission experiments. Since the present
work was focused on revealing the early-time ultrafast dynamical processes of [Fe(CN)6]3− dissolved
in [emim][DCA] solution, the long-time dynamics of this molecular system would be the subject of
separate studies.

TABLE 5.1: Kinetic parameters obtained from the global fitting of the transient pho-
toemission spectra of 400-nm-excited [Fe(CN)6]3− dissolved in the [emim][DCA]

ionic liquid.

Parameter Value

τ1 (2LMCT → 4LF) 142 +8
−7 fs

τ2 (4LF → GS*) 332 +47
−50 fs

τ3 (GS* → GS) > 2.1 ps

P(t) 0.14 ± 0.01

σpump 50 ± 3 fs

σprobe 43 ± 2 fs

FIGURE 5.10: State-associated photoemission spectra of the electronic states ex-
tracted from global analysis of the photoemission spectra for [Fe(CN)6]3− dissolved

in [emim][DCA] solution, following excitation at 3.1 eV photon energy.

The state-associated spectra, SQ(E), of the involved electronic states, extracted from the global
analysis to the photoemission spectra, are shown in Figure 5.10. The fit parameters of the Gaussian
temporal envelopes used to represent the binding energy amplitudes in the global fitting are listed in
Table A.1 in Appendix A. These fit parameters were obtained using Equation 3.74. As can be seen
from Figure 5.10, the state-associated photoemission spectra exhibit a similar spectral distribution
of the involved ground and excited states. For better visualisation of the signals, the vertical axis in
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the state-associated spectra is presented on a logarithmic scale. The photoemission spectrum of the
GS obtained from global analysis highlights the ionisation of the HOMO band of the [Fe(CN)6]3−

ion, associated with the occupied Fe 3d (t2g) orbitals as well as the CN− ligand orbitals above 7 eV.
This result coincides with the [Fe(CN)6]3− valence-shell electronic energetics determined from the
experimental steady-state PES spectra in Section 5.2. The excitation with a pump pulse at 3.1 eV
photon energy produces transient features associated with the excited 2LMCT, 4LF and GS* at lower
binding energies compared to the GS signals. The spectral contributions from the 2LMCT and 4LF
states, with sub-ps lifetimes, are dominant at binding energies of approximately 4.5 – 6.5 eV, as
observed in the experimental transient data. The long-lived transient component associated with the
GS* contributions is less pronounced at lower binding energies as compared to the 2LMCT and 4LF
states. However, a spectral band of the GS* becomes prominent at the binding energy of ∼ 7 eV.
According to the global fit results, this state has a lifetime > 2.1 ps. The solvent-dependent lifetime
of GS* is in the range of a few to tens ps and has previously been reported in the UV pump – mid-IR
probe TAS and UV pump – EUV probe TRPES studies of Zhang et al. [92] and Ojeda et al. [91].

5.3.3 F-test Validation of Kinetic Modelling

The role of the intermediate 4LF state in the relaxation dynamics of the [Fe(CN)6]3− anion follow-
ing 400 nm optical excitation to the lowest-lying 2LMCT state has been actively discussed [91–93].
Hence, the results obtained from the kinetic modelling should be validated. Thus, in addition to the
global analysis of the transient photoemission data, an F-test [404] of the kinetic modelling was per-
formed. In order to confirm the presence of two fast decay time constants, τ1 and τ2, associated
with the population and subsequent decay of the 4LF state, a simplified 3-state kinetic model was in-
troduced, where the photoexcited 2LMCT state decays directly to the GS∗. By comparing the global
fitting results using the kinetic model described by Equation 5.2 (named as the extended model below)
with the simplified model, the statistical goodness of fits can be determined.

The photocycle of [Fe(CN)6]3− dissolved in [emim][DCA] solution, represented in terms of a
simplified 3-state kinetic model, can be expressed as:

GS
P(t)−−→ 2LMCT

ks
1−→ GS∗ ks

2−→ GS, (5.3)

where ks
1 and ks

2 are the rate constants that characterise the sequential transition to GS*, and the decay
of GS* to GS, respectively.

The three-state system of differential equations describing the electron population dynamics has
the following form:

d[GS]
dt

= −P(t) · [GS]+ k2 · [GS*]

d[2LMCT]
dt

= P(t) · [GS]− k1 · [2LMCT]

d[GS*]
dt

= k1 · [2LMCT]− k2 · [GS*] , (5.4)

where [Q] denotes the population of state Q (Q = 2LMCT, GS*, or GS).
The two models - with number of data points n and number of fit parameters ps and pe corre-

sponding to the simplified and extended kinetic models, respectively - can be statistically validated
by calculating the F-test value:

F =
(RSSs −RSSe)

RSSe

(n− pe)

(pe − ps)
, (5.5)

where RSSs and RSSe are the residual sums of squares obtained from the fit to the simple and extended
models, respectively.
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The improvement of the extended model can be tested by calculating the F-test value and compar-
ing it to the critical value of the F-distribution:

Fc = F(pe − ps,n− pe), (5.6)

The F-test validation was performed using the implicit global analysis procedure (Section 3.5.1)
with the fit function, described by Equation 3.75. For a given set of rate constants ki, the matrix [Q]∗

is defined by the numerical solution of the differential equations 5.2 and 5.4, respectively describing
the population dynamics of involved states for the extended and simplified models. The fit proce-
dure checks if the 2D array of the experimental transient signal, T Sexp, matches the population by
minimising the χ2 value:

χ
2 = ∥T Sexp −SQ × ([Q]∗)T∥2 , (5.7)

Each element of the matrix S, apart from the transition rate constants and the cross-correlation
width, σCC, was treated as a fit parameter. Thus, four fit parameters k1, k2, k3, σCC, and the 4×
N elements of matrix S were applied in the global fitting procedure using the extended model. In
the simplified model, three fit parameters k1, k2, σCC, and the 3 × N elements of matrix S were
correspondingly used. The difference in the number of fit parameters was pe − ps = 1+N.

Figure 5.11 shows the fit results of the transient photoemission signal from the [Fe(CN)6]3− dis-
solved in [emim][DCA] solution, as obtained using the extended 4-state kinetic model (panel (a)) and

FIGURE 5.11: The time dependence of the transient signal integrated over the 4.1 –
6.2 eV binding energy range, as obtained by employing the matrix formalism of the
global analysis, as used in the F-test procedure. The population dynamics of the ex-
cited states involved in the extended, panel (a), and simplified, panel (b), kinetic mod-

els are described by the differential Equations 5.2 and 5.4, respectively.
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simplified 3-state kinetic model (panel (b)). Both kinetic models employed the matrix formalism of
the global analysis, integrated over the binding energy range 4.1− 6.2 eV, associated with the fast
dynamics of the excited states. The transient signal fit results were decomposed into the individual
contributions from the electronic states considered in the models and are shown in the figures. The
number of experimental data points, N, on the energy scale is 77, whereas the total number, N × M,
of data points in the fitted range is 12777. From Equation 5.5, an F-test value of 2.038 was obtained.
The smaller value of the residual sums of squares extracted for the extended model is statistically
significant if the F-statistics exceed a critical value, Fc. For a confidence factor of 99.9%, with the use
of Equation 5.6, the critical value Fc (78, 12777) = 1.5714 was calculated. The F-statistics exceed the
critical value and, thus, the simplified model can be rejected with a statistical confidence > 99.9%.

5.3.4 TDDFT Calculations and Discussion

To assist with the analysis of the TRPES experimental data, time-dependent density functional theory
(TDDFT) calculations were implemented using an implicit solvation model. The calculations were
performed and provided by Dr. Sergey Bokarev (University of Rostock). For comparison with the
[Fe(CN)6]3− dissolved in [emim][DCA] solution data, the quantum-chemistry calculations were also
carried out for the [Fe(CN)6]3−

(aq) solution data presented in the studies of Raheem [402].
The TDDFT calculations were performed using the optimally-tuned, range-separated LC-BLYP

functional [405] with the aug-cc-pVTZ basis set [406, 407]. The use of such density functionals
allows the reliable prediction of the energies of CT transitions in transition metal complexes [408].
The range-separation parameter was determined prior to the inclusion of implicit solvation to avoid
respective errors. [409] In the calculations given here, the same value of 0.27 bohr−1 for the range-
separation parameter was used as implemented in the work of Engel et al. [93]. The solvent envi-
ronment was accounted for by using the implicit SMD solvation model [410], which is also critical
for stabilising the complex ion’s high negative charge. The standard parameters [410] were chosen
for the water solvent. The following parameters were used to simulate the [emim][DCA] IL sys-
tem: static and optical dielectric constants of ε = 11.00 [411] and ε∞ = 2.3498 [412], surface tension
66.07 cal·mol−1Å−2 [412], and the H-bond acidity and basicity, as well as carbon aromaticity and
electronegative halogenicity were set to 0.229, 0.265, 0.2308, and 0.0, [413] respectively. The values
of the H-bond acidity and basicity for the ”generic” IL [413] were adopted in this work.

As discussed in Ref. [93], the geometry for the doublet ground state of [Fe(CN)6]3− (low-spin d5

system) was optimised, resulting in the D3d point group symmetry. The lowest quartet state equi-
librium geometry has D4h symmetry. All calculations were performed using the GAUSSIAN 16
package [414]. Consequently, the electronic structure calculations for [Fe(CN)6]3− in the ground and
lowest excited doublet and quartet states, as well as for the ionised species, [Fe(CN)6]2−, in the sin-
glet, S, triplet, T, and quintet, Q, states, in both the [emim][DCA] and H2O solvents, were carried
out using an implicit solvation model. This model cannot capture all of the features of [emim][DCA]
solvation, such as inhomogeneity and domain-formation in the ionic liquid [122, 123]. However, it
provides valuable guidance for evaluating the associated solvent effects at the most basic level.

The TDDFT calculations presented in this work, follow on from and further strengthens the
aqueous-phase interpretation suggested by Engel et al. [93]. To estimate the shifts of the poten-
tial energy surfaces along the vibrational coordinates, in addition to the Fe–CN symmetric stretching,
Huang-Rhys factors [415] for the lowest singlet, triplet, and quintet states of the ionised aqueous-
phase species ([Fe(CN)6]2−) were determined, as shown in Figure 5.12. These factors, especially for
the quintet states, are very large (>15), emphasising that the implemented shifted harmonic oscillator
model is not applicable in these cases. However, the results still allow an estimation of which vibra-
tional modes are involved in the reorganisation upon photoionisation. In fact, the largest contributions
are observed from modes 4 – 6 (NC–Fe–CN scissor deformation modes, frequencies 131, 139, and
154 cm−1), 10 – 12 (asymmetric and symmetric Fe–CN stretching 388, 388, and 393 cm−1) and mode
21 (CN wagging 519 cm−1). According to the Huang-Rhys factor analysis within a shifted harmonic
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oscillator model, as well as symmetry considerations, a number of fully-symmetric a1g tuning and eg

coupling modes have been identified [93]. The most prominent shift of the potential energy minima
is observed along the ”breathing” (symmetric stretching) Fe–CN vibrational mode. Therefore, the
qualitative interpretation presented here is exclusively based on this mode.

Figure 5.13 shows the computed 1D cuts through the potential energy surfaces of [Fe(CN)6]3−

along the a1g Fe–CN stretching mode with ground state harmonic vibrational frequencies of 387 cm−1

and 393 cm−1 for the [emim][DCA] and H2O solvation cases, respectively. Here, the states of the
unionised species are classified into four main groups:

(1) Doublet ground, 2A1g, and close-lying, 2Eg, states, which are very similar in nature and belong
to the doublet ligand-field, 2LF, states. They result from an originally triply degenerate state split due
to a trigonal Jahn-Teller distortion.

(2) Other 2LF states, which are located at much higher energies and have longer equilibrium Fe–
CN distances than in the ground state. Direct dipole transitions between 2LF states are forbidden by
the parity selection rule.

(3) Doublet charge-transfer states, 2LMCT, which have shorter equilibrium Fe–CN distances than
in the ground state. Only the potentials of the lowest “bright” 2Au and 2Eu states are plotted in the
graph. The associated transitions from the ground state correspond to the first absorption peaks on
the red side of absorption spectrum, as shown in Figure 2.1, with there 2LMCT states being directly
populated in the course of excitation.

(4) Quartet ligand-field states, 4LF, having potential curves similar to those of the 2LF states.
Upon ionisation from a doublet state, the residual ion can be formed in a singlet or triplet state; for

the case of ionisation from a quartet state, the ion resides in a triplet or quintet state. The respective
potential energy curves of the ionised species along the Fe–CN stretching mode are also shown in
Figure 5.13. The curves in this figure corresponding to 2LF, 4LF, and 2LMCT states are coloured
black, red, and blue, respectively. The singlet, triplet, and quintet potential curves of the ionised
species are coloured orange, brown, and green, respectively. Solid lines refer to the aqueous solution
and dashed lines to the [emim][DCA] ionic liquid solution potential energy curves. Slightly different
overall shifts of +1.52 eV and +1.41 eV for H2O and IL, were respectively applied to the ionised state
manifolds to reproduce the peak positions in the experimental [Fe(CN)6]3−

(aq) solution photoemission
spectra reported in Ref. [402] and in this work. In the former case, the experimental Fe 3d peak
binding energy at 7.62 eV was assigned to the GS→ T1 (3Ion) ionisation transition. In the later

FIGURE 5.12: Huang-Rhys factors of the lowest singlet (left panel), triplet (central
panel), and quintet (right panel) states of the ionised complex ([Fe(CN)6]2−) in water.
Note that for convenience, the colour bar is truncated up to a value of 15. The figure

was provided by Sergey Bokarev.
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case, the predominantly ligand-centered peak at 8.32 eV was used as a reference for the GS→ S1
(1Ion) transition. These experimental band energies, denoted by *, were used to adjust the calculated
energies to those measured in the experiments (see Table 5.2). The reason for this choice is that the
ligand-centered peak is more pronounced and its position in the IL spectrum is more reliably extracted
than that of the Fe 3d peak, as described in Section 5.2.

The implicit solvation model cannot provide quantitative results for the solvation energy shifts in
all of their intrinsic complexity. However, it includes the most prominent solute-solvent interactions
and effects and may be used to deduce qualitative trends. The comparison of the results obtained for
H2O and [emim][DCA], demonstrates that the shape of the potential energy surfaces remains almost
unchanged. The 2LMCT potentials are minutely up-shifted when going from water to [emim][DCA],
which can be explained by the lower dielectric constant of the latter, resulting in less stabilisation.
Both the 2LF and 4LF curves shift downwards more or less uniformly by up to 0.15 eV. These two
trends lead to slight changes in the intersection positions between the potential energy surfaces and
the corresponding barrier heights.

As demonstrated in Figure 5.13, the positions of the potential curves of the ionised states of differ-
ent multiplicities - singlet (1Ion), triplet (3Ion), and quintet (5Ion) - give insights into how the binding
energies change for the transitions originating from the transient 2LF, 4LF, and 2LMCT states, as
compared to the doublet ground state, 2GS. The lowest energy transition in the steady-state photoe-
mission spectrum is from the 2GS state to the group of close-lying 3Ion states. The next major feature
at about 10 eV for the aqueous solution and 9 eV for the IL solution corresponds to the transitions
to the d singlet and triplet states. Ionisation from the quartet states can in turn result in triplet and
quintet ionised states. Provided the original excitation is at 3.1 eV and vibrational cooling is negli-
gible on the timescale of τ1 and τ2, one expects the lowest binding energy for the 2LMCT state to
appear at 4.5 – 5.0 eV. If a 4LF or 2LF state is populated in the course of non-radiative relaxation,
then, depending on the actual position of the nuclear wavepacket, the lowest binding energy can
change in a rather broad range of 5 – 8 eV. In fact, one could expect this transient signal to represent
a broad low-intensity feature, compare with Figure 5.12. This is due to the fact that the direction
of the wavepacket’s momentum on the quartet potential surface is opposite to the energy gradient
(force) in the 3Ion state, which should lead to a fast decay of the wavepacket’s autocorrelation func-
tion. The characteristic feature in the photoemission spectrum of the 4LF states, i.e. quartet-to-quintet
ionisation, is unfortunately overlaid with multiple quartet-to-triplet transitions and cannot be used to
unequivocally identify contributions from 4LF states.

As summarised in Table 5.1, the dynamic relaxation pathway of the electronically photoexcited
2LMCT state of [Fe(CN)6]3− upon 400 nm excitation in the [emim][DCA] ionic liquid solution in-
volves fast early-time transition rates. In particular, the intersystem crossing transition time constant
from the initially excited 2LMCT state to the 4LF state is found to be 142 (+8

−7) fs. The subsequent
transition from the 4LF state to the vibrationaly-hot excited ground state or its adjacent low-lying
degenerate 2LF states, collectively referred to as GS*, occurs within 332 (+47

−50) fs. Comparing these
decay time constants with those obtained in aqueous solution (170 fs and 730 fs), as previously re-
ported [93, 402], it can be concluded that the [Fe(CN)6]3− deactivation pathway is affected by the
IL solvation environment, particularly the associated lower-energy doublet-quartet potential energy
surface crossings, leading to faster transition rates. Consequently, the acceleration of the first two
steps in the adopted kinetic scheme (see Equation 5.2) may be attributed to the purely electronic
solvent response, mainly due to a different dielectric constant, as predicted by the implicit solvation
model. As can be seen from Figure 5.13, the slight positive energetic shift of the 2LMCT state and
down-shift of the 4LF states, when changing from H2O to [emim][DCA], lead to the lower energies
of the intersection points between the 2LMCT and 4LF states, and between the 4LF and 2LF potential
curves. This likely results in the decrease of transition time constants τ1 and τ2 in the IL compared to
the H2O solution.

Note that the above discussion provides only approximate qualitative arguments. The implicit
solvation theoretical model applied here includes only the ultrafast electronic response of the solvent,
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FIGURE 5.13: Calculated 1D cuts through the potential energy surfaces of
[Fe(CN)6]3− along the a1g Fe–CN stretching mode with ground-state harmonic vi-
brational frequencies of 393 cm−1 (H2O) and 387 cm−1 ([emim][DCA]). The lowest
doublet and quartet electronic states of [Fe(CN)6]3−, as well as the singlet, triplet,
and quintet states of the ionised system, [Fe(CN)6]2−, are presented. Black lines cor-
respond to the doublet ligand-field states (2LF), red – doublet charge-transfer states
(2LMCT), blue – quartet ligand-field states (4LF), orange – singlets (1Ion), brown –
triplets (2Ion), and green – quintets (5Ion). The potential curves of [Fe(CN)6]3− in
H2O and [emim][DCA] solutions are presented by solid and dashed lines, respec-
tively. The pump pulse excitation energy of 3.1 eV is marked by a horizontal dotted
line; its width corresponds to a shaded area. The three main states involved in the
dynamics (see Section 5.3.2) are highlighted with thicker lines. The curves of the
ionised states are shifted by +1.52 eV for H2O and +1.41 eV for [emim][DCA], based
on the steady-state EUV PES results. Solid arrows correspond to optical excitation
and non-radiative relaxation; dashed double-sided arrows denote vertical ionisation

potentials for different states and geometries.
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TABLE 5.2: Assignment of the lowest ionisation energy transitions corresponding to
the ionic states shown in Figure 5.13. Colour code: black – metal-centered ionization,
blue – ligand-centered, red – shake-up states. For the lowest state of each multiplicity,
the reference electronic configuration is given. The excitation characters of the states
are provided relative to these lowest-state configurations. The vertical IP is shifted by
1.41 eV for [emim][DCA] ionic liquid to match the GS band positions in the experi-
mental photoemission spectrum. For the H2O case, the vertical IP value is shifted by

1.52 eV to match the previously reported experimental results of Ref. [402].

State Electronic configuration / Excitation Vertical IP / eV
[emim][DCA] H2O

Triplets
T1 (dx2−y2 )2(dxy)1(dz2 )1(dyz)0(dxz)0 6.82 7.62∗

T2 dx2−y2 → dxy 6.90 7.69
T3 dx2−y2 → dz2 6.97 7.77
T4 π(CN) → dxy 8.71 9.48
T5 π(CN) → dz2 8.82 9.60
T6 π(CN) → dxy 8.93 9.71
T7 π(CN) → dxy (64%) 8.94 9.72

π(CN) → dz2 (32%)
T8 π(CN) → dxy (30%) 8.97 9.75

π(CN) → dz2 (62%)
T9 π(CN) → dz2 9.00 9.79
T10 π(CN) → dxy (77%) 9.57 10.34

π(CN) → dz2 (19%)
T11 π(CN) → dxy 9.59 10.37
Singlets
S1 (dx2−y2 )2(dxy)2(dz2 )0(dyz)0(dxz)0 8.32∗ 9.11
S2 π(CN)+dxy → dz2 8.75 9.54
S3 dx2−y2 → dz2 8.75 9.54
S4 π(CN) → dz2 9.02 9.81
S5 π(CN) → dz2 9.11 9.89
S6 π(CN) → dz2 9.11 9.89
Quintets
Q1 (dx2−y2 )2(dxy)1(dz2 )1(dyz)1(dxz)0 9.90 10.74
Q2 dyz → dxz 9.95 10.80

whereas the slower component related to the reorganisation of the solvent molecules is computed only
for the ground state and is frozen for other electronic states (so-called non-equilibrium solvation).
Without explicit representation of the solvent molecules, the nanoscale heterogeneity of the IL due
to the formation of micelle-like domains [123] cannot be reproduced. But the photophysics of the
highly-charged [Fe(CN)6]3− should notably depend on the distribution of the solute between the
polar or non-polar domains and at interfaces between them. Notably, [Fe(CN)6]3− in the LMCT and
LF states cannot be considered as a classical CT complex within Marcus’ theory of CT reactions. The
excessive negative charge is evenly distributed over all six CN− ligands and, when an LMCT state
is excited, the outer portion of the charge is decreased and concentrates moves towards the center
of the complex. Thus, the solvent response should primary resemble the partial oxidation when the
radial distribution of charge within [Fe(CN)6]3− is changed, leading to more efficient screening of
the reduced metal center by the ligands. For the LMCT → LF transition, the opposite process occurs.
Note again, that implicit solvation can only be used to deduce the qualitative trends, but not the
quantitative behavior. For a more conclusive investigation, the explicit solvent QM/MM simulations
would be warranted, allowing access to time scales of vibrational relaxation of the GS*. However,
this represents a separate and further subject of study, and such a discussion is not pursued here.
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5.4 Summary

In Chapter 5, the relaxation dynamics of the lowest-lying electronically photoexcited 2LMCT state of
the ferricyanide anion, [Fe(CN)6]3−, following 400 nm excitation was investigated by means of sub-
100 fs time resolution TRPES in the [emim][DCA] ionic liquid environment. The TRPES method
allowed the transient populations of the involved excited states to be monitored on a binding energy
scale referenced to the local vacuum level. The relaxation dynamics of [Fe(CN)6]3− dissolved in
[emim][DCA] solution was described by a four-state kinetic model with the sequential population of
the involved electronic states. The interpretation of the results was assisted by TDDFT calculations,
implementing the optimally-tuned range-separated functionals in the [emim][DCA] and reference
H2O solvents using an implicit solvation model.

Based on the theoretical calculations and experimental observations, the previously suggested
ultrafast biexponential decay of the first, optically excited 2LMCT state population was confirmed [93,
402], which is believed to be associated with a sequence of intersystem crossings between doublet and
quartet states. Specifically, low-lying 4LF states are evidenced to play a role of the intermediate state
in the relaxation dynamics of [Fe(CN)6]3−. From the results of the global analysis, using a kinetic
model, and their further validation through a F-test, two fast decay time constants of 142 +8

−7 fs and
332 +47

−50 fs were precisely determined and associated with the population and subsequent decay of the
4LF state for the solvated [Fe(CN)6]3− ions in the [emim][DCA] IL solvent. The transient population
of this state was shown to be associated with geometrical distortions due to vibronic interactions
(Jahn-Teller effect) in the excited electronic state, instead of the transient electron hole localisation
suggested by Zhang et al. [150]. The proposed mechanism also differs from the interpretation of
Ojeda et al. [91], where a direct transition from the initially excited LMCT state to the vibrationally
excited ground state was considered.

The intramolecular electron dynamics of ligand-to-metal charge-transfer excited [Fe(CN)6]3− was
found to be solvent dependent. A comparison between the [emim][DCA] and H2O [93, 402] sol-
vents demonstrates a clear difference in the values of the rates and the corresponding timescales of
the elementary steps. The ionic liquid environment yields considerably faster intersystem crossing
transition rates of [Fe(CN)6]3− as compared to H2O. This difference is ascribed on the basis of theo-
retical calculations to the opposite energetic shifts of the potential energy surfaces of charge-transfer
and ligand-field states, primarily due to the different dielectric constants of the considered solvents.
Nevertheless, the employed implicit solvation model can provide only qualitative evidence and should
be considered with caution, as the heterogeneity of the IL structure cannot be reproduced.

Since only a limited number of studies have been carried out to examine photoinduced processes
in ILs so far, this study has reflected several essential characteristics of ILs compared to the more
frequently studied aqueous environment. This work can stimulate further studies, such as considering
the explicit complexity of the IL structure together with the intricacy of the excited state electronic
and vibrational relaxation processes of embedded solutes.
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Chapter 6

Photoinduced Electron Dynamics in
Bulk, Mesoporous and Porous Ultrathin
Nanosheets of Polymeric Carbon Nitrides

”Nature is the source of all true knowledge. She has her own logic, her own laws, she has no
effect without cause nor invention without necessity.”

— Leonardo da Vinci

The following people and institutions contributed to the work presented in Chapter 6. N. Kuzkova
prepared and characterised the solid thin film samples, co-designed and performed the PES, TRPES,
UV-Vis TAS, and UV-Vis absorption spectroscopy experiments, analysed the data, interpreted the
results, wrote the description of results and discussion, and summary. A. Thomas (Technische Uni-
versität Berlin) and B. Zhang (Tianjin University) synthesised and provided four sample powders.
C. Merschjann (Helmholtz-Zentrum Berlin) co-designed and participated in the UV-Vis TAS exper-
iments, contributed to the development of the data analysis, interpretation of the results and proof-
reading processes. I. Kiyan (Helmholtz-Zentrum Berlin) co-supervised the project, contributed to the
data interpretation and proof-reading of the work. I. Wilkinson (Helmholtz-Zentrum Berlin) assisted
during the PES and TRPES experiments, supervised the research, data analysis and interpretation.

This chapter presents and discusses results obtained from TRPES and UV-Vis TAS experiments
performed with PCN thin films. The photoinduced electron dynamics of the PCN thin films was
studied upon 400 nm excitation at the surface-vacuum interface in the time range from hundreds
of femtoseconds to several picoseconds using TRPES and at the surface-bulk interface, with deeper
probing depths and on time scales up to several nanoseconds, by applying UV-Vis TAS. In this work,
through TRPES, the ultrafast kinetics was probed in a nm-thickness layer of the solid sample. This
approach was implemented, to the best of our knowledge, with PCN samples for the first time. By
means of steady-state PES, the valence electronic structure of the PCN thin films was interrogated on
an absolute binding energy scale with respect to the system Fermi level at the solid-vacuum interface.
For this study, it was also of interest to investigate the relative vacuum-condensed-phase interfaces
energetics between the PCN photocatalysts and TEOA(aq) solution, which is used as a sacrificial agent
in an enhanced photocatalytic water splitting reaction. An accurate determination of the catalyst-
sacrificial-agent interfacial energetics on the same energy scale allows direct comparison of the two
(separated) systems associated with the solid-liquid interface. Thus, the valence electronic structure
of the TEOA(aq) solution as well as the TEOA solute were determined on an absolute binding energy
scale with respect to the local vacuum and Fermi levels at the liquid-vacuum interface using steady-
state liquid jet PES.

The chapter is organised in five sections. Section 6.1 describes the PCN thin film preparation pro-
cedure as well as microscopic and optical characterisation of the prepared solid samples, employing
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scanning electron microscopy and UV-Vis diffuse reflectance spectroscopy techniques. Section 6.2
focuses on steady-state PES results, from which the interfacial electronic structure properties and en-
ergetic information of the PCN thin films and aqueous TEOA solution were extracted, respectively. A
comparison between PCN samples and aqueous TEOA solution energetics is presented with respect
to the Fermi level on a combined band energy level diagram. Section 6.3 presents results obtained
from ultrafast TRPES experiments recorded in two different modes of the electron spectrometer and
the introduction of the kinetic model and global fitting procedure used to describe the early-time
photoinduced dynamics of the PCN thin films at the surface-vacuum interface. The relationship be-
tween the spectral and kinetic TRPES information and the time-dependent changes in the electronic
structure of the PCN samples is discussed in detail. Section 6.4 describes the results obtained from
femtosecond UV-Vis TAS experiments, from which interfacial photoinduced electron transfer pro-
cesses in the surface-bulk region of PCN thin films were investigated. The observed time-dependent
spectral changes in the TAS spectra were simulated using a kinetic model and global analysis pro-
cedure, taking into account the existing spectroscopic observations from TRPL and TAS studies and
on the basis of the TRPES results obtained in this work. As a result, the lifetimes of the relaxation
processes associated with the population of photoexcited electronic states in the PCN thin films were
determined, and the corresponding spectral distributions of transient signals from the involved elec-
tronic states are discussed. In addition, the effect of the excitation pulse fluence on the relaxation
dynamics in photoexcited PCN thin films was investigated. A summary of the key findings described
throughout this chapter is presented in Section 6.6.

6.1 Sample Preparation and Characterisation

Solid samples of thin films of polymeric carbon nitrides (PCNs) were prepared by depositing aque-
ous PCN dispersions onto the surface of a transparent low-iron sodalime–silica glass substrate with
an electrically conductive fluorine-doped tin oxide (FTO) coating. The 2.2 mm-thick 1 × 1 cm2 glass
substrate, with a 7 Ω sq−1 FTO coating on one side, was purchased from Solaronix S.A. 10 mg of the
mesoporous (sg-CN), bulk (CNB), 2D porous ultrathin nanosheets of oxygen-containing (CNPS-O)
or amino co-functional group (CNPS-NH2) polymeric carbon nitride powder were separately dis-
persed in 5 ml of distilled water (18 MΩ cm), followed by a sonication treatment at a 35 kHz ul-
trasonic frequency for two hours to obtain PCN dispersions with a concentration of 2 mg ml−1 for
thin film deposition. The FTO-coated glass substrates were sequentially cleaned for 15 minutes us-
ing the same ultrasonic bath with isopropanol and the 70◦ C distilled water solvents. The sg-CN,
CNB, CNPS-O, and CNPS-NH2 thin films were deposited onto the pre-cleaned FTO substrates by
drop-casting 20 µl of the PCN dispersions and dried at room temperature. As a result, four types of
solid samples of sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films were produced (see Figure 6.1).
The additionally studied aqueous triethanolamine (TEOA) solution of 750 mM concentration was
prepared at room temperature by dissolving the TEOA solute (≥99% purity, purchased from Carl
Roth) in milli-Q water (18.2 MΩ cm resistivity at 25 ◦C). Sodium chloride (NaCl) salt of 50 mM
concentration was admixed to this solution to suppress the effects of extrinsic potentials, such as the
streaming potential and ionisation-induced sample charging that are commonly encountered in liquid
jet PES [416].

Correct and reproducible solid sample preparation and its deposition on the substrate was one of
the technical challenges in the time-resolved photoemission spectroscopy studies. Since the pulsed
and high intensity light sources used in PES experiments generate dense clouds of ionised electrons,
the photoemitted electrons can experience energy redistribution during and after their escape from the
sample surface, due to the so-called space-charge effect (see Section 3.3.4). This can cause positive
or negative time-dependent electron kinetic energy shifts and broadening of the spectral components,
and often represents a limiting factor in PES experiments. Consequently, pump pulse intensities
had to be reduced to minimise this effect and decrease the probability of multiphoton ionisation of

107



Chapter 6. Photoinduced Electron Dynamics in Bulk, Mesoporous and Porous Ultrathin Nanosheets
of Polymeric Carbon Nitrides

a sample (the major cause of pump-pulse-induced space-charge). By applying a smaller amount of
sample on a substrate, one can decrease the space charge effect and increase the pump pulse power.
On the other hand, an ultrathin or sparse sample deposition over a surface has a weaker contribution
to the overall photoemission spectra, which makes the sample signal identification with respect to
the substrate signals very difficult. Therefore, the thicknesses of the deposited sg-CN, CNB, CNPS-
O, and CNPS-NH2 thin films were optimised prior to each PES experiment by preparing thin film
samples with different thickness and monitored using the scanning electron microscopy technique, as
discussed in detail below.

6.1.1 Scanning Electron Microscopy (SEM) Images

To characterise the surface morphology and the thickness of the deposited PCN thin films, scanning
electron microscopy (SEM) images were recorded in the sample plane and orthogonal cross-sectional
view in the transverse sample-sample depth plane. The images were collected through detection of
reflected secondary electrons, as collected by an objective lens field, as shown in Figure 6.1. The SEM
measurements were carried out on a Zeiss Leo 1530 instrument equipped with an In-Lens secondary
electron detector, yielding 1 nm spatial resolution with a 20 keV applied electron source. The SEM
images were obtained by analysing secondary electrons with kinetic energies of 5 keV or 10 keV,
with a primary electron current of 249 µA.

FIGURE 6.1: High resolution top-view (upper panels) and cross-sectional view (bot-
tom panels) SEM images of the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films

(top images) deposited on the FTO-coated glass substrate.

The upper panels in Figure 6.1 show the top-view SEM images of the drop-casted sg-CN, CNB,
CNPS-O, and CNPS-NH2 thin films (top images), deposited on FTO-coated glass substrates. The
plane view SEM images demonstrate that the obtained CNPS-NH2 thin film has a homogeneous and
porous nanosheet-like structure, which is dissimilar to the bulk CNB and mesoporous sg-CN thin
films that show a regular inhomogeneously-distributed PCN nonporous layer structure that is com-
posed of solid agglomerates. A high-magnification SEM image of the CNPS-O thin film highlights
the multi-pore structure associated with the process of producing CNPS-O powder from CNB by
oxidation and etching, as previously reported [175]. The cross-sectional view SEM images of the
PCN thin films are presented in Figure 6.1 (bottom panels). The images display the transparent glass
substrate with an electrically conductive FTO coating over which thin layers of the PCN dispersions
were deposited. The thickness of the deposited layer of the sg-CN, CNB, CNPS-O, and CNPS-NH2
thin films (indicated by the yellow lines) was estimated to be 11.5 µm, 1.8 µm, 2.8 µm, and 1.3 µm,
respectively. It was found that this amount of the PCN material deposited on the surface of the FTO-
coated glass substrate was optimal for sample photoemission spectra collection with reduced pump
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pulse intensities. As a result, in the present work, these samples were employed in time-resolved
photoemission and transient absorption spectroscopy studies. The cross-sectional view SEM images
demonstrate that the CNPS-O and CNPS-NH2 thin films have a macroscopic ultrathin structure. This
confirms that the two-step thermal treatment, implemented in the preparation of the PCN powders by
Meng et al. [175] lead to a reduction of the thickness and size of the layers, yielding porous and loose
lamellar structures.

6.1.2 Steady-state UV-Vis Absorption Spectra of PCN Thin Films

The electronic energy gap between the HOMO and the LUMO, as related to the electronic excitations
from the electronic ground to excited states, in the PCN samples were determined using UV-Vis
diffuse reflectance and transmittance spectroscopy. Room temperature UV-Vis diffuse reflectance and
transmittance spectra of the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films deposited on the FTO
coated glass substrate were recorded using a Perkin Elmer - Lambda 950 UV/Vis/NIR spectrometer,
equipped with an integrating-sphere detector module. The integrating sphere was calibrated versus
ceramic diffuse reflectance standards [417]. The UV-Vis absorption spectra of the PCN thin films
are shown in Figure 6.2 and were obtained from the recorded diffuse reflectance and transmittance
spectra by calculating the absorbance, A, as A = 1 - R - T, where R is the reflectance and T is the
transmittance of the sample.

FIGURE 6.2: UV-Vis absorption spectra of the mesoporous (sg-CN), bulk (CNB),
porous ultrathin nanosheets of oxygen-containing (CNPS-O) and amino co-functional
groups (CNPS-NH2) PCN thin films deposited on an FTO-coated glass substrate. The
spectra are normalised at the 3.2 eV excitation energy. The spectral profile of the

pump pulse is depicted in the figure.

The UV-Vis absorption spectra of the PCN thin films shown in Figure 6.2 exhibit a sharp increase
in the UV spectral region with maximum absorption at a 3.2 eV photoexcitation energy (388 nm
wavelength). The well-pronounced and higher intensity absorption bands of the PCN thin films,
appearing at photon energies > 2.8 eV, can be assigned to π → π⋆ transitions of the heterocyclic
aromatic constituents in the conjugated ring systems, which provide the main contribution to the
photocatalytic activity of the photoproducts in the UV-Vis range [418–421]. The CNPS-O and CNPS-
NH2 samples show blue-shifted absorption edges corresponding to larger HOMO-LUMO energy gaps
as compared to the CNB. This can be possibly attributed to the quantum confinement effect [422],
where the energy difference between HOMO and LUMO becomes larger with decreasing particle
size. This suggests that the obtained atomically-thin 2D structures of CNPS-O and CNPS-NH2 consist
of nanosheets. In addition, the blue-shift in the absorption edge is prominent in the colouration of the
PCN samples, progressing from yellow (CNB) to pale yellow (CNPS-NH2). This colour change is
affected by the reduction of polymer condensation during cross-linking and the restoration of the
co-functional amino groups. The shoulder in the sg-CN sample, which appears at about 2.5 eV, is
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caused by the increased synthesis temperature of the sg-CN powder (650 ◦C compared to 520 ◦C in
the CNB, CNPS-O, CNPS-NH2 powders) [418, 423], and can be interpreted as being due to n → π⋆

transitions involving lone pairs on the N atoms of the triazine/heptazine rings [418, 424]. More
recent theoretical studies indicate that such transitions may also be of π → π⋆ character [425]. Both
transitions are dipole-forbidden for perfectly symmetric and planar s-triazine or heptazine units, but
they become weakly allowed due to vibronic intensity borrowing from higher-lying bright states, and
due to the structures developing distortions during layer condensation, including effects from both
layer buckling and deviation of the ring units from a trigonal symmetry [424, 425].

For a quantitative assessment of the energetic positions of the spectral bands corresponding to al-
lowed electronic transitions from the electronic ground state to the excited states in the PCN samples,
the experimental UV-Vis absorption spectra presented in Figure 6.2 were analysed by a fitting pro-
cedure, using a superposition of Gaussian envelopes (see Equation 2.1). It is noted that a Gaussian
envelope is only an approximation for the true vibronic envelope of a condensed-phase transition.
The minimum number of fitted Gaussian envelopes to describe the experimental absorption spectra
was used, which are each deemed to correspond to the contributions of the individual electronic tran-
sitions. It is not excluded that two electronic transitions, which cannot be clearly distinguished in the
present spectra without the use of theoretical calculations, are described by a single Gaussian enve-
lope here. The electronic structure and the corresponding electronic transitions in PCNs are typically
represented in a form of a band diagram of a semiconductor, where energy levels are inhomoge-
neously broadened as well as interact and split. By employing MO theory and considering the PCNs
as molecular solids [143] the observed spectroscopic features may be more accurately modeled.

TABLE 6.1: Fit parameters of the Gaussian envelopes used to describe the absorption
bands of the PCN samples, as obtained by Equation 2.1.

Sample Label E / eV FWHM / eV A / cts
sg-CN 1 2.57 ± 0.01 0.53 ± 0.01 0.09 ± 0.01

2 3.21 ± 0.01 0.63 ± 0.01 0.42 ± 0.01
CNB 1 2.97 ± 0.01 0.19 ± 0.01 0.04 ± 0.01

2 3.21 ± 0.01 0.39 ± 0.02 0.26 ± 0.02
CNPS-O 1 2.97 ± 0.01 0.17 ± 0.01 0.02 ± 0.01

2 3.23 ± 0.01 0.33 ± 0.01 0.22 ± 0.01
CNPS-NH2 1 3.22 ± 0.01 0.18 ± 0.01 0.13 ± 0.01

Figure 6.3 shows the aforementioned UV-Vis absorption spectra of the PCN thin films fitted to a
superposition of Gaussian envelopes using Equation 2.1. In sg-CN, two absorption bands, associated
with electronic transitions between the frontier molecular orbitals, occur at 2.57 eV and 3.21 eV
central photon energies. The first absorption band, presumably associated with the lowest, i.e. the
HOMO-LUMO transition, is blue-shifted in the CNB and CNPS-O samples compared to sg-CN,
where the transition seemingly appears at a central photon energy of 2.97 eV. The second absorption
band is also apparent in the CNB, CNPS-O and CNPS-NH2 sample spectra, centred around 3.21 eV,
3.23 eV, and 3.22 eV, respectively. It should be noted that the widths of the sg-CN absorption bands
are broader in comparison to the other three samples. This suggests that the two different synthesis
methods, the thermal polymerisation and the sol–gel/thermal condensation used to produce sg-CN,
CNB, CNPS-O, and CNPS-NH2 powders (see Section 2.2.3 for details), have an effect not only on the
morphology but also on the electronic structure of the PCNs. In addition, for the CNPS-NH2 sample,
which was synthesised by treating CNPS-O with ammonia to form -NH2 groups in porous ultrathin
nanosheets, only one band (or a merged band) is observed in the experimental absorption spectrum
over the 2.00 – 3.25 eV photon energy range. It is correspondingly assumed that the first allowed
electronic transition that can be photoinduced in CNPS-NH2 is centered at a 3.22 eV photon energy.
Taking this into account, a pump pulse photon energy of 3.1 eV (400 nm wavelength) was chosen to
initiate the photoinduced electron dynamics in the PCN thin films in the present studies.
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FIGURE 6.3: UV-Vis absorption spectra of the PCN thin films fitted to a superpo-
sition of Gaussian envelopes. The dashed lines represent the cumulative fit results.
The numbers 1–2 are assigned to the decomposed absorption bands of the samples
obtained from the fits. The fit parameters are summarised in Table 6.1. The images of

the PCN samples deposited on an FTO-coated glass substrate are also shown.
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As described in Section 2.2.1, the electronic structure of PCN is typically described within a
semiconductor band structure framework. The band gap energy, Eg, of crystalline, amorphous as well
as disordered semiconductors is most widely determined from UV-Vis diffuse reflectance spectra
using Kubelka-Munk theory [426] in combination with the Tauc method [427]. The Tauc method is
based on the relationship between Eg and the optical absorption coefficient, α:

(αhν)1/n =C(hν −Eg), (6.1)

where C is a proportionality constant and hν is the photon energy. The n factor depends on the nature
of the electronic transition, where n = 1/2 for a direct or n = 2 for a indirect allowed electronic transi-
tions, and n = 3/2 for a direct or n = 3 for a indirect forbidden electronic transitions, respectively [428].

By employing the Tauc method, the Eg can be determined from absorption spectra at the intersec-
tion point of the tangent of the region associated with the optical absorption edge and the horizontal
hν-axis in the corresponding (αhν)1/n versus hν plot (Tauc plot). The experimental absorption spec-
tra can be expressed in terms of the optical absorption coefficient, α , with the assumption that the
Kubelka-Munk or reemission function, f (R), is proportional to α as:

α ∝ f (R) =
(1−R)2

2R
, (6.2)

where R is the reflectance of an infinitely thick sample.

FIGURE 6.4: Tauc plots obtained from the UV-Vis absorption spectra of the PCN thin
films. The Eg determined at the intersection of the tangent with the x-axis (red dashed
line) in panel (a) corresponds to the direct allowed electronic transitions and in panel

(b) to the indirect allowed electronic transitions, are summarised in Table 6.2.

To date, it is unclear whether the Eg values for PCN materials should be extracted as a direct or
indirect allowed electronic transition, so values for both assumptions can be found in the literature.
In the following, the Eg values were determined for both direct and indirect allowed electronic tran-
sitions. Figure 6.4 shows Tauc plots of the data transformed according to Equation 6.1. The UV-Vis
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TABLE 6.2: Band gap energies of the PCN samples for the direct and indirect allowed
electronic transitions, as determined from the Tauc plots.

Sample Eg Direct / eV Eg Indirect / eV
sg-CN 2.88±0.02 2.71±0.03
CNB 2.95±0.03 2.81±0.01
CNPS-O 3.06±0.01 2.96±0.02
CNPS-NH2 3.13±0.02 3.09±0.01

absorption spectra of the PCN thin films are correspondingly used to determine the band gap energies
of the samples. Using the tangent approach (see Equation 6.3), the Eg values for the direct allowed
electronic transitions in the sg-CN, CNB, CNPS-O and CNPS-NH2 samples are determined to be
2.88 eV, 2.95 eV, 3.06 eV and 3.13 eV, respectively (panel a). For the indirect allowed transitions,
the extracted Eg values for the sg-CN, CNB, CNPS-O and CNPS-NH2 samples are 2.71 eV, 2.81 eV,
2.96 eV and 3.09 eV, respectively (panel b). Table 6.2 summarises the determined Eg values. It is
noted that the absorption edge and band gap energy of the CNPS-O and CNPS-NH2 porous ultrathin
nanosheets is blue-shifted in comparison with the bulk CNB and mesoporous sg-CN thin films. This
may limit their use as photocatalysts in the visible spectral region (see Section 2.2.2). However, for
instance, in the water-splitting reaction, the efficiency of a photocatalyst depends, to a large extent on
the position of the VBM and CBM with respect to the redox potentials of water. It was previously
reported that the CNPS-NH2 sample, which exhibits a wide band gap, has 11 times higher visible
light activity in the HER of water splitting than CNB [175].

6.2 Steady-state EUV Photoemission Studies of Polymeric Carbon Ni-
tride Thin Films and TEOA(aq) Solution

The photoemission spectroscopy experiments were conducted with the ex situ prepared solid samples
of PCN thin films inside an interaction chamber maintained at a high vacuum pressure of 10−7 mbar.
The samples were placed in a vacuum compatible stainless steel sample holder, which was in electri-
cal contact with the electron spectrometer. The position of the sample in the interaction chamber was
adjusted in front of the electron spectrometer entrance aperture using a high-precision 3D manipu-
lator, forming an angle of 45◦ between the EUV beams at the sample surface and the spectrometer
electron collection axis.

The steady-state photoemission spectroscopy experiments on the aqueous TEOA (TEOA(aq)) so-
lution were carried out inside the interaction chamber, where the chamber was maintained at base
pressures between 10−4 and 10−5 mbar using liquid nitrogen cold traps, the chamber’s turbo molec-
ular pump, and differential pumping techniques [429]. The 750 mM TEOA(aq) solution sample was
introduced into the interaction vacuum chamber as a vertical, free-flowing liquid jet. The solution
was injected at 1 ml min−1 flow rate through a 24 µm orifice diameter glass capillary nozzle, forming
a liquid jet that maintained a laminar flow over a length of a few millimeters. Following interaction
with the EUV laser pulses, the sample broke down into a droplet train, which was condensed, and
was ultimately frozen at a nitrogen-cooled cryogenic trap further downstream. The jet was electri-
cally grounded to the interaction chamber. A cooling system, connected to the liquid jet rod allowed
the stabilisation of the solution sample temperature to 7 ◦C prior to delivery to the interaction cham-
ber. The position of the laminar region of the jet in the vacuum chamber was adjusted in front of the
spectrometer entrance aperture using the high-precision 3D manipulator.

The steady-state EUV photoemission spectra of the sg-CN, CNB, CNPS-O and CNPS-NH2 thin
films, as well as the TEOA(aq) solution, were recorded using the high-energy-resolution drift mode
(DM) of the TOF spectrometer in a wide kinetic energy range (0.1 eV up to >100 eV, ± 1◦ electron
acceptance angle from the interaction region). The spectra were recorded using the 25th harmonic,
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which was spectrally selected from the EUV light, using the zone plate monochromator. By recording
steady-state, valence photoemission spectra of Ar gas with well-known ionisation potential under
field-free conditions, a central EUV photon energy of 39.11 ± 0.02 eV and a spectral bandwidth
of 275 ± 5 meV of the 25st harmonic were exctracted. The electron binding energy scale of PCN
samples was referenced with respect to the Fermi level, EF , of the samples and spectrometer, which
involves additional steps beyond the local vacuum level, Evac, energy referencing.

The Fermi-level referencing can be introduced utilising a metallic reference sample, which is in
electrical equilibrium with the grounded sample and the analyser. By recording steady-state EUV
photoemission spectra of the metallic reference sample followed by the subsequent PES measure-
ments on the sample under the same experimental conditions, the binding energy scale of the PCN
thin films and the TEOA(aq) solution was assigned relative to the EF . For the Fermi-level mea-
surements, a gold wire with a thickness of 100 µm was implemented. The metal wire was in good
electrical contact and in close proximity to the solid samples of PCN thin films in the solid-state PES
experiments. In those cases, both the samples and the gold wire were mounted together on the same
manipulator assembly allowing the PES spectra from the metal reference wire and the sample to be
successively measured by slight relocation of the whole sample-holder assembly in front of the TOF
spectrometer entrance aperture. In the LJ-PES experiments, the spectrum of the metallic reference
sample was measured with the liquid jet running after moving the assembly to bring the gold wire
target, instead of the liquid jet, in front of the analyser entrance aperture. The electron binding energy
scale was determined with respect to the Evac as the difference between the central EUV photon en-
ergy and the kinetic energy of the detected photoelectrons. By defining the Fermi-edge position of the
gold reference sample with respect to the Evac, the binding energy scale was subsequently calibrated
with respect to EF .

6.2.1 Steady-state EUV Photoemission Spectra of PCN Thin Films

The electronic structure of the PCN thin films was determined on an absolute binding energy scale at
the solid-vacuum interface using solid-state PES. Figure 6.5 shows the steady-state EUV photoemis-
sion spectra of the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films as well as the bare FTO-coated
substrate presented with respect to the Fermi level. The steady-state PES spectrum of the gold ref-
erence sample was recorded first to determine the Fermi edge, allowing definition of the zero point
position of the EF scale with respect to the gold wire’s local Evac level. Subsequently, the steady-state
PES spectra of the PCN thin films were recorded under the same conditions to calibrate the binding
energy scale with respect to EF , as defined from the metal sample.

The photoemission spectra presented in Figure 6.5 were fitted to a superposition of four Gaus-
sian envelopes using Equation 2.1 to roughly extract the energetic positions of the spectral bands
associated with the valence molecular orbitals of the PCN samples (see Table 6.3 for the fit results).
Because the PE spectra exhibit a broad spectral structure, it is possible that several individual emis-
sion bands of PCN samples are represented by a single Gaussian envelope. For the deconvolution of
the PES spectra, the minimum number of fitted Gaussian envelopes was used. Three emission bands
centered at 3.61 eV (peak 1), 5.37 eV (peak 2) and 7.66 eV (peak 3) binding energies are present
in the lower binding energy range of the photoemission spectra of the PCN thin films. The broad
emission bands occurring at 11.90 eV, 10.89 eV, 12.78 eV, and 10.73 eV (peak 4) in sg-CN, CNB,
CNPS-O, and CNPS-NH2 thin films, respectively, gives the main, high-binding-energy contributions.
With the low binding energy spectral features of the PCN samples being less pronounced. How-
ever, the CNPS-NH2 sample displays a similar electronic structure to the bare FTO-coated substrate,
where the underlying photoemission signal from the FTO substrate is interfering with the analysis
of the low-signal-level CNPS-NH2 data. Thus, the widths and amplitudes of the emission peaks 1–3
are larger for the CNPS-NH2 porous ultrathin nanosheets when compared to the sg-CN, CNB, and
CNPS-O thin films, as summarised in Table 6.3.
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FIGURE 6.5: Steady-state EUV photoemission spectra of the sg-CN, CNB, CNPS-
O, and CNPS-NH2 thin films as well as the bare FTO-coated substrate. The sample
spectra were fitted to a superposition of Gaussian envelopes. The numbers 1–4 are
assigned to the decomposed emission bands of PCNs (Table 6.3). The VBM positions
were determined for each sample, as extracted from the tangents and the low binding
energy x-axis crossing points are shown in the associated figure panel insets. The

electron binding energy scales are presented with respect to EF .
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Inoki et al. [430] observed similar emission bands to peaks 1–3, centered at around 3.5 eV, 4.5 eV
and 7 eV binding energies, in their UPS studies on melon-based parvus carbon nitride thin films. In
the present studies, the spectral bands of the PCN thin films are significantly broader compared to
the previously reported results, which leads to less pronounced emission bands in the valence spectra
of PCNs. This may be due to the fact that the electronic structure of PCN thin films depends on the
local synthetic conditions of the obtained powdered PCN product. It was also found that the energetic
position and width of the emission bands in the valence spectra of the carbon nitrides depend on the
nitrogen content concentration [431]. Suoto et al. [432] attempted to assign the origin of the main
features of the valence photoemission spectra of the amorphous carbon nitride films. According to
this assignment, two emission bands centered around 3.61 eV and 7.66 eV binding energies can be
associated with π-bonding and σ -bonding states, respectively, due to delocalised C 2p electrons. The
peak arising at 5.37 eV can be attributed to C-C π-bonding states as well as localised nitrogen lone
pair electrons. The broad emission bands arising at higher binding energies, >10 eV, originates from
the C-N σ -bonding states.

TABLE 6.3: Fit parameters of the Gaussian envelopes used to describe the emission
bands of PCN thin films in the photoemission spectra.

Sample Label E vs. EF / eV FWHM / eV A / cts
sg-CN 1 3.61 ± 0.38 2.09 ± 0.07 4.98 ± 0.71

2 5.37 ± 0.37 3.41 ± 0.06 55.72 ± 1.73
3 7.66 ± 0.31 2.73 ± 0.05 38.44 ± 1.93
4 11.90 ± 0.04 4.62 ± 0.06 576.47 ± 11.68

CNB 1 3.61 ± 0.39 2.16 ± 0.08 82.30 ± 19.21
2 5.37 ± 0.34 2.62 ± 0.14 250.27 ± 20.51
3 7.66 ± 0.30 1.71 ± 0.09 39.91 ± 7.28
4 10.89 ± 0.29 6.33 ± 0.08 2595.03 ± 33.63

CNPS-O 1 3.61 ± 0.37 2.60 ± 0.06 11.10 ± 0.51
2 5.37 ± 0.34 2.95 ± 0.03 70.39 ± 0.83
3 7.66 ± 0.29 3.23 ± 0.03 64.90 ± 0.64
4 12.78 ± 0.31 5.98 ± 0.22 1253.38 ± 1.17

CNPS-NH2 1 3.61 ± 0.38 4.67 ± 0.22 13.43 ± 1.68
2 5.37 ± 0.39 3.84 ± 0.14 46.58 ± 3.29
3 7.66 ± 0.32 3.35 ± 0.04 64.38 ± 2.26
4 10.73 ± 0.02 3.62 ± 0.06 75.87 ± 1.32

In addition to the MO decomposition of the photoemission spectra, the valence band maximum
(VBM) positions of the samples were extracted within a semiconductor band structure framework.
The VBM values of the PCN thin films were obtained from the experimental photoemission spectra
using a tangent derivative-based method, as demonstrated in the insets in Figure 6.5. In this method,
the first derivative of the data was computed (violet line), followed by a slight smoothing of the
noisy derivative data using the Savitzky-Golay smoothing function (20 ppt) to identify the correct
maximum of the derivative peaks. The center of the first peak of the derivative curve (dashed black
line), corresponding to the inflection point with maximum change in slope in the data, determined the
tangent anchor point and its slope (red dashed line). The position of the VBM was determined at the
tangent intersection point with the binding-energy-axis and calculated from the point-slope tangent
equation, which is given by:

y− f (a) = m(x−a), (6.3)

where m is the slope of the tangent line to a curve, which is described by equation y = f (x) and is the
derivative of f (x) at a point a.

The obtained VBM values of sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films are 1.98 ± 0.35 eV,
2.08 ± 0.32 eV, 2.65 ± 0.34 eV, and 1.68 ± 0.29 eV respectively. For application in photocatalytic
water splitting, the position of the VBM of the PCNs should be low and correspond to a more positive
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potential than the redox potential of the desired oxidation process. Based on the valence band spec-
troscopic results, a schematic diagram of the band edge potentials of the PCN samples, in comparison
to standard water redox potentials, can be introduced. The corresponding diagram will be presented
in Section 6.2.2.

6.2.2 Steady-state EUV Photoemission Spectra of TEOA(aq) Solution

The valence electronic structure of the TEOA sacrificial agent, which is used as a hole scavenger for
polymeric carbon nitride photocatalysts to achieve a high H2 evolution rate in the water splitting reac-
tion, was mapped at the liquid-vacuum interface using LJ-PES. The electronic structure fingerprints
arising from the TEOA solute, as well as the TEOA(aq) solution in the valence spectral region, were
identified from steady-state PES spectra.

Figure 6.6 shows the steady-state EUV photoemission spectra of a reference 50 mM aqueous
NaCl solution (NaCl(aq)) and sample 750 mM TEOA(aq) solution. The binding energy scale pre-
sented in Figure 6.6 is energy-referenced with respect to Evac and was calibrated to reproduce the
1b1,liq binding energy of neat liquid water with respect to the local vacuum level at 11.33 eV [433].
The reference NaCl(aq) solution spectrum (upper panel in Figure 6.6) displays the photoemission
peaks predominantly arising from the three outer molecular orbitals of the H2O molecular subunits,
labeled 1b1, 3a1 and 1b2. The spectrum was fitted to a superposition of Gaussian envelopes associ-
ated with the liquid-phase (liq) and residual, evaporating gas-phase (g) contributions to the spectra,
which represent the liquid water molecular orbital binding energies at the solution-vacuum interface.

FIGURE 6.6: Steady-state EUV photoemission spectrum of the reference 50 mM
NaCl(aq) solution (upper panel) and the 750 mM TEOA(aq) solution (lower panel).
The labels are assigned to the decomposed emission bands of the neat-water liquid-
(light blue) and gas-phase (orange) molecular orbitals, as well as the TEOA solute
(violet) obtained from the multi-component Gaussian fit (Table 6.4). The binding

energy scales are presented with respect to Evac.
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The four emission bands 1b1,liq, 3a1,liqL, 3a1,liqH and 1b2,liq associated with the liquid-phase orbitals
occur at 11.33 ± 0.31 eV, 13.09 ± 0.29 eV, 14.53 ± 0.32 eV, and 17.13 ± 0.41 eV binding energies in
neat water, respectively. The three observed emission bands at 12.93 ± 0.29 eV, 15.15 ± 0.29 eV and
18.97 ± 0.30 eV binding energies are accordingly attributed to the 1b1,g, 3a1,g and 1b2,g gas-phase
orbitals (which are notably recorded under the influence of extrinsic and intrinsic LJ potentials and are
offset with respect to there known binding energy values). The assignment and energetic positions
of the emission bands in neat liquid water are in agreement with previous reports [416, 434, 435].
The TEOA(aq) solution spectrum (lower panel in Figure 6.6) highlights the presence of two additional
emission bands in the lower binding energy range centred at 8.02 ± 0.54 eV and 10.19 ± 0.39 eV,
which can be attributed to the contribution from the TEOA solute. The spectrum was fitted to a super-
position of Gaussian envelopes with the peak positions and widths obtained for the reference NaCl(aq)
solution being fixed in the fit to the TEOA solution data. The energetic positions of the decomposed
emission bands of the neat water molecular orbitals and the TEOA solute obtained from the fit are
summarised in Table 6.4.

TABLE 6.4: Fit parameters of the Gaussian envelopes used to describe the emission
bands of the neat-water molecular orbitals and the TEOA solute in the photoemission

spectra. The electron binding energies are presented with respect to Evac and EF .

Peak Origin Label E vs. Evac/ eV E vs. EF / eV FWHM / eV A / cts
TEOA 1 8.02 ± 0.54 3.35 ± 0.54 1.11 ± 0.59 14.58 ± 6.79
TEOA 2 10.19 ± 0.39 5.44 ± 0.42 1.59 ± 0.30 84.21 ± 16.31
H2O 1b1,liq 3 11.33 ± 0.31 6.66 ± 0.34 1.59 ± 0.24 256.08 ± 15.65
H2O 1b1,g 4 12.93 ± 0.29 8.26 ± 0.32 0.76 ± 0.01 596.65 ± 6.28
H2O 3a1,liqL 5 13.09 ± 0.29 8.42 ± 0.32 1.50 ± 0.07 200.12 ± 7.25
H2O 3a1,liqH 6 14.53 ± 0.32 9.86 ± 0.35 1.50 ± 0.05 200.08 ± 21.36
H2O 3a1,g 7 15.15 ± 0.29 10.45 ± 0.32 1.37 ± 0.04 585.37 ± 9.06
H2O 1b2,liq 8 17.13 ± 0.41 12.46 ± 0.44 2.05 ± 0.15 338.32 ± 12.04
H2O 1b2,g 9 18.97 ± 0.30 14.30 ± 0.33 1.78 ± 0.14 901.37 ± 16.24

Since the electronic structure of the PCN thin films were interrogated from the steady-state
PES spectra on an absolute binding energy scale with respect to EF , such energy referencing of the
TEOA(aq) solution must also be adopted to enable related valence band determination (with respect to
the Fermi level) and a solid-liquid comparison. With the help of the Fermi edge position of the gold
reference sample, solute and solvent binding energies can be determined without the commonly used
local-vacuum-energy referencing of the LJ-PES spectra to the lowest-energy 1b1,liq of neat liquid wa-
ter. Figure 6.7 shows the steady-state EUV photoemission spectra of 750 mM TEOA(aq) solution and
50 mM NaCl(aq) solution presented with respect to the EF energy scale. Based on the aforementioned
energy referencing procedure utilising the metallic reference sample, the local vacuum and EF energy
scales were approximately related to each other. The steady-state PES spectrum of the gold (Au) ref-
erence sample, sequentially recorded under the same experimental conditions, was used to determine
the Fermi edge. The Fermi edge was fitted to a Fermi-Dirac distribution function [288] to define the
zero binding energy point position for the reference NaCl(aq) solution and TEOA(aq) solution LJ-PES
spectra with respect to the EF . The Fermi edge of the measured Au reference spectrum (multiplied by
a factor of 30 for better visualisation) is presented in Figure 6.7. Following peak height normalisation
to the 1b1,liq emission peak position and binding-energy-shifting to overlap the positions of the water
1b1,liq peaks in the two solutions, the reference 50 mM NaCl(aq) solution spectrum was subtracted as
a background to extract the solute-related signal from the TEOA(aq) data.

Figure 6.8 shows the difference between the water solvent and the TEOA(aq) solution spectra.
The solvent-subtracted signal was fitted to a superposition of two Gaussian envelopes, described by
Equation 2.1, to extract the energy positions of the peaks corresponding to the removal of an electron
from the HOMO and HOMO-1 of the TEOA solute within the photoionisation process. The fit result
is presented as the black curve, the individual Gaussian envelopes are also highlighted in the figure
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as violet-filled Gaussian profiles. After such a subtraction, two emission bands of the TEOA solute
are resolved at 3.35 ± 0.54 eV and 5.44 ± 0.42 eV binding energies with respect to EF (Table 6.4).
By applying the tangent method (using Equation 6.3), the VBM of the sample was also extracted
from the recorded LJ-PES difference spectrum. The inset in Figure 6.8 shows the VBM of the TEOA
solvent with the tangent (red dashed line) used to determine the edge position. The extracted VBM
value of the TEOA solute is 2.31 ± 0.38 eV. This value differs from the previously reported cyclic
and differential pulse voltammetry studies [436–438], where the irreversible oxidation potential for
the TEOA(aq) solution was found to vary between 0.5 V and 1.07 V (or eV) versus SHE depending
on both the TEOA concentration and the pH of the solution. It is important to highlight the fact
that no PES studies of the TEOA solute have been performed to date. The results of this work go
beyond previous reports, showing that a high-resolution spectroscopic technique, such as LJ-PES
can provide binding-energy-resolved spectral information on the valence electronic structure of the
TEOA(aq) solution and TEOA solute.

FIGURE 6.7: Steady-state EUV photoemission spectrum of the reference 50 mM
NaCl(aq) solution and the 750 mM TEOA(aq) sample solution, binding energy ref-
erenced with respect to the Fermi level, EF . The Fermi edge of the gold reference

sample (yellow line) used to calibrate the energy scale is depicted in the figure.

FIGURE 6.8: The difference between the water solvent and the TEOA(aq) solution
spectra, with a focus on the low binding energy region, highlighting two low binding
energy emission peaks of the TEOA solvent as well as the VBM position determined
from the tangent intersection with the binding-energy-axis, as highlighted in the inset.
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In accordance with the values obtained for the VBM position of the PCN thin films and TEOA so-
lute from the steady-state EUV photoemission spectra, the VBM and CBM potentials were compared
to the standard redox potentials of water. An accurate determination of the band edge potentials of the
PCN thin films and the TEOA sacrificial agent allows an estimation of the catalyst-sacrificial agent
interfacial energetics and to evaluate the maximum redox potentials of the photogenerated electron-
hole pairs in the photocatalyst, which plays a major role in efficiently driving photocatalytic water
splitting reaction (see Section 2.2.2). Note the assumption that the interfaces are unaltered by their
interactions in a real water-splitting system is considered here.

Figure 6.9 shows a schematic diagram of the band edge alignment of the PCN thin films and
TEOA solute within a semiconductor band structure framework, as well as the redox electrochem-
ical potentials of the HER (H+/H2) and OER (O2/H2O). The energy scale is presented relative to
the electrochemical potential in a solution containing a redox couple, equivalent to the Fermi level,
EF,redox, in eV, when EF in a solid sample and EF,redox are in equilibrium. The absolute potential of
SHE in water ESHE

0 (H+/H2)H2O = 4.44± 0.02eV (or V) at 298 K [155], relative to the electron in
vacuum close to the solution surface, was set as zero of the energy scale. Since in photocatalytic water
splitting reaction, solid-state PCN compounds are dispersed in a pH-dependent aqueous electrolyte
solution (e.g. TEOA(aq), pH = 7.0), electrochemical potentials of the two systems must be compared
to the reference electrode, whose potential depends on the pH of the solution. Thus, the VBM energy
positions, EV BM, obtained for the PCN thin films from the solid-state PES experiments and presented
as electron binding energies relative to EF , were used to calculate the electrochemical potentials of
the samples relative to the RHE at pH 7.0. Based on Equation 2.4, the calculated EV BM values for the
sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films versus RHE are 1.56 ± 0.37 eV, 1.66 ± 0.34 eV,
2.24 ± 0.36 eV, and 1.26 ± 0.31 eV, respectively. Taking into account the band gap energy, Eg, values,
for the direct allowed electronic transitions in the PCN thin films, as determined from the Tauc plots
(Section 6.1.2), the CBM energy positions, ECBM, for the solid samples versus RHE are estimated to
be - 1.32 ± 0.39 eV, - 1.29 ± 0.37 eV, - 0.82 ± 0.37 eV, and - 1.87 ± 0.33 eV, respectively. The
associated Eg values and the EV BM energetic positions relative to the EF are summarised in Table 6.5.

FIGURE 6.9: A schematic diagram of the band edge alignment of the PCN thin films
as compared to the TEOA solute within a semiconductor band structure framework.
The respective water redox potentials are shown by the blue dashed lines. The energy
scale is presented relative to the electrochemical potential versus the RHE. The ob-

tained EVBM, ECBM and Eg values are summarised in Table 6.5.
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TABLE 6.5: The Eg values and the EV BM energetic positions relative to EF , used to
determine the EV BM and ECBM values versus RHE for the PCN thin films.

Sample Eg / eV EVBM vs. ECBM vs. EVBM vs. ECBM vs.

EF / eV EF / eV RHE / eV RHE / eV

sg-CN 2.88±0.02 1.98±0.35 −0.90±0.37 1.56±0.37 −1.32±0.39

CNB 2.95±0.03 2.08±0.32 −0.87±0.35 1.66±0.34 −1.29±0.37

CNPS-O 3.06±0.01 2.65±0.34 −0.41±0.35 2.24±0.36 −0.82±0.37

CNPS-NH2 3.13±0.02 1.68±0.29 −1.45±0.31 1.26±0.31 −1.87±0.33

As can be seen from Figure 6.8, for all four PCN samples the thermodynamic condition for driv-
ing a single-step, overall water-splitting reaction is satisfied for both HER and OER. Specifically, the
mesoporous, sg-CN, and bulk, CNB, polymeric carbon nitride samples, with the moderate Eg values
of 2.88 eV and 2.95 eV, respectively, similarly possess sufficiently large thermodynamic driving force
for H2 (0.91 eV for sg-CN and 0.88 eV for CNB) and O2 (0.74 eV for sg-CN and 0.84 eV for CNB)
evolution. The electronic band structure of the porous oxygen-rich carbon nitride nanosheets, CNPS-
O, suggests that the presence of an oxygen-containing group provides a greater driving force for the
OER (1.42 eV vs O2/H2O) and an inferior one for the HER (0.41 eV vs H+/H2). The potential of the
CBM of the amino functional group, atomically-thin porous carbon nitride nanosheets, CNPS-NH2,
is notably higher than those of the other samples (1.46 eV vs H+/H2), which can provide a relatively
large thermodynamic driving force for the HER.

6.3 Time-resolved EUV Photoemission Studies of Polymeric Carbon
Nitride Thin Films

The time-resolved EUV photoemission spectra of the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin
films were recorded in the wide-angle mode (WAM) and the low-angular dispersion mode (LADM)
of the electron spectrometer following application of the pump and probe pulses. The WAM was used
to record the ground and transient excited states spectra over a narrow kinetic energy range (≈ 7 eV)
with a higher signal-to-noise ratio, allowing to map the photoinduced electron dynamics of the PCN
samples near the Fermi level. The LADM was used to expand the kinetic energy range of the recorded
ground and transient excited states spectra to ≈ 15 eV, enabling detection of the transient signal in a
wider energy range, but with a lower signal-to-noise ratio. The pump pulses of 400 nm wavelength
(3.1 eV photon energy) and 55 fs pulse durations (FWHM) were applied to initiate the electronic
transitions centered at a photon energy around 3.21 eV in the PCN thin films. Utilising the PES
experimental setup and the high-harmonic monochromator, the 21st harmonic of 800 nm was used as
the probe beam to photoionise the system and, thus, to monitor the changes in the relaxing system at
various time delays of the pump with respect to the probe pulses.

Central photon energies of 32.52 ± 0.05 eV or 32.43 ± 0.08 eV with spectral bandwidths of
265 ± 7 meV and 200 ± 5 meV were applied in the WAM and LADM TRPES experiments, respec-
tively. The EUV probe beam was focused into the interaction chamber resulting in a focal spot size
of 60 µm (FWHM) at the sample surface. The produced monochromatised EUV probe pulses with
45 fs (FWHM) pulse durations and a photon flux of 106 photons pulse−1 yielded spatial peak inten-
sity of 2 × 106 W cm−2 in the interaction region. The pump beam was sent through a variable optical
delay linear translation stage and was focused into the interaction region, resulting in a focal spot size
of 150 µm (FWHM). The spatial peak intensity of the pump pulse at the focus was attenuated by a
half-wave plate to suppress the multiphoton ionisation as well as to avoid photochemical degradation
of the sample. As a result, the pump pulse energies of approximately 50 nJ pulse−1 were applied in
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the TRPES experiments on the PCN thin films. This corresponded to spatial peak pump pulse inten-
sities of 5 × 109 W cm−2 in the sample interaction region. The pump and probe beam polarisation
alignment were parallel to each other and to the spectrometer time-of-flight axis. The TRPES spectra
were recorded by scanning the pump-probe time delay over a range from - 400 fs to + 2500 fs with
a high-temporal resolution of 20 fs. To improve the signal-to-noise levels the delay range was swept
through 15 – 25 times.

6.3.1 Transient Photoemission Spectra of PCN Thin Films

The early-time electron dynamics of the PCN thin films following 400 nm wavelength photoexcitation
were studied at the surface-vacuum interface using TRPES. Figure 6.10 shows the 2D colour maps
representing the transient photoemission signal from the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin
films recorded as a function of the electron binding energy and the time delay between the pump and
probe pulses in the WAM and LADM of the spectrometer. The relative magnitude of the photoemis-
sion yield (individually normalised) is presented by the colour bar in the figures. The electron binding
energy scale in Figure 6.10 is energy referenced with respect to EF , as determined from the steady-
state PES measurements on the reference metal sample. To enhance the visibility of the transient
signal, the EUV emission spectrum of the unpumped sample, recorded at negative time delays and
averaged over the range between - 400 fs and - 200 fs, was subtracted as a background spectrum from
the pump-probe photoemission spectra at each time delay. The time zero position was corrected in
each separate delay time scan, resulting in slightly different time delay axes for the background sub-
tracted transient photoemission spectra. Due to the 5 kHz repetition rate laser source employed in the
present experiments, the acquired photoemission signals exhibit a low signal-to-noise ratio. For this
reason, the 2D colour maps in Figure 6.10 show rebinned transient data over the binding-energy-axis
with a bin size of 0.25 eV and 0.35 eV for the WAM and LADM, respectively. However, the inte-
gration of the transient signal over the different binding energy ranges gives much better statistics, as
shown in Figure 6.14 and Figure 6.17. To confirm that the PCN thin film samples were chemically
stable during the TRPES measurements, the photoemission spectra obtained at the beginning and end
of the time-resolved measurements are also presented in Appendix B (Figure B.2).

The left panels in Figure 6.10 show the transient photoemission spectra of the PCN samples
recorded in the WAM of the spectrometer. The background-subtracted transient spectra are presented
over the binding energy range of -3.6 – 3.3 eV, -4.9 – 2.1 eV, -5.0 – 1.9 eV, and -4.3 – 2.7 eV for the
sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films, respectively. The time delay axes correspondingly
span the ranges from - 376 fs to + 2444 fs, - 426 fs to + 2313 fs, - 273 fs to + 2387 fs, and - 284 fs to
+ 2395 fs, respectively. The negative bleach signal (blue colour), which appears after the background
subtraction in the transient data at positive time delays, is due to the depletion of the electronic ground
state population of the PCN samples, as induced by the pump beam. The PCN thin films’ ionisation
contributions to the photoemission yield are prominent at positive electron binding energies. The
transient signal shown in the left panels in Figure 6.10 includes a strong negative binding energy
feature at short time delays within the ± 100 fs range. This signal is attributed to the cross-correlation
(CC) signal from the PCN samples when the pump and probe pulses are temporally overlapped. The
experimental time zero positions as well as the time resolutions of the TRPES experiments were
determined by using an Ar gas target prior to each experiment and integrating the transient signal in
the binding energy range where the pump and probe pulses overlap in time (Section 4.4.4).

Figure 6.11 (upper panel) shows the time dependence of the transient signal recorded with the 400
nm pump pulse and the 38 nm (21st harmonic) probe pulse from Ar gas, recorded in the WAM of the
spectrometer. The transient signal was fitted to a Gaussian envelope to determine the CC width. The
obtained CC width of 80 ± 16 fs (FWHM) represented the time resolution in the TRPES experiments
conducted in the WAM of the electron spectrometer. The short CC width allows the revelation of the
early-time electron dynamics on a sub-100 fs time scale. Besides the prominent CC signal, there is
a clear indication (left panels in Figure 6.10) of an enhanced photoemission transient signal at the
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FIGURE 6.10: 2D colour maps of the transient photoemission signal as a function of
the electron binding energy and pump-probe time delay for the PCN samples recorded
in the WAM (left panels) and LADM (right panels) of the spectrometer. For better vi-
sualisation of the transient signal, the time-independent background signal recorded at
negative pump-probe delays has been subtracted from the measured data. The binding

energy scale is energy-referenced with respect to the spectrometer EF .

123



Chapter 6. Photoinduced Electron Dynamics in Bulk, Mesoporous and Porous Ultrathin Nanosheets
of Polymeric Carbon Nitrides

positive time delays in the lower (i.e. negative) binding energy range. The short-lived transient signal
is apparent in the binding energy ranges -2 – 1 eV, -3 – 0 eV, -4 – -1 eV and -4 – -1 eV in the sg-CN,
CNPS-NH2, CNB and CNPS-O samples, respectively. In these binding energy ranges, the transient
signal dissipates within 1 ps. However, a persistent negative transient signal intensity arising in the
higher binding energy range suggests that the lifetime of the excited states is long and the relaxation
to the ground state is comparatively slow. Due to the predominant photoemission signal from the
ground state, the photoemission features from the excited states are generally not directly visible in
the binding energy range below 0 eV.

The right panels in Figure 6.10 show the transient photoemission spectra of the PCN samples
recorded in the LADM of the spectrometer. The extended binding energy range in the LADM revealed
the long-lived transient signal in the higher binding energy range. Here, the background subtracted
transient spectra are presented over binding energy ranges of -3.05 – 10.93 eV, -2.20 – 11.00 eV,
-1.95 – 11.45 eV, and -1.9 – 11.4 eV for the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films,
respectively. The time delay axis spans the range of - 265 fs to + 2335 fs, - 472 fs to + 2447 fs,
- 428 fs to + 2411 fs and - 480 fs to + 2420 fs, respectively. Analogously to the WAM results, the
negative values at positive time delays in the background-subtracted signal spectra originate from
the depletion of the sample ground states upon photoexcitation by the 400 nm pump laser pulses.
Note that for better visualisation of the positive signal from ionisation of the transient excited states,
the relative magnitude of the colour scale of the photoemission yield differs in the 2D colour maps
presented for the WAM and LADM. Therefore, the negative values of the transient signal at positive
time delays seemingly but artificially emerge at different binding energy ranges in the left and right
panels in Figure 6.10. Due to the lower collection efficiency, the positive transient signal in the LADM
is less readily identified in the electron binding energy range below about 2 eV in comparison to that

FIGURE 6.11: Transient photoemission signal as a function of pump-probe delay
(grey circles) recorded with the use of Ar gas in WAM and LADM. The FWHM of
the CC signal fitted to a Gaussian envelope (red curve) represents the time resolution

of TRPES experiments conducted in the two modes of the TOF spectrometer.
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collected in WAM. This also has an impact on the strength of the positive feature associated with the
CC signal from the PCN samples in the vicinity of zero time delay. The energetic position of the
CC signal in the transient photoemission spectra recorded in the LADM extends over a range from
approximately 11 eV to 0 eV binding energy, which is most prominent in the higher binding energy
range. Figure 6.11 (lower panel) shows the time dependence of the transient signal recorded with the
use of an Ar gas target in the LADM of the spectrometer, integrated over the binding energy range
of temporally overlapped pump-probe pulses. The signal fitted to a Gaussian envelope was used
to determine the CC width. The obtained symmetric CC width of 92 ± 13 fs (FWHM) represents
the time resolution in the TRPES experiments using LADM of the spectrometer. Apart from the
CC signal, there is a clearly visible buildup of positive transient signal within the first few hundred
femtoseconds in the binding energy range above ≈ 6 eV (right panels in Figure 6.10). This long-
lived transient signal remains constant until the maximum delay time applied in the experiment and
strongly contributes to the emission signal in the binding energy range centered around 10 eV.

6.3.2 Kinetic Model and Global Fitting of the Ultrafast Kinetics at the Surface-Vacuum
Interface

The analysis of the transient photoemission spectra, which reveals the ultrafast kinetics of the pho-
toexcited PCN samples at the surface-vacuum interface, was based on solving sets of kinetic equations
that are used to model the time-dependent population of electronic states using a global fitting pro-
cedure. According to the previously reported PCN time-resolved photoluminescence and absorption
spectroscopy studies [419–421, 439], the decay of the initially populated state upon 400 nm excitation
in PCN powders and colloids occurs within about 200 fs. The dynamics that occurs on this timescale
is also present in the transient photoemission spectra of the PCN thin films, specifically as a promi-
nent transient signal in the low binding energy range; this is apparent in the transient photoemission
spectra recorded in the WAM of the spectrometer. Also, there is a clear indication of the subsequent
population of an excited electronic state that decays within 1 ps, which was not previously observed.

The transient signal prevailing in the photoemission spectra recorded in the LADM of the spec-
trometer indicates a further buildup of population in a long-lived electronic state at higher binding
energy range. The long-lived dynamics in the PCN colloids after light excitation has previously been
attributed to the formation of a charge-transfer (CT) or a singlet exciton (SE) state [419–421]. Thus,
based on the observed spectroscopic features as well as previously reported results, the early-time
electron dynamics of PCN thin films following 400 nm optical excitation can be represented in terms
of a 4-state kinetic model, with sequential population of the involved electronic states, as further dis-
cussed in in the following pages. The proposed photocycle is schematically depicted in Figure 6.12.
The kinetic model includes the minimum number of electronic states required to describe the pop-
ulation dynamics and transition channels in the PCN samples, as based on a global analysis of the
measured multidimensional data in both the WAM and LADM of the spectrometer.

From the experimental observations, as well as the associated kinetic modeling, the following
description of the photoinduced electron dynamics of the PCN thin films at the surface-vacuum in-
terface is proposed. The optical excitation with a 400 nm wavelength leads to electron transfer from
the electronic ground state (GS) to a first excited state (ES1), corresponding to a dipole-allowed elec-
tronic transition at 3.21 eV central photon energy (see Table 6.1) . The excited ES1 state undergoes a
fast relaxation process and populates a short-lived intermediate state (ES2). The sequential relaxation
of the intermediate ES2 state leads to the formation of a long-lived metastable state (ES3) followed
by the further electronic relaxation processes on a timescale that significantly exceeds the time delay
range used in the TRPES experiments. This kinetic model describing the early-time electron popula-
tion dynamics of the PCN thin films will be extended later based on the results of TAS experiments,
which can reveal kinetics on much longer time scales.

The early-time electron population dynamics of the sg-CN, CNB, CNPS-O and CNPS-NH2 thin
films at the surface-vacuum interface can be described by a 4-state (ES1, ES2, ES3, and GS) kinetic
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model with the sequential population of the involved states as:

GS
P(t)−−→ ES1 k1−→ ES2 k2−→ ES3 k3−→ X, (6.4)

where k1−3 denote the rate constants that characterise the sequential transitions to the intermediate
state ES2, to the metastable state ES3, and to the subsequent excited electronic states referred to
as X, respectively. P(t) is the time-dependent excitation rate of the initially populated state ES1
from the ground state GS, which is described by a Gaussian temporal envelope of the pump pulse,
P(t) ∝ exp(−t2/σ2

pump), where σpump is the pump pulse FWHM.
The system of differential equations applied to describe the electron population dynamics has the

following form:

d[GS]
dt

= −P(t) · [GS]

d[ES1]
dt

= P(t) · [GS]− k1 · [ES1]

d[ES2]
dt

= k1 · [ES1]− k2 · [ES2]

d[ES3]
dt

= k2 · [ES2]− k3 · [ES3] , (6.5)

where [Q] denotes the population of state Q (Q = GS, ES1, ES2, or ES3) with the initial condition
[ES1] = 0, [ES2] = 0 and [ES3] = 0 at t →−∞ and [GS] = 1.

FIGURE 6.12: Schematic depiction of the PCN thin film photocycle at the surface-
vacuum interface following 400 nm optical excitation. The rate parameters described

in Equation 6.5 are used to label the diagram.

The transient signals shown in Figures 6.13 and 6.16 were analysed using a global fitting pro-
cedure with the fit function described by Equation 3.70. Based on the global analysis procedure
described in Section 3.5.1, the system of differential Equations 6.5 which represents the state pop-
ulation dynamics of the PCN samples was solved numerically to extract a transition rate constants
k1−3. For the transient signal recorded in the LADM, the photoemission spectrum, SQ, of each state
Q (see Equation 3.76) was additionally modeled and fitted implicitly by a superposition of Gaussian
envelopes, allowing the energetic positions of the photoemission spectral bands of the studied samples
to be extracted, as described in detail in Section 3.5.

• Global Analysis of the Transient Photoemission Spectra Recorded in WAM

Figure 6.13 shows the 2D colour maps associated with and representing the transient photoemis-
sion signal from the PCN thin films, as recorded in the WAM of the spectrometer. The experimental
results (left panels) were obtained after probe-only background subtracting the measured pump-probe
data. Global fit results are also shown (middle panels). Analogously to the experimental data, the GS
photoemission spectra of the PCN samples, as obtained from the respective fit, were subtracted from
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the modeled transient spectra. The residual maps were determined via subtraction of the experi-
mental data from the corresponding global fitting results. Systematic errors are seen in the residual
maps, especially in the regions of the bleach signal, resulting from the inaccuracies of the mathemat-
ical modeling of the background-subtracted data. Within the measured binding energy range in the
WAM, Figure 6.13 shows a population of short-lived transient electronic states in the PCN thin films
on an ultrafast timescale. The ultrafast dynamics of the electronic population, which appears as a
prominent transient signal at a lower binding energy range, is highlighted with dashed black lines.

FIGURE 6.13: Global fitting reproduction of the experimental transient photoemis-
sion spectra for the PCN thin films recorded in the WAM of the spectrometer with the
use of the kinetic model described by Equation 6.5. The residual 2D colour maps were
determined by subtracting the experimental data and the corresponding fit results. The

data is energy-referenced with respect to EF of the spectrometer.
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FIGURE 6.14: The time dependence of the transient signal integrated over the lower
binding energy ranges encompassing the population of the short-lived excited states
in the PCN thin films. The corresponding transient population densities of the ground
and excited electronic states involved in the kinetic model, as described by Equa-
tion 6.5 and extracted from the global fit analysis are shown in panels (e) – (h). The fit
component of the negative transient signal associated with the depletion of the ground
state was subtracted from cumulative fit results and is not presented in panels (a) – (d).
The decay time constants, τ1−3, obtained from the fit results are shown in the inset.
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The transient photoemission yields, which are obtained by binding energy integration of the ex-
perimental transient spectra and from the global analysis results for a given delay time, are presented
in Figure 6.14. Panels (a) – (d) in Figure 6.14 show the decomposition of the transient signal into
individual contributions from the involved ground and excited electronic states, as well as the CC
signal, which was obtained from the global fit using the kinetic model described by Equation 6.5.
The decomposition is presented for selected binding energy ranges, -2 – 1 eV, -4 – -1 eV, -4 – -1 eV,
and -3 – 0 eV for the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films, respectively, where the
photoemission yields of the short-lived excited states ES1 and ES2 are the highest, according to the
global fitting results. The dominant, negative-intensity time-independent transient signal associated
with the depletion of the ground state is subtracted from the spectra in these figures. Panels (e) – (h)
in Figure 6.14 show transient population densities obtained from the fits for the ground and excited
states of the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films, respectively. Taking into account the
initial condition of ground state population, [GS] = 1 (blue line), after depletion of the initial state
population, the GS population appears with negative-intensity values at positive time delays.

Figure 6.14 demonstrates that apart from the CC signal (yellow dashed line), the three compo-
nents associated with the ES1 (red), ES2 (cyan), and ES3 (green) excited electronic states contribute
to the energy-integrated transient photoemission signal, which survives over the full 2.5 ps probed
time delay range. The initially populated ES1 state, appears to undergo ultrafast relaxation to an
intermediate ES2 state within 166 +10

−9 fs, 142 +11
−9 fs, 153 +9

−8 fs, and 137 +7
−6 fs in the sg-CN, CNB,

CNPS-O, and CNPS-NH2 thin films, respectively. Afterwards, the population is transferred from the
ES2 state to a metastable ES3 state, where a slower relaxation takes place on a 731 +67

−56 fs, 824 +90
−76 fs,

877 +60
−52 fs, and 953 +33

−31 fs timescale in the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films, re-
spectively. The sequentially populated metastable ES3 state relaxes on much longer timescales than
the maximum measured pump-probe delay time applied in the TRPES experiments. The decay time
constants, τ1−3, obtained from the fit results represent the inverse values of the transition rates, k1−3,
and are summarised in Table 6.6. The error bars given in the table refer to the global fitting nu-
merical results. The lowest boundary of the time constant associated with the ES3 → X transition,
corresponding to the time delay span in the transient measurements, is presented in Table 6.6.

TABLE 6.6: Kinetic parameters obtained for the ES1, ES2, and ES3 states from the
global fitting of transient photoemission spectra of the PCN thin films recorded in the

WAM of the spectrometer.

Parameter sg-CN CNB CNPS-O CNPS-NH2

τ1 (ES1 → ES2) 166 +10
−9 fs 142 +11

−9 fs 153 +9
−8 fs 137 +7

−6 fs

τ2 (ES2 → ES3) 731 +67
−56 fs 824 +90

−76 fs 877 +60
−52 fs 953 +33

−31 fs

τ3 (ES3 → X) > 2.4 ps > 2.4 ps > 2.4 ps > 2.4 ps

P(t) 0.048 ± 0.003 0.045 ± 0.008 0.032 ± 0.009 0.014 ± 0.005

σpump 57 ± 8 fs 55 ± 4 fs 56 ± 7 fs 57 ± 7 fs

σprobe 45 ± 3 fs 42 ± 2 fs 44 ± 3 fs 46 ± 4 fs

The state-associated spectra for the PCN samples extracted from the global fits to the high kinetic
energy photoemission spectra recorded in the WAM are shown in Figure 6.15. For better visualisation,
the vertical axes in the figures are presented on a logarithmic scale. The global fit results imply that the
shape of the photoemission spectra of all four involved electronic states is similar. The photoexcitation
induced by the pump pulse, with the central photon energy of 3.1 eV, causes the appearance of the
transient features associated with the ES1 and ES2 excited states at lower binding energies, shifted
by the excitation energy with respect to the GS state. The contribution from the short-lived excited
states is dominant in the low binding energy range, while it is absent from the long-lived ES3 state,
as demonstrated from the transient data. The photoemission spectra of the ES2 state are shifted to
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higher binding energies, which indicates a different nature of this state compared to ES1 and ES2.
Additionally, the shift becomes more prominent for the CNPS-O and CNPS-NH2 thin films, which
may be related to the morphology and their microscopically ultrathin structure.

FIGURE 6.15: State-associated spectra of the electronic states extracted from global
fits to the photoemission spectra for the PCN thin films recorded in the WAM fol-
lowing photoexcitation at 3.1 eV. The binding energy scale is energy-referenced with

respect to the spectrometer EF .

• Global Analysis of the Transient Photoemission Spectra Recorded in LADM

The 2D colour maps of the transient photoemission spectra data of the PCN thin films recorded
in the LADM of the spectrometer and the global fit results, which were extracted with the use of the
kinetic model described by Equation 6.5, are shown in Figure 6.16. The modeled photoemission spec-
tra are presented after subtraction of the ground state spectrum of the PCN samples at a negative time
delay. The negative-time delay fits were subtracted and the probe-only background subtracted data
and ground state subtracted fit results are shown in the left and middle panels, respectively. The dif-
ference between the experimental photoemission spectra and the corresponding fit results are shown
as residual 2D colour maps, demonstrating that the global fitting procedure reproduces the experi-
mental data. The LADM data allows the mapping of the long-lived transient population dynamics
and population build-up of excited electronic states in the PCN thin films. Such dynamics arises as a
distinct positive transient feature in the high binding energy range, which is highlighted with dashed
black lines in the left panels in Figure 6.16. The data is presented in more detail in Figure 6.17, where
the time dependence of the transient signal is binding energy integrated over a range associated with
a population of the long-lived dynamics (i.e. 7 – 11 eV). The decomposition of the transient signal
into individual contributions from the involved electronic states and the CC signal is shown in panels
(a) – (d) in Figure 6.17. The negative contribution to the transient signal, due to the depletion of
the ground state, was subtracted from cumulative fit results (black curves) and is not present in these
panels. The decomposed, integrated traces are shown in the binding energy ranges, 6.9 – 10.9 eV,
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7 – 11 eV, 7.45 – 11.45 eV, and 7.4 – 11.4 eV for the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin
films, respectively, to visualise the longed-lived population dynamics. The corresponding transient
population densities obtained from the global fitting results for the ground and excited states of the
sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films are presented in panels (e) – (h), accordingly.

Similar to the fit results obtained for the WAM data, the population of the ES1, ES2, and ES3
excited electronic states can be observed over the binding-energy-integrated transient signal covering
the 0 – 2.5 ps time delay range using the LADM, shown in Figure 6.17. Following the population of

FIGURE 6.16: Global fitting reproduction of the experimental transient photoemis-
sion spectra for the PCN thin films recorded in the LADM of the spectrometer with the
use of the kinetic model described by Equation 6.5. The residual data was extracted
from the converged result of the global fitting procedures from the negative-time
delay probe-only background subtracted data. The binding energy scale is energy-

referenced with respect to the spectrometer EF .
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FIGURE 6.17: The time dependence of the transient signal recorded using LADM and
integrated over the higher binding energy ranges encompassing the long lifetime state
population dynamics in the PCN thin films. Panels (e) – (h) show the corresponding
transient population densities obtained from the fits for the ground and excited states
of PCN samples. The negative contribution to the transient signal due to depletion
of the ground state was subtracted from the data (grey circles) and the cumulative fit

results (black curves) and is not presented in panels (a) – (d).
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the initially-excited ES1 state upon 400 nm excitation, the excited systems undergo ultrafast relaxation
processes to populate the intermediate ES2 state. Based on the data recorded in the WAM, it was
found that the ES1 state decays on a sub-150 fs time scale, which, within the error values obtained
from the global fitting numerical results, is in agreement with the corresponding decay time constants
obtained from the LADM data: 165 +10

−9 fs, 138 +8
−7 fs, 146 +13

−11 fs, and 135 +8
−7 fs for the sg-CN,

CNB, CNPS-O, and CNPS-NH2 thin films, respectively. The sequential relaxation of the ES2 state,
leading to a formation of a metastable ES3 state, occurs within 709 +39

−35 fs, 830 +38
−35 fs, 903 +75

−53 fs,
and 960 +39

−28 fs in the PCN samples, respectively. This result is also consistent with the one obtained
from the WAM data. As can be clearly seen from Figure 6.17, the constant increase of the population
of the metastable ES3 state within a given delay time range indicates a build-up of a long-lived
state population, which is followed by further longer-time relaxation processes. The decay time
constant associated with the relaxation of the populated ES3 state, obtained from the global analysis,
is presented only as a lower boundary, based on the time-limited delay range applied in the TRPES
experiments in the LADM, analogous to the WAM results. The decay time constants obtained for
the ES1, ES2, and ES3 excited states from the global fitting procedure to the transient photoemission
spectra of the PCN thin films recorded in the LADM of the spectrometer are summarised in Table 6.7.

TABLE 6.7: Kinetic parameters obtained for the ES1, ES2, and ES3 states from the
global fitting of the transient photoemission spectra of the PCN thin films, as recorded

in the LADM of the spectrometer.

Parameter sg-CN CNB CNPS-O CNPS-NH2

τ1 (ES1 → ES2) 165 +10
−9 fs 138 +8

−7 fs 146 +13
−11 fs 135 +8

−7 fs

τ2 (ES2 → ES3) 709 +39
−35 fs 830 +38

−35 fs 903 +75
−53 fs 960 +39

−28 fs

τ3 (ES3 → X) > 2.4 ps > 2.4 ps > 2.4 ps > 2.4 ps

P(t) 0.030 ± 0.006 0.031 ± 0.009 0.055 ± 0.003 0.055 ± 0.004

σpump 55 ± 4 fs 59 ± 6 fs 53 ± 7 fs 54 ± 4

σprobe 42 ± 2 fs 38 ± 3 fs 44 ± 5 fs 40 ± 4 fs

The state-associated spectra for the PCN samples extracted from the global fits to the photoemis-
sion spectra recorded in the LADM are shown in Figure 6.18 on a logarithmic y-scale. The associated
extended binding energy range demonstrates that there appears to be an additional transient signal that
immediately emerges in the 6 – 11 eV spectral range and slowly grows when compared to the WAM
data. Likewise, the photoemission spectra of the excited states reproduce the shape of the spectrum of
the GS. The contribution from the short-lived ES1 and ES2 states at lower binding energies is barely
visible due to a predominant photoemission signal arising at higher binding energies. Nonetheless,
the characteristic shift of the photoemission signal associated with the long-lived ES3 state to higher
energies is shown to occur analogously to that observed in the WAM data.

To roughly extract the energetic positions of the photoemission bands associated with the PCN
thin films, the state-associated spectra derived from the implicit global fitting, presented in Fig-
ure 6.18, were fitted to a superposition of Gaussian envelopes using Equation 3.74. Figure 6.19
shows fit results for the state-associated spectra of the PCN samples associated with the ground and
the excited states. In contrast to Figure 6.18, the data in Figure 6.19 is shown on a linear y-scale. The
Gaussian fit parameters associated with the envelopes of the sg-CN, CNB, CNPS-O, and CNPS-NH2
samples, as recorded in the LADM of the spectrometer, are summarised in Tables A.2, A.3, A.4 and
A.5 in Appendix A, respectively. The deconvolved photoemission spectra of the ground state, GS
(blue curves in Figure 6.19), show a contribution from the three emission bands centred at 3.61 eV,
5.37 eV and 7.66 eV binding energies, which were previously observed in the steady-state PE spectra
(see Figure 6.5). The predominant fourth photoemission band, occurring at higher binding energies,
is also present. However, in comparison to the ground state photoemission spectra recorded in the
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FIGURE 6.18: State-associated spectra of the electronic states extracted from global
fits to the photoemission spectra for the PCN thin films recorded in the LADM fol-
lowing photoexcitation at 3.1 eV. The binding energy scale is energy-referenced with

respect to the spectrometer EF .

DM, the amplitude of the third photoemission peak is much higher in the LADM, which leads to
more pronounced features in the structure of the spectra. The energetic positions of the emission
bands used to decompose the photoemission spectra of the excited states ES1 (red curves) and ES2
(magenta curves) are nearly the same as in the ground state spectrum. The fit results for the Gaussian
decomposition of the photoemission spectra of the excited state ES3 (green curves) demonstrates that
the first emission peak is shifted to higher binding energies at approximately 4.2 eV.

Over the different electron binding energy ranges analysed from the separate data sets recorded
in the WAM and LADM, the lifetimes obtained for the initially populated excited ES1 state and
long-lived ES3 state in the TRPES experiments are in agreement with previous transient absorption
and photoluminescence studies of PCN samples [419–421, 439]. In the UV-pump-Vis/NIR-probe
femtosecond TAS studies on aqueous PCN dispersions by Zhang et al. [420] and Godin et al. [421],
the decay of the ES1 state, within the first few hundreds of femtoseconds (within the TAS instrument
response of ∼ 200 fs), was attributed to the direct formation of a CT state. Based on their results,
the authors concluded that under UV excitation, direct photogeneration of dissociated changes occurs
without any indication of the presence of excitonic states. The ultrafast femtosecond UV-Vis TAS
studies reported by Merschjann et al. [419] suggest a different interpretation of the initial charge
separation process in PCN colloids. These authors assigned the primary photoexcitations to SE, which
dissociate into singlet polaron pairs within the time resolution of their experiment, in the time range
of 200 fs. Such dissociation may be driven by the so-called hot excitons [440] or be based on entropic
effects [441]. Similarly, in the TAS studies of Corp et al. [439] the observed ultrafast decay upon UV
excitation was attributed to exciton dissociation, which occurs in PCN colloids on time scales of 200 fs
or faster. In accordance with the present TRPES experimental observations, the ultrafast relaxation
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of the short-lived ES1 state is most likely due to the internal thermalisation of the electronic system
caused by the relatively high flux of the pump pulse applied to excite the system [442]. Considering
the organic, molecular nature of PCNs [143], the optical excitation of the heptazine units, i.e. the
building blocks of PCN materials, does not only involve purely electronic transitions but is generally

FIGURE 6.19: State-associated spectra of the electronic states extracted from global
fits to the photoemission spectra for the PCN samples, as recorded in the LADM. The
results of fits to a superposition of Gaussian profiles are shown by black solid lines.
The numbers (1) – (4) are assigned to the decomposed emission bands obtained from

the fit. Tables A.2, A.3, A.4 and A.5 summarise the fit parameters.
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accompanied by vibrational excitation. The linear excitation of electronically excited states with
different equilibrium nuclear configuration leads to a rapid relaxation resulting in a vibrational energy
relaxation of the initially excited ES1 state. The subsequently populated ES2 state, which was not
observed and considered in references [419–421, 439], indicates that an energetic relaxation of the
hot electrons and fast cooling of the system occurs to reach thermal equilibrium with the lattice on <1
ps time scale. The observed sub-1 ps relaxation in the PCN thin films is similar to that taking place in
conjugated polymer films, which is often attributed to fast interchain energy transfer, due to the short
distances between the chains and a great number of available pathways, as compared to transfer along
a single chain in solution [443]. Once the cooling of the ES2 state has ceased, the population of the
long-lived metastable ES3 state occurs, encompassing the transfer of the population to the potentially
formed CT or SE states (generically denoted here as X state), as suggested in references [419–421,
439]. The photodynamics of the ES3 → X transition and the energy relaxation pathways on longer
time scales will be explored in greater detail in Section 6.4.2

6.4 UV-Vis Transient Absorption Studies of Polymeric Carbon Nitride
Thin Films

The UV-Vis transient diffuse reflectance spectra of the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin
films were collected by recording the diffusely reflected probe light from the solid samples when the
applied pump and probe pulses were spatially overlapped at the sample surface. Analogous to the
TRPES experiments, pump pulses of 400 nm wavelength (3.1 eV photon energy), 65 fs (FWHM)
pulse durations were applied to induce the PCN thin film electronic transition with peak absorption
cross-section at a wavelength of 385 nm (3.21 eV photon energy) (see Section 6.1.2). White-light
continuum (WLC) probe pulses were used to map the subsequent population dynamics of the excited
states (introduced in Section 6.3.2) in a spectral range of 550 – 920 nm. The WLC probe beam
was focused into the interaction region, resulting in a focal spot size diameter of 300 µm (defined at
1/e2) at the sample surface. The generated WLC probe pulses of 80 fs pulse duration (FWHM) and
2 nJ pulse−1 energy corresponded to a spatial peak intensity of 7 × 107 W cm−2 in the interaction
region. The pump beam was focused into the sample with a focal spot size diameter of 600 µm (1/e2).
The pump pulse energy density was varied from 424 µJ cm−2 to 42 µJ cm−2 for the sg-CN, CNB,
and CNPS-O and from 2.12 mJ cm−2 to 424 µJ cm−2 for the CNPS-NH2 thin films at the sample
focus. This allowed the dependence of the transient diffuse reflectance signal decay kinetics on the
pump pulse fluence to be monitored. The associated spatial peak pump pulse intensities are estimated
to be 3.26 × 109 W cm−2 – 3.26 × 108 W cm−2 and 1.63 × 1010 W cm−2 – 3.26 × 109 W cm−2,
respectively. The relative polarisation of the probe and pump pulses was set parallel with respect to
the reflection angle to the sample surface. The diffuse reflectance spectra of the PCN thin films were
recorded by scanning the pump-probe time delay over a range of - 20 ps to + 1.8 ns.

6.4.1 Transient Diffuse Reflectance Spectra of PCN Thin Films

Diffuse reflectance TAS studies were performed to gain detailed insight into interfacial electron trans-
fer processes and to track the ultrafast photodynamics of the PCN thin films at 400 nm excitation on
time scales ranging from femtoseconds to nanoseconds. Figure 6.20 shows the 2D colour maps as-
sociated with chirp-corrected transient diffuse reflectance signals from the PCN thin films for the
applied pump pulse fluence of 424 µJ cm−2, as recorded as a function of wavelength and pump-probe
time delay. The colour bar represents the relative magnitude of the ∆OD (t, λ ) induced by the pump
pulse (see Equation 3.69). The transient diffuse reflectance spectra are presented over the wavelength
range of 550 – 920 nm and were recorded from - 20 ps to + 1.8 ns with four different time delay
step size ranges. The first time delay axis spans over the range of - 20 ps to - 2 ps with a step size of
1.29 ps, the second range between - 2 ps and 4 ps has the smallest time steps of 40 fs, the third range

136



6.4. UV-Vis Transient Absorption Studies of Polymeric Carbon Nitride Thin Films

FIGURE 6.20: 2D colour maps of the chirp-corrected transient diffuse reflectance
signal from the PCN samples after applying a pump pulse fluence of 424 µJ cm−2,
as recorded as a function of wavelength and pump-probe time delay. The colour bar

represents the relative magnitude of the absorbance signal.

spans between 4 ps and 20 ps with a step size of 163 fs. The fourth interval between 20 ps and 1.8 ns
is logarithmically increasing with a starting value of 1.054 ps. For better visualisation of the transient
signal in Figure 6.20, the time delay axis from 4 ps to 1.8 ns is presented on a logarithmic scale.

Typically, in raw 2D transient absorption or diffuse reflectance spectra, there is a strong cur-
vature that emerges around the time zero position, when the pump and probe pulses overlap in
time, and at the beginning of the appearance of the transient signal. This feature arises from the
temporally-chirped WLC probe pulses caused by the group velocity dispersion during the propa-
gation of ultrashort pulses through air and optical components (see Sections 3.1.2 and 3.2.2). The
frequency-dependent chirping effect is associated with a non-zero temporal and spectral phase of the
propagating pulse and limits the time resolution in TAS experiments. Accordingly, the raw transient
data should be compensated for the chirp. This can only be done if the dispersion curve of the WLC
is defined. In the present work, the chirp correction was implemented in the global analysis procedure
by the simultaneous fitting of the wavelength-dependent time zero offset using a second-order poly-
nomial [371]. The obtained dispersion curve is then used for numerical correction of the time zero
shift of the measured data and fit results. Thereby, the chirp correction determines a single corrected
time zero position and the wavelength dependence of the pump-probe temporal overlap, i.e cross-
correlation signal, which is displayed as a sharp positive feature at zero time delay in the 2D maps in
Figure 6.20. The determined CC width of 103 ± 26 fs (FWHM) represents the time resolution in the
TAS experiments.

Following the CC, the transient signal appears at positive time delays, which is apparent over the
entire wavelength range (550 – 920 nm) measured in the TAS experiments. This transient signal is
shown to build within the first few hundred femtoseconds, to produce a long-lived transient signal,
which remains unchanged until a pump-probe delay time of approximately 100 ps. Furthermore, the
prominent bands, corresponding to the highest ∆OD (t, λ ) values in the recorded diffuse reflectance
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spectra, are found to emerge at different wavelength ranges for each sample. The maximum ab-
sorbance signal is observed in the wavelength range of 600 – 800 nm, 575 – 700 nm, 575 – 650 nm
and 550 – 650 nm for the sg-CN, CNB, CNPS-O and CNPS-NH2 thin films, respectively. From the
2D maps shown in Figure 6.20, a slow dissipation of the transient signal from 100 ps to the maximum
1.8 ns delay time measured in the TAS experiments is noted. To follow further details of this relax-
ation process, the time delay range in TAS experiments needs to be extended to the ms range, which
requires currently unavailable infrastructure and is beyond the scope of this work.

6.4.2 Kinetic Model and Global Fitting of the Photoinduced Electron Dynamics at the
Surface-Bulk Interface

Transient diffuse reflectance spectra shown in Figure 6.20, were analysed using global fits to different
kinetic models, that were setup to describe the population and depopulation of the potentially ex-
cited electronic states of the PCN samples at the surface-bulk interface. The model used to describe
the time-dependent spectral changes in the TAS spectra incorporates the information obtained from
the TRPES results on the early-time electron population dynamics at the surface-vacuum interface,
which were well-described by Equation 6.5. To simulate the population of the prevailing long-lived
dynamics in the PCN thin films, observed in the TAS studies, it was necessary to implement a more
complex kinetic scheme.

In light of the existing kinetic models proposed on the basis of TRPL and TAS studies of the
photoinduced electron dynamics in PCN powders or colloids [150, 419–421, 439, 444–446], there
are two additional processes that potentially contribute to the long-lived population dynamics in PCN
materials. The first process is the result of spontaneous photon emission after excitation and is re-
ferred to as prompt fluorescence. Upon photoexcitation, the aforementioned studies determined that
prompt fluorescence in PCN samples occurs within hundreds of ps up to several ns following pho-
toexcitation and depopulates the excited electronic states. The second process is the so-called delayed
fluorescence, which exhibits a spectral distribution similar to prompt fluorescence, but with emission
occurring on distinctly longer timescales. Wang et al. attributed the observed contribution of de-
layed fluorescence in the PCN polymer matrix to the P-type delayed fluorescence associated with
the triplet–triplet annihilation (TTA) process and associated strong excitonic effects [444]. Taking
into account the existing spectroscopic observations from the TRPL and TAS studies and on the ba-
sis of TRPES results presented in Section 6.3.2, the interfacial dynamics of PCN thin films following
400 nm excitation can be cumulatively represented using a 5-state kinetic model. This model includes
the early-time sequential population of excited electronic states, as introduced previously (see Equa-
tion 6.5), and assumes a parallel transfer of the population to the metastable CT and SE states with
corresponding dissipation channels. The proposed kinetic model and justification for it is described
in more detail below.

Initially, the first excited state, ES1, is populated by a dipole-allowed transition from the ground
state, GS, upon 400 nm optical excitation. The ES1 state undergoes sequential electronic/vibrational
relaxation leading to the formation of the intermediate ES2 state. Afterwards, the population is trans-
ferred from the intermediate, ES2, to the metastable, ES3 and ES4, states, presumably respectively
corresponding to the CT and SE states, as the system approaches electrical and thermal equilibrium.
The transition from the ES3 state to the CT and SE states was previously generically referred to as the
X state in the kinetic model introduced to describe the TRPES results (see Equation 6.4). The formed
ES3 (CT) state undergoes sequential transition to the ES4 (SE) state and further relaxation processes
(denoted as X*), which appear as delayed fluorescence signals, on timescales much longer than those
measured in the TAS experiments. Successively, the population of the ES4 state is followed by re-
laxation to the GS, which corresponds to the prompt or delayed fluorescence signal. A schematic
depiction of the PCN thin film photocycles at the bulk-surface interface is presented in Figure 6.21.
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Accordingly, the kinetic rate equations, describing transitions between the electronic states in the
PCN thin films, can be expressed as:

d[GS]
dt

= −P(t) · [GS]+ k5 · [ES4]

d[ES1]
dt

= P(t) · [GS]− k1 · [ES1]

d[ES2]
dt

= k1 · [ES1]− k2 · [ES2]− k3 · [ES2]

d[ES3]
dt

= k2 · [ES2]− k4 · [ES3]− k6 · [ES3]

d[ES4]
dt

= k3 · [ES2]+ k4 · [ES3]− k5 · [ES4], (6.6)

where [Q] denotes the population of state Q (Q = GS, ES1, ES2, ES3, or ES4) with the initial
condition that all involved excited states were unpopulated at t → −∞ and only the ground state
is initially occupied ([GS] = 1). Here, k1−6 are the kinetic rate constants, and P(t) is the time-
dependent population rate, which is proportional to the time-dependent pump pulse, σpump, intensity
as P(t) ∝ exp(−t2/σ2

pump).

FIGURE 6.21: Schematic depiction of the total PCN thin film photocycle at the
surface-bulk interface following 400 nm optical excitation. The rate parameters de-

scribed in Equation 6.6 are used to label the diagram.

Following the global fitting procedure described in detail in Section 3.5.1, the system of differ-
ential Equations 6.6 was solved numerically for a given set of transition rate constants k1−6. Time-
dependent absorbance changes of the excited ES1, ES2, ES3, and ES4 states and their lifetimes were
extracted using the global fitting and are summarised in Table 6.8. Figure 6.22 shows associated 2D
colour map data and fits to the transient diffuse reflectance signal from the PCN thin films recorded
for pump pulse fluence of 424 µJ cm−2, where the later were obtained from the global analysis results
using the kinetic model described by Equation 6.6. The right panels in Figure 6.22 display the dif-
ference between the measured transient diffuse reflectance data and the global fit results (residuals),
demonstrating a good reproduction of the measured spectra using the corresponding fit results.

The time-dependent diffuse reflectance signal traces of the PCN thin films integrated over the
entire wavelength range 550 – 920 nm are shown in Figure 6.23. The transient signal is presented on
a linear scale for time delays up to 4 ps and on a logarithmic scale from 4 ps to 1.8 ns. Figure 6.23
shows the transient signal, decomposed into individual contributions from the involved excited elec-
tronic states, for the PCN thin films. The time-independent contribution to the transient signal, due to
photoinduced depletion of the GS, is not shown in the figures. As can be seen from the figures, the
evolution of the transient signal spanning the delay time range from fs to ns incorporates two relax-
ation processes associated with the short and long-lived population dynamics of the excited electronic
states. In accordance with the results obtained from the TRPES experiments, rapid relaxation of the
initially populated excited ES1 state (red curve) occurs on a time scale of less than 200 fs. The life-
times of the ES1 state extracted in the TAS experiments are 200 +10

−9 fs, 102 +16
−14 fs, 103 +13

−12 fs, and
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101 +15
−13 fs in the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin films, respectively. The sequentially

populated intermediate ES2 state (cyan curve), is experimentally found to be involved in the subse-
quent parallel population of the long-lived ES3 (green curve) or ES4 (purple curve) states. Due to
the shorter pump-probe delay measurements in the TRPES experiments, compared to the TAS ex-
periments, parallel relaxation channels leading to the formation of the long-lived excited states could
not be identified. However, the TAS data shows that two decay time constants, instead of one, af-
fect the lifetime of the ES2 state. The first associated decay time constant, τ2, is linked to the ES2
→ ES3 transition and is found to be 877 +79

−65 fs, 392 +94
−81 fs, 1.56 +0.17

−0.15 ps and 2.66 +0.37
−0.25 ps in the

sg-CN, CNB, CNPS-O and CNPS-NH2 thin films, respectively. The ES2 → ES3 transition, which
corresponds to the τ3 decay time constant, occurs within 2.87 +0.89

−0.68 ps, 1.37 +0.38
−0.36 ps, 2.88 +0.92

−0.78 ps and
5.35 +1.64

−1.43 ps, respectively. It is noted that the lifetime of the ES2 state is lower than that determined
from the TRPES data fit results, especially for the CNPS-O and CNPS-NH2 thin films. The longer
relaxation processes of the porous oxygen-rich carbon nitride nanosheets (CNPS-O) and the amino
functional group carbon nitride porous sheets (CNPS-NH2) identified in the TAS measurements, can
be attributed to the morphology of the samples, i.e. the large BET surface area in comparison to the
bulk polymeric carbon nitride (CNB) (see Section 2.2.3).

FIGURE 6.22: Global fitting reproduction of the experimental chirp-corrected dif-
fuse reflectance spectra for the PCN thin films recorded for pump pulse fluence of
424 µJ cm−2 with the use of the kinetic model described by Equation 6.6. The dif-
ference between the experimental and corresponding fit results (residual signals) are

shown in the right panels.
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TABLE 6.8: Kinetic parameters obtained from the global fitting of the transient dif-
fuse reflectance spectra recorded for pump pulse fluence of 424 µJ cm−2 encompass-
ing decay time constants for the ES1, ES2, ES3, and ES4 states for the PCN thin films

following 400 nm excitation at the surface-bulk interface.

Parameter sg-CN CNB CNPS-O CNPS-NH2

τ1 (ES1 → ES2) 200 +10
−9 fs 102 +16

−14 fs 103 +13
−12 fs 101 +15

−13 fs

τ2 (ES2 → ES3) 877 +79
−65 fs 392 +94

−81 fs 1.56 +0.17
−0.15 ps 2.66 +0.37

−0.25 ps

τ3 (ES2 → ES4) 2.87 +0.89
−0.68 ps 1.37 +0.38

−0.36 ps 2.88 +0.92
−0.78 ps 5.35 +1.64

−1.43 ps

τ4 (ES3 → ES4) 2.70 +1.9
−1.8 ns 2.70 +1.8

−1.7 ns 2.30 +1.3
−1.3 ns 2.60 +1.7

−1.6 ns

τ5 (ES4 → GS) 50.00 +15
−11 ps 40.00 +13

−10 ps 43.00 +14
−11 ps 40.00 +12

−10 ps

τ6 (ES3 → X*) 5.00 +3.6
−3.5 ns 5.00 +3.7

−3.3 ns 3.60 +2.8
−2.3 ns 3.80 +3.1

−2.8 ns

P(t) 0.60 ± 0.04 0.60 ± 0.05 0.80 ± 0.20 0.90 ± 0.10

σpump 65 ± 3 fs 67 ± 5 fs 65 ± 5 fs 64 ± 6

σprobe 80 ± 5 fs 82 ± 6 fs 84 ± 5 fs 82 ± 7 fs

After the population is transferred to the metastable ES3 and ES4 states, the relaxation processes
take place on much longer time scales, with lifetimes of tens of picoseconds to nanoseconds. Based
on the TRPL and TAS studies reported so far [419–421, 439, 444–446], these relaxation processes
are likely of radiative nature. Moreover, the current knowledge of the ultrafast photophysics of PCN

FIGURE 6.23: The time dependence of the transient diffuse reflectance signal inte-
grated over the 550 – 920 nm wavelength range. This range encompasses the interfa-

cial population dynamics of the 400 nm photoexcited states in the PCN thin films.
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suggests that charge-transfer and/or singlet exciton states are potentially formed upon 400 nm pho-
toexcitation. In the present TAS studies, it is assumed that both CT and SE states contribute to
the photocycle of the PCN thin films at the surface-bulk interface. Specifically, the ES3 (CT) state
can undergo sequential electronic transitions to the ES4 (SE) state, which is found to occur within
2.7 +1.9

−1.8 ns, 2.7 +1.8
−1.7 ns, 2.3 +1.3

−1.3 ns and 2.6 +1.7
−1.6 ns in the sg-CN, CNB, CNPS-O, and CNPS-NH2 thin

films, respectively. Further, the ES3 state can be involved in an additional relaxation process to the
X* state with corresponding time constants of 5.0 +3.6

−3.5 ns, 5.0 +3.7
−3.3 ns, 3.6 +2.8

−2.3 ns and 3.8 +3.1
−2.8 ns, re-

spectively. The last process was previously observed as the delayed fluorescence signal. Furthermore,
the lifetimes of 50 +15

−11 ps, 40 +13
−10 ps, 43 +14

−11 ps and 40 +12
−10 ps for the ES4 (SE) state that have been

respectively extracted from sg-CN, CNB, CNPS-O, and CNPS-NH2 sample 2D data sets and are in
agreement with the reported lifetime values for the prompt fluorescence signals detected from PCN
powders and colloids.

FIGURE 6.24: Species-associated diffuse reflectance spectra extracted from the
global analysis results for the 400 nm photoexcited states of the PCN thin films.

The species-associated diffuse reflectance spectra (Figure 6.24), extracted from the global analy-
sis results for the excited states of the PCN samples, were used to determine the spectral distribution
of the transient signals from the involved electronics states. To enhance the visibility of the spec-
tral components of the excited state signals, the spectrum of the ground state, GS, was set to zero in
the implicit global fitting procedure (see Section 3.5.1) and therefore is not displayed in the figures.
In Figure 6.24, it can be observed that the transient diffuse reflectance spectra, associated with the
population of the excited states, recorded after 400 nm excitation have similar spectral distributions.
In particular, an increase in the relative absorbance signal, ∆OD (t, λ ), emerges in the spectral range
spanning approximately 550 – 700 nm for all PCN samples. In addition, for the mesoporous sg-CN
sample, which was prepared using a sol–gel/thermal condensation preparation process, the signal
associated with the population of the long-lived ES4 state incorporates another absorption band be-
tween 750 – 920 nm. The three other samples, CNB, CNPS-O and CNPS-NH2, prepared from the
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thermal polymerisation of melamine, exhibit a slightly different spectral distribution for the excited
states. The time-dependent absorbance changes of the initially excited ES1 state are the highest. The
spectral distribution of the ES2, ES3 and ES4 states signals nearly overlap with each other for the
CNPS-O and CNPS-NH2 thin films. The signal associated with the population dynamics of the ES3
state for the CNB sample is somewhat shifted to the higher wavelengths. The spectral evolution of
the ES4 state has a distinct absorption band, which is blue-shifted compared to other excited states.

6.4.3 Excitation Fluence-Dependent Transient Signal Decay Kinetics

To aid in the interpretation of the PCN thin film TRPES and TAS data sets, a 400 nm photoexci-
tation pump pulse fluence-dependent decay kinetic study of the transient diffuse reflectance signal
was performed. The influence of pump fluence on the electronic relaxation dynamics in photoexcited
PCN thin films was specifically monitored for excitation fluences of 42 µJ cm−2, 141 µJ cm−2 and
424 µJ cm−2 for the sg-CN, CNB and CNPS-O samples. Due to the relatively low ∆OD (t, λ ) val-
ues obtained for the transient diffuse reflectance signal recorded from the CNPS-NH2 sample, higher
excitation fluences of 424 µJ cm−2, 1410 µJ cm−2 and 2120 µJ cm−2 were applied.

Figure 6.25 shows the normalised kinetic traces of the transient diffuse reflectance signal of the
PCN thin films integrated over the 550 – 920 nm wavelength range as a function of pump fluence.
Following the aforementioned fitting procedure (Section 6.4.2), the experimental data was analysed
by global fitting to a kinetic model described by Equation 6.6. The initial amplitude of the raw
diffuse reflectance signal of the PCN samples at zero time delay, t0, is found to increase linearly with
the pump fluence, as shown in the insets in Figure 6.25. This demonstrates that the efficiency of
the initial generation of electrons is independent of the excitation fluence. However, the normalised
traces of the diffuse reflectance transient signals of the PCN thin films show a clear dependence of

FIGURE 6.25: The decay kinetics of the normalised transient diffuse reflectance sig-
nal for the PCN thin films integrated over 550 – 920 nm wavelength range as a function
of 400 nm pump fluence. The insets show the dependence of the initial amplitude of

the raw transient signal on the excitation fluence at zero time delay.
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the long-lived decay kinetics on the pump fluence. In particular, increasing the excitation density
from 42 µJ cm−2 to 424 µJ cm−2 for the sg-CN, CNB and CNPS-O samples resulted in a relative
decrease of the transient signal in the hundreds of picoseconds to nanoseconds delay time range. For
the CNPS-NH2 sample this change is even more pronounced, while applying the higher excitation
fluences from 42 µJ cm−2 to 2120 µJ cm−2.

The pump fluence-dependent transient signal decay kinetics in the PCN powders and colloids
was previously observed in TRPL and TAS studies [419, 421, 439, 444, 445]. In their works, the
kinetic decay traces were fitted by a power-law relationship of the form I ∝ t−α , extracting the power
law exponent parameter, α , associated with changes in the decay dynamics. Godin et al. [421] found
that increasing the excitation fluence leads to an increase in the TA and TRRL signal amplitudes,
I, and the α exponent of the power law decay. At their highest employed excitation laser fluences
(784 µJ cm−2), they observed α values of 0.2, whereas at the lowest excitation fluence (24.7 µJ cm−2)
α was near 0.11, on both fs – ns and µs – s time scales. According to the model describing photophys-
ical processes in PCN colloids upon 355 nm excitation proposed by the same authors, similar to metal
oxide semiconductors [447] and organic photovoltaic blends [448], the power law decays represent
the electron trapping-detrapping processes and recombination of the formed trap states, which were
assumed to be involved in the photocycle of PCN. In contrast to the aforementioned work, Mersch-
jann et al. [419] reported in their TRPL studies that the decay kinetics following 388 nm excitation
of the investigated PCN aqueous dispersions exhibit a non-exponential decay behavior that is inde-
pendent of the excitation laser fluence on ms to tens of ns time scales. In this case the fluence was
varied by a factor of 300 (0.73 – 220 µJ cm−2) at the sample. Based on this observation, Merschjann
et al. concluded that any bimolecular processes, i.e. exciton-exciton annihilation, which occur as
concentration-dependent changes in the shape of decay kinetic traces of PCN, can be neglected on
the time scale and the excitation fluence range applied in their experiments.

FIGURE 6.26: The decay time constants, τ1−6, of the pump fluence-dependent tran-
sient diffuse reflectance signal for the sg-CN (a), CNB (b), CNPS-O (c), and CNPS-
NH2 (d) thin films obtained at various 400-nm pump excitation fluences, as sum-
marised in Table 6.9. The error bars, which refer to the global fitting numerical results

are depicted by the corresponding shading.
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In the present studies, based on the global analysis and kinetic modelling, the decay time con-
stants associated with electronic transitions between the involved excited states in the PCN thin films
were used to determine the origin of the pump-pulse-fluence-induced changes to the decay dynamics.
The corresponding decay time constants, τ1−6, obtained from the global fitting results of the pump
fluence-dependent transient diffuse reflectance spectra for the sg-CN, CNB, CNPS-O, and CNPS-
NH2 samples, as obtained using Equation 6.6, are summarised in Table 6.9. Figure 6.26 shows the
decay time constants obtained from these modeled transient signals as a function of the 400-nm pump
fluence. The associated reproducibility of the values of the decay time constants with the implemented
pump fluences (within the error bars) confirms the reliability of the kinetic model used to describe the
transient population of the excited electronic states in the PCN thin films at the surface-bulk interface.
Based on those results, it can be concluded that the early timescale dynamics associated with the ex-
cited ES1, ES2 and ES3 states following 400 nm photoexcitation do not depend on the pump fluence.

TABLE 6.9: Decay time constants, τ1−6, obtained from the global fitting results of
the pump fluence-dependent transient diffuse reflectance spectra for the PCN samples.

sg-CN 424 µJ cm−2 141 µJ cm−2 42 µJ cm−2

τ1 (ES1 → ES2) 200+10
−9 fs 202+9

−8 fs 203+8
−7 fs

τ2 (ES2 → ES3) 877+79
−65 fs 873+90

−75 fs 875+78
−65 fs

τ3 (ES2 → ES4) 2.87+0.89
−0.68 ps 2.93+0.43

−0.32 ps 2.00+0.72
−0.58 ps

τ4 (ES3 → ES4) 2.7+1.9
−1.8 ns 2.8+2.0

−1.9 ns 3.0+1.6
−1.5 ns

τ5 (ES4 → GS) 50+15
−11 ps 68+22

−16 ps 71+25
−19 ps

τ6 (ES3 → X⋆) 5.0+3.6
−3.5 ns 5.2+4.0

−3.8 ns 5.5+3.7
−3.5 ns

CNB 424 µJ cm−2 141 µJ cm−2 42 µJ cm−2

τ1 (ES1 → ES2) 102+16
−14 fs 101+17

−15 fs 103+15
−13 fs

τ2 (ES2 → ES3) 392+94
−81 fs 397+73

−65 fs 443+83
−74 fs

τ3 (ES2 → ES4) 1.37+0.38
−0.36 ps 1.35+0.35

−0.26 ps 1.40+0.42
−0.34 ps

τ4 (ES3 → ES4) 2.7+1.8
−1.7 ns 1.80+0.81

−0.79 ns 1.50+0.48
−0.46 ns

τ5 (ES4 → GS) 40+13
−10 ps 60+28

−20 ps 80+36
−22 ps

τ6 (ES3 → X⋆) 5.0+3.7
−3.3 ns 2.7+1.8

−1.7 ns 2.4+1.3
−1.2 ns

CNPS-O 424 µJ cm−2 141 µJ cm−2 42 µJ cm−2

τ1 (ES1 → ES2) 103+13
−12 fs 101+14

−13 fs 103+16
−15 fs

τ2 (ES2 → ES3) 1.56+0.17
−0.15 ps 1.13+0.35

−0.22 ps 1.10+0.28
−0.16 ps

τ3 (ES2 → ES4) 2.88+0.92
−0.78 ps 2.45+0.64

−0.53 ps 2.00+0.94
−0.77 ps

τ4 (ES3 → ES4) 2.3+1.3
−1.3 ns 2.1+1.4

−1.3 ns 1.46+0.47
−0.35 ns

τ5 (ES4 → GS) 43+14
−11 ps 48+19

−12 ps 50+22
−13 ps

τ6 (ES3 → X⋆) 3.6+2.8
−2.3 ns 3.4+2.6

−2.2 ns 3.7+2.9
−2.4 ns

CNPS-NH2 424 µJ cm−2 1410 µJ cm−2 2120 µJ cm−2

τ1 (ES1 → ES2) 101+15
−13 fs 105+15

−14 fs 104+16
−15 fs

τ2 (ES2 → ES3) 2.66+0.37
−0.25 ps 2.35+0.65

−0.45 ps 2.50+0.57
−0.35 ps

τ3 (ES2 → ES4) 5.4+1.7
−1.5 ps 5.1+1.6

−1.4 ps 5.2+1.6
−1.3 ps

τ4 (ES3 → ES4) 2.6+1.7
−1.6 ns 2.1+1.9

−1.8 ns 3.3+1.4
−1.3 ns

τ5 (ES4 → GS) 40+12
−10 ps 39+17

−11 ps 46+20
−12 ps

τ6 (ES3 → X⋆) 3.8+3.1
−2.8 ns 3.6+3.2

−2.5 ns 4.3+3.3
−2.6 ns
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This supports the interpretation that the initial excitation process is mainly localised at the heptazine
units, not involving band-like delocalisation. Thus, it is only through transport that individual excited
species can be affected by an increase in their average bulk concentration. In contrast to the short
lifetime population dynamics, the long lifetime population kinetics is found to be excitation-fluence
dependent. In particular, the transition from the excited ES4 state to the ground GS state occurs
faster at the higher excitation fluences. The decay time constant τ4, which is appended to the relax-
ation channel from the excited ES3 (CT) state to the ES4 (SE) state, becomes shorter with increasing
pump fluence. At the same time, the ES3 → X* transition, which occurs on a similar timescale, is
lengthened. Thus, there is a competition between the two relaxation channels of the ES3 state. Due
to the limited time delay range that can be applied in the present experiments (1.8 ns), the resulting
decay time constants exceed the maximum measured time delay range and only corresponded to the
numerical result obtained from the fit. By increasing the delay time span in the TAS experiments to
the range of ms, the exact values of the time constants τ4 and τ6 can be determined, which would
allow a mechanism underlying the two simultaneous relaxation processes to be further investigated
and perhaps proposed.

6.5 Excited State Dynamics of Polymeric Carbon Nitride Thin Films

Based on the TRPES and TAS results obtained in this work, it is important to understand and describe
the kinetic processes that occur in the PCN thin films upon 400 nm photoexcitation. In previous stud-
ies, various excitation wavelengths were employed, ranging from 355 nm to 400 nm, to presumably
map the π → π⋆ electronic transition, which occurs at approximately 3.2eV [420, 421, 439]. It was
found that the CT state emerged after ≈ 200fs, and along with it, the SE state developed, which was
responsible for the TRPL signals. The TAS studies conducted by Corp et al. [439] and Zhang et
al. [420] estimated the efficiency of charge separation to be in the range of 5% to 65%, indicating
a trend towards higher values as the photon energy increases. In the current study, the TRPES data
revealed the existence of an intermediate state that undergoes progressive evolution towards the SE
and CT states. The observation of the resulting state indicates that there is a sustained charge sep-
aration happening on a picosecond timescale, potentially generating hole-separated electrons with a
broad range of binding energies. Based on the TAS results in this work, the efficiency of charge sep-
aration in the PCN thin films is determined to range from 65±11% to 78±11% via the ratio of rate
constants k2 to (k2 + k3). Even though the confidence intervals allow only a rough estimate, one can
still infer that the transient photoemission signals observed in the TRPES experiments, specifically
for delay times exceeding 1ps, are primarily affected by the CT state. Although there is generally
a good agreement between the results of TRPES and TAS experiments when examining the excited
state dynamics of PCN thin films, there are some minor discrepancies that could be considered signif-
icant. These discrepancies may be attributed to the lower temporal resolution of the TAS experiment.
Furthermore, it is not clear how the differences between surface-sensitive (TRPES) and bulk-sensitive
(TAS) techniques impact the observations of kinetics. Excited species located near the surface, such
as surface excitons or polarons, tend to have a more two-dimensional nature than those in the bulk.
Consequently, they may display distinct kinetic behaviors [449].

The TRPES results facilitated the derivation of the state-associated photoemission spectra for the
PCN thin films. By assuming that the initial excited state dynamics primarily occur on the PCN-
material building blocks, i.e. heptazine units, these results can be utilised to assign the early-time
state-associated spectra of the electronic states extracted for the PCN thin films recorded in the WAM
of the spectrometer (Figure 6.15) to specific heptazine photoexcited states. While there are no avail-
able experimental PES results for molecular heptazine, there are comprehensive reports on the valence
excited and ionic states of molecular triazine, which include the assignments of associated electronic
and vibrational state characters [450, 451]. Several theoretical works [132, 452–454] provide further
confirmation on the experimental results, showing that the electronic states and transitions in triazine

146



6.5. Excited State Dynamics of Polymeric Carbon Nitride Thin Films

and heptazine molecules are largely similar in nature and symmetry. However, the overall energetics
of heptazine are lower due to its more extended aromatic system. These findings suggest the structural
similarities between these two compounds, allowing a description of the early-time excited state dy-
namics and electronic transitions that are involved in the photocycle of PCN thin films upon 400 nm
excitation.

In accordance with the terminology of Ehrmaier et al. [454], the PCN thin film photocycle fol-
lowing 400 nm optical excitation (Figure 6.12) may be described as follows: photons with an energy
of 3.1 eV (400 nm) resonantly photoexcite the ground state, GS (1A′

1, S0), of a heptazine PCN sub-
unit to reach the optically-bright ES1 state (1E′, S4) [454]. This state (S4) is expected to undergo an
ultrafast radiationless relaxation into ES2 (1A′

2, S∗
1), which should be optically dark and would be

populated with a high degree of vibrational excitation [453]. From here, the substantial vibrational
excess energy (up to ≈ 1eV) opens two possible relaxation paths to ES3, both of which occur on
a sub-picosecond timescale. The system will then undergo intra-state vibrational relaxation (IVR)
toward the vibrationally-cold S1 state (corresponding to the SE state, ES4, in Fig. 6.21). Furthermore,
Ehrmaier et al. [453] suggest that a transition can occur towards a CT state, in their case between
molecular heptazine and a water molecule. One can speculate that a similar relaxation path is open
between neighbouring heptazine motifs in the polymeric materials, thus leading to the population of
the CT state, ES3, in the TAS photocycle shown in Figure 6.21. Regardless of whether IVR, CT, or a
combination of the two relaxation processes occur, the resulting states are expected to have lifetimes
well in excess of a few picoseconds, since they will exhibit minimal electric-dipole coupling to the
S0 ground state. Such a mechanism could be assessed, and further details about the initial stages
of the heptazine and PCN photocycles could be investigated, via additional calculations that utilise
the techniques applied by Ehrmaier et al. [454], albeit with a focus on the electronic structure and
excited-state dynamics in PCN supercells.

By considering the molecular system of triazine, we can infer certain conclusions about the
expected PES spectral signatures of the various excited states mentioned earlier. These conclusions
can then be extended and applied to the heptazine molecule and PCN material systems that have
been investigated here. In the specific case of triazine, photoexcitation and ionization are expected
to lead to the following states and energetics [450, 451]. The optically bright 1A′

1 →1E′ transition
at 7.65 eV can be related to the 1e′′ →2e′′ molecular orbital transition. The associated excited state
will Koopmans correlate with the first excited state of the triazine cation, [455, 456] (1e′′)−1 or D1,
which has an electron binding energy of 11.69 eV with respect to vacuum, resulting in an expected
excited-state binding energy of 11.79eV−7.65eV = 4.04eV, with respect to the vacuum level. [451]
Upon internal conversion from this excited state to the vibrationally excited S1 state, a (6e′)−1(2e′′)1

configuration is produced in comparison to the ground state. This state correlates with the ground
state of the cation, (6e′)−1 or D0, with a binding energy of 10.01 eV with respect to vacuum. [451]
Following vibrational relaxation, this state is then expected to result in an approximate excited-state
binding energy of 10.01eV− 3.70eV = 6.31eV, [451] i.e., a more than 2 eV increase in binding
energy following ultrafast internal conversion from the optically-bright state and subsequent IVR.

If the analogy between triazine and heptazine is applicable, it is reasonable to assume that this
scenario will be comparable to the PCN case, although there may be variations in energy levels. That
is, a similar optically bright 1A′

1 →1E′ transition pervades in the heptazine and PCN cases to populate
the S4 state, ES1, in this case with lower peak absorption energies of around 4.4 eV [454]. Like in
the triazine case – and generally for higher-lying, singly-excited states of molecular systems – the
heptazine and PCN S4 states will correlate with electronically-excited ionized states, which are here
expected to produce low-binding-energy electrons, as observed in the ES1 state-associated spectra.
Following the generally expected ultrafast internal conversion from the electronically excited singlet
state (S4) to vibrationally-excited levels of S1, [457, 458] ES2 is formed and the related PCN state-
associated-spectra exhibit a binding energy reduction of ≈ 1eV, which together with the extracted
time-constants are indicative of an electronic state switch.
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Generally, when molecular excited states that are excited vibrationally undergo IVR, it is an-
ticipated that the associated excited-state electron binding energies will increase. This phenomenon
has been observed in the case of the PCN material as the system relaxes from vibrationally-excited
levels of S1, in going from ES2 to ES3, where a further electron-binding-energy reduction of ≈ 1eV
is discerned in the PCN state-associated spectra. Similar relaxation processes, although energetically
shifted, appear to occur in all of the PCN materials, resembling the behavior previously simulated in
the triazine case [454]. Likewise, there appears to be a relaxation process in the PCN materials that
is comparable to that observed in the triazine case, although it shows a slight variation in energy. It
is important to note that conducting PES experiments, particularly femtosecond-time-resolved PES
measurements, on molecular and solid heptazine samples would greatly assist in validating these con-
siderations. Moreover, it would contribute significantly to a better comprehension of the ionisation
mechanisms, early-time excited-state behaviors, and photocatalytic properties of PCN materials.

6.6 Summary

In Chapter 6, the electronic structure and photoinduced electron dynamics of the PCN thin films upon
400 nm excitation were investigated at the surface-vacuum and surface-bulk interfaces by performing
femtosecond TRPES and UV-Vis TAS experiments, respectively. The combination of steady-state
PES and LJ-PES experiments allowed the valence electronic structure of the PCN thin films and
the TEOA(aq) solution to be probed in the solid and liquid phases, including the determination of the
photocatalyst-sacrificial agent liquid-vacuum-interface energetics with respect to the Fermi level. The
major findings obtained from TRPES and TAS experiments in conjunction with the steady-state UV-
Vis absorption and EUV photoemission spectroscopy experiments are described in the following. The
energetic positions of the spectral bands extracted from the steady-state UV-Vis absorption spectra
indicate that the PCN photocatalysts are optically photoexcited at a central photon energy of ≈ 3.2 eV
(388 nm wavelength). The band gap energy, Eg, values for the direct allowed electronic transitions
in the PCN thin films were determined from the Tauc plots associated with the UV-Vis absorption
data. The extracted Eg values in the PCN thin films suggest that, within a semiconductor electronic
structure framework, these samples have a wide-band-gap-semiconductor-like electronic structure.

The outer valence electron binding energies of the PCN thin films, as determined at the surface-
vacuum interface and with respect to EF , were obtained from the steady-state EUV PES experiments.
The valence band spectroscopic results of the PCN thin films were presented within MO and semicon-
ductor band electronic structure frameworks, extracting the energetic positions of the spectral features
associated with the valence MOs and VBM position of the samples, respectively. The steady-state
LJ-PES experiments allowed the outer valence electronic structure of the TEOA(aq) solution to be
determined relative to Evac and EF . Similarly to the PES results on the PCN thin films, the data was
interpreted within MO and semiconductor band structure frameworks. The HOMO and HOMO-1
electron binding energies as well as the VBM position of the TEOA solute were determined from
the photoionisation results. An experimentally-determined VBM and CBM diagram of the PCN thin
films was produced and compared to the TEOA solute VBM within a semiconductor band structure
framework. The diagram was energy referenced with respect to EF and the RHE, with the latter al-
lowing the catalyst and the sacrificial agent VBMs and the catalysts CBMs to be compared to the
water OER and HER energetics, respectively. Accurately-determined valence band electron binding
energies of the PCN samples and the TEOA solute give insights into the catalyst-sacrificial agent
interfacial energetics in a photocatalytic water splitting reaction.

TRPES experiments performed with the PCN thin films revealed the sub-100 fs time resolution
ultrafast kinetics of the photoexcited PCN samples at the surface-vacuum interface upon 400 nm
excitation (3.1 eV photon energy). The time-dependent populations of electronic states in the PCN
samples were tracked in the WAM and LADM of the electron spectrometer with respect to the EF

over the different electron binding energy ranges. To improve the accuracy and precision of the
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data analysis, a global fitting procedure and an appropriate kinetic model was employed, providing
spectral and kinetic information on time-dependent changes in the electronic structure of the PCN
thin films. The temporal and spectral information obtained from the TRPES experiments was used
to elucidate the charge and energy transfer mechanisms occurring on the sub-1 ps time scales in the
photoexcited PCN samples. The results clearly show that optical excitation at a 3.1 eV photon energy
leads to a short-lived excited state, ES1, from which a transition into a short-lived intermediate state,
ES2, occurs within < 150 fs. The comprehensive analysis of the transient data recorded in both the
WAM and LADM of the spectrometer, demonstrates that a previously unidentified excited state, ES2,
undergoes a sequential relaxation processes and populates a metastable state, ES3, with lifetimes of
less than 1 ps. The observed sub-1 ps decay was attributed to interchain energy transfer in the PCN
thin films, most likely between the heptazine units, which occurs similarly in conjugated polymer
films, due to the short distances between the chains and a large number of available pathways [443].
The formation of the metastable ES3 state is followed by the build up of a long-lived population in
the subsequent excited states on timescales > 2 ps.

UV-Vis TAS experiments performed with the PCN thin films provided detailed insights into elec-
tron transfer processes at the bulk-surface interface and the long-lived photodynamics in the PCN thin
films upon 400 nm excitation. The time-dependent spectral changes in the transient diffuse reflectance
spectra of the PCN samples were monitored over the 550 – 920 nm wavelength range on time scales
up to 1.8 ns. Analogous to TRPES, the TAS data was analysed using a global fitting procedure em-
ploying an optimised kinetic model, which included the early-time information obtained from the
TRPES results and described the evolution of the transient signal at the surface-vacuum interface and
the long-lived population dynamics of the excited electronic states with additional dissipation chan-
nels into the bulk of the PCN thin films. The lifetimes of the electronically excited states in the PCN
thin films, extracted from the 3.1 eV photoexcitation energy TAS experiments, enabled the deter-
mination of the photoinduced relaxation processes in the PCN photocatalysts on longer nanosecond
time scales and confirmation of the presence of the ultrafast kinetics detected via TRPES. A parallel
transfer of the early-time excited state population to metastable CT and SE excited states was inferred
to take place in the PCN samples, followed by delayed and prompt fluorescence relaxation processes
within tens of ps to several ns. Variable pump pulse energy density PCN thin film TAS experiments
allowed the dependence of the transient reflectance signal decay kinetics on the pump pulse fluence
to be monitored. The obtained kinetic results confirmed a robustness of the applied kinetic model,
describing the PCN thin film photocycle at the bulk-surface interface to pump pulse fluence.

Overall, the present TRPES and TAS experiments, in conjunction with previous TRPL and TAS
results [419–421, 439, 444–446], have revealed the ultrafast photophysics in the PCN thin films upon
400 nm excitation at the bulk-surface-vacuum interface. The joint analysis of the TRPES and TAS
data reported here and associated kinetic modeling is a powerful tool for extracting spectral and ki-
netic information on time-dependent changes in the electronic structure of the PCN thin films, which
assisted in gaining an understanding the relationship between the electron dynamics and photocat-
alytic activity. These aspects are crucial for the development of general strategies that will lead to
optimal PCN photocatalytic materials for various applications.
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Conclusions

“It is not in what you succeed in doing that you get your joy, but in the doing of it.”

— Jack London, Martin Eden, 1909

The work presented in this thesis has demonstrated the immense potential of employing fem-
tosecond time-resolved EUV photoemission (TRPES) and UV-Vis transient absorption spectroscopy
(TAS) in the study of ultrafast photodynamics of catalytic molecular compounds for light-harvesting
and energy transfer applications. Two different homogeneous and heterogeneous catalytic molec-
ular and material systems - ferricyanide ([Fe(CN)6]3−) transition metal complex dissolved in the
[emim][DCA] ionic liquid (IL) and polymeric carbon nitride (PCN) thin films - were investigated.
The evolution of the electronic structure of these liquid and solid-phase molecular systems after pho-
toexcitation has been examined in their applied or natural environment, respectively.

In Chapter 5, the focus was drawn to the relaxation dynamics of the lowest-lying electronically
photoexcited 2LMCT state of the [Fe(CN)6]3− transition metal complex upon 400 nm excitation,
which has been much debated in the literature. The revelation of the [Fe(CN)6]3− ion ultrafast pho-
todynamics following 400 nm optically induced excitation was performed in a liquid environment,
the IL [emim][DCA], using the TRPES technique. In this work, the applicability of ILs to study the
dynamics in the liquid-phase using PES and with [Fe(CN)6]3− dissolved in [emim][DCA] were ex-
plored under high vacuum conditions. In those experiments, a low-vapour-pressure, viscous droplet
of the sample was readily held inside a thin, grounded loop of copper wire throughout the TRPES
experiments. The use of low pump and probe fluences and this non-conventional molecular solvent
[emim][DCA] allowed the excited state dynamics of solvated [Fe(CN)6]3− ions and through com-
parison to previous work in alternative solvents, the influence of the solvation environment on the
[Fe(CN)6]3− deactivation pathway to be studied. The steady-state PES experiments provided the nec-
essary information to map the electronic ground state configuration of the [Fe(CN)6]3− compound
dissolved in the [emim][DCA] ionic liquid. The [Fe(CN)6]3− valence-shell electronic structure, in
particular, the Fe 3d (t2g) and the CN− ligands molecular orbital electron binding energies were de-
termined with respect to the local vacuum level. The energetic positions of the [Fe(CN)6]3− solute
peaks in the [emim][DCA] were found to be shifted and broadened when compared to the well-
studied aqueous solution. The reason for the different positions of the solute peaks was related to the
properties of the IL environment, which were found to have an impact on the solvation dynamics and
the electronic transition rates of the [Fe(CN)6]3− compound.

The TRPES experiments revealed the [Fe(CN)6]3− dissolved in [emim][DCA] solution excited
state dynamics following 400 nm pump wavelength excitation. Spectro-temporal modeling was em-
ployed to evaluate the measured transient data using a global analysis procedure based on fitting a
physical kinetic model to the TRPES signal. The kinetics of [Fe(CN)6]3− dissolved in [emim][DCA]
solution was described by a four-state kinetic model in this work, and confirmed the previously ob-
served relaxation mechanism, assigned to the dynamics in the related aqueous solution: intersystem
crossing from the initially excited 2LMCT state to the 4LF state [93, 402] as well as the sequential
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population of the vibrationaly-hot excited GS or its adjacent low-lying degenerate 2LF states. The in-
tersystem crossing transition rates of [Fe(CN)6]3− extracted from the global fitting were found to be
much faster in the IL, as compared to other molecular solvents [91–93], which demonstrates that the
solvation environment has a significant influence on the ultrafast deactivation processes. With the aid
of TDDFT calculations, the potential energy surfaces of [Fe(CN)6]3− along the a1g Fe–CN stretching
mode in the [emim][DCA] as well as aqueous solution were computed using an implicit solvation
model. The lowest ionisation energy transitions, corresponding to the calculated ionic states, were
further identified on the binding energy scale, highlighting the solvent-induced energy shifts between
the 2LMCT and 4LF states potential curves. These energetic offsets were related to the accelerated
transition time constants in the IL environment in comparison to H2O. This observation was attributed
to the electronic solvent response, where the much lower dielectric constant of the IL led to relative
changes in the position of the intersections between the potential energy surfaces. Further analysis,
based on explicit solvent simulations, is needed to gain a more detailed insight into the electronic
and vibrational relaxation processes in the IL environment. Photoinduced changes in the electronic
structure of different catalytic molecular compounds in ILs have yet to be broadly studied, such ex-
periments would allow the behaviours of the electronic structures of the ground and excited state of
catalytic compounds to be interrogated. The implementation of ILs as a nonvolatile solvent, as de-
scribed here, provides a route to the ready realisation of PES and TRPES experiments with a broad
range of solutes under high vacuum conditions.

In Chapter 6, the electronic structure and 400-nm-photoinduced electron dynamics of the sg-CN,
CNB, CNPS-O, and CNPS-NH2 thin films at the bulk-surface-vacuum interface were examined and
discussed. By virtue of the combined TRPES and UV-Vis TAS studies, the photophysical processes
occurring in the PCN thin films have been elucidated on time scales ranging from femtoseconds
to nanoseconds. In this work, the TRPES technique was implemented as a spectroscopic tool for
investigating the photodynamic processes in a nanometer-thick layer of a solid PCN sample for the
first time. Thereby, the ultrafast sub-picosecond dynamics of the PCN thin films at the surface-
vacuum interface were probed using TRPES, while the interfacial-to-bulk electron transfer processes
occurring on time scales up to several nanoseconds were examined by UV-Vis TAS. The steady-state
UV-Vis absorption spectroscopy experiments provided the necessary information about the HOMO-
LUMO energy gap and direct allowed electronic transitions in the PCN samples. From the UV-Vis
absorption spectra, it was found that the PCN thin films can be optimally optically photoexcited at
a central wavelength of 388 nm. Within the semiconductor band electronic structure framework, the
band gap energy, Eg, values in the PCN samples were extracted by employing the Tauc method.

A combination of the results from steady-state PES and LJ-PES experiments provided insights
into the electronic structure of the PCN thin films and the TEOA(aq) solution, as well as allowed ex-
traction of the relative vacuum-condensed-phase interface energetics between the photocatalyst and
its sacrificial agent. The obtained valence band spectroscopic results of the two systems were inter-
preted within the molecular orbital and semiconductor band electronic structure frameworks, which
facilitated the identification of spectral features of the samples and comparison of their energetic po-
sitions. The PCN thin film outer valence electron binding energies were determined on an absolute
binding energy scale with respect to the system Fermi level at the solid-vacuum interface. The ener-
getic positions of the four spectral bands associated with the valence molecular orbitals of the PCN
samples were identified. The position of the VBM was also estimated for each sample using a tangent
derivative-based approach. The extracted VBM values in combination with the Eg values indicate that
for all four PCN thin films, the thermodynamic condition for driving a photocatalytic water splitting
reaction is met. The outer valence electron binding energies of the TEOA(aq) solution as well as the
TEOA solute were determined on an absolute binding energy scale with respect to the local vacuum
and Fermi levels at the liquid-vacuum interface. Two emission bands of the TEOA solute associated
with the HOMO and HOMO-1 were observed. As far as is known, no previous study has identified the
valence photoelectron signatures of the TEOA solute. To compare the solid-liquid interface energet-
ics of the PCN thin films and the TEOA solute on the same energy scale, the tangent method was also
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used to roughly extract the VBM position of the TEOA solute. Within a semiconductor band structure
framework, a schematic energy diagram of the band edge alignment of the PCN thin films as well as
TEOA solute, relative to the electrochemical potentials of the water HER and OER and the Fermi
level, was produced from the PCN sample and TEOA solute PES data. The approach proposed here
has the potential to solve scientific-technical challenges when comparing the photocatalyst-sacrificial
agent vacuum-condensed-phase interface energetics in a photocatalytic water-splitting reaction.

The TRPES and UV-Vis TAS experiments, performed with different probing depths of the PCN
samples, at the surface-vacuum and surface-bulk interfaces, respectively, provided insight into asso-
ciated ultrafast photodynamic processes. The evolution of the excited state electronic structure of the
PCN thin films upon 400 nm excitation was analysed and modeled using the global fitting procedure,
which yielded kinetic information (i.e., lifetimes) as well as spectra associated with the involved elec-
tronic states. The ultrafast kinetics of the photoexcited PCN samples at the surface-vacuum interface
were monitored with sub-100 fs time resolution, which facilitated the determination of the short-lived
excited electronic state lifetimes and energetics. By measuring time-dependent transient signals from
the PCN thin films with respect to the system Fermi level over the different electron binding en-
ergy ranges and analysing separate data sets, the sequential population of the three excited states was
inferred. The lifetime obtained for the initially populated excited state, ES1, of ≃ 150 fs and over-
all early-time dynamics in the photoexcited PCN thin films is similar to those previously reported
in TRPL and TAS studies on PCN powders and colloids [419–421, 439]. However, in comparison
with the literature, the results of the TRPES data analysis clearly show that a second, previously
undetermined excited state, ES2, is populated via the initially-excited ES1 state within < 1 ps. In ad-
dition, the formation of a long-lived state, ES3, was also detected. Due to the limited data acquisition
speed and time-span of 2.4 ps in the 5-kHz repetition rate TRPES experiments, the build-up of the
long-lived population in the subsequent excited states was only revealed on time scales up to several
nanoseconds using UV-Vis TAS.

The UV-Vis transient diffuse reflectance spectra of the PCN thin films recorded over the 550 –
920 nm wavelength range on time scales up to 1.8 ns allowed the electron transfer processes at the
bulk-surface interface and long-lived population dynamics upon 400 nm excitation to be mapped.
Based on the TAS data global fitting results, the early-time sequential population of the excited states
observed in the TRPES studies was confirmed and further transfer of the long-lived population was
found to occur with additional dissipation channels into the bulk of the PCN thin films. Specifically,
two metastable states were found to be formed after the parallel transfer of the initial population of
the excited states. In accordance with the reported TRPL and TAS observations [419–421, 439], it
was inferred that these metastable states correspond to the potential formation of charge-transfer, CT,
and singlet exciton, SE, states within several picoseconds. In addition, it was found that the CT state
can undergo sequential electronic transitions to the SE state with a lifetime of ≈ 2.7 ns. Further, the
UV-Vis TAS results demonstrate that the population of the metastable CT and SE states is followed
by radiative relaxation processes, which correspond to delayed and prompt fluorescence signals, as
suggested in references [419–421, 439]. The lifetimes of these signals obtained from the global
analysis were found to be ≈ 50 ps and ≈ 5 ns, respectively. Additionally, the pump pulse fluence
dependence of the decay kinetics of the TAS signal in the PCN thin films was revealed by performing
the TAS experiments with variable 400 nm pump pulse energy. Based on the results of global fitting
and kinetic modelling, it was found that the early-time 400-nm-pump-induced dynamics in the PCN
samples occur in the time interval from hundreds of femtoseconds to several picoseconds and do not
depend on the pump fluence. However, the long-lived dynamics, associated mainly with the delayed
and prompt fluorescence relaxation processes, were found to be excitation-fluence dependent. The
extracted decay time constants suggest that these two radiative relaxation channels compete with
each other. Further studies on the competing relaxation channels of the involved states are required
to draw a final conclusion about the mechanism underlying such behaviour. As a follow-up to the
pump fluence-dependent TAS experiments, the delay times should also be extended to a range of
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milliseconds, to allow further investigation and possibly determine the origin of the pump-pulse-
fluence-induced changes to the decay dynamics.

Summarising, the femtosecond EUV-based TRPES and UV-Vis TAS experiments provide essen-
tial information on the microscopic electronic structure of photoexcited catalytic molecular systems
as they evolve in time. The sensitivity of the TRPES technique to both electronic structure and elec-
tronic dynamics allows the determination of individual contributions from specific electronic states
of a photoexcited catalytically-active molecular system on an absolute binding energy scale with
high accuracy. The TAS technique gives insights into photogenerated excited state absorption en-
ergies and high-resolution kinetic profiles of the transient species formation and decay. This work
has shown that, by combining TRPES and UV-Vis TAS studies, the kinetic and spectral information
about electronic dynamic processes occurring at different stages of the photophysical pathway in cat-
alytic molecular compounds can be accessed. The application of such information provides the means
to correlate light-harvesting mechanisms and photophysicochemical behaviour of catalytically-active
systems with electron and energy transfer processes, contributing to further optimisation and devel-
opment of highly-efficient selective functional materials. This methodology would also be generally
applicable to any other photo-sensitive molecular compound.

Future research should be devoted to the development of TRPES and TAS experiments using
pulsed laser sources with much higher repetition rates (from several tens of kHz to a few MHz) to
improve the signal-to-noise level of the transient data. In addition, replication of TRPES and TAS
results on the PCN thin films over a wider range of electron binding energies and wavelengths, as
well as over longer time scales, might prove an important area for futher studies. Furthermore, soft
X-ray TAS and PES studies of PCN materials could fruitfully explore the electron dynamics across
different chemical sites and are desirable for future work. Insights into the structural dynamics and
energy transfer processes between aqueous solution and photoexcited PCN species in real water split-
ting reactions could be derived from time-resolved sum-frequency generation (TRSFG) spectroscopy
studies. Prospective implementation of a quartz reactor device in such experiments would facilitate
the in situ studies of interfacial dynamics at the PCN-photocatalyst/water interface. These exper-
iments could be beneficial for the development of efficient and selective photocatalysts for water
splitting as well as energy conversion and storage applications.
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Appendix A

Fit Parameters Extracted from TRPES
State-Associated Spectra

A.0.1 [Fe(CN)6]3− Dissolved in [emim][DCA] Solution

Here, E denotes the binding energy of the central peak position, FWHM is the full-width at half-
maximum of the peak width, and A is the peak amplitude.

TABLE A.1: Fit parameters of the Gaussian peaks used to represent the binding
energy amplitudes in the global fitting to the [Fe(CN)6]3− dissolved in [emim][DCA].

Assignment Label E / eV FWHM / eV A / cts
GS 1 10.75±0.20 3.30±0.02 861.13±44.40
GS 2 10.01±0.06 3.09±0.07 505.67±14.26
GS 3 7.60±0.04 1.09±0.05 133.34±4.60
2LMCT 1 10.03±0.02 3.18±0.12 916.81±48.70
2LMCT 2 7.59±0.01 1.09±0.03 125.37±9.15
2LMCT 3 6.31±0.02 0.91±0.01 6.69±0.05
2LMCT 4 5.53±0.02 2.23±0.41 5.09±0.25
4LF 1 10.00±0.01 3.09±0.04 909.23±86.83
4LF 2 7.74±0.10 1.34±0.05 127.17±2.23
4LF 3 6.62±0.05 1.05±0.06 4.51±0.03
4LF 4 5.53±0.32 2.09±0.63 3.08±0.07
GS∗ 1 10.04±0.02 3.06±0.05 802.10±41.40
GS∗ 2 7.49±0.03 0.99±0.01 167.67±10.00
GS∗ 3 6.86±0.01 1.05±0.03 9.51±2.28
GS∗ 4 5.52±0.02 1.60±0.11 2.34±0.43
CC 1 8.34±0.04 1.86±0.05 2.55±0.03
CC 2 7.17±0.01 1.80±0.05 0.39±0.01
CC 3 5.46±0.04 1.21±0.01 0.09±0.01
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A.0.2 Polymeric Carbon Nitride Thin Films

TABLE A.2: Fit parameters of the Gaussian peaks used to represent the binding
energy amplitudes in the state-associated spectra of sg-CN sample.

Assignment Label E / eV FWHM / eV A / cts
GS 1 3.61 ± 0.03 2.02 ± 0.06 0.28 ± 0.02
GS 2 5.37 ± 0.09 3.25 ± 0.05 26.13 ± 0.42
GS 3 7.66 ± 0.11 2.98 ± 0.03 82.98 ± 0.95
GS 4 12.87 ± 0.08 4.75 ± 0.07 766.04 ± 33.44
ES1 1 3.61 ± 0.06 1.84 ± 0.55 2.91 ± 0.9
ES1 2 4.95 ± 0.11 1.70 ± 0.36 7.71 ± 2.55
ES1 3 7.44 ± 0.04 3.05 ± 0.19 67.82 ± 6.25
ES1 4 18.90 ± 0.13 8.93 ± 0.16 7983.48 ± 526.96
ES2 1 3.61 ± 0.03 2.37 ± 0.38 3.42 ± 0.81
ES2 2 4.74 ± 0.08 1.96 ± 0.24 9.06 ± 2.28
ES2 3 7.34 ± 0.04 3.07 ± 0.14 85.21 ± 8.66
ES2 4 14.29 ± 0.95 6.08 ± 0.83 1450.49 ± 570.52
ES3 1 4.22 ± 0.06 1.91 ± 0.05 5.21 ± 0.17
ES3 2 5.07 ± 0.03 1.47 ± 0.04 5.71 ± 0.21
ES3 3 7.42 ± 0.03 2.75 ± 0.02 70.53 ± 0.11
ES3 4 17.06 ± 0.02 8.02 ± 0.72 4492.06 ± 2.57

TABLE A.3: Fit parameters of the Gaussian peaks used to represent the binding
energy amplitudes in the state-associated spectra of CNB sample.

Assignment Label E / eV FWHM / eV A / cts
GS 1 3.61 ± 0.05 2.64 ± 0.42 1.77 ± 0.46
GS 2 5.37 ± 0.06 2.68 ± 0.18 11.35 ± 1.44
GS 3 7.66 ± 0.09 3.41 ± 0.06 71.97 ± 2.46
GS 4 11.82 ± 0.08 4.57 ± 0.14 182.42 ± 8.18
ES1 1 3.61 ± 0.07 2.46 ± 0.32 1.71 ± 0.76
ES1 2 5.32 ± 0.08 2.03 ± 0.43 6.65 ± 1.68
ES1 3 7.58 ± 0.06 3.18 ± 0.22 52.22 ± 6.67
ES1 4 16.09 ± 2.17 9.11 ± 1.51 811.56 ± 508.23
ES2 1 3.61 ± 0.04 1.56 ± 0.27 1.19 ± 0.41
ES2 2 5.08 ± 0.08 1.86 ± 0.23 3.96 ± 1.31
ES2 3 7.26 ± 0.03 3.28 ± 0.13 44.75 ± 3.87
ES2 4 13.38 ± 0.29 8.13 ± 0.43 383.79 ± 33.18
ES3 1 4.27 ± 0.11 2.76 ± 0.51 1.21 ± 0.20
ES3 2 5.07 ± 0.12 2.24 ± 0.20 3.69 ± 1.49
ES3 3 7.81 ± 0.08 3.64 ± 0.18 86.97 ± 8.75
ES3 4 12.14 ± 0.13 4.36 ± 0.42 201.13 ± 26.88
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TABLE A.4: Fit parameters of the Gaussian peaks used to represent the binding
energy amplitudes in the state-associated spectra of CNPS-O sample.

Assignment Label E / eV FWHM / eV A / cts
GS 1 3.61 ± 0.03 2.58 ± 0.56 0.23 ± 0.06
GS 2 5.37 ± 0.08 4.41 ± 0.07 44.64 ± 1.03
GS 3 7.66 ± 0.05 3.97 ± 0.05 85.96 ± 1.07
GS 4 14.00 ± 0.13 5.18 ± 0.02 982.77 ± 3.51
ES1 1 3.61 ± 0.04 3.05 ± 0.26 9.86 ± 2.47
ES1 2 4.85 ± 0.11 1.53 ± 0.41 4.12 ± 2.91
ES1 3 7.29 ± 0.17 4.24 ± 0.52 112.15 ± 21.65
ES1 4 15.85 ± 2.88 6.36 ± 2.07 2440.51 ± 298.35
ES2 1 3.61 ± 0.09 2.61 ± 1.09 0.15 ± 0.92
ES2 2 4.97 ± 0.26 3.79 ± 1.36 28.96 ± 6.62
ES2 3 7.47 ± 0.11 4.08 ± 1.13 92.00 ± 76.78
ES2 4 16.02 ± 0.45 6.65 ± 0.13 2341.71 ± 57.65
ES3 1 4.20 ± 0.10 2.03 ± 0.34 8.88 ± 0.20
ES3 2 5.13 ± 0.03 1.32 ± 0.08 2.55 ± 0.22
ES3 3 7.36 ± 0.01 3.54 ± 0.09 94.45 ± 0.16
ES3 4 14.40 ± 0.21 5.61 ± 0.82 1297.26 ± 0.97

TABLE A.5: Fit parameters of the Gaussian peaks used to represent the binding
energy amplitudes in the state-associated spectra of CNPS-NH2 sample.

Assignment Label E / eV FWHM / eV A / cts
GS 1 3.61 ± 0.02 4.14 ± 0.31 12.93 ± 4.45
GS 2 5.37 ± 0.06 3.14 ± 0.22 30.81 ± 2.32
GS 3 7.66 ± 0.08 4.67 ± 1.41 117.57 ± 5.8
GS 4 15.10 ± 2.97 5.90 ± 2.81 979.71 ± 126.62
ES1 1 3.61 ± 0.05 5.78 ± 0.36 2.61 ± 4.20
ES1 2 4.95 ± 0.34 3.55 ± 0.75 32.19 ± 5.25
ES1 3 7.00 ± 0.15 3.37 ± 0.68 62.83 ± 3.48
ES1 4 18.66 ± 7.29 10.16 ± 5.19 2359.28 ± 110.20
ES2 1 3.61 ± 0.10 3.22 ± 0.39 15.75 ± 0.97
ES2 2 5.32 ± 0.46 2.05 ± 2.24 13.24 ± 1.71
ES2 3 7.36 ± 0.17 4.64 ± 0.11 122.33 ± 3.50
ES2 4 18.25 ± 2.50 7.73 ± 0.08 3668.98 ± 112.85
ES3 1 4.20 ± 0.05 2.86 ± 0.16 17.68 ± 2.53
ES3 2 6.05 ± 0.07 2.48 ± 0.47 29.02 ± 4.51
ES3 3 7.45 ± 0.15 3.56 ± 1.38 59.13 ± 6.26
ES3 4 16.68 ± 2.72 9.12 ± 2.58 1297.25 ± 47.09
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Appendix B

Chemical Stability of Samples During
TRPES Measurements

B.0.1 [Fe(CN)6]3− Dissolved in [emim][DCA] Solution

FIGURE B.1: Photoemission spectra of [Fe(CN)6]3− dissolved in [emim][DCA] solu-
tion obtained in the beginning of TRPES data acquisition (fresh) and in the end (after
11 hours of illumination). The obtained spectra do not exhibit any spectral changes

over the time span of TRPES measurements, indicating no damage to the sample.

B.0.2 Polymeric Carbon Nitride Thin Film Sample

FIGURE B.2: Photoemission spectra of the sg-CN thin film sample recorded in the
first hour of the data acquisition (fresh) and in the last hour (14 hours later) confirming

the chemical stability of the PCN sample during the TRPES measurements.
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