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A B S T R A C T   

Neural networks are successfully used to imitate and model cognitive processes. However, to provide clues about 
the neurobiological mechanisms enabling human cognition, these models need to mimic the structure and 
function of real brains. Brain-constrained networks differ from classic neural networks by implementing brain 
similarities at different scales, ranging from the micro- and mesoscopic levels of neuronal function, local 
neuronal links and circuit interaction to large-scale anatomical structure and between-area connectivity. This 
review shows how brain-constrained neural networks can be applied to study in silico the formation of mecha
nisms for symbol and concept processing and to work towards neurobiological explanations of specifically 
human cognitive abilities. These include verbal working memory and learning of large vocabularies of symbols, 
semantic binding carried by specific areas of cortex, attention focusing and modulation driven by symbol type, 
and the acquisition of concrete and abstract concepts partly influenced by symbols. Neuronal assembly activity in 
the networks is analyzed to deliver putative mechanistic correlates of higher cognitive processes and to develop 
candidate explanations founded in established neurobiological principles.   

1. Introduction 

The brain mechanisms of the most advanced cognitive abilities, 
including language, symbol processing and conceptual thinking, have 
successfully been investigated throughout the last three decades. We 
now have substantial knowledge about which brain areas are necessary 
for different aspects of language processing and which regions ‘light up’ 
when meaningful symbols or concepts are being understood or pro
duced. However, there is still a lack of understanding of the precise 
mechanisms that implement or realize language and conceptual thought 
at the level of neurons and neuronal assemblies. The mechanistic key 
question to address is how large populations of nerve cells interact in 
enabling human language use and meaningful communicative 
interaction. 

Unfortunately, most current brain language models do not answer 
this question, but rather remain at the level of functional descriptions of 
(by assumption partly independent) processing components, which are 
assigned to brain structures, for example to specific cortical areas or 
fiber bundles interconnecting cortical areas. Such co-labeling of linguistic 

processing components and brain parts does not address the question 
how sets of neural units interact with each other when language pro
cessing takes place and, crucially, cannot address the questions of why 
and how language and symbolic functions come about or why they are 
bound to specific cerebral locations and activity dynamics. 

One novel way to approach the question of how neuronal pop
ulations interact in symbolic, conceptual and linguistic processing is to 
try it out using neural models containing artificial devices similar to 
nerve cells. This strategy follows the idea that understanding a mecha
nism requires the ability to engineer it – which is concisely expressed by 
Feynman’s famous remark “What I cannot create, I do not understand”. 
Neural network models of language and conceptual processing have 
been extremely successful in simulating performance on specific lin
guistic and cognitive tasks, for example classification of object pictures 
into semantic categories, such as those designated by the words “face” or 
“animal”, syntactic parsing, or translation from one language into 
another; convolutional and recurrent deep neural networks have even 
reached human-like performance on several such tasks (Kietzmann 
et al., 2019a; LeCun et al., 2015; Linzen and Baroni, 2021). More 
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recently, deep neural networks, some of them optimized by incorpo
rating new fast and efficient algorithms, also allowed for model training 
and testing with huge data sets. For example, variational autoencoders 
(Higgins et al., 2016) and generative pretrained transformers (Vaswani 
et al., 2017) not only succeeded in modelling image analysis and lan
guage processing and generation at human performance levels but even 
successfully modeled data recorded from single neurons or whole brain 
neuroimaging (Caucheteux et al., 2023; Schrimpf et al., 2021). 

However, it is one thing to build an algorithm or machine that ap
proximates human cognitive performance, but a different one to find out 
in which way the human brain solves the related tasks (for discussion of 
this point, see part 7.1 below). Most ‘neural’ models are difficult to 
interpret in terms of brain mechanisms, because they lack commonal
ities and similarities to brain structure and function. For example, these 
networks may consist of a linear lineup of ‘layers’ or ‘areas’, which does 
not capture the complex connectivity structure between the areas of the 
human cortex. Likewise, connections between the artificial neurons 
within each ‘layer’ are not constrained by local connections in cortex, 
and the learning mechanisms applied are also sometimes different from 
what can be inferred from synaptic dynamics during biological learning. 
Because of these dissimilarities, it is difficult to interpret the achieve
ments of neural network research in terms of brain mechanisms. Due to 
this shortcoming, researchers have suggested to constrain neural 
network modelling by multi-level information about the structure and 
function of the brain, so as to assure, or, to put it more moderately, to 
make it more likely, that network-immanent mechanisms resemble 
those in the real neuronal tissue (Deco et al., 2013; Dwivedi et al., 2021; 
Hahn et al., 2019; Kumar et al., 2010; O’Reilly, 1998; Palm, 2016; 
Pulvermüller et al., 2014; Pulvermüller et al., 2021; van Albada et al., 
2022; Wennekers et al., 2006). 

1.1. Aims and scope of this review 

There are many eminent and exciting, hitherto unanswered ques
tions about specifically human higher cognitive abilities, including those 
to use and understand language, symbols, meanings and concepts, that 
need addressing in neuromechanistic terms: How can humans build 
huge vocabularies of tens of thousands of symbols that far exceed those 
of their closest relatives, non-human primates, who typically use fifty to 
one hundred? Based on which mechanisms do infants learn the rela
tionship between symbols and the referent objects and actions these 
symbols are used to communicate about? And how can infants learn this 
link with surprising speed, after only a few learning events? These 
questions will be addressed in Section 4, after explaining the brain- 
constrained modelling approach (Section 2) and discussing the nature 
of cognitive ‘representations’ emerging in neural networks (Section 3). 
Even more fundamental cognitive questions will be addressed in Sec
tions 5 and 6: To what degree is language beneficial and even essential 
for building concepts, and what are the neuronal mechanisms underly
ing any such causal link? And how can symbols and language drive other 
cognitive functions, including attention to objects and memory? This 
requires a specification of the nature of the meaning-related or semantic 
links between information about symbols and ‘the world’, which differ 
between symbol types, in particular between so-called ‘proper names’ 
specific to one object and more general terms related to whole categories 
of similar entities (Section 5). Two other symbol and concept types are in 
the focus of Section 6, concrete and abstract ones. What is the mecha
nistic difference between concrete and abstract concepts, how might the 
learning of symbols for these concepts influence their representations, 
and how can any such differences be explained? 

In sum, this paper will first highlight and discuss a set of constraints 
that can be applied to make sure that model networks show specific 
similarities to the real (human) brain (Section 2). It will then be asked 
which type of neural mechanism or ‘representation’ emerges in brain- 
constrained networks during the learning of symbols, thereby address
ing the discrete or distributed nature of their neural correlates (Section 

3). To illustrate brain-constrained models and the explanations they 
provide, Section 4 presents three case studies covering, respectively, the 
structural and functional correlates of verbal working memory and the 
vocabulary build-up it enables (4.1), the binding of information about a 
symbol and its typical referent (4.2) and the surprising speed with which 
form and meaning are mapped in early language acquisition (4.3). 
Section 5 addresses the mechanisms of form-meaning binding and its 
plasticity when different kinds of referential expressions, proper names 
and category terms, are learnt. This part will also address the sophisti
cated mechanisms by which language influences attention and flexibly 
directs it towards specific features of objects. In Section 6, the putative 
biological basis of the formation of concrete and abstract concepts will 
be in focus, along with the mechanisms underlying concrete and abstract 
semantic learning in context of symbols. Questions about the linguistic 
influences on concept formation and processing will be covered 
throughout. The last part, Section 7, will discuss perspectives and lim
itations of brain-constrained cognitive modelling. 

When addressing these issues one by one, mechanistic models of the 
observed phenomena will be presented, which are rooted in neuro
computational modelling work with brain-constrained neural networks. 
These models will be used to derive biologically founded mechanistic 
explanations of the issues addressed. The aim is to show, using a broad 
range of questions about concepts, symbols and their meaning, how a 
neurobiological foundation and precise neurocomputational imple
mentation can help making cognitive science and neurobiology an 
explanatory field of investigation. 

2. Biological constraints, model validation and neurocognitive 
explanation 

As mentioned, the need to make neural network models more neu
robiologically realistic is well established (Deco et al., 2011, 2013; 
Dwivedi et al., 2021; Hahn et al., 2019; Henningsen-Schomers et al., 
2023; Kumar et al., 2010; O’Reilly, 1998; Palm, 1982, 2016; Pulver
müller et al., 2014; van Albada et al., 2022; Wennekers et al., 2006). But 
which features of neural networks can be relevant for judging their 
similarity to brain structure and function? Below is a brief description of 
7 important constraints, which are discussed in greater depth in a recent 
publication (Pulvermüller et al., 2021). Firstly, neurobiological net
works are composed of nerve cells and a model can mimic the func
tionality of these elementary neuronal processing units. This constraint 
is met by most neural networks, as the processing units, which these 
networks consist of, are functional units similar to real nerve cells, which 
receive inputs from other such units, integrate them and compute an 
output. Still, similarity between real and artificial ‘neurons’ can be 
smaller or greater (see below, Rojas, 2013; Gerstner and Naud, 2009). 
Secondly, one of the key features of neuronal function is neuroplasticity, 
the change of responsiveness of a neuron due to processing in the past. 
Some learning mechanisms are only loosely related to possible biologi
cally implemented learning algorithms (e.g., error-backpropagation), 
whereas others faithfully follow the dynamics of synaptic connections 
between neurons (e.g., Hebbian learning, Lillicrap et al., 2020; O’Reilly, 
1998). Therefore, at the microscopic neuronal level, the neuron model 
and the plasticity rules are important aspects and can be constrained to 
be as biologically realistic as possible or adequate. Thirdly, the meso
scopic level addresses the composition of local neuronal circuits of cells of 
different types, including both excitatory and inhibitory neurons, and 
the way they are connected with each other. Note that many neuron 
networks are subdivided into local parts – so-called ‘layers’ or ‘areas’ – 
in which no between-neuron connections exist, whereas others imple
ment these local links at variable levels of biological realism (see, for 
example, Elman et al., 1996; Palm, 2016; van Albada et al., 2020). Local 
connectivity and interaction are closely related to the fourth constraint 
addressing activation dynamics, the way a set of neurons activates and 
deactivates. For example, after input to excitatory neurons, there will be 
an activation phase followed by an inhibition, due to the secondary 
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activation of inhibitory cells, and possibly ongoing oscillations. The 
interplay between excitatory and inhibitory dynamics can result in 
regulation and control mechanisms preventing the presence of excessively 
strong or weak activation levels, thus keeping the system within the 
bounds of functionality (Braitenberg, 1978; Deco and Rolls, 2005). 
Regulatory and control processes also exist above the mesoscopic level, 
at the level of interaction between larger brain structures such as cortical 
areas and subcortical nuclei, as, for example, between neocortex and the 
hippocampal formation or between cortex, basal ganglia and thalamus, 
which can be translated into networks at different levels of biological 
detail (Bibbig et al., 1995; Braitenberg, 1978; Dominey and Arbib, 1992; 
Fuller et al., 2019; Yuille and Geiger, 2003). At the macro-level, there is, 
fifth, the structuring of the brain in large brain parts and their subdivi
sion into sub-parts with different anatomical structure, for example the 
areas of cortex, and, importantly and sixth, the connectivity between 
these. These macro-level constraints, area-subdivision and 
connectivity-structure implementation, are also realized to different 
degrees in different types of neural models, and are incorporated 
meticulously into so-called ‘whole-brain models’ (Deco et al., 2013; 
Deco et al., 2015; Hagmann et al., 2008; Vohryzek et al., 2023). In 
summary, there are six aspects and thus domains for implementing 
constraints: the neuron model, neuroplasticity and learning, local circuit 
composition and connectivity, regulation and control processes, and 
area structure and long-distance connectivity (for detailed discussion, 
see Pulvermüller et al., 2021). In addition, as these constraints are 
applied at different scales, their multi-level nature can be counted as an 
additional, seventh dimension of constraint. The constraints are illus
trated graphically in Fig. 1. 

It is important to note that, by saying that constraints can, and 
should, apply at these different levels, the ‘tightness’ or level of 

constraint is not yet specified. The neuron model constraint can, for 
example, be realized by using artificial neurons with graded responses, 
with more realistic integrate-and-fire dynamics, or even with imple
mentation of neurochemical and biophysical detail including synaptic 
transmitter release and ion-channel dynamics. The resemblance to real 
neurons can therefore be close or more distant. Likewise, local and 
global circuits can be modeled with different numbers of neurons and 
areas, cell types and level of detail of their connectivity. Although one 
may wish the highest level of constraint to be applied for all dimensions, 
such maximally-constrained networks would be impossible to realize 
due to technical and resource-related limitations, including computing 
resources and time. For example, modelling a network of billions of 
neurons approximating the size of the human cortex with each neuron 
being realized by a detailed biophysical model would lead to excessive 
computation times on currently available devices. It is therefore neces
sary to choose levels of constraint thoughtfully by weighing the 
importance of different resource demanding constraints against each 
other. 

When considering specific neural networks applied today, it is clear 
that most realize some of the constraints mentioned above. However, all 
seven constraints are implemented only rarely in one and the same 
model, although incorporating an additional one of these constraints 
increases the level of biological plausibility of a model. For example, 
most neural networks use sets of excitatory neurons unidirectionally 
connected between a sequence of subsets of their neurons, their ‘layers’ 
or ‘areas’. This is rather far from the complex connectivity structure 
between the areas of cortex. Furthermore, there are frequently no 
inhibitory cells and no connections between the neurons within one 
‘area’, so-called auto-associative links, and the connections between 
‘areas’, the hetero-associative links, are all-to-all. These features contrast 

Fig. 1. Schematic illustration of constraints for making neural networks more similar to real brains. These include the micro-level of neuronal function and dynamics 
and the synaptic rules driving the plasticity of their connections, the mesoscopic level of connections and interactions between excitatory and inhibitory neurons 
within a local neuronal cluster and across such clusters within an area, and the macroscopic level of area structure and between-area connectivity. The models can be 
used as tools to predict and/or explain behavior and brain activity patterns. (The brain area and connectivity diagram on the right has been kindly provided by 
Rosario Tomasello and the local circuit diagram in the middle is reprinted, with permission, from Schmidt et al., 2018). 
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with the cortex’s ample supply with inhibitory neurons and auto- 
associative connections between neurons in the same area and the 
well-known fact that the connections between most cortical areas are 
reciprocal, sparse and topographic, thus preserving neighborhood re
lationships (see, for example, Braitenberg and Schüz, 1998). Convolu
tional deep neural networks implement sparseness and topography of 
connections between adjacent layers/areas, and recurrent networks 
implement auto-associative connections. The implementation of sparse 
connectivity, topographical projections and recurrence can be seen as 
movements towards neurobiological reality (see, for example, Kietz
mann et al., 2019b; LeCun et al., 2015), although other dissimilarities 
may still persist. As mentioned, between-area connections are not real
istically implemented in most layered model networks. In contrast, 
whole brain networks implement the between-area connectivity struc
ture revealed by experimental studies. However, in this case, the typical 
approach is to model one area by one neuronal element (or a set of 
differential equations modelling activity of a small neuron pool), thus 
missing opportunities for incorporating micro- and meso-level con
straints (Pulvermüller et al., 2021; van Albada et al., 2022). 

Therefore, in an attempt to make neural networks more neuro
biologically realistic, it seems straightforward to realize all of the 
different constraints in the same model. This strategy may integrate 
some of the advantages of different types of classic neural networks, for 
example the between-area constraint of ‘whole brain’ networks and the 
local connectivity and neuroplasticity constraints realized by others 
(see, for example, Pulvermüller et al., 2021). Table 1 briefly summarizes 
in which way one example of a brain-constrained neural network ad
dresses all 7 constraints discussed (see also Fig. 2 for network illustration 
and part 4.1 for detailed discussion, Schomers et al., 2017). The neuron 
model chosen is just weakly constrained, i.e. artificial mean-field neu
rons are used. Biologically realistic Hebbian learning is implemented 
using a biologically founded algorithm, which includes strengthening of 
the synapse between 2 neurons (long-term potentiation) when both are 
co-activating (if both surpass a pre-defined threshold) and weakening 
(long-term depression) when one of the connected neurons is active and 
the other one inactive. Regulation is realized through inhibitory loops at 
two levels, local (per neuron) and global (per area). Within each model 
area, there are sparse and random connections between excitatory 
neurons whose probabilities decrease with distance, and each excitatory 
neuron projects to one inhibitory cell which, in turn, projects back to it 
and its neighbors, so as to capture some aspects of local cortical con
nectivity (Braitenberg and Schüz, 1998; van Albada et al., 2022). The 
selection of cortical areas was guided by clinical observations demon
strating the importance of frontotemporal regions for language 
(including the perisylvian areas highlighted in shades of red and blue in 
Fig. 2, top left, Bates et al., 2003; Ivanova et al., 2018), and by con
nectivity studies suggesting a subdivision of these areas into primary, 
secondary sensory/motor and higher-order connector hub areas, the 
latter being characterized by comparatively many links to other areas 
(high connectivity ‘degree’, Sepulcre et al., 2012; van den Heuvel and 
Sporns, 2013). Individual between-area connections were motivated by 

connectivity and tractography studies (see Petrides and Pandya, 2009; 
Rilling, 2014). This model thereby addresses neurobiological constraints 
across levels, from neurons to local neuron clusters to areas and larger 
cortical regions. 

Such multi-level brain-constrained networks can be applied to 
address specific unanswered questions in the cognitive and brain sci
ences (see Introduction for examples). If the question addresses the 
nature of symbol representation in the human brain (Section 3) or the 
mechanisms underlying human-specific verbal working memory (4.1), 
the network can be used to simulate elementary word learning by the 
child (Fig. 2, right panels and caption). After learning, the strengthened 
neuron connections and newly-formed circuits can be extracted, docu
mented and investigated, along with their activation dynamics and 
attractor states. Given sufficient ‘internal’ similarity of the network to 
the brain, these dynamics may provide clues about the neurobiological 
basis of the cognitive structures and processes targeted. To further 
scrutinize any tentative conclusions, constraints can be varied (for 
example by varying the neuron model or connectivity). Given the in
ternal validity of the model provided by the constraints it observes, any 
process or representation developing in the model may appear as at least 
a candidate mechanism for neurocognitive theorizing. In addition, it is 
important that brain-constrained models are also validated externally, 
based on experimental data. For example, brain-constrained models 
similar to that of Fig. 2 and Table 1 have been validated using non- 
invasive neurophysiological recordings (EEG, MEG, Garagnani and 
Pulvermüller, 2011; Garagnani et al., 2008; Tomasello et al., 2017), 
neurometabolic activation (Garagnani and Pulvermüller, 2016; Toma
sello et al., 2019), intracranial recordings (Pulvermüller and Garagnani, 
2014), patterns of neuropsychological deficits due to brain disease (part 
4.2) or learning patterns during infancy (Section 5). 

Most importantly, however, these constrained networks can be used 
for developing novel neurobiological explanations of cognitive mecha
nisms, thus providing explanatory answers to questions about why 
specific processes are ‘housed in different areas’ or why discrete or 
distributed representations develop (cf. list of questions in part 1.1). 
Clearly, the model in itself does not provide an explanation, but the 
researcher can use it to develop one, or at least a candidate explanation. 
In doing so, the phenomena observed in the network need to be related 
to established biological principles, several of which are also manifest in 
the constraints applied. For determining the relevance of a given 
constraint for an explanation, it may be useful to vary its level and 
observe the effect (or lack thereof) on network function. In later sections 
of this review, such candidate explanations will be proposed for the 
emergence of human verbal working memory, for semantic learning of 
symbol-referent relationships, for the way language drives attention to 
objects and their features and for the formation of abstract concepts. 

A sceptic may still object that, within a huge and highly complex 
artificial network, it might be hopeless to find clues about the mecha
nisms generating the complex neural interactions and dynamics puta
tively underlying the processing of concepts and thoughts – almost as 
hopeless as recording from and looking at the > 10 billion neurons in 
cortex. Still, taking a more optimistic perspective, it may be possible to 
map and document emerging structure and functionality within a 
complex artificial network and relate these to both cognitive phenomena 
and underlying biological principles. The full accessibility of data from 
all model neurons may be beneficial in this endeavor. Sections 3 to 6 will 
now address recent brain theory and neurocomputational research 
aiming at such neurocognitive explanation. 

3. Cognitive representations in mind and model 

A range of exciting research projects focus on building models of 
cognitive mechanisms with more or less explicit reference to brain 
mechanisms. These address a broad range of cognitive domains, 
including memory, attention, object perception and categorization, 
logical reasoning and language along with conceptual and semantic 

Table 1 
Illustration of the 7 constraints as realized in the model used by Schomers et al. 
(2017). For explanation, see text and Fig. 1.  

constraint realised in the model by 

Multi level Cortical columns, areas, perisylvian cortex (Fig. 2, top left) 
Neuron model Mean field neurons 
Plasticity Hebbian learning including synaptic strengthening (long-term 

potentiation) and weakening (long-term depression) 
Regulation Local and global regulation and control loops 
Local 

connections 
Sparse random neighborhood-biased excitatory links, inhibitory 
cells with local links (Fig. 2, bottom middle panel) 

Area structure 6 areas in the left perisylvian cortex (Fig. 2, top left panel) 
Global 

connectivity 
Based on tracer and tractography studies in monkeys and 
tractography studies in humans (Fig. 2, left middle panel)  
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processing (e.g., Cazin et al., 2019; Constant et al., 2023; Dell, 1986; Dell 
et al., 1997; Dijkstra et al., 2019; Dominey and Inui, 2009; Drude et al., 
2018; Eliasmith et al., 2012; Elman, 2005; Grainger and Jacobs, 1996; 
Henningsen-Schomers et al., 2023; Henningsen-Schomers and Pulver
müller, 2022; Huyck and Passmore, 2013; Jackson et al., 2021; Kietz
mann et al., 2019a; Kriegeskorte and Diedrichsen, 2019; Lindsay et al., 
2017; MacKay, 1987; Papadimitriou et al., 2020; Stefaniak et al., 2019; 
Tomasello et al., 2019; Verduzco-Flores et al., 2009). The following 
paragraphs will focus on work targeting the learning of symbols and 
concepts, with a focus on the question what kind of ‘representations’ 
develop in artificial neural networks and the brain. 

3.1. Semantic models: discrete or distributed? 

Building a mechanistic model of symbol processing and language 
was typically based on a priori decisions about the nature of these 
mechanisms. The most established theories in cognitive science assume 
that symbols, concepts and meanings are discretely represented in the 
mind and brain, so that there would be, for example, one specific rep
resentation for each word form linked to separate representations of its 
meaning, syntactic function, phonological structure and so on (see, for 
example, Levelt, 1989; Morton, 1969). Researchers in this tradition 
proposed neural implementations of this type of model, in which a given 
representation is realized as a locally-separate and discrete processing 
unit, which can be active or inactive at any point in time. These so-called 
‘localist’ neural models implement discrete representations by neural 
units or ‘nodes’ for a given symbol form and further associated nodes for 
the symbol’s phonological and semantic feature representations (see, for 
example, Dell, 1986; MacKay, 1987; McClelland and Elman, 1986). 
Representations of perceptions and motor acts are realized by additional 
units separate from symbolic representations. 

The existence of discrete symbolic representations separate from 
perception and action processes has been called into question by 

philosophers, linguists and cognitive scientists (Engel et al., 2013; 
Gibson, 1979; Lakoff, 1987; Langacker, 1991; Varela et al., 1991). This 
position builds upon intrinsic links between abstract cognitive opera
tions and their related perceptual antecedents as well as the actions by 
which these cognitive operations become manifest or expressed. Some 
have even argued that the existence of such intrinsic links to action 
knowledge makes a separate level of cognitive representations, in the 
sense of “context-neutral description[s] of object features”, obsolete (for 
discussion, see Engel et al., 2013). 

Converging with this ‘anti-representational’ (better: anti- 
discreteness) position, computational scientists argued that distributed 
network models, for example three-layer feedforward networks with or 
without additional memory mechanisms and multi-layer ‘deep’ neural 
networks, do not develop neural analogs to ‘representations’, in the 
sense of discrete symbol-related processing units, but give rise to dy
namic distributed activity patterns instead (Elman, 2004; Elman et al., 
1996; Farah and McClelland, 1991; McClelland and Rumelhart, 1985; 
Ralph et al., 2017; Rogers and McClelland, 2004; Westermann et al., 
2006). Because, in this case, the same set of neuronal units may be 
involved in the processing of many different symbols, the correlates of 
symbols within these fully-distributed networks was proposed to be 
better captured by dynamic activation vectors across, for example, an 
entire network layer. Therefore, the lack of constant discrete represen
tations within fully-distributed networks was seen as an advantage, 
which opens novel perspectives to capture semantic and functional 
similarities and differences between the same symbols used in different 
contexts, which may escape a discrete localist approach (Elman, 1990; 
Elman, 2004). 

However, proponents of the discrete symbolic representational camp 
question this position, for example because it does not readily offer 
criteria for assessing whether a symbol used in slightly different contexts 
comes with the same or different meaning(s), and because it is unclear 
how abstract symbolic meaning can be built from, and separated from, 

Fig. 2. Brain-constrained model of 6 areas of the left perisylvian cortex known to be of special relevance for language and symbol processing. The diagrams on the 
left show the network’s structure and those on the right illustrate the simulation of the learning and processing of one word form. Top left: 6 areas are modeled, the 
inferior primary articulatory motor, M1, inferior premotor cortex, PM, and the inferior prefrontal area, PF, in the frontal lobe (in reddish colors) and primary 
auditory, A1, auditory belt, AB and parabelt, PB, in superior temporal cortex (in shades of blue). Middle left: Connectivity between the 6 model areas as suggested by 
tractography results. Bottom left: Illustration of the sparse, topographic and partly random connectivity between next and second-next neighbor areas. Bottom 
middle: Illustration of the sparse, topographic and partly random local connectivity within an area, between a given excitatory neuron (in the center) and other 
excitatory neurons (grey area) and between the excitatory cell, its inhibitory unit (shown at the bottom) and a smaller local neighborhood. Top right: To simulate the 
learning of a word form, a neuronal pattern representing articulatory features was activated in M1 and a pattern indexing acoustic features of the speech signal in A1. 
Activation was allowed to spread through the network and non-supervised Hebbian synaptic plasticity was applied. Middle right: After multiple such learning events, 
a strongly connected neuronal assembly has formed, which comprises neurons in all 6 areas, which activates as a whole upon later stimulation. Black squares show 
the six areas (from left to right, as in the left middle panel) and white dots the active neurons. Bottom right: Schematic illustration of a neuronal assembly spread 
across all 6 areas of the network. Small ovals represent neuronal units and lines strengthened connections between cell assembly neurons. For clarity, second-next 
between-area connections and within-area connections are omitted in this latter diagram. 
(Panels on the left and the bottom right one are reprinted with permission from Garagnani et al., 2008; Pulvermüller and Garagnani, 2014; Schomers et al., 2017). 

F. Pulvermüller                                                                                                                                                                                                                                  



Progress in Neurobiology 230 (2023) 102511

6

concrete action- and perception-related knowledge. In addition, a 
principal problem with fully-distributed dynamic vectors is patterns 
interference. When perceiving both a cat and a dog at the same time, 
neurons indexing aspects of both entities are active together and the 
resultant cumulative pattern of activity will be substantially different 
from both individual patterns, so that information about the individual 
objects gets lost. It therefore appears that the distributed dynamic ac
tivations have their advantages over localist representations (e.g., 
mapping of contextual semantic differences), but that the discreteness 
and separability of mechanisms for different concepts and symbols 
comes with other advantages instead (e.g., robustness against pattern 
interference. For a broader discussion of these and related issues, see 
Clahsen, 1999; Elman, 2005; Fodor and Pylyshyn, 1988; Marcus, 2018; 
Marcus, 2008; McClelland and Patterson, 2002; Pinker and Ullman, 
2002). 

3.2. Network correlates of symbolic form 

After all, it is an empirical question whether, within a neuronal 
machinery, abstract cognition, concepts and symbols can be ‘built from’ 
action and perception and whether there are discrete processing units in 
the human brain that can be likened to word forms and their meaning. 
To find out, one may perform neurophysiological experiments aiming at 
defining the set of neurons that become activate when given symbols or 
words are being processed. Obviously, such experiments come with 
serious problems due to the vast number of vocabulary items (several 
10.000s) and the monstrous number of neurons to be examined (>10 
billion if only cortical neurons are considered). Therefore, defining the 
precise set of neurons in the human brain that is active specifically when 
processing a specific word form or concept appears as an undoable task. 
All we can provide is clues about specific neurons from a small part of 
the brain related to a small set of symbols (e.g., Creutzfeldt et al., 1989; 
Yi et al., 2019) or about large-scale activation patterns associated with 
sub-categories of symbols (e.g., Carota et al., 2017; Pulvermüller, 2013) 
or individual ones (Bouchard et al., 2013; Carota et al., 2021; Huth et al., 
2016). These results indicate that action and perception knowledge may 
be activated in conceptual and semantic processing and may even be 
necessary for it (Barsalou, 2008; Binder and Desai, 2011; Kiefer and 
Pulvermüller, 2012; Pulvermüller, 2018b), although the question about 
necessity remains controversial (see, for example, Dreyer et al., 2020; 
Vannuscorps and Caramazza, 2016). The results do not offer strong 
implications for the existence of discrete processing units in the brain 
which could underlie and ‘represent’ symbols, word forms, concepts and 
meanings. 

A different possibility to address the question about the existence or 
absence of discrete processing units is to perform brain-constrained 
network simulations and observe what kind of mechanism develops 
when symbols are learned by brain-like systems. One may argue that this 
strategy has already been followed, with the above-mentioned results. 
However, please recall that the fully-distributed networks typically 
applied to address this question used just a few of the constraints 
highlighted in Section 2. Could it be that the application of a broader 
range of biological constraints to the networks leads to the emergence of 
discrete processing units that show similarities to the representational 
units postulated by symbolic cognitive theories? 

Garagnani and colleagues used a brain-constrained network 
mimicking six areas in frontal and temporal cortex close to the lateral or 
sylvian fissure – the perisylvian cortex – which is known to be particu
larly important for language (Fig. 2, upper left panel, Bates et al., 2003; 
Ivanova et al., 2018). This part of the brain will therefore be called the 
‘perisylvian language cortex’, although it is clear that additional areas 
are important for language and that the left perisylvian areas carry 
processes different from language, too (Fedorenko and Thompson-S
chill, 2014; Pulvermüller, 1999, 2018b; Tremblay and Dick, 2016). The 
frontal areas included articulatory primary and premotor cortex and 
adjacent inferior prefrontal sites and the temporal areas primary 

auditory, auditory belt and parabelt cortices. Bidirectional, sparse and 
topographic excitatory connections interlinked adjacent areas and an 
additional link between prefrontal and parabelt areas was added. 
Similarly sparse excitatory connections were established within each 
area along with local and area-specific inhibition mechanisms. 
Connection weights were subject to Hebbian unsupervised learning, 
whereby simultaneous activation yielded synaptic strengthening and 
either pre- or post-synaptic activity alone led to weight reduction (Artola 
and Singer, 1993; Tsumoto, 1992). The production of spoken syllables 
and spoken word forms was simulated by activating a selection of 
neurons in the model’s ‘articulatory motor’ and ‘auditory areas’ (Fig. 2, 
top right diagram). The simulations were intended to mimic cortical 
processes that take place when the baby utters its first syllables and 
word-like utterances and perceives these self-produced elements 
acoustically. (This does in fact not lead to exactly simultaneous activa
tion of articulatory and auditory neurons, but the network effect of 
slightly asynchronous activation onsets yields similar results.) The study 
revealed that the co-presentation of sparse random patterns of neuronal 
activity at the opposite ends of the network (articulatory and auditory 
areas) leads to activity spreading across the network and to the forma
tion of specific circuits of strongly connected neurons for each of the 
probed syllables and word forms (Garagnani et al., 2008, 2009). 

Note that such bi-directional activation spreading can only occur in 
networks imitating the known bi-directionality of most cortical 
between-area pathways, which contrasts with the unidirectional excit
atory connections between the layers of most neural networks. Most 
importantly, the formation of a unique set of strongly connected neurons 
or cell assembly for each word form is not a trivial consequence of the 
neurocomputational learning regime. On the background of earlier 
simulations using parallel distributed 3-layer networks or deep networks 
with 6 or more layers, dynamic and fully-distributed activation patterns 
within each layer would have been expected, without showing discrete 
functionality (Elman, 2005). Other types of networks, for example 
so-called auto-encoders, yield single neural elements coding cognitively 
interesting information (Higgins et al., 2021). And the modular 
perspective long dominating the field of cognitive science suggests that 
speech production units and speech perception/comprehension mech
anisms are built independently from each other, as separate and 
quasi-autonomous processing units. Against this background, the for
mation of neuronal circuits specific to words, which interlink articula
tory and auditory information, appears as surprising. But which 
brain-like features of the network might be critical for the emergence 
of distributed cell assemblies? This issue will be addressed in part 3.3 
below. 

It is worthwhile to look more closely at the processes implemented in 
the network, along with the learning results the network model brought 
about. To simulate near-simultaneous production and perception of 
‘babbles’ and early words, patterns of neural activity thought to deter
mine specific articulatory movement sequences were ‘injected’ in the 
‘motor cortex area’ at one end of the network (red area M1 in Fig. 2, top 
panel on the right). At the same time, the ‘auditory cortex area’ at the 
opposite end of the network (blue area A1) received a different neuronal 
activation pattern thought to code for specific features of the acoustic 
signals produced by the infant’s articulation. The co-activation of 
‘articulatory motor’ and ‘auditory cortex’ by specific patterns led to 
activation spreading forward and backward (from auditory to motor and 
back) throughout the network, also involving all ‘higher’ fronto- 
temporal areas connecting the sensory and motor fields. As a conse
quence, the connections between the neurons involved in this activation 
spreading strengthened their mutual connections, due to joint pre- and 
post-synaptic activation. The result was a specific set of strongly con
nected neurons for each articulatory-acoustic phonological pattern (an 
example is shown in Fig. 2, middle panel on the right). Notably, each of 
these neuronal assemblies was distributed across all ‘areas’ of the deep 
network. In addition to their distributedness, each cell assembly con
sisted of neuron members which were more strongly interlinked with 
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each other than to neurons outside the set, within the larger 6-area 
network. This strong internal connectivity made the cell assembly a 
functional unit. Therefore, each of the cell assemblies can be considered 
as the putative neuronal machinery that processes one specific word or 
symbol form. 

As specific cell assemblies emerged for each word form, it appears 
that biologically-constrained networks tend to build processing units for 
individual word forms and symbols. Whether or not one wants to call 
these ‘representations’ is an open issue. Certainly, these processing units 
do not ‘represent’ in the sense that a person would have created them 
with the intention to stand for something else (as a physicist can 
‘represent’ force by an ‘F’ in a formula); the possibility that readers 
might be misled by the term was a reason for (neuro-) philosophers to 
recommend dropping it (see, for example, Baker and Hacker, 1984; 
Bennett and Hacker, 2006). It was the stimulation patterns related to 
sensory and motor features of word forms that led to the development of 
neuronal assemblies in the network; insofar, there was no person or 
entity that caused the ‘representation’. Neural aggregate formation 
simply happened, caused by activation of many neural elements and the 
neurobiological principle of Hebbian learning, which was effective in a 
neuroanatomically plausible architecture. However, as each neuronal 
assembly stands for a different word form or symbol, they can be 
considered to be similar to representations a programmer uses when 
writing code. In this sense, the circuit in the neural system represents 
symbols used ‘in the world’, by humans or artifacts. In order to avoid the 
potentially confusing aspects of the word “representation” in this 
context, it is possible to speak, instead, about the putative “machinery”, 
“material basis” or “mechanism” of a word form or symbol. However, 
considering the above-mentioned data from brain-constrained model
ling, these neuronal assemblies are discrete devices, insofar as (i) they 
can be activated as a whole and/or remain inactive, and (ii) the neuronal 
machineries of two different symbols are distinct sets of neuronal ele
ments (see also Pulvermüller and Garagnani, 2014; Pulvermüller et al., 
2014). Although these sets are distinct, they may overlap with each 
other and each set activation may differ from other activations, for 
example when a set of specific neurons are pre-activated by the pre
ceding context. Therefore, the discrete and distributed nature of the cell 
assemblies bear the potential to model discrete symbol processes along 
with gradual context effects. It appears that this discrete-distributed 
nature may help to integrate advantages respectively claimed by the 
proponents of localist vs fully-distributed representations (Elman, 2005; 
Fodor and Pylyshyn, 1988; Marcus, 2018; Marcus, 2008; McClelland 
et al., 2010; Pinker, 1994; Plaut and Patterson, 2010). In this sense, the 
cell assembly mechanism provides ‘representations’ that are both 
discrete and distributed. 

3.3. Why would brain-constrained networks build discrete cognitive 
circuits? 

In the above described network simulation of symbol learning, ac
tivity in the periphery of the network model, in its ‘sensory and motor 
areas’, led to synaptic modification and neuroplastic learning across all 
‘areas’ of a deep network architecture. This was surprising, because the 
Hebbian learning mechanism applied in these simulations is a local 
learning process only affecting the synaptic connection between two 
nerve cells, but not neurons further apart. To guarantee neural plasticity 
across layers, most previous modelling of cognitive learning with multi- 
layer networks used non-local learning rules, such as error- 
backpropagation or other ‘gradient dependent’ algorithms (Lillicrap 
et al., 2020; Richards et al., 2019; Rumelhart et al., 1986). These algo
rithms are called ‘non-local’ and ‘supervised’, because, after the 
to-be-learnt information is provided to the network and the network’s 
performance is evaluated with reference to a desired output or ‘teacher 
signal’, the amount of ‘error’, that is, each neuron’s contribution to any 
deviation from the desired output, is computed and fed back to all 
neuronal units. Subsequently, the weight of each synapse in the network 

is modified, depending on the amount of error it contributes. Therefore, 
this type of learning mechanism makes it possible to implement neu
roplastic changes non-locally, at all neurons of a multi-layer network. 
Error-gradient dependent algorithms have been shown to be extremely 
efficient and they contributed to the great success of deep neural net
works in modelling human-like performance (Dahl et al., 2012; Graves 
et al., 2013; Krizhevsky et al., 2012; Smit et al., 2021; Zhou et al., 2019). 
However, it has been suggested that this type of learning lacks biological 
plausibility (Lillicrap et al., 2020; O’Reilly, 1998) and the discussion of 
its possible biological correlates is still ongoing. 

In the brain, Hebbian plasticity plays an important role for learning 
and knowledge accumulation and is indispensable for the acquisition of 
perceptual, cognitive and linguistic capacities (Kempter et al., 1999; 
Keysers and Gazzola, 2014; Palm, 1982; Pulvermüller, 1999; Rau
schecker, 1991). Hebbian learning includes at least two mechanisms. 
First, neurons that fire together strengthen their mutual connection(s) 
and second, and equally importantly, neurons firing independently of 
each other weaken their links (cf. long-term potentiation and depres
sion, Artola and Singer, 1993; Tsumoto, 1992). The timing of neuronal 
activations also comes into play, as the activation of the pre-synaptic 
neurons only after that of the post-synaptic one typically leads to syn
aptic weakening, too (cf. spike-timing dependent plasticity, Bi and Poo, 
1998; Caporale and Dan, 2008; Gerstner et al., 1996). As Hebbian 
learning is a local process, it may appear as questionable whether it can 
bring about neuroplasticity across the areas of a multi-area network. For 
example, it is unclear how the connection between neurons in the 
middle of the network of Fig. 2 (e.g., from area PB and PF) can be 
influenced by information far away, in the periphery of the ‘deep’ 
network (area A1 and M1). And of course, the same question can be 
raised regarding connections between neurons located in multimodal 
cortical ‘association’ areas of the real cortex, which do not receive direct 
sensory input or provide motor output. Such considerations may have 
contributed to the preference of non-local supervised rules in simula
tions using multi-layer architectures. 

However, as shown by the simulation study explained in part 3.2, 
Hebbian mechanisms – including the association and dissociation 
components – are in fact sufficient to account for learning across the 
many layers of a deep neural network with bi-directional connections 
(see, for example, Doursat and Bienenstock, 2007; Garagnani et al., 
2007, 2008, 2009). The reason is the aforementioned spreading of 
activation. When a network with only weak links is stimulated, this first 
leads to reliable activation of the stimulated neurons exclusively. 
Nevertheless, with some likelihood, due to the probabilistic nature of 
neural activation and the omnipresence of noise in any brain-like 
network, the directly stimulated neurons will also activate some of the 
nerve cells they connect to, thus leading to neuronal co-activation and 
strengthening of some of the links (Doursat and Bienenstock, 2007). The 
chain of strongly linked neurons grows with further activations, so that, 
after some time, strongly connected local ensembles will have formed 
through which a wave of activity reliably spreads each time there is 
stimulation from outside (Doursat and Bienenstock, 2007). This chain 
formation takes place from both sides in the six-area network of Fig. 2 
when neuron populations in the motor and auditory areas (M1, A1) are 
activated together, so that, after some learning, the two neuronal chains 
will meet in the central areas of the network and eventually join due to 
their co-activation (Garagnani et al., 2007, 2009). This is why the local 
rule has non-local effects. In the context of gradually emerging activa
tion spreading, local Hebbian learning leads to formation of strongly 
connected neuronal sets spread out across a multi-area architecture. 

The result of strongly interlinked processing units in distributed 
neuronal networks with brain-constrained structure and function con
trasts with distributed ‘representations’ emerging in fully-distributed 
layered network models. As mentioned, Elman and others have 
strongly argued that neural networks do not include separable mecha
nisms for individual words, symbols, meanings, concepts and other 
linguistic and cognitive units. Instead, dynamic activation patterns 
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emerge which show now obvious relationship to symbolic engrams, as 
all of these patterns use the same set of neurons, including all ‘nodes’ of a 
given ‘hidden layer’, to code for representing and processing a given 
cognitive item. This does not rule out the possibility that specific neural 
elements in each ‘layer’ may contribute preferentially to the processing 
of one or a selection of engrams (see Wood, 1978; Wood, 1980), but such 
units appear to be rare and difficult to detect in fully-distributed net
works, if their presence is not even just due to “subtle manipulation on 
the part of the experimenter designed to produce the desired effect” 
(Plaut, 1995). If so, what is the explanation for the absence of specific 
and discrete neural processing units for symbols, concepts and meanings 
in most layered neural networks and their presence in the 
above-mentioned biologically constrained networks? 

One possibility is that Hebbian learning on its own provides the key. 
Garagnani and Pulvermüller indeed argued that the ‘dissociation’ term 
of Hebbian learning – the ‘neurons out of sync delink’ rule – accounts, in 
part, for the separation of neuronal assemblies which would otherwise 
become associated or at least strongly overlap (Garagnani et al., 2009). 
However, to what degree overlap reduction is driven by dissociation 
learning depends on the precise patterns of correlation and on the choice 
of learning parameters. Current network simulations indeed show some 
neuronal overlap of the processing units corresponding to different 
symbols. This observation suggests that, although the Hebbian principle 
may reduce cell assembly overlap, it cannot guarantee full separation. 

Considering connectivity constraints, it is apparent that within-area 
excitatory and inhibitory connections are absent from most distributed 
layered cognitive networks, whereas these are implemented in brain- 
constrained networks. That co-activated neurons strengthen their 
mutual links not only across the ‘areas’ of the network but also within 
each area, appears to be another factor substantially contributing to the 
formation of strongly connected processing units for different symbols. 
Furthermore, the within-area inhibition provided by the area-immanent 
inhibitory neural units may contribute to the separation of different 
neuronal assemblies. Although each symbol-related neuronal set is 
distributed across the areas of the entire network, may vary in the pre
cise way it activates when being stimulated and may overlap with 
several other such assemblies, the individual sets can easily be separated 
from neurons not significantly contributing to the processing of a given 
symbol (Garagnani et al., 2009). In essence, it appears likely that it is 
precisely the more biologically plausible inner architecture of the ‘areas’ 
of brain-constrained networks – in particular their excitatory and 
inhibitory within-area connections – which, conjoined with full Hebbian 
association and dissociation learning, gives rise to the emergence of the 
material correlates of specific symbolic forms. 

It will be relevant to compare the effect of variable types of within- 
and between-area connectivity, along with that of different learning 
algorithms, on the formation of discrete circuits. If cell assembly for
mation persists under varying connectivity patterns, this would be evi
dence for a predominant role of Hebbian plasticity. If only specific types 
of local links (e.g., including local inhibitors) or between-area connec
tions (e.g., reciprocal ones) yield discrete word-related circuits, the 
relevance of these structural features for an explanation of symbol 
representations would be evident. Variable learning rules may also in
fluence the properties of emerging representation. These are but some 
explanation-related issues that await future research. 

4. Brain-constrained modelling of symbolic and semantic 
mechanisms 

The following paragraphs address basic steps in modelling symbols 
and semantic links using biologically constrained neural networks. 
Three ‘case studies’ of symbol processing in brain-constrained networks 
will be summarized. First, the specific connectivity structure between 
areas of the human perisylvian cortex, which is of great importance for 
language (Fig. 2, top left), will be used to work towards an explanation 
of verbal working memory and the learning of large vocabularies it 

enables. Second, the mapping of information about word forms and their 
referent objects and actions will be probed in biologically founded 
network models, thereby addressing the question why specific cortical 
areas are important for semantics generally, whereas other areas are 
relevant for semantic processing of particular semantic categories spe
cifically. Third, it will be asked why the mapping of words and their 
referents can be very fast, being established within a few trials and even 
sometimes taking place already after one exposure. These examples are 
intended to propose basic biological mechanisms and explanations of 
symbol learning, symbol grounding and semantic mapping. These bio
logically founded mechanisms will lay the ground for the explanation of 
more sophisticated semantic phenomena addressed in subsequent 
sections. 

4.1. Neuromechanistic basis of human-specific verbal working memory 

One of the aforementioned eminent questions (see 1.1) addresses the 
species-specificity of mechanisms underlying symbolic systems and 
language. Only humans can acquire languages with huge vocabularies 
and flexible combination of atomic symbols into complex strings. Other 
primates lack this ability in spite of great resemblance of their brains to 
those of humans. A possible explanation of this fascinating human 
specificity comes from neurobiology and could be rooted in differences 
in cortical connectivity between primate brains (Ardesch et al., 2019; 
Barrett et al., 2020; Braunsdorf et al., 2021; Dick and Tremblay, 2012; 
Frey et al., 2014; Glasser and Rilling, 2008; Petrides and Pandya, 2009; 
Petrides et al., 2012; Rilling, 2014; Rilling et al., 2011; Rilling et al., 
2008; Rilling and van den Heuvel, 2018; Thiebaut de Schotten et al., 
2012). 

A neurocomputational study used a brain-constrained model of the 
perisylvian areas of the left cortical hemisphere, the brain part most 
important for human language, and compared this model’s performance 
to that of a ‘monkey model’ (Schomers et al., 2017). The study focus lay 
on a specific anatomical difference in connectivity structure between 
human brains and that of monkeys and apes. In contrast to quantitative 
differences, for example the increases of specific areas and the brain as a 
whole, connectivity structure shows a well-documented qualitative 
structural evolutionary change (Rilling, 2014). The dorsal connection 
between left inferior frontal and temporal cortex by way of a pathway 
called the arcuate fascicle is strongly developed only in humans, but 
much weaker in chimpanzees and quite weak in macaques. Over and 
above stronger vs weaker development of the arcuate fascicle, it appears 
that particular between-area connections are characteristic of the 
human brain. A largely linear line-up of areas holds for most primates, 
with connections from primary to secondary auditory areas, from there 
to multimodal superior-temporal cortex, and on to prefrontal, premotor 
and motor cortex. There are additional indirect links, which provide 
ample shortcuts to this next-neighbor structure, for example between 
premotor and superior-temporal and between auditory belt and pre
frontal areas, and, interestingly, these are much more prominent in 
humans than in other primates (see, for example, Rilling et al., 2011; 
Rilling et al., 2008; Thiebaut de Schotten et al., 2012). These so-called 
‘jumping links’ (Fig. 2, left middle panel) may provide more effective 
information exchange within the human left-perisylvian language 
cortex. 

The simulation study by Schomers and colleagues showed that the 
increase in connectivity leads to more efficient learning of correlated 
patterns of articulatory and auditory information and, crucially, the 
formation of discrete distributed processing units that maintained their 
activation for some time after their stimulation. In contrast, sensori
motor patterns presented to the ‘monkey model’ lacking ‘jumping links’ 
produced neuronal assemblies which activated after stimulation but 
then lost activity quickly. The temporary bistability and activity main
tenance of the cell assemblies of the human model can be interpreted as 
a biological correlate of verbal working memory, a prerequisite of 
building a large vocabulary of symbols and thus for learning a language 
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(Schomers et al., 2017). 
These simulations using brain-constrained networks offer a first step 

towards an explicit neurobiological explanation of specifically human 
language skills. Note that this explanation is based on just one minimal 
difference in connectivity structure implemented as part of the between- 
area connectivity constraint. The networks, which were multiply con
strained by biological features, developed verbal working memory only 
if their connectivity structure included the indirect between-area links 
characteristic of the human connectome. Just increasing connection 
strength in the ‘monkey architecture’ did not yield this effect. With 
‘jumping links’ in the perisylvian network, the auto-associative input 
through connections between the neurons of the developing circuits 
became strong enough to maintain activity for some time. As the indi
vidual circuits of the model correspond to word forms, this activity 
maintenance can be interpreted as verbal working memory, which may 
be important for building large vocabularies (Baddeley, 2003; Baddeley 
et al., 1998; Bishop et al., 1990). Therefore, the summarized work 
provides a candidate explanation why and how an evolutionary change 
in brain connectivity has led to a new skill, verbal working memory, and 

the ability to build large vocabularies in humans. The results also 
explain a range of previous observations, including the relationship 
between arcuate fascicle connectivity and word learning ability 
(Lopez-Barroso et al., 2013) and the relatively reduced ability of 
non-human primates to remember sounds (Fritz et al., 2005; Scott et al., 
2012, 2014). 

4.2. Symbol grounding mechanisms for semantic learning 

The paragraphs above focused on the mechanistic basis of symbolic 
forms, of spoken words or written signs, still leaving it open how such 
forms bind to specific meanings in symbol learning within a neuro
biologically plausible system. The connection between a word and the 
objects or actions it is used to speak about can be learned based on as
sociation. The Hebbian learning rule provides a biological basis of such 
associative semantic learning. Therefore, if the word “dog” is used in the 
context of perceptions of different dogs, the neurobiological links be
tween neurons included in the mini-circuit of the word form may link up 
with neurons activated in visual (tactile, auditory, olfactory …) cortices 

Fig. 3. Learning of symbol referent relationships in a brain-constrained model including 12 peri- and extrasylvian areas relevant for language and semantics. The 
model areas imitate the 6 areas in fronto-temporal perisylvian cortex of Fig. 2 plus 6 ‘extrasylvian’ areas, including 3 dorsolateral frontal sites, lateral prefrontal, PFL, 
lateral premotor, PML, and primary hand motor cortex, M1L, and 3 temporo-occipital sites, anterior temporal cortex, AT, inferior-posterior temporo-occipital, TO, and 
occipital visual cortex, V1. The 12 area semantic model is used to simulate semantic learning of an object related word by co-activating neuron sets in perisylvian 
articulatory and auditory areas (imitating the production/perception of a spoken word form) plus neurons either in visual cortex (imitating the perception (or 
thinking) of a referent object, top panel) or in lateral motor cortex (imitating the execution of a referent action, middle panel). Bottom panel: As a result of co- 
processing word form and referent related information, distributed cell assembly circuits form which are spread out across model areas. The 12 model areas are 
spatially arranged as in the 12 boxes schematically displayed in the diagrams above. Individual colored dots index neurons of two different circuits, one simulating an 
action-related word (in red) and the other one an object word (in light blue). Yellow dots show neurons included in both word-related circuits. Most of the neuron 
members of these circuits are located in the connector hub areas of the model (areas PFL, AT, PFi, PB). 
(a) Circuits of the object and the action word respectively include moderate but significant numbers of neurons in visual and dorsolateral motor areas (areas V1, TO, 
M1L, PML), thus reflecting the different information sources of semantic grounding. (b) The figure includes artwork from (Tomasello et al., 2017). 
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(for illustration, see top panel of Fig. 3). This may interlink the word 
form mechanism with that of sensory perceptions of objects, thereby 
building a larger neuronal assembly now binding the word form to in
formation about possible referent objects. A similar process may be 
triggered when action related words are used in the context of the 
learner’s own actions: in this case, action related activity patterns in 
dorsolateral motor and prefrontal fields co-activate with word form 
circuits (see middle panel of Fig. 3, Pulvermüller, 2005; Pulvermüller 
and Fadiga, 2010). 

Simulation studies using brain-constrained networks showed the 
formation of associative neuronal circuits (i.e., strongly interconnected 
sets of neurons, or cell assemblies) in a larger network imitating 12 
perisylvian and extrasylvian areas relevant for processing words and 
their meaning (Garagnani and Pulvermüller, 2016; Tomasello et al., 
2017, 2018). The ‘extrasylvian’ areas outside the ‘language areas’ and 
more distant from the sylvian fissure included primary and higher visual 
areas and anterior temporal lobe along with dorsolateral motor, pre
motor and prefrontal cortex. As a result of learning, strongly connected 
higher-order circuits developed, which interlinked linguistic circuits 
underpinning word forms with object and action related circuits. 
Consistent with previous neurocognitive theorizing (Braitenberg, 1978; 
Hebb, 1949; Pulvermüller, 1999), the linguistic and action/object 
related circuits in fact merged with each other as a consequence of 
learning. After learning, one single higher-order ‘semantic circuit’ for 
each stored symbol had formed, which integrates form and meaning 
information within one functional unit. Different versions of the 
brain-constrained semantic model varied the ‘tightness’ of model con
straints, comparing, for example, a model composed of basic mean-field 
neurons with one using more sophisticated integrate-and-fire neurons 
(see Section 2), with comparable results (Tomasello et al., 2018). This 
consistency across model variants suggests a general semantic mecha
nism emerging in brain-constrained networks, which does not depend 
on the precise neuron model chosen. 

While associative learning of information about word form and word 
referent may appear as a simple, almost trivial task, the model results 
provide important novel insights into the putative brain mechanisms 
underlying semantic processing. First, they provide a mathematically 
precise mechanistic model of conceptual and semantic grounding of 
symbols, the anchoring of symbolic meaning in entities and features of 
the world (see, for example, Barsalou, 2008; Cangelosi and Stramandi
noli, 2018; Glenberg and Gallese, 2012; Harnad, 1990; Kiefer and Pul
vermüller, 2012). Second, a host of neuropsychological data document 
so-called ‘word category specific’ deficits, whereby patients with brain 
lesions suffer from linguistic and semantic problems preferentially with 
specific word categories, for example action related verbs vs concrete 
object related nouns, or animal vs tool words (Damasio et al., 1996; 
Dreyer et al., 2020; Kemmerer, 2014; Shallice, 1988; Warrington and 
Shallice, 1984). In addition, metabolic and neurophysiological imaging 
studies have shown activation of different brain areas depending on and 
changing with the meaning of linguistic stimuli (Anderson et al., 2018; 
Binder and Desai, 2011; Kiefer and Pulvermüller, 2012; Martin, 2007; 
Pulvermüller, 2018b). Some of these activation and lesion results can be 
explained in detail by these simulation results (Chen et al., 2017; 
Garagnani and Pulvermüller, 2016; Ralph et al., 2017; Tomasello et al., 
2017, 2018; Tomasello et al., 2019). Most importantly, the simulations 
indicate that the meaning carriers of the human brain are distributed 
circuits of neurons which, depending on their meaning, may be spread 
across different sets of cortical areas including primary and secondary 
modality-specific sensory and motor fields. 

The diagram at the bottom of Fig. 3 shows examples of the contrast 
between the distributions of the cell assemblies of object and action 
related words as revealed by one of the model simulations (Tomasello 
et al., 2017). Note that the red dots showing individual neurons included 
in the cell assembly of one action-related word are relatively numerous 
in dorsolateral motor and premotor cortex (PML, M1L), but not in visual 
areas in occipitotemporal cortex (V1, TO), whereas the blue dots 

indexing member neurons of object-word circuits are relatively more 
frequent in the visual areas. This difference in the distributions of cell 
assemblies is a direct consequence of the different patterns of sensori
motor activity during the simulated semantic grounding process. 
Therefore, this model explains why lesions in modality-preferential 
cortical areas frequently lead to category-specific deficits and why, in 
the intact brain, words of different semantic types activate specific 
modality-preferential areas. Similar theoretical proposals have been 
made previously (see, for example, Allport, 1985; Pulvermüller, 1999). 
However, the summarized simulation now demonstrates that these 
possibilities are also consistent with biological principles and observa
tions manifest in the modelling constraints applied. 

The simulation of the word types object vs action word just repre
sents one example of a semantic category difference, where the cate
gories also illustrate extreme cases although the semantic space is 
continuous. A more exhaustive simulation of semantic word types needs 
to cover additional referent-related information (see Binder and Desai, 
2011; Borghi et al., 2022c; Harpaintner et al., 2020; Kiefer and Pul
vermüller, 2012; Martin, 2016; Pulvermüller, 2018b). These 
not-yet-addressed aspects include: 1) information from other sensory 
modalities over and above the visual system, thus addressing auditory, 
tactile, olfactory and gustatory perception, 2) subtypes of modality 
specific information, as, for example, object related and spatial infor
mation in the visual and tactile domains or body part specific informa
tion in motor and tactile domains, 3) information from different 
modalities which is jointly relevant, as for example in the case of objects 
with clear action affordances such as tools or foods, where visual and 
other perceptual features (e.g., being red, round and well-tasting) are 
equally important as action features (e.g., graspability, manipulability) 
and 4) emotional load, which characterizes many constellations of 
perception and action related features. Taking these issues into account 
requires substantial extension of the 12-area semantic model shown in 
Fig. 3. More specifically, it calls for incorporation of additional areas (e. 
g., other modality-preferential cortices and emotion processing brain 
parts) and the more detailed modelling of already implemented ones (e. 
g., structuring the motor or auditory areas according to features such as 
somatotopy, retinotopy and tonotopy). Still, the addition of such 
important details will likely confirm the general conclusion from the 12 
area model simulations, that the modality through which referential 
information enters or leaves the brain influences the cortical distribution 
of semantic circuits. 

Apart from differences between the network correlates of semantic 
word types, Fig. 3 also shows similarities of cell assembly distributions. 
Neuron densities do not differ between word types in the perisylvian 
areas of the model and are also similar in some other areas outside 
perisylvian cortex – in particular in those distant from sensory or motor 
fields. The model areas in lateral prefrontal and anterior temporal cortex 
(PFL, AT) are of this kind. Their central position in the entire network 
makes their neurons ideal for interlinking modality-specific information 
about word form and meaning and thus accumulating activity. Struc
turally, these areas are characterized by multiple links to other areas and 
therefore a high connectivity ‘degree’, which makes them so-called 
connector hub areas (Bertolero et al., 2018; Bullmore and Sporns, 
2012; van den Heuvel and Sporns, 2013). 

Fig. 3 (bottom panel) shows that the extrasylvian connector hub 
areas PFL and AT include relatively more neurons of the semantic cell 
assembly circuits than the more peripheral modality-preferential areas. 
What explains this topographical feature? As a result of their high 
connectivity degree, connector hub areas receive a maximum of 
convergent activity from other areas. This results in comparatively 
enhanced activity of specific neurons in connector hub areas when 
symbols and their meaning are processed. In turn, this enhanced activity 
leads to particularly pronounced strengthening of mutual connections 
between the activated neurons (circuit consolidation) and to most effi
cient recruitment of new connected neurons into the cell assembly 
(Doursat and Bienenstock, 2007). In essence, the connectivity feature of 
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strong convergence on connector hub areas provides a candidate 
explanation for comparably strong cell assembly building and hence 
higher neuron densities of semantic cell assemblies there. Note, how
ever, that this explanation does not rule out alternative or comple
mentary accounts, for example related to the central position of these 
areas within the architecture. 

Therefore, although, in the present simulations, activity patterns in 
visual, auditory and motor areas drive the model’s semantic and sym
bolic learning processes (as regular stimulation is applied there), most of 
the neurons important for holding together the resultant semantic cir
cuits are in the connector hubs. The underlying mechanism capitalizes 
on connectivity features and the resultant neural activity flow along 
with Hebbian learning and provides an explanation why there are so- 
called semantic hubs, that is, brain regions of general importance for 
conceptual and semantic processing. It is the connector hubs relevant for 
interlinking symbol form and meaning which, due to their great con
nectivity degree and convergence, become semantic hubs. Because of 
their high densities of semantic neurons, they do not only most strongly 
activate in different types of semantic processing, their lesion likewise 
leads to pronounced and general semantic deficits. Therefore, the model 
not only explains category specific semantic deficits after lesions in 
modality-preferential brain regions, it also accounts for a dominant and 
general semantic role of semantic hubs in frontal and temporal cortex 
(for evidence, see Binder and Desai, 2011; Kuhnke et al., 2020; Patterson 
et al., 2007; Ralph et al., 2017). Following the same line of argument, a 
future extension of the model to also incorporate inferior parietal areas 
may lead to an analogous explanation of the inferior parietal semantic 
hub (Binder and Desai, 2011). Note that the inferior parietal cortex has 
been found to be particularly relevant for processing spatial language 
and prepositions (Kemmerer et al., 2007; Shebani et al., 2021; Shebani 
et al., 2017; Tranel and Kemmerer, 2004). 

Some current approaches to meaning processing in the human brain 
postulate one center or hub region thought to either house central se
mantic processes per se or bind symbolic form to meaning (for discus
sion, see Binder and Desai, 2011; Garagnani and Pulvermüller, 2016; 
Jackson et al., 2021; Pulvermüller, 2013, 2018b; Ralph et al., 2017; 
Tomasello et al., 2017). Interestingly, different theorists postulate their 
semantic hubs in different specific areas, for example the anterior infe
rior temporal lobe (e.g., Patterson et al., 2007) or the posterior superior 
temporal lobe (e.g., the ‘lexical interface’ of Hickok and Poeppel, 2007). 
The present neurobiologically constrained simulations suggest that all of 
these models are partly correct, as each of them highlights the semantic 
role of specific connector hub areas. However, in the brain-constrained 
model none of these areas has a special, let along unique, status. The 
12-area semantic model already includes four areas where the density of 
semantic neurons is very high (AT, PB, PFi, PFL). A lesion to one of these 
may lead to a general semantic deficit. The model further implies that 
lesions affecting more than one of these connector hubs lead to most 
substantial semantic problems. In this context, it is noteworthy to 
consider that the lesions underlying semantic dementia typically start in 
the inferior anterior temporal lobe, but then expand to affect larger and 
larger parts of the temporal lobes, include superior temporal cortex (and 
thus area PB), and inferior prefrontal cortex (PF) (Hodges and Patterson, 
2007; Mesulam, 2013). The prominence of the resultant semantic deficit 
may therefore be related to involvement of multiple connector and se
mantic hubs. In a nutshell, the summarized simulation studies are not 
only consistent with a broad range of facts known from neuropsychology 
and neuroimaging, they also explain the existence, and localization 
within the brain, of areas with a general and important role in meaning 
processing – the conceptual centers, semantic hubs, or lexical interfaces 
– along with the category specific semantic roles of 
modality-preferential areas important for semantic grounding – which 
are sometimes called ‘semantic spokes’. Furthermore, the model also 
explains why the role of the former in semantics is substantial, whereas 
that of the latter is subtle (cf. Binder and Desai, 2011). 

4.3. Fast mapping of form and meaning 

Infants can learn aspects of the meaning of words rapidly. Already 
with one or a few presentations of a novel word form in the context of an 
object for which the infant has not learned a label previously, s/he can 
pick up the novel object-label relationship (Bion et al., 2013; Carey and 
Bartlett, 1978). This ‘fast mapping’ of form to meaning, or at least some 
aspect of meaning, is a remarkable feature of early language learning, 
which calls for biological explanation. 

On first glance, the learning mechanisms most frequently applied in 
neural networks research appear as not ideally suited for such fast 
mapping, because of the gradual, incremental nature of the learning 
they exploit. With each learning event, each synapse’s weight is only 
modified minimally, so that most simulations need hundreds or even 
thousands of learning events for storing knowledge in a network. 
Indeed, previous studies exploring symbol and semantic learning (for 
example, Rogers and McClelland, 2004; Ueno et al., 2011) used estab
lished error-gradient dependent learning algorithms and 
fully-distributed representations in feedforward networks, a strategy 
which, as discussed above, leaves room for improving biological plau
sibility. In addition, this approach seems unlikely to capture fast 
mapping. 

Some studies applied biologically established Hebbian learning 
mechanisms to interlink object and word form representations which, 
respectively, were localized in different directly connected layers or 
network parts (Li et al., 2004; Li et al., 2007; Mayor and Plunkett, 2010). 
One of these studies (Mayor and Plunkett, 2010) found that application 
of a Hebbian learning rule including the associative component – i.e. the 
‘fire-together wire-together’ term – led to reliable associative learning 
already after one or a few co-presentations of objects and their labels. 
However, several limitations apply to this study. First, the exclusive use 
of synaptic weight increase, under omission of synaptic weight reduc
tion, captures only one aspect of biologically-realistic learning and ig
nores the possibility of weakening and ‘unlearning’ links due to 
non-concordant activations. Second, object and word representations 
were built in two layers or ‘areas’ and, in a second step, these repre
sentations were associated via direct between-layer connections. This 
two-layer network architecture provides a very much simplified picture 
of the cortical organization of semantic learning, in which multiple 
cortical areas are involved (Barsalou, 2008; Binder and Desai, 2011; 
Kiefer and Pulvermüller, 2012; Pulvermüller, 2018b; Shtyrov, 2011; 
Vasilyeva et al., 2019). With a realistic number of areas through which 
activity must travel to interlink symbolic form and meaning informa
tion, the mapping may become slower and less effective. Therefore, it is 
possible that a more realistic approach, where both Hebbian association 
and dissociation learning are applied in a neurocomputational model 
with multiple areas, leads to different results on the fast form-meaning 
mapping of symbols. 

A recent study used the brain-constrained model with 12 simulated 
areas (see Fig. 3), to interlink phonological and conceptual circuits, 
which had first been set up in the perisylvian and extrasylvian parts of 
the networks (Constant et al., 2023). That fast mapping operates on 
previously acquired phonological and (pre-linguistic) conceptual 
knowledge is well established (MacNamara, 1972; Mayor and Plunkett, 
2010; Schyns, 1991). Hebbian learning, including both its associative 
and dissociative components, was implemented and learning dynamics 
traced across 100 learning events per word-instance pairing, by probing, 
after each learning event, whether semantic information was retrieved 
following network stimulation with the word form pattern only. Results 
showed that already after the very first learning event, significant se
mantic information was retrieved for some of the word forms. Already 
after 10 learning events, there was evidence for learning of ca 70% of the 
word-meaning mappings; after 20-30, network performance was already 
close to 100%. Learning efficiency was speeded by increasing the net
work’s ‘attention level’, which was implemented by reducing the 
amount of competition in the network. Overall, the study shows that 
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realistic Hebbian learning in a network mimicking the human cortical 
machinery for language and concept processing can explain fast se
mantic mapping (Constant et al., 2023). 

5. Learning and concept formation induced by proper names 
and category terms 

The previous section focused on semantic learning in a simple and 
straightforward sense. Spoken words, written symbols – regardless of 
these are spoken words, written signs or hand gestures – become 
meaningful by interlinking them with information about entities in the 
world, including objects and actions (Frege, 1892). That 
inter-individually accessible links with the real world, which semanti
cally ‘ground’ symbols, are established is a necessary condition for 
guaranteeing that different people speak about the same issue when 
using the same signs (Harnad, 1990). This condition is violated by ap
proaches construing the semantic link between form and symbol as one 
immanent to mental processes of each individual per se (see, for 
example, de Saussure, 1916; Jackendoff, 2002); in this case, it remains 
still to be explained how the interpretability of signs is similar in 
different individuals speaking the same language (Alston, 1964; Baker 
and Hacker, 2009; Wittgenstein, 1953). Even if they learn the same 
symbol forms and are a priori equipped with the same concepts, an 
explanation is necessary how they can link each symbol with the same 
target concept, but not a different one. A shared practice of using the 
same word to speak about the same real-world entities explains symbolic 
interpretability (Harnad, 1990), at least for some types of symbols. 

However, bridging between symbols and real-world entities is only 
one out of many functions language can carry. And, upon closer exam
ination, most vocabulary elements do not ‘just label’ single objects. 
Rather, they may be used to speak about quite different ‘things’. And the 
class or category of entities they can be used to speak about may not be 
sharply defined and therefore may allow elements for which category 
inclusion and ‘label application’ is disputable (Löbner, 2013). The cat
egories themselves may be small and easy to describe, or they may be 
large and include many atypical members or, in the extreme, be entirely 
heterogeneous. For the latter case, think of words such as “beauty” or 
“justice”, which can be appropriately applied to many different entities 
or instances. In the simplest case, the symbol is specific to one single 
object. For such ‘proper names’, the semantic link between object and 
word can be built straightforwardly by an associative 1:1 mapping. In 
contrast, more sophisticated mechanisms are required for the mapping 
between a category term and the range of entities it can be applied to 
(Pulvermüller, 2018c; Westermann and Mareschal, 2014). In addition, 
the learning of abstract terms and meanings may necessitate processes 
different from mere association (Dove, 2016; Machery, 2016). 

What is the neurobiological basis of gradually more complex se
mantic links? In addressing this question, the focus will first be on 
category terms in comparison with proper names, before (Section 5), 
later-on, the discussion will expand to also include abstract concepts and 
words (see Section 6). In contrast to proper names of individual entities, 
for example persons, category terms cannot be construed as ‘labels’ for 
objects or other entities. They rather seem to be tools for distinguishing 
entities that fall into a given category from those that do not. Such 
categorization may have implications not only for language, but for a 
broader range of cognitive operations, including thought (Kemmerer, 
2022; Lupyan et al., 2020; Majid et al., 2004; Majid et al., 2018; West
ermann and Mareschal, 2014). 

When contrasting learning mechanisms for proper names and cate
gory terms, it will immediately become clear that a mechanistic 
neurobiological model of language learning has implications not only 
for language immanent, linguistic knowledge, but affects attention and 
perception mechanisms too. Therefore, this present section will focus on 
the effect of language and symbol learning on attention. Originally, such 
an effect was seen as general, insofar as ‘labels’ were found to boost 
attention to their related reference object. However, recent 

developmental experimental research reveals a quite fine-grained and 
sophisticated picture according to which different types of verbal ex
pressions bring about different effects of attention modulation, directing 
the attentional mechanism to different features of reference objects. A 
brain-constrained model will be developed to explain why different 
features are being attended to when processing the referents of proper 
names specific to an object and category terms applicable to a whole 
class. 

5.1. Object-related symbols as attention enhancers 

There is important evidence for influences of language learning on 
other cognitive domains. In particular, developmental investigations in 
young children show that learning a word for an object leads to attention 
increase and better memory for the respective object. Baldwin and 
Markman introduced infants to novel toys, either with or without using a 
different label for each toy (Baldwin and Markman, 1989). In a subse
quent phase, the infants showed a looking preference for the labeled 
objects. This is evidence that the children attended relatively more to the 
objects after encountering them in the label context and that they 
remembered these objects, or at least some of their features, relatively 
better. Because infants attend more to objects for which they know or 
are given a verbal symbol, language has been proposed to function as an 
‘attention enhancer’ (e.g., Sloutsky and Robinson, 2008). The attention 
and memory enhancing role of language is also reflected in neuro
physiological recordings. For example, brain responses to objects vary 
depending on whether 12-year-old infants know ‘names’ for these ob
jects (Gliga et al., 2010). Concordantly, responses to words were found 
to increase with the number of times these were linked with concrete 
meaning (Aleksandrov et al., 2020). 

Different theories have been proposed to provide accounts for an 
attention-enhancing role of language, including behavioral statistical 
approaches claiming that this property is a consequence of co-occurring 
verbal and non-verbal information and the Hebbian associative learning 
rule (see Mayor and Plunkett, 2010; Sloutsky et al., 2017). In the 
brain-constrained semantic model described above (Fig. 3), the atten
tion enhancing effect can be explained by flow of activity from the 
perisylvian word form circuit to the associated neuron set activated by 
the perceived object or action (Chen et al., 2017; Garagnani et al., 2016; 
Tomasello et al., 2017). In sharp contrast with these models, cognitive 
theories claim that an explanation in terms of association is insufficient 
because even very young children apply theory-driven constructs, 
including semantic and syntactic representations, already when they 
learn their first words and phrases (Gleitman, 1990; LaTourrette and 
Waxman, 2020; Lidz and Gleitman, 2004; Perszyk and Waxman, 2018; 
Waxman and Gelman, 2009). In this perspective, already young infants 
are viewed as ‘theorists’ who build representations of objects and cat
egories characterized by abstract features and draw inferences about 
these representations and the entities to which they refer. 

Whether infants build object representations (in the sense of cogni
tive theory), rather than map sensory experiences, has been addressed 
experimentally. For example, Preissler and Carey co-presented infants of 
1.5–2 years of age with object pictures and pseudowords and tested 
whether these infants subsequently matched the pseudowords with 
similar photographs of the same objects, or rather with three- 
dimensional model objects (Preissler and Carey, 2005). Infants 
selected either the objects alone or both objects and pictures, but not 
pictures alone, although these latter items were visually most similar to 
the pictures used during learning. The authors argue that, because 
perceptual similarity between two near-identical object pictures is 
greater than that between a three-dimensional object and a 2-dimen
sional picture thereof, the infants should have chosen pictures only if 
similarity had been critical. They conclude that the infants’ selections 
were guided by 3D object representations rather than just by visual 
similarities between the stimuli. These results were interpreted as evi
dence that young children build neuronal machineries for objects and 
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concepts that abstract away from individual perceptual instances and 
are specific to whole objects or even categories. A suggested further 
conclusion is that children are not just associators, but rather theorists 
who a priori know that it is objects that verbal labels interlink with. On 
the other hand, as infants receive ample information relevant for 
building 3D object representations and the emergence of such repre
sentations can itself be seen as a consequence of associative learning, the 
partial preference for whole objects seems consistent with, and 
explainable by, associative learning models (Sloutsky, 2009). In 
conclusion, this research appears to be open to different interpretations 
and cannot decide between associative and cognitive-theorist 
approaches. 

5.2. Different attention effects of category terms and proper names 

Over and above a role of language in generally enhancing attention 
to and memory for objects, cognitive scientists claimed that language 
also facilitates the formation of conceptual categories (Brown, 1958; 
Perszyk and Waxman, 2018). One paradigm with which this issue was 
addressed uses different perceptually similar objects (e.g. toys or ani
mals). After encountering different similar objects from the same cate
gory always co-presented with the same word form, a probe pair of 
images is presented, showing one object again from the same category 
(another toy or animal) and a quite dissimilar object from a different 
category (e.g., a fruit). Infants, even as young as 12 months, show a 
looking preference for the novel-category object. This result is inter
preted as evidence that the infants have formed a conceptual category in 
their minds and are therefore surprised by the occurrence of a member 
of a different category, and consequently look at it. If no spoken word 
form is co-presented with the similar objects, the latter effect was absent, 
thus suggesting that category formation is boosted by the presence of the 
verbal form co-occurring with the category members. Similarly, no 
category building effect is reported if the co-presented items are either a 
word with very wide use (e.g. ‘look’, ‘there’), a single non-verbal sign 
such as a tone sequence, or different verbal labels each specific for one 
object/picture (Balaban and Waxman, 1997; Ferguson et al., 2015; 
Fulkerson and Waxman, 2007; Perszyk and Waxman, 2018; Waxman 
and Braun, 2005). 

These data support the role of language as facilitator of conceptual 
and semantic category formation. Given that many conceptual cate
gories are characterized by perceptual features shared by all category 
members, cognitive scientists concluded that these shared features 
receive relatively more attention due to the fact that the category- 
congruent patterns have been ‘labeled’ with the same word/pseudo
word during learning (Althaus and Mareschal, 2014; Gelman and 
Waxman, 2009; Perszyk and Waxman, 2018; Waxman and Markow, 
1995). 

However, if labels indeed drive attention towards shared features of 
objects, the following finding appears most peculiar and surprising: If 
similar objects sharing visual features (e.g., different toys) are labeled by 
specific terms, so that each object has its specific ‘proper name’ (instead 
of a ‘category term’ for the entire set), young children tend to focus their 
attention on the features distinguishing these objects from each other 
(rather than on the shared ones). This focusing on specific object fea
tures is evident from a recent study where infants, again already at the 
age of 12 months, were shown similar toy pictures paired with pseu
dowords and thereafter were shown the pictures again, each with a 
novel toy. The infants tended to look at the novel toys. This finding 
cannot be explained by category formation, as all stimulus pictures 
contained members of the same perceptually similar category, toys. 
Therefore, the authors argue that “hearing distinct names applied to the 
same objects focuses infants on the uniqueness of each object” 
(LaTourrette and Waxman Sandra, 2020). 

These results demonstrate intriguing features of early-life language- 
attention interactions which are not easily captured by general ‘atten
tion enhancement’ or ‘capturing’. However, attributing category 

formation to consistent or inconsistent labeling of similar objects per se 
can hardly provide an explanation for these surprising phenomena. How 
can a label ‘build’ a category? What might guide the ‘child as a theorist’ 
(see LaTourrette and Waxman Sandra, 2020; Perszyk and Waxman, 
2018; Waxman and Gelman, 2009) to follow different feature attention 
strategies when encountering objects with consistent and inconsistent 
‘labels’, i.e. proper names and category terms? Which mechanisms may 
underlie the finding that children, who encounter the same word form 
together with similar objects that share visual features, tend to attend to 
these shared features rather than to the specific features distinguishing 
these objects between each other? Likewise, it needs to be explained 
why proper names for specific objects results in better memory for these 
individual objects and attend to their specific features, and why ‘cate
gory building’ is absent (or reduced) in this case. 

It is clear that a mechanistic account of these diverse and sophisti
cated attention effects of symbols is necessary. It is difficult to see how 
associative links between word forms and objects could provide such an 
account. What distinguishes the semantic links of object-specific and 
category-general ‘labels’, so that their different attention-driving roles 
can be explained? Such an explanation requires a closer look at the 
mechanistic neuronal basis of category formation and referential- 
semantic learning. 

5.3. A neurobiological perspective on proper name and category term 
formation 

In an associative learning framework, the co-occurrence of objects 
and labels should strengthen the links between the neural correlates of 
object and label knowledge (see, for example, Lupyan, 2012a; Lupyan, 
2012b; Westermann and Mareschal, 2014; Westermann et al., 2006). So, 
how is it possible to explain the labels’ differential direction of attention, 
either to specific or general shared features of objects, dependent on the 
specificity of symbol use? Here is a neurobiological account empha
sizing the role of dissociation learning in sharpening the specificity of 
the links between object-related and symbolic information and resulting 
in different mechanisms for object-specific proper names and 
category-general terms. 

The explanation rests on the assumption that, when word forms and 
their related referent objects or actions are learned, not whole-entity 
mechanisms are relevant (as the representation, or within-brain corre
late, of an object or its photographic image) but that, instead, sets of 
features are stored. That feature-specific neurons are common in the 
brain has first been shown for visual perception, where neurons maxi
mally responsive to features at different levels of complexity have been 
demonstrated to exist at different levels of the perceptual processing 
hierarchy (Hubel, 1995; Hubel and Wiesel, 1977). Feature-specific 
neurons have also been shown for other modalities, including, for 
example, sounds (Mesgarani et al., 2014; Steinschneider et al., 2003; Yi 
et al., 2019). Likewise, the motor system houses feature-specific neurons 
whose activity indexes, for example, whether a to-be-pronounced 
phoneme is labial, alveolar or voiced (Bouchard et al., 2013). Note 
that this statement is compatible with the existence of neurons for very 
specific features, or even object-specific ones in the extreme, at the 
highest levels of the hierarchy (see Barlow, 1972; Fuster, 1995; Palm, 
1982; Quiroga et al., 2008). Therefore, neuroscience evidence is 
consistent with the assumption that a given perceived object or 
to-be-performed action is reflected in the activation of a range of neu
rons at least some of which are specific to perceptual and motor features 
of different complexity. 

Whereas the assumption of basic perceptual and action-related fea
tures (such as MOVES, IS HORIZONTALLY ORIENTED, IS EDGY) is 
straightforward and well-established in brain research (see, for example, 
Hubel, 1995), the higher-level semantic features assumed by semantic 
theories (e.g., ANIMATE, MALE/FEMALE, YOUNG/OLD etc.) have a 
more complex relationship to sensorimotor features. One pathway to 
explore the putative mechanistic basis of such higher-level 
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perceptual-semantic features is to use artificial neural networks, for 
example deep neural networks applied in classification tasks (see 
Kietzmann et al., 2019b) or auto-encoder networks with a central layer 
of a few latent units (e.g. Higgins et al., 2016; Johnston and Fusi, 2023). 
Interestingly, neuronal activity patterns in different layers of these 
networks sometimes show specificity to lower- and higher-level features 
comparable with that of different cortical areas (Kriegeskorte and Kievit, 
2013; Liu et al., 2013). In particular, the latent units in the central layer 
of auto-encoders can show stimulus specificity consistent with 
high-level perceptual-semantic features and also similar to neurons in 
different cortical areas (Bernardi et al., 2020; Higgins et al., 2021; Ito 
et al., 2022). This neurobiological and neurocomputational research 
may reveal mechanisms for higher-level feature extraction and gener
alization, although relating an auto-encoder network’s algorithm to 
biology may still appear as a challenge. The results provide further 
motivation for assuming that neural representations are built from 
lower- and higher-level perceptual features that can also play a con
ceptual or semantic role. 

In this perspective, auditory, visual, motor and other modality- 
preferential systems extract and store perceptual and action-related 
features at different levels and combinations thereof, from which sym
bols, concepts and meanings are built compositionally (Pulvermüller, 
1999, 2018a; c). The neuronal set for a word form would therefore 
include a structured set of neuronal elements related to articulatory and 
acoustic phonetic and phonological features, and that of a concept a set 
of perceptual and action-related (including interaction-related) feature 
neurons. Circuits corresponding to phonologically similar word forms 
share phonetic feature neurons and network correlates of similar objects 
and actions share neurons for perceptual and action-related features. 

If objects fall into the same conceptual and semantic category, they 
typically share perceptual and action-related features characterizing the 
category. For example, dogs typically have 4 legs, 2 eyes, fur and tend to 
bark, chase rabbits and fetch sticks thrown for them by humans. Given 
these features have neuronal correlates, not necessarily one single 
neuron per feature, but likely several, possibly differing between each 
other in their response characteristics. If two objects are similar, they 
share features and, thus, the neuron sets they activate will overlap in 
some of their feature neurons. Hence, these ‘overlap neurons’ shared 
between object representations become ‘semantic neurons’ and there
fore the mechanistic basis of a concrete semantic category. Still, other 
neurons responsive to individual objects may not be shared and thus 
remain perceptual feature neurons as they correspond to more specific 
or even ‘idiosyncratic’ features of these objects. Fig. 4a illustrates the 
putative neuronal basis of a conceptual/semantic category by showing 3 
overlapping neuronal sets, with semantic neurons in the overlap area 

(indexing common features, e.g., ‘has 2 eyes’, ‘barks’ etc.) and percep
tual neurons in the remaining, specific parts of the sets (indexing 
instance specific ones, e.g., ‘is orange-brown colored’). For illustration 
and clarity, only object and category specific neurons are shown – 
although the sets may include other neurons too, e.g., neurons respon
sive to a broad range of category members, but not strictly all of them 
(“has fur” applies to most, but not all dogs), or neurons indexing a 
conjunction of aforementioned features). 

Now consider the case where one novel word form or symbol is 
presented together with each of the members of a semantic category – as 
in the experiments on category formation mentioned above. The shared 
semantic neurons will be active each time the word form appears. 
Therefore, any connections that link word form circuit and the shared 
neurons will strengthen each time one of the objects appears together 
with the word (solid lines in Fig. 4b). However, if we assume that n 
category members are available and all members appear equally often, 
the links between each of the specific parts of the object related circuits 
(which include specific/idiosyncratic perceptual feature neurons) will 
only strengthen in 1/n of the cases of object-word pairing (n = 3 in the 
illustrated example, resulting in 1/3). This however only takes into ac
count associative learning; the dissociation term of the Hebbian learning 
rule adds to the difference: In addition, each of the links between the 
object-specific parts of the sets and the word form circuit will weaken 
whenever an instance-specific feature neuron is silent while the symbol 
form circuit activates – which, in the illustrated case always happens for 
the two instance circuits not active when the third instance is co- 
presented with the word form (in (n-1)/n cases; resulting in 2/3 for 
n = 3). Therefore, the co-presentation of category terms with individual 
referent objects connects the word form circuit with semantic neurons 
shared by all category member objects, which cognitively relate to the 
knowledge about the shared features of a conceptual and semantic 
category. In contrast, the information about object specific features is 
not being strengthened, and may even be delinked from the category 
term. This model implies that category terms induce most activation in 
the neurons of the semantic overlap. At the cognitive level, the mech
anism explains why category terms direct attention to shared features of 
the category members, rather than to their specific features. 

The opposite dynamics is induced by the formation of links between 
objects and their specific labels or proper names. In this case, the neu
rons of the semantic overlap strengthen their links with the word form 
circuits whenever a given object appears together with its proper name 
(in 1/n of the cases, 1/3 in the example). When an object-specific term 
appears with a different object, dissociation learning and synaptic 
weakening are effective for all neurons in the semantic overlap (in (n-1)/ 
n of the cases, 2/3 in the example). In contrast, the idiosyncratic or 

Fig. 4. Model of neurobiological mechanisms underlying the processing of objects, concepts, category terms and proper names. Left panel: Individual instances of 
objects are processed by activating sets of strongly connected neurons responsive to features of these objects (dots included in the ovals). A concrete conceptual 
category of objects is processed by activating neurons that index common, shared features of the category (black dots in the intersection area). Middle panel: The link 
between a category term and the concrete conceptual category of objects it relates to is mechanistically implemented by strong connections between the word form 
circuit (on the left) and the semantic overlap of neurons indexing shared semantic features of the category (black dots). Right panel: The links between proper names 
and the specific objects they relate to are mechanistically implemented by strong connections between the word form circuits (on the left) and those neurons of the 
object related circuit that are specific to the object (colored dots). As explained in text, these different connectivity patterns are implicated by Hebbian learning of 
associations and dissociations of linguistic, perceptual and conceptual features. 
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object-specific neurons show the reverse pattern, association with the 
co-occurring specific label (in 1/n of the pairings; 1/3 in the example), 
but dissociation from the other word form circuits (again in 1/n of the 
cases; 1/3). Assuming a larger learning constant for association than 
dissociation learning, the only neurons with strong links to the word 
form circuit of the proper names will be the object-specific ones (solid 
lines in Fig. 4c). This mechanism explains why proper names direct 
neuronal activity and attention to the specific feature neurons and the 
specific perceptual and cognitive features of their referent objects. 

These general predictions were confirmed by recent model simula
tions of proper names and category terms. Learning of the latter led to 
circuits characterized by a predominance of shared semantic neurons 
across the central areas of the 12-area semantic architecture of Fig. 3, 
which by far outnumbered the shared-feature neurons of matched 
proper-name circuits. In contrast, the emergent neuronal assemblies of 
proper names included significantly more instance-specific neurons than 
those of category terms (Nguyen et al., 2023). The attention-driving role 
of proper names and category terms towards unique vs shared features 
of referent objects is therefore reflected and manifest in the relative 
numbers of instance-specific vs semantic neurons in the model simula
tions. This result demonstrates that Hebbian learning in a brain-like 
architecture can explain the attention-driving role symbols and lan
guage exert on object perception. 

In summary, a biologically motivated model at the mechanistic 
neuronal level including Hebbian association and dissociation learning 
explains the relatively stronger linkage of proper names to object- 
specific features of their referents along with the fact that category 
terms attract attention to the shared features of the semantic category. 
These mechanisms may lay the ground for the complex cognitive ac
tivities of young infants, which are open to descriptions in terms of their 
theorizing and drawing conclusions about referents, concepts and their 
features. 

6. Concrete vs abstract concepts and meaning 

Similar to the previous one, this section will focus on the learning of 
different kinds of concepts and symbolic meanings, and on modelling 
the mechanistic basis of these in brain-like neural networks. Whereas 
Section 5 discussed specific vs general symbols, differences between 
concrete and abstract concepts and symbols will now be in focus. 

6.1. Grounding of abstract terms: indirect or direct? 

Abstract concepts and the semantics of abstract words present a 
challenge to many semantic theories (Barsalou et al., 2018; Borghi et al., 
2020; Dove, 2009, 2016; Fischer et al., 2021; Glenberg, 2021; Glenberg 
and Robertson, 2000; Vigliocco et al., 2014). Models based on semantic 
features describe concrete concepts by concrete features such as GREEN, 
FOUR-LEGGED, LONG and SNAPPY; which can be related to, and 
grounded in, perceptual features and action-related ones (Katz and 
Fodor, 1963; Löbner, 2013). However, when it comes to abstract terms, 
such as “democracy” or “beauty”, semantic theorists recur to abstract 
features such as DEMOCRATIC or BEAUTIFUL (see, for example, Mahon 
and Caramazza, 2008), a strategy just moving the need for explanation 
from the level of concepts to that of features. Therefore, although this 
strategy offers economic descriptions of the semantics of huge vocabu
laries with a limited set of features, it does not address the question of 
how concepts relate to the real world in which children learn word 
meanings in the context of experiences. And even if one is inclined to 
hold that concepts are given to humans a priori, there would be need to 
connect concrete real-life events including objects and actions with the 
presumed internal a-priori entities by learning. The semantic feature 
approach does not offer explanations for such conceptual learning and 
grounding as far as abstract semantic features and hence abstract con
cepts are concerned. 

Other models treat concrete and abstract concepts in the very same 

way, suggesting that any apparent differences might not be funda
mental. Distributional semantic models define concepts and meaning 
based on information about the contexts in which words expressing 
concepts appear (Landauer and Dumais, 1997; Schwanenflugel et al., 
1988). This strategy rests on the assumption that conceptual and se
mantic similarity of symbols is manifest in the co-occurrence of these 
symbols in texts. Semantic vectors describing such patterns of 
co-occurrence are useful for describing semantic relationships between 
symbols. However, to extract meaning from symbols and their contexts, 
it is not sufficient to describe semantic relationships between symbols. 
As mentioned above, it is also necessary to clarify what the symbols are 
used to communicate about (see Searle, 1980; Searle, 1984). Such se
mantic grounding is not covered by an account defining symbolic 
meaning in terms of other co-occurring symbols, and, therefore, distri
butional semantics alone cannot suffice to explain concepts, as it runs 
into the symbol grounding problem (Harnad, 1990; Searle, 1980). At 
least some concepts and symbols require conceptual ‘grounding’ in 
specific information about entities in the world, that is, in 
concept-related objects, actions or their features. Only then can distri
butional learning work via contextual transfer of conceptual information 
– which has also been called indirect grounding or ‘symbolic theft’ 
(Cangelosi et al., 2000, 2002; Cangelosi and Harnad, 2001). A minimum 
of ca. 10–20% of the words of a vocabulary may need to be directly 
grounded in entities in the world, so as to allow for indirect grounding 
based on context-based distributional learning (for discussion, see 
Blondin-Massé et al., 2013; Vincent-Lamarre et al., 2016). 

One proposal is that the meaning of concrete symbols can be learned 
by direct grounding, for example co-presentation of a toy and its name to 
an infant, but that abstract terms need to be grounded indirectly, by use 
in linguistic contexts, together with other directly grounded concrete 
ones (see Borghi et al., 2019; Dove, 2009, 2010). Indirect grounding of 
abstract concepts was probed in a neurocomputational study. A neural 
network modeled the acquisition of abstract category terms, such as 
“use” or “make”, by frequent co-occurrence with previously grounded 
more specific expressions designating members of the category (hammer 
or fork use, hole or noise making, see Cangelosi and Stramandinoli, 
2018; Stramandinoli et al., 2017). However, please note that these ex
amples address one specific sub-type of abstract symbol, which can be 
used to speak about a variety of actions, whereby related more specific 
action expressions are already grounded. For other abstract terms 
(including action, object or property-related ones), such related, more 
specific and already grounded expressions may not be available. For 
example, the words “beauty”, ”truth” or “democracy” can only be 
grounded indirectly, if symbols with reasonably similar meaning are 
already known and grounded semantically. To ground the abstract term 
“truth” indirectly in contexts including “belief”, “think” and “idea”, at 
least some of the equally abstract context words need to be known. 
However, recent corpus studies suggest that abstract words primarily 
co-occur with other abstract ones (Lenci et al., 2018; Naumann et al., 
2018), thus casting doubt on the feasibility of their indirect 
context-based grounding. It seems unavoidable to explore the possibility 
of directly grounding at least some of the highly abstract words in ob
jects, actions and their features. 

But is it possible at all to directly ground abstract concepts and 
meanings in real world events? Some theorists deny this, based on 
principal considerations. For example, it has even been argued that 
abstract concepts have a different ontological status than concrete ones 
insofar as “abstract entities are not in spacetime whereas concrete en
tities are” (Hale, 1988), a position seemingly excluding the possibility of 
their direct semantic grounding. However, it is undeniable that both 
abstract and concrete concepts are in fact concepts and, therefore, in one 
sense, not in the world, where space and time apply, but rather in the 
mind. Nevertheless, both concrete and abstract symbols need to be 
applied in real life to make claims and to confirm or reject them. After 
all, whether the statement “this is democracy” (or “democratic”) is 
correctly applied viz the current practice of voting in the market place of 
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Bern or at the presidential election in Uganda is an empirical issue. Note 
that this question is comparable to (although more complex than) that of 
whether a given animal can be called “a dog”. Hence, as statements 
including both abstract and concrete terms need to potentially undergo 
verification or falsification, there need to be criteria for matching con
cepts with entities in the world and their features (Locke, 1909/1847). 
Psychological experiments where subjects are asked to list their situa
tional associations for concrete and abstract concepts further confirm 
that both are intrinsically linked to background situational information 
and that these links are central to their meaning (Barsalou and Wie
mer-Hastings, 2005). Therefore, it is obvious that at least some abstract 
terms, like concrete ones, need to be grounded and that this is possible 
by relating them to real world instances of the concept – e.g., observable 
democratic practices (for detailed examples of directly grounding con
cepts, see Fischer et al., 2021; Glenberg, 2021; Pulvermüller, 2018a). In 
this perspective, direct grounding is required for at least some members 
of each family of abstract terms with similar meaning. 

6.2. What makes concepts abstract/concrete?: cognitive theories 

In search of specific differences between concrete and abstract con
cepts and their grounding in ‘world relationships’, psychologists and 
linguists have highlighted several features. The dual coding theory 
postulates that abstract concepts and words are represented in a verbal 
system, whereas only concrete ones are represented by both verbal and 
imagery codes (Paivio, 1971, 1991). However, given the situational 
links of abstract concepts documented empirically (Barsalou and Wie
mer-Hastings, 2005), it appears problematic to exclude an imagery code 
for abstract entities. In an alternative perspective, the difference rather 
lies in qualitatively different imaginistic codes for the two concept types, 
with concrete concepts offering relatively more sensory and motor as
sociations and abstract terms more affective-emotional ones instead 
(Kousta et al., 2011; Paivio, 2013). However, this position seems to be 
driven by concepts that are abstract because they relate to emotional 
states, for example JOY, SORROW, LOVE and AGONY. Abstract mental 
concepts, such as LOGIC, CAUSALITY, NUMEROCITY and PROOF, are 
not rated high on emotional semantics (see, for example, Dreyer and 
Pulvermüller, 2018). Admittedly, students may classify the subject of 
logic as something positive or negative, but such judgements are vari
able across subjects and therefore not relevant for the meaning of the 
related word. Abstract terms related to logic, mathematics, numbers or 
aspects of cognition do not seem to be generally emotion-laden, 
although some words from these groups certainly are (“minus”, “thir
teen”, “dream”). In fact, a specific sub-set of abstract words, those used 
to speak about emotions themselves, is primarily characterized by 
affective-emotional semantics, but not the abstract category as a whole 
(Dreyer and Pulvermüller, 2018; Moseley et al., 2012; Pulvermüller, 
2018a). It seems that some of these abstract emotion words are learnt in 
contexts where the internal emotional state is manifest in the behavior 
and actions of the infant, thus providing the necessary criteria for correct 
application of the ‘internal state’ symbol by the adult (Gebauer, 2017; 
Holodynski, 2017; Wittgenstein, 1953). This research suggests that ab
stract emotion words are a possibly somewhat atypical subtype of ab
stract words, which closely resembles action related words, as the 
semantic grounding of both is characterized by learning in rather spe
cific action contexts (Glenberg and Robertson, 2000; Moseley et al., 
2012; Moseley and Pulvermüller, 2018). 

A related perspective views external and internal attributes as rela
tively more crucial for concrete and abstract concepts, respectively, 
based on the fact that study participants tend to describe concrete 
concepts (e.g., BIRD) by using concrete action and perception related 
words (“beach”, “fly”, “food”), whereas for describing abstract concepts 
(e.g., TRUE), more abstract ’introspective’ terms are applied (“belief”, 
“think”, “idea”, Barsalou and Wiemer-Hastings, 2005; Borghi et al., 
2022a; Borghi et al., 2022b). For this proposal too, a range of abstract 
concepts do not fully fit the pattern, for example abstract attributes 

applicable to concrete objects or actions, including BEAUTIFUL, RISKY 
and PROVOCATIVE. Although these relate to internal states (pleasure, 
uncertainty etc.), the corresponding word meanings can be explained 
just by describing or pointing to real-world examples. All these per
spectives on abstractness or abstraction – the dual coding, emotion and 
introspection approaches – interlink different domains of semantic 
content (imagistic/linguistic, sensorimotor/emotional, external/
internal) with concrete and abstract concepts, but do not see a principal 
structural difference between them. 

A structural description of the difference between concrete and ab
stract concepts goes back to the observation of a feature called family 
resemblance (Baker and Hacker, 2009; Wittgenstein, 1953). As 
mentioned above, the classic approach to category structure, that a 
distinctive set of semantic features are shared between the members of a 
category, is already not fully sufficient for large categories, such as 
BIRD, where some category members indeed lack the core feature of 
FLYING (e.g., PENGUIN), and certainly fails for more abstract large 
categories like GAME, where features such as GROUP ACTIVITY, 
PLEASANT and COMPETITIVE apply to subgroups of instantiations, but 
not to the entire set of activities falling under the term. There is a tension 
amongst semantic frameworks, where one fraction advocates, in spite of 
these counter-examples, the classic idea of common semantic features 
defining a concept and the other the general applicability of family 
resemblance (see, for example, Baker and Hacker, 2009; Löbner, 2013; 
Rosch and Mervis, 1975). A recent proposal is to apply the family 
resemblance feature for distinguishing abstract from concrete concepts 
and for characterizing a gradual abstract-concrete dimension (Pulver
müller, 2013, 2018a). 

According to this approach, concrete concepts (and meanings) share 
a set of common semantic features, whereas abstract ones do not. 
Instead, each abstract concept is characterized by partial feature 
sharing, so that all semantic features are common to just a subset of 
instantiations falling into a given category. As discussed elsewhere 
(Henningsen-Schomers et al., 2023; Henningsen-Schomers and Pulver
müller, 2022; Pulvermüller, 2018a; c), this position captures a broad 
range of concrete vs abstract concepts and meanings. Furthermore, 
family resemblance accommodates the more basic structural property of 
abstractness (Langland-Hassan et al., 2021; Löhr, 2022; Lupyan and 
Mirman, 2013; Sloutsky, 2010), that instances of abstract concepts share 
less commonalities among each other, and lack shared features alto
gether, and provides a more specific description. However, not all 
symbols normally classified as abstract show the family resemblance 
feature. Large category terms do show it only to a small degree (e.g., 
most BIRDS share typical BIRD features), as only a limited subset of a 
category lacks semantic core features (PENGUIN, OSTRICH) and 
therefore may appear as ‘non-prototypical’. In addition, abstract 
emotion words are rated as highly abstract although they share semantic 
features grounded in action execution (e.g., HAPPINESS grounded in 
emotion expression by smiling, laughing etc.). However, the full vs only 
partial feature sharing difference describes a structural difference be
tween many concrete and abstract concepts and terms and also allows 
for a gradual continuous transition from extreme (structurally) abstract 
to fully concrete semantics. This is important for modelling the many 
concepts and word meanings half-between the extremes (for discussion, 
see Pulvermüller, 2018a; Pusch et al., 2023). Furthermore, the full vs 
partial feature sharing model captures the contextual variability and 
flexibility of the meaning of abstract symbols, which was previously 
noted by researchers in the field (see, for example, Barsalou and Wie
mer-Hastings, 2005; Borghi et al., 2022b). 

Fig. 5 schematically illustrates the concreteness/abstractness differ
ence in terms of full vs. partial semantic feature overlap. In this display, 
each small circle represents an individual neuronal element thought to 
carry one specific perceptual or action-related feature activated by one 
or more instances of a concept, the real-world entities that ‘fall under’ the 
concept and the sensory and motor patterns of neuronal activation 
informing about them. One can classify these neurons into unique 
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specific neurons (responsive to only one instance of the category) and 
shared semantic neurons (activated by several (or at least more than 
one) instance(s)). Circuits for concrete concepts are characterized by a 
core set of semantic neurons shared by all (or most) instances, whereas 
the neuronal correlates of abstract concepts include no such or a mini
mal core set insufficient to define the category. Instead, these are 
characterized by semantic feature neurons shared by only a subset of 
instances, i.e. family resemblance. Note that the described example – 
exclusively fully shared semantic features for concrete and only partially 
shared ones for abstract concepts – are extreme cases for the purpose of 
exhibition; in reality, most concepts lie on a continuum between the 
extremes, being however held together by features with different de
grees of sharedness (high for concrete, low for abstract terms). 

6.3. Neurocomputational modelling of concrete and abstract concepts and 
meaning 

This structural difference between feature overlap and family 
resemblance can be used in network simulations to obtain clues about 
the formation of mechanisms putatively underlying the knowledge 
about, and processing of, concrete and abstract concepts along with the 
differences between them. To this end, the brain-constrained semantic 
model including 12 areas and spiking neurons was used (Tomasello 

et al., 2018). As mentioned before, each of the 12 areas imitated frontal, 
temporal, parietal or occipital cortical areas situated in inferior and 
lateral motor as well as auditory and ventral visual systems, along with 
their respective connector hub areas (see Fig. 3). Conceptual learning 
and grounding were simulated by activating neuronal patterns for 
conceptual instances in primary visual and lateral motor cortex. These 
were thought to simulate, for example, the shape of and typical hand 
action performed with a hammer, or the visual shape of a beautiful 
object and consequent bodily activity. For each category, three patterns 
and instances were learned, whereby each triplet of patterns imple
mented the structural features of concrete or abstract concepts, i.e. full 
feature overlap or family resemblance (Fig. 5). Differences between the 
resultant neuronal circuits are used to draw careful conclusions on the 
putative biological basis of differences in abstractness. 

The panels in the middle row of Fig. 6 illustrate the results of one 
typical simulation. For concrete concepts, the neurons specifically 
activated by the three conceptual instances are shown in blue, green and 
red (see the small dots within the gray squares showing areas). The se
mantic overlap neurons equally responsive to all instances, which, 
together, form the core of the concrete category mechanism, appear in 
black. Interestingly, these are more common in the central connector 
hub areas (PFL and AT) than in the stimulated periphery of the network 
(M1L, V1). The accumulation of semantic neurons in the center of the 

Fig. 5. Model of neurobiological mechanisms underlying the processing of concrete and abstract concepts and that of concrete and abstract words. The panels on the 
left show concrete items, whereas those on the right show abstract ones. Models for concepts appear at the top, those for meaningful words at the bottom. The 
semantic overlap structure and symbol linkage of concrete concepts and symbols corresponds to those in Fig. 4. A shared overlap of semantic feature neurons (black 
dots in the intersection areas) characterizes concrete conceptual and symbolic mechanisms. Abstract concepts and symbols typically lack semantic features shared by 
all instances that fall under the concept. Instead, a pattern of family resemblance and only partial feature sharing is common. The model predicts that concrete but not 
abstract concepts can be learnt from experiencing conceptual instances, due to high vs. low correlation of semantic neuron activation. A further model prediction is 
that concordant activation of symbols is beneficial for concrete concept formation, but essential and possibly even necessary for that of abstract concepts. For 
explanation, see text. 
(The bottom panels are reprinted with permission from Pulvermüller, 2013). 
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architecture (Fig. 6, left middle panel) indicates that the cell assemblies 
formed during concrete category learning are wellconnected, suggesting 
that a solid conceptual representation has formed (see also part 4.2 
above and Henningsen-Schomers et al., 2023; Henningsen-Schomers 
and Pulvermüller, 2022). This contrasts with the result of learning ab
stract concepts based on instances exhibiting family resemblance and 
thus only partial feature-neuron overlap (Fig. 6, left bottom panel). 
Neurons responsive to all conceptual instances (shown in white) are rare 
(which is ‘forced upon’ the network by the family-resemblance pat
terns), but those responsive to 2 instances (in cyan, magenta or yellow) 
are most frequently present in the primary areas. In contrast to the 
predominance of semantic neurons in the central areas seen for concrete 
concepts, these central-area semantic neurons (responsive to 2 or all 3 
instances) are relatively rare for abstract concepts (Henning
sen-Schomers et al., 2023; Henningsen-Schomers and Pulvermüller, 
2022), suggesting that a joint activation of these semantic neurons 
within the network – the network correlate of the processing of an ab
stract concept – might be difficult to achieve. Indeed, a corresponding 
difference between the emergent mechanisms for concrete and abstract 
concepts is seen in activation dynamics (Fig. 7, broken lines). There is 
substantial activation of the semantic overlap neurons for each of the 

instances of concrete concepts (peak of the dotted blue curve), whereas 
the instances of abstract concepts do not substantially activate semantic 
neurons (low peak of dotted red line, Dobler et al., 2023). In addition, 
activity is maintained for several time steps by concrete conceptual 
circuits, but falls off steeply after presentation of abstract conceptual 
instances (see downslopes of dotted curves). These results suggest that 
concrete concepts are learned well from experience with their instances, 
whereas such learning is limited and possibly deficient for abstract ones. 

Intriguingly, verbal symbols used concordantly with the instances of 
a category exert a profound influence on the mechanisms of abstract and 
concrete concept formation. The bottom panels in Fig. 6 show activation 
patterns for three instances of concrete and abstract concepts after these 
instance sets had been associated with their respective category term 
(Dobler et al., 2023; Henningsen-Schomers et al., 2023). First, it is 
apparent that many neurons in perisylvian areas (see lower rows of 6 
boxes) participate in the activations; this is a straightforward conse
quence of the link between the categorical instances and the category 
term. More surprisingly, the neuronal elements shown in white (which, 
as indicated, index activation to each of the three instances) now seem 
similarly numerous in concrete and abstract instance processing (Hen
ningsen-Schomers et al., 2023). Consistent with this observation, the 

Fig. 6. Modelling of concrete and abstract concept and symbol formation in a brain-constrained model of 12 areas. Top panels: The diagram on the left shows the 
network structure and connectivity as implemented in the 12-area semantic model (cf. Fig. 3). The brain diagram on the right shows the modelled areas in cortex; 
correspondence is indexed by colors and abbreviations. Middle panels: In the conceptual learning experiments, neuronal patterns in visual and motor cortex were 
activated; these are thought to simulate the perception of and action upon specific objects that fall into a given concrete or abstract conceptual category (e.g., 3 
different eyes or 3 different beautiful things), which may contribute to building category representations. Neurons shown in blue, green and red are activated by one 
grounding instance only, those in cyan, yellow and magenta by 2 and those in black are ‘conceptual/semantic neurons’ activated by all 3 instances of a concept (see 
also schematic color diagram on the right). Grounding patterns for concrete concepts – see middle and bottom panels on the left – share several features and therefore 
neurons (as in Fig. 5, panels on the left). Grounding patterns of abstract concepts – see middle and bottom panels on the right – show partial feature sharing and family 
resemblance (as in Fig. 5, panels on the right). As a result of feeding the grounding patterns into the network, distributed circuits develop that correspond to the 
individual conceptual instances. These overlap for instances of concrete concepts (note the many black neurons, especially in the central areas), whereas for instances 
of abstract concepts there is partial feature and neuronal overlap (neurons in cyan, yellow, magenta). Bottom panels: After learning, grounding patterns of concrete 
and abstract concepts in the context of spoken words, both concrete and abstract symbol representations, include a majority of neurons (in black) shared across 
instance representations. (For further discussion, see text and Henningsen-Schomers et al., 2023; Henningsen-Schomers and Pulvermüller, 2022). 
(The bottom panels are reproduced with permission by Fynn Dobler from https://www.geisteswissenschaften.fu-berlin.de/en/v/matco/dataviz/label-nolabel/index. 
html) 
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activation dynamics of semantic overlap neurons is now comparable 
between concept types, showing large activation peaks (Fig. 7, solid 
lines). The enlarged and similarly pronounced activations for concrete 
and abstract concepts persist after controlling for the addition of the 
‘verbal label’ (by subtracting the activation curves for separately learned 
symbol forms from those induced by the meaningful symbols, Dobler 
et al., 2023). 

In essence, the brain-constrained model of concrete semantic cate
gory formation shows reasonable learning of concepts based on and 
induced by the experience of real-world entities, including objects and 
actions that share perception- and action-related features, which 
therefore become conceptual or semantic. The learning of a verbal 
symbol for the category, which is grounded in experiencing the symbol 
in the context of conceptual instances, builds a higher-order semantic 
circuit by connecting the conceptual and the symbolic circuits with each 
other (as schematically illustrated in Fig. 5, bottom left). The resultant 
semantic circuit is distributed across sensory, motor and language areas 
and strongly involves the connector hubs interlinking dorsal and ventral 
frontal and posterior systems. Due to the label addition, there is sub
stantially enhanced activation, which is interpretable as a mechanistic 
basis of and explanation for the enhancement of attention to referent 
objects brought about by knowledge of a ‘verbal label’ for them (Fig. 7, 
see also Section 5). 

In contrast, the brain-constrained implementation of the family- 
resemblance model of abstract concepts and semantics shows little ev
idence for abstract concept formation when ‘experiencing’ real world 
instances of that concept. The variability and reduced correlation of 
neuronal unit activations caused by conceptual instances fail to build a 
strongly connected conceptual cell assembly circuit. As a result, the 
putative conceptual mechanisms are only manifest in variable and weak 
activation, so that it remains questionable whether categories have 
indeed been learned by experience. In contrast, after the same instances 
have been learned in the context of a category label, there is clear 

evidence for strong and solid conceptually- and semantically-related 
activation. With symbol support, a conceptual-semantic circuit has 
formed, which produces strong, robust and lasting activation. In this 
context, it is remarkable that, although the family resemblance pattern 
with only partially shared features across instances was the basis of 
learning, the finally developing semantic circuit (after label information 
had been added) included a majority of neuronal elements equally 
responsive to all instances – not just the family-resemblance subset. This 
is not explained by adding neural elements for the label, because many 
of the units responsive to all abstract category instances had been spe
cific to only one or two category members before linguistic learning. 
Therefore, the network appears to enhance perceptual feature neurons 
to become semantic, category general elements, although the referent 
objects and actions that form the basis of the abstract category do, in 
fact, not all share the related features. This implies a fundamental 
change of abstract semantic representations related to symbol learning. 
Thus, the brain-constrained network builds abstract category circuits 
with semantic neurons that are equally responsive to all category 
members, although the conceptual instances themselves do not share the 
related features. 

These results sit well with observations from Section 5 about the 
effects of language on other cognitive domains. The neurobiologically 
founded model simulations support the hypothesis that symbols change 
the way humans perceive objects and build concepts (see also Section 7). 
However, it needs to be kept in mind that the results of these simulations 
crucially depend on how cognitive learning was simulated and, of 
course, on the implementation of relevant constraints. Should it turn out 
that relevant mistakes were made in modeling concept and word 
learning, that the full/partial feature sharing model is deficient or that 
relevant biological constraints were omitted, the results and conclusions 
need to be revised. However, such revision should consist in introducing 
and applying more realistic constraints on network structure, network 
functionality and learning and activation procedures. 

7. Summary and outlook 

The aim of this text is to show that it is necessary – and to illustrate 
how it is possible – to work towards neurobiological explanations of 
cognitive, conceptual and symbolic processes, their brain ‘loci’, activity 
dynamics and mental characteristics. In this endeavor, neurocomputa
tional modelling using neural networks that are biologically constrained 
at multiple levels are of special relevance, as only they can deliver 
detailed insight into the mechanistic correlates underlying aspects of 
cognition within a brain-like device. The mechanisms discovered in 
these artificial networks are, of course, not a proof of the existence of 
analogues mechanisms in the human brain. However, they can provide 
clues for neurobiologically founded theorizing and for developing bio
logically plausible mechanistic explanations of cognition. These are not 
at the level of abstract theorizing, but, instead at the level of ‘material’ 
mechanisms, that is, mechanisms that govern the materials involved, i.e. 
nerve cells, their connections, group-wise interactions and resultant 
global dynamics. 

In this review, the strategy to build and apply brain-constrained 
models to symbol and concept learning was highlighted. In contrast to 
most current work with neural networks, this perspective promotes 
network models implementing a broad range of features that make these 
models similar to the (human) brain, by implementing neurons, their 
local connectivity and interaction, biologically realistic learning, regu
lation mechanisms along with area structure and long-distance con
nectivity (Section 2). This final section now summarizes main results 
featured in the review and discusses advantages, limitations and future 
research needs as well as novel perspectives. 

Fig. 7. Activation of shared conceptual/semantic neurons elicited by individual 
instances of concrete (in blue) and abstract concepts (in red) learned as such 
(broken lines) and in the context of verbal symbols (solid lines). After con
ceptual learning out of verbal context, there is significantly stronger activation 
to concrete than to abstract conceptual instances. In addition, the activation of 
concrete semantic neurons is maintained for some time (ca. 10 time steps), 
whereas that for abstract ones decreases immediately after stimulation (after 3 
time steps; NB that the path length from one end of the network to the other is 
3). Much stronger and comparable activation slopes emerge after concrete and 
abstract conceptual learning in context of verbal symbols. A high peak activa
tion is followed by an elongated period of activity maintenance. These result 
show that the processes of cell assembly ignition and reverberation follow 
concrete conceptual learning outside and in verbal context. For abstract con
ceptual learning, these processes only emerge in verbal context, suggesting that 
the building of discrete representations for abstract concepts requires verbal 
symbolic support. Activity values are normalized to account for differences in 
the maximal numbers of semantic neurons. 
(Adapted from Dobler et al., 2023). 
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7.1. Are brain-constraints indeed necessary for explaining cognitive 
mechanisms? 

One may reject the main claim that brain-constrained modelling is 
necessary by stating that an algorithmic explanation of cognitive 
mechanisms is sufficient. This may appear as particularly plausible if 
this algorithmic explanation leads to near-perfect imitation of human 
performance and even correctly predicts brain activation patterns that 
index specific cognitive activities. In fact, as mentioned in the intro
duction above, some deep neural networks have recently been shown to 
generate not only human-like behaviors (e.g., visual object classification 
or next-word predictions), but, in addition, brain activity patterns 
consistent with imaging and/or neurophysiological data, although the 
networks applied here were not particularly well matched to neuroan
atomical features of the primate or human brain and used algorithms far 
from Hebbian or other forms of biologically plausible learning (see, for 
example, Caucheteux et al., 2021; Caucheteux et al., 2023; Schrimpf 
et al., 2021; Schrimpf et al., 2020). Instead of biological realism, model 
optimization aimed at efficient and fast processing to minimize 
computation time. These models outperformed other types of neural 
networks, including convolutional and recurrent deep neural networks, 
which, as discussed above, implement some biological features, 
including topographic and reverberant connections (see Section 1, 
Kietzmann et al., 2019b; LeCun et al., 2015). As one prominent example, 
generative pretrained transformer (GPT) networks lack both features, 
but, nevertheless, performed best on cognitive-behavioral tasks and in 
predicting cognitive brain activation patterns (see Schrimpf et al., 
2021). And it is obvious that these networks optimized for specific tasks 
(such as prediction or classification) will also outperform networks 
fashioned according to features of the human brain. Isn’t it, therefore, 
sufficient to model behavior and brain activity using the most efficient 
machine learning algorithms, leaving aside any structural and func
tional internal similarities between learning devices and the neurobio
logical substrate? 

The answer depends on the main aim of the investigation. If pre
dictions on behavior and brain activation are in focus, the most efficient 
machine learning techniques will naturally win. If the aim is to under
stand how the brain mechanistically supports and enables cognition, 
these techniques may or may not be helpful. It is clear that different 
algorithms can be used to describe and model the same data set. To 
choose a concrete example from Vaswani et al.s’ famous paper, their 
‘attention’ values can be calculated in an additive or multiplicative 
(vector dot product) manner; the authors chose the latter algorithm, 
because it is faster and more efficient (Vaswani et al., 2017). Assuming 
that both algorithm types, additive and multiplicative, lead to compa
rable results, there would be more than one ‘explanatory’ algorithm. 
And one may add, that, algorithmically, even large-number multipli
cation itself can be realized quite differently, for example by copying 
from a lookup table, by digit-by-digit multiplication and summing up the 
results, or by transforming numbers into logarithms, addition and 
back-transformation. In principle, an unlimited number of algorithms 
can explain a given set of data points. The ‘curse of multiple algorithms’ 
makes it impossible to draw a decision on which - out of a range of 
alternative algorithms describing a given data set - is ultimately right or 
wrong insofar as it reflects biological computational reality. To show 
neurobiological adequacy, an algorithm needs, in addition, to relate to 
neuronal mechanisms (see, for example, mechanisms capturing Hebbian 
learning, Artola et al., 1990; Bi and Poo, 2001; Bienenstock et al., 1982). 
This could help to decide between algorithms and to choose one that fits 
the brain best. Furthermore, the focus in machine learning on efficient 
coding and reduction of computation time brings in an important bias: 
The more efficient the algorithm, the more data can be used to train the 
algorithm. And, quite obviously, a network that can take in data from 
the entire world wide web has a better basis for predicting the next 
words in a text, and for solving other tasks, than one with limited access 
to a small text corpus. Therefore, model success co-depends on, and may 

be confounded by, the size of the data base and thus algorithm-efficacy. 
These arguments provide further support for a main claim immanent 

to the research stream summarized in this review: That, in order to find 
out which neuronal mechanisms underly higher and human cognition, 
the algorithmic level must be complemented with structural and func
tional biological constraints (Deco et al., 2011, 2013; Dwivedi et al., 
2021; Hahn et al., 2019; Kumar et al., 2010; O’Reilly, 1998; Palm, 1982, 
2016; Pulvermüller et al., 2014; Pulvermüller et al., 2021; van Albada 
et al., 2022; Wennekers et al., 2006). Only if the model does not only 
produce data exhibiting ‘external’ similarity to cognitive performance 
but, in addition, ‘internally’ resembles brain structure and function and 
thus uses neuronal circuits with similar structural and functional prop
erties to those that can reasonably be assumed to exist in the (human) 
brain, only in this case is there hope to overcome the curse of multiple 
possible algorithms. In Section 2 of this paper, a specific set of con
straints was proposed that can make networks structurally and func
tionally similar to brain networks (see also Pulvermüller et al., 2021). 
This list may need further specification and extension, but satisfying this 
or a similar set of constraints appears to be necessary for reaching a 
mechanistic explanation of the brain’s neurocognitive machinery. 

7.2. The distributed and discrete nature of conceptual representations 

Semantic and conceptual learning has previously been found to lead 
to fully-distributed and non-discrete patterns for the learned entities. 
However, recent work suggests that these results may be due to the fact 
that the networks previously employed lacked realistic local and be
tween area connectivity constraints. A range of studies show that brain- 
constrained network models implementing local and global connectivity 
features and realistic Hebbian learning (along with the other constraints 
of Section 2) build discrete and distributed neuronal cell assemblies for 
concepts and meaning. They can be said to develop network correlates 
of symbols and words, although these activate differently, depending on 
context (Section 3). 

Section 4 shows how brain-constrained models can be applied to 
address additional long standing and cutting-edge questions in the 
cognitive and linguistic sciences. This was illustrated by addressing 
specifically human verbal working memory and the related ability to 
build a huge vocabulary of tens of thousands of symbols (part 4.1). 
Verbal working memory formation was, in turn, traced back to long- 
distance inter-area connectivity structure of the human brain (its left- 
perisylvian cortex) and the resultant temporal dynamics of reverber
ant cell assembly activity. The question why specific areas in human 
cortex, in particular in temporal cortex, are generally important for 
conceptual and semantic processing and why lesions there cause 
massive semantic impairment was explained based on the distribution of 
semantic circuits (part 4.2). These circuits, which interlink information 
about symbol form and meaning, involve neurons in a range of sensory 
and motor areas in frontal, temporal and occipital lobes. Semantic 
neuron density was found to be highest in connector hub areas inter
linking sensory and motor systems involved in symbol and semantic 
learning. It was argued that this is because the rich connectivity of these 
hubs along with their central position in the network leads to accumu
lating and most persistent neural activation there, resulting in most 
frequent neuronal co-activation and thus the largest number of neurons 
being recruited there. Likewise, the question why lesions in modality- 
preferential sensory and motor areas can lead to subtle category- 
specific semantic deficits was answered based on differences in the 
neuron distributions of the emerging semantic circuits across model 
areas. These topographical differences were caused by the type of 
correlated information relevant in the semantic grounding process. 
Furthermore, it was shown that fast semantic mapping between repre
sentations of symbolic form and meaning is compatible with and 
explained by Hebbian learning in a brain-constrained architecture (part 
4.3). 

Section 4 also showed how, in addition to the ‘internal’ constraints 
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by which artificial neural networks are tailored to fit aspects of brain 
structure and function, behavioral and brain data can be used to eval
uate these models ‘externally’. This was illustrated using cortical lesion 
loci and the semantic deficits these typically cause and the generally 
known (but formerly still unexplained) facts of human-specific verbal 
working memory and fast semantic mapping. Therefore, behavioral 
performance patterns, as seen, for example, in neurological disease or 
after deprivation, are explained by neural models with brain-similarity 
(e.g., Efremov et al., 2022; Ralph et al., 2017; Stefaniak et al., 2019; 
Tomasello et al., 2019). Brain activity during object and symbol 
perception and understanding as recorded in EEG, MEG or fMRI re
cordings can also be used for external model evaluation (e.g., Garagnani 
et al., 2017; Khaligh-Razavi and Kriegeskorte, 2014; Kietzmann et al., 
2019b; Tomasello et al., 2017). Modelling and explaining behavioral 
results from developmental studies was in focus in Section 5. The models 
discussed above have not been tested with large data sets recorded 
across a range of different tasks (see, for example, Schrimpf et al., 2020), 
but such testing is clearly an important aim for the future. 

7.3. Symbols as a causal factor in cognition and concept formation 

In Sections 5 and 6, novel explanations were proposed for the com
plex interplay between language and attention mechanisms and for the 
much-debated difference between concrete and abstract concepts and 
meanings. It is argued that, using biologically constrained mechanistic 
models, it is possible to explain surprisingly sophisticated cognitive 
processing, such as the guidance of attention to different sets of object 
features induced by object-specific proper names and by category terms 
applicable to an entire class of instances. The Hebbian unsupervised 
learning algorithm and, in particular, both its associative and its disso
ciative terms, were shown to underlie and explain the differential 
binding between proper names and the specific features of their referent 
objects and between category terms and the semantic features shared 
across their category instances (Section 5). 

Proponents of associative learning may use these results to argue that 
their approach makes an additional cognitive level of description 
obsolete and that the principles manifest in learning behavior are suf
ficient for explaining cognition – or relevant parts of it. However, it 
needs to be seen that the current approach is markedly different from 
behaviorist attempts. As explained in detail, associations between 
words, actions and objects are not sufficient for building the outlined 
differential mechanisms for proper names and category terms. In order 
to arrive at the proposed explanations, it is necessary to elaborate on the 
neuronal microstructure of cognitive entities, their features and shared 
properties as well as on those properties that make entities relatively 
unique within a family of similar ones (Pulvermüller, 2018c). Only a 
detailed neuronal model of cognitive, including conceptual and se
mantic processes and mechanisms can lead to the exemplified account of 
proper names and category terms. Such cognitive-neuronal modelling is 
outside the realm of strictly behavioral approaches. 

One may equally well argue that this model just underpins cognitive 
theories in the structuralist tradition, which long postulated feature- 
based representations in various domains, the phonological and se
mantic fields included (Löbner, 2013). These cognitive and linguistic 
concepts and theories are certainly important. The point to add is that 
neither the behavioral nor the cognitive-only strategy alone is sufficient. 
Theories of learning and of cognitive structure are relevant and need to 
be integrated with each other and with biological principles in order to 
build explanatory models of symbols, concepts and meaning. The 
resultant neurobiological mechanisms may be interpreted as the main 
players determining cognitive function. Alternatively, one may prefer to 
revert to the metaphor of the child, or cognizing individual more 
generally, as a ‘theorist’ (see LaTourrette and Waxman Sandra, 2020; 
Perszyk and Waxman, 2018; Waxman and Gelman, 2009). After all, any 
theorist needs a knowledge basis on which theorizing can operate, 
which, in turn, requires a foundation in brain mechanisms. 

Section 6 of the article focused on concreteness vs abstraction/ness. 
A structural qualitative difference between concrete and abstract con
cepts was shown to lie in the presence of shared semantic features 
characterizing all, or at least most, members of concrete conceptual 
categories and their absence for abstract ones. Instead, the real-world 
scenes, objects and entities, to which abstract terms apply, differ 
widely in their perceptual and action-related features and just show 
family resemblance, that is, partial sharing of features across instances. 
In brain-constrained models, this difference was found to underlie the 
findings that concrete categories can be learned from experience, 
whereas this was not possible for abstract concepts. Support from 
symbols consistently used with the variable instantiations of an abstract 
concept was needed for abstract concept building. Furthermore, the 
brain-constrained model also explained enhanced attention to reference 
objects after label learning. These results may help to explain why some 
conceptual categories can be built from experience alone, whereas, for 
others, this is less likely or even impossible (Thériault et al., 2018). 

The results summarized in Sections 5 and 6 also provide a mecha
nistic biological basis for claims about a role of language in perceptual 
discrimination and concept formation and, more generally, for 
addressing causal influences of language on perception and thought. 
Note that there is meanwhile strong evidence for such causal effects 
from empirical and experimental studies in the tradition of what is 
called ‘linguistic relativity’ (Kemmerer, 2022; Lupyan et al., 2020; Majid 
et al., 2004; Miller et al., 2018; Thierry, 2016; Thierry et al., 2009; 
Vanek et al., 2021). The introduced models and brain-constrained 
network implementations illustrate mechanisms by which language di
rects attention to perceptual or conceptual features of objects and how 
symbols assist the building of abstract concepts. These mechanisms were 
spelled out at the level of the underlying materials, that is, neurons ar
ranged in local clusters and interconnected by local and long-distance 
connections and merged into distributed functionally discrete circuits. 
Based on these mechanisms, explanations for causal effects of language 
on cognition were proposed, which are based on Hebbian association 
and dissociation learning effective in a multi-area model architecture. 

7.4. Limitations, research needs, and perspectives 

It is obvious that the results summarized here only cover a small set 
of cognitive phenomena and their putative explanations using brain- 
constrained models, with focus on symbol and concept learning and 
processing. In future, it is desirable to extend this approach to other 
cognitive domains, including phenomena as different as sentence and 
construction building, social and communicative interaction, numerical 
and mathematical skills, or influences of language on object discrimi
nation and action execution. Also, within the symbol processing domain, 
many questions await addressing, including, for example, the interplay 
between direct semantic grounding and indirect grounding of novel 
word forms in the context of co-processed familiar ones. 

Apart from a broadening of the topics to be addressed, the level of 
detail of neurobiologically realistic modelling needs to be increased. For 
example, the semantic model currently used in several of the reviewed 
simulations (Figs. 3 and 6) only included model areas imitating a small 
selection of frontal, temporal and occipital areas of the left hemisphere. 
An extension of this model to include additional brain structures would 
be desirable, in particular the right hemisphere, parietal areas and 
generally a larger set of cortices and subcortical nuclei. At the local 
microcircuit level, there is further room for increasing brain similarity of 
the models. Although the local interplay between excitatory and 
inhibitory neurons is implemented, other models implement such local 
micro-circuits in much greater detail (see, for example, Schmidt et al., 
2018b,a; van Albada et al., 2022). However, as mentioned above, add
ing detail to the simulations comes with huge additional costs in terms of 
simulation time and computational resources. Note, for example, that 
the aforementioned models focusing on detailed local mechanisms 
include only relatively few local neuron clusters, which is, for example, 
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far below the 7500 clusters implemented in the twelve areas of the 
mean-field semantic model (Figs. 3 and 6). Therefore, although model 
improvement is desirable and necessary, practical limitations need to be 
equated with the priority degree of each change. Some of these limita
tions may be mitigated by using or introducing more effective compu
tational techniques or computational resources. 

A further limitation of brain-constrained models concerns the main 
target of this kind of research: To work towards mechanistic explanation 
of cognitive capacities. If the artificial neural networks are relatively 
small toy devices including only an overlookable number of neural units, 
it seems plausible that the mechanisms in these networks are easy to 
extract, illustrate and use for developing explanations. However, if the 
number of neurons is increased to thousands or tens of thousands of 
neurons, specific techniques are needed to extract the functional and 
structural changes that follow learning. For example, in some of the 
reviewed examples, such middle size models were used and cell as
sembly dynamics was extracted to map the formation of network cor
relates of symbols and meanings. With large-scale models of millions or 
even billions of neurons, the degree of complexity may become so high 
that finding mechanisms and correlates of cognitive processes becomes 
as difficult as in the real brain. In the attempt to model aspects of 
cognition, it may therefore be advantageous to focus on toy or middle- 
size models first. At a later step, it will still be desirable to confirm 
any findings from these with more voluminous and sophisticated models 
of larger parts of cortex and, ideally, the entire brain. 

Extracting from brain-constrained neural networks the putative 
mechanistic correlates of cognitive processes is only a first step in the 
endeavor of explaining them neurobiologically. As a second step, it is 
important to investigate and find out how these putative neuronal cor
relates dynamically develop over time and interact after they have 
formed in the different components of the network. Here, the functional 
features of activation patterns and structural-anatomical differences 
between areas may provide clues about possible causal factors. In a third 
step, hypotheses about the causal factors underlying specific phenomena 
(as, for example, maintenance of activity or particularly high densities of 
neurons of a specific kind in a particular area) can be formulated. 
Finally, alternative explanatory hypotheses can be tested against each 
other by parameter variation in the model. There still remains much to 
do at this latter level, as several of the aforementioned proposals still 
allow for more specific hypotheses which can be tested against each 
other. For example, the areas where working memory and highest circuit 
neuron densities are observed are characterized by both centrality and 
high degree of connectivity (Section 4). Whether one or both of these 
factors are relevant still needs to be investigated. Likewise, the role of 
Hebbian association and dissociation learning was highlighted in con
crete and abstract concept formation (Section 6), but the anatomical 
makeup or ‘depth’ of the multi-area network may play an equally 
important role for the semantic representations that develop. 

Still, in spite of the outlined shortcomings, the enterprise of model
ling cognition with networks approximating, as well as possible, the 
neurobiological basis of the cognitive machinery in our brains, seems 
worth the effort. For sure it offers putative neurobiological explanations 
for hitherto unexplained cognitive phenomena (e.g., large vocabularies, 
semantic hub location, attention guidance by labels, abstract conceptual 
mechanisms), which the classic labelling approach does not address or 
provide, and a purely algorithmic modelling approach cannot deliver. 
The strategy of brain-constrained modelling and systematically evalu
ating the processes and mechanisms that emerge within biologically 
grounded networks offers novel future perspectives on neuro
biologically founded accounts of human mental life. 
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Germanýs Excellence Strategy through the Cluster of Excellence “Mat
ters of Activity. Image Space Material, MoA” (DFG EXC 2025/1 - 
390648296) and by DFG and Agence Nationale de la Recherche (ARN) 
research grant “Phonological Networks, PhoNet” (DFG Pu 97/25-1). 

Declaration of Competing Interest 

The author declares no competing interests. 

Data Availability 

No novel data was used for the research described in the article. For 
data availability, please see the cited references. 

Acknowledgements 

I would like to thank the following colleagues for support and dis
cussion when writing this ms and for comments and suggestions of 
previous versions of the text: Ad Aertsen, Fynn Dobler, Max Garagnani, 
Malte Henningsen-Schomers, Johanna Knechtges, Andreas Knoblauch, 
Phuc Nguyen, Günther Palm, Guillaume Thierry, Rosario Tomasello, 
Thomas Wennekers, and two anonymous referees. 

References 

Aleksandrov, A.A., Memetova, K.S., Stankevich, L.N., Knyazeva, V.M., Shtyrov, Y., 2020. 
Referent’s Lexical Frequency Predicts Mismatch Negativity Responses to New Words 
Following Semantic Training. J. Psycholinguist. Res 49, 187–198. 

Allport, D.A., 1985. Distributed systems, modular subsystems and dysphasia. In: 
Newman, S.K., Epstein, R. (Eds.), Current perspectives in dysphasia. Churchill 
Livingstone, Edinburgh, pp. 207–244. 

Alston, W.P., 1964. Philosophy of language. Prentice-Hall,, Englewood Cliffs, NJ.  
Althaus, N., Mareschal, D., 2014. Labels direct infants’ attention to commonalities during 

novel category learning. PLoS One 9, e99670. 
Anderson, A.J., Lalor, E.C., Lin, F., Binder, J.R., Fernandino, L., Humphries, C.J., 

Conant, L.L., Raizada, R.D.S., Grimm, S., Wang, X., 2018. Multiple Regions of a 
Cortical Network Commonly Encode the Meaning of Words in Multiple Grammatical 
Positions of Read Sentences. Cereb. Cortex. 

Ardesch, D.J., Scholtens, L.H., Li, L., Preuss, T.M., Rilling, J.K., van den Heuvel, M.P., 
2019. Evolutionary expansion of connectivity between multimodal association areas 
in the human brain compared with chimpanzees. Proc. Natl. Acad. Sci. USA 116, 
7101–7106. 

Artola, A., Singer, W., 1993. Long-term depression of excitatory synaptic transmission 
and its relationship to long-term potentiation. Trends Neurosci. 16, 480–487. 
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