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Preface

In this dissertation, I present some of the results I have obtained in the course of my
doctoral research. I will not only present the results themselves, but also give a (hopefully)
easy-to-follow introduction to the general ideas and methods commonly used in the
study of quantum communication and quantum networks.

Our communication has become more digital, and not just because of the COVID-19
pandemic. When we talk and write to each other today, we immediately know who we
are talking to. Though today’s social networks do not require us to use our legal names,
we know that at least intelligence services have more than a vague idea who is hiding
behind pseudonyms. Even one of the most popular encryption of emails is only called
PGP –short for pretty good privacy. This privacy is not complete: Although the text is
encrypted, it is always exposed who is communicating with whom. It is precisely this
metadata that is of greatest financial interest. Is privacy a thing of the past?

While this thesis does not attempt to answer that question, it does aim to shed light on
how communication protocols based on quantum mechanics could change the way we
communicate. With the vision of a future quantum internet in mind, we can think about
the distribution and manipulation of entanglement, more secure encryption protocols,
and even anonymous encryption.

Frederik Hahn
Berlin, 2022
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Summary

Entangled quantum states are remarkably rich resources for communication and com-
putation. Today, we are witnessing the emergence of useful quantum technologies and
global efforts to build the first entangled quantum communication infrastructures –the
world’s first quantum networks.

In this thesis, we explore the potential of communication in such networks of entangled
states by going beyond the typical bipartite point-to-point settings. Entanglement between
more than two particles is called multipartite entanglement. Multipartite entangled states
exhibit rich structures making them ideal for complex communication tasks.

In the first part of this thesis, we begin with an introduction in which we establish notation,
present preliminary mathematics, and explain initial bipartite quantum communication
protocols. We show how to use quantum teleportation to transfer the quantum state of one
particle to another, how to use quantum repeaters to extend the range of entanglement,
and how to use quantum key distribution to exploit entanglement for cryptography.

In the second part of this thesis, we then address quantum networks and multipartite
quantum communication protocols. Here we use the mathematical abstraction of quantum
graph states to theoretically explore the possibilities of real world quantum networks.

We discuss the use of graph states for routing quantum information. Graph states are
multipartite entangled states of quantum particles that we can manipulate with local
operations on the individual particles. With these operations, which correspond to the
so-called local complementation of a mathematical graph, the graph state entanglement
can be redirected such that particles that never physically interacted with each other
become entangled. These graph state manipulations offer fascinating possibilities.

We present these possibilities of entanglement manipulation, but also some limitations of
its use. For example, we prove that typical bottleneck communication problems cannot
be solved in a large class of nearest-neighbor network topologies.

In the light of these limitations, we further investigate the manipulation of graph state
entanglement at a foundational level: We derive new and easy-to-compute invariants of
graph states and study the class of circle graph states.

In the third and final part of this thesis, we then explore multipartite quantum cryptog-
raphy protocols with the added feature of anonymity. Exploiting the intricate features
of graph state entanglement, we introduce the first protocol for anonymous quantum
conference key agreement. Hopefully, quantum networks protocols like this will pave the
way for a future quantum internet.
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Zusammenfassung

Verschränkte Quantenzustände eignen sich hervorragend als Ressourcen für Kommunika-
tion und Quantenrechnungen. Heute werden bereits erste nützliche Quantentechnologien
entwickelt und es gibt weltweite Bestrebungen zum Aufbau der ersten auf Verschränkung
basierenden Quantennetzwerke der Welt.

In dieser Dissertation untersuchen wir das Potenzial der Kommunikation mittels solcher
Netzwerke von verschränkten Quantenzuständen. Dabei gehen wir über die einfachen
bipartiten Punkt-zu-Punkt-Verbindungen hinaus. Die Verschränkung zwischen mehr als
zwei Teilchen wird als multipartite Verschränkung bezeichnet. Multipartit verschränkte
Zustände weisen vielschichtige Strukturen auf, die sie ideal für komplexe Kommunika-
tionsaufgaben machen.

Im ersten Teil dieser Arbeit beginnen wir mit einer Einführung, in der wir die Notation
festlegen, die mathematischen Grundlagen legen und erste Protokolle der bipartiten Quan-
tenkommunikation darlegen. Wir zeigen, wie wir mit Hilfe von Quantenteleportation
den Zustand eines Teilchens auf ein anderes übertragen, wie wir mit Quantenrepeatern
die Reichweite von Verschränkung vergrößern und wie wir mit Hilfe von Quantenschlüs-
selverteilung Verschränkung für Kryptographie nutzen können.

Im zweiten Teil dieser Dissertation befassen wir uns dann mit Quantennetzwerken und
multipartiten Quantenkommunikationsprotokollen. Hier verwenden wir die mathema-
tische Abstraktion von Graphenzuständen, um die Potenziale von Quantennetzwerken in
der realen Welt theoretisch zu untersuchen.

Wir diskutieren die Verwendung von Graphenzuständen für das Routing von Quan-
teninformation. Graphenzustände sind multipartit verschränkte Zustände von Teilchen,
die wir mit lokalen Operationen auf den einzelnen Teilchen manipulieren können. Mit
diesen Operationen, die der so genannten lokalen Komplementierung eines mathe-
matischen Graphen entsprechen, kann die Verschränkung der Graphenzustände so
umgelenkt werden, dass selbst Teilchen, die niemals miteinander in Kontakt gekommen
sind, miteinander verschränkt werden können. Diese Graphenzustandsmanipulationen
bieten faszinierende Möglichkeiten.

Wir diskutieren diese Möglichkeiten der Verschränkungsmanipulation, erklären dabei
aber auch einige Einschränkungen der Verschränkungsanwendung. Wir beweisen zum
Beispiel, dass typische Engpässe in Netzwerken in einer großen Klasse von Netzwerk-
topologien (welche nur Verbindungen zwischen nächsten Nachbarn zulassen) nicht
umgangen werden können.
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Vor dem Hintergrund dieser Einschränkungen untersuchen wir die Manipulation der
Graphenzustandsverschränkung auf einer grundlegenden Ebene: Wir leiten neue und
einfach zu berechnende Invarianten von Graphenzuständen her und untersuchen die
Klasse der Kreisgraphenzustände.

Im dritten und letzten Teil dieser Dissertation untersuchen wir dann multipartite Pro-
tokolle zur Quantenkryptographie unter dem zusätzlichen Gesichtspunkt der Anonymität.
Unter Verwendung der vielschichtigen Eigenschaften der Verschränkung von Graphen-
zuständen präsentieren wir das erste bekannte Protokoll für anonyme Schlüsselverein-
barungen für mehrere Teilnehmer. Es bleibt zu hoffen, dass Quantennetzwerkprotokolle
wie dieses den Weg für ein zukünftiges Quanteninternet ebnen werden.

xiv



Resumen

Los estados cuánticos entrelazados son recursos extraordinariamente ricos para la
comunicación y la computación. A día de hoy, presenciamos la aparición de tecnologías
cuánticas útiles y esfuerzos mundiales para construir las primeras infraestructuras de
comunicación cuántica entrelazada: las primeras redes cuánticas del mundo.

En esta tesis, exploramos el potencial de la comunicación con redes de estados cuánticos
entrelazados yendo más allá de las configuraciones bipartitas punto-a-punto habituales.
El entrelazamiento entre más de dos partículas se denomina entrelazamiento multipartito.
Los estados entrelazados multipartitos presentan estructuras ricas que los hacen ideales
para manejar tareas complejas de comunicación.

En la primera parte de esta tesis, comenzamos con una introducción en la que establecemos
la notación, presentamos las matemáticas preliminares y explicamos los protocolos
iniciales de comunicación cuántica bipartita. Mostramos cómo utilizar la teleportación
cuántica para transferir el estado cuántico de una partícula a otra, cómo utilizar repetidores
cuánticos para ampliar el alcance del entrelazamiento y cómo utilizar la distribución
cuántica de claves para explotar el entrelazamiento para la criptografía.

En la segunda parte de esta tesis, abordamos las redes cuánticas y los protocolos de
comunicación cuántica multipartita. Aquí utilizamos la abstracción matemática de los
estados grafo cuánticos para explorar teóricamente las posibilidades de las redes cuánticas
del mundo real.

Discutimos el uso de los estados grafo para enrutar información cuántica. Los estados
grafo son estados de partículas cuánticas con entrelazamiento multipartito que podemos
manipular con operaciones locales sobre las partículas individuales. Con estas operaciones,
que corresponden a la llamada complementación local de un grafo matemático, se puede
redirigir el entrelazamiento del estado grafo de manera que partículas que nunca han
interactuado físicamente entre sí queden entrelazadas. Estas manipulaciones del estado
grafo ofrecen posibilidades fascinantes.

Presentamos estas posibilidades de manipulación del entrelazamiento, pero también
algunas limitaciones de su uso. Por ejemplo, demostramos que los problemas de em-
botellamiento habituales en comunicación no pueden resolverse en una amplia clase de
topologías de red de vecino más próximo.

A la luz de estas limitaciones, investigamos más a fondo la manipulación del entrelaza-
miento de estados grafo a un nivel fundacional: Derivamos invariantes de estados grafo
nuevos y fáciles de calcular y estudiamos la clase de estados grafo circulares.
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En la tercera y última parte de esta tesis, exploramos protocolos de criptografía cuántica
multipartita con la característica añadida del anonimato. Aprovechando las intrincadas
características del entrelazamiento de estados grafo, presentamos el primer protocolo
cuántico de acuerdo anónimo de claves de conferencia. Esperamos que protocolos de
redes cuánticas como éste allanen el camino para un futuro internet cuántico.
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The emergence of quantum technologies is ushering in an unprecedented
wave of possibilities in communication, computation, and cryptography.
At the forefront of these developments is the promise of entangled
quantum communication infrastructures, the precursor to a potential
global quantum network, or as some envision it, even the quantum
internet. However, while significant progress has been made, there are
numerous research gaps and shortcomings that hinder the realization
of this quantum vision, particularly in the area of multiparty quantum
communication.

Currently, quantum communication is heavily focused on two-party point-
to-point settings. Two-party communication is undoubtedly fundamental
and has paved the way for groundbreaking protocols such as quantum
key distribution and quantum teleportation. However, this perspective
offers only a limited view of the full spectrum of possibilities that
quantum communication offers. Real-world communication is inherently
complex, often involving more than two parties and requiring versatile
network configurations. To meet these communication demands, we seek
to explore the untapped potential of multipartite entangled quantum
states.

Entangled quantum states serve as versatile and rich resources for commu-
nication and computation. When we explore the notion of entanglement
beyond two particles, we arrive at multipartite entanglement –a realm in
which quantum states exhibit intricate structures and correlations that
are open to exploitation. These structures, with their inherent complexity,
seem ideal for solving the complex communication tasks that exist in
modern communication scenarios.

This thesis aims to push the boundaries of existing knowledge by focusing
on the potential of communication in networks of entangled quantum
states beyond the conventional bipartite settings. It seeks to explore the
emerging field of multipartite quantum communication in quantum
networks, bridging the gap between current hardware limitations and
the future possibilities of a fully functional quantum internet.

1.1 State of the art

Quantum communication and cryptography

As early as 1984 [BB84b] it was realized that entangled quantum systems
could be used to establish keys that could in turn be used for secure
information transmission. The most fascinating aspect of this idea is that
its security is not based on unproven assumptions about the computa-
tional intractability of mathematical problems. Instead, it is based on
fundamental laws of nature, which ultimately relate to the insight that

3



4 1 Introduction

one cannot measure the quantum state of a quantum system without
disturbing it to some extent. With this seminal work, the idea of quantum
key distribution (QKD) was born.

Not surprisingly, the path from the initial idea to feasible schemes for
quantum cryptography has been long and winding [GT07]. Much of the
theoretical work since has focused on security proofs of protocols that
provide security even in the presence of noise and other imperfections.
The famous first proofs [SP00; Bih+98; LC99; May01] were based on ideas
of entanglement purification, firmly establishing a link between notions
of security and entanglement even in prepare and measure schemes.

Since the millennium, the machinery of security proofs has matured
considerably [PR22], including in particular finite resources.

Born out of the need to understand the precise role that knowledge of
the detectors plays and to improve security proofs, the idea of device-
independent quantum key distribution was developed [Ací+07; ARV19].
Although potentially impractical due to significantly smaller rates, this
concept has the charm that no assumptions need to be made about the
detectors used, and that security is based entirely on the use of classical
measurement data alone, an idea based on Bell’s theorem [Bel64].

Beyond quantum key distribution

Going beyond QKD, quantum conference key agreement (CKA) enables
multiple parties to establish a shared secret key, using entangled quantum
resources, public communication, and local operations. For an in-depth
review of CKA, see Reference [Mur+20].

A typical CKA protocol involves 𝑛 quantum network users sharing
multipartite entangled quantum states. Although CKA could be achieved
by establishing 𝑛(𝑛−1) bipartite QKD keys between 𝑛 users, multipartite
entanglement offers the advantage of generating the conference key for
all users directly.

Such conference key generation protocols mirror quantum key distri-
bution protocols in that they consist of three steps: the distribution of
the entangled state to the users; the measurements of this state, often
randomly selected, over multiple rounds; and the classical postprocessing
of the resulting data.

Entanglement distribution and quantum repeaters

It quickly became clear that in the presence of realistic noise levels,
quantum key distribution between arbitrary points on Earth would only
be possible with the help of quantum repeaters [Bri+98; San+11] –at
least if one does not want to live with the burden of having to trust any
intermediate nodes.

Such repeater schemes rely on the distribution of entanglement between
nodes of a larger scheme, in the original formulation followed by entan-
glement distillation, and finally establishing entanglement over arbitrary
distances by entanglement swapping.
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Recently, experimental work has caught up with the theoretical proposals
in the point-to-point paradigm. At the time of revision of this thesis in
the summer of 2023, quantum teleportation between non-neighboring
nodes was achieved [Her+22a], heralded entanglement over fibre links
between two independently trapped atoms was generated [Van+22], and
the first telecom-wavelength quantum repeater based on trapped ions
was experimentally realized [Kru+23].

With respect to practical implementations, today there are several com-
mercial devices available that implement fully fletched quantum key
distribution schemes that are secure at least for short distances and that
do not require full quantum repeater schemes. In fact, there has been a
tremendous push recently to implement quantum key distribution sys-
tems under realistic conditions over long distances and in a practical way,
not least by the partners of the European Quantum Internet Alliance.

1.2 Research objective

The primary goal of this thesis is to address some fundamental questions
that remain unresolved in the field of quantum communication, thus
further illuminating its full potential. The scope of this work includes
the study of multipartite quantum communication involving more than
two end nodes, leading to the notion of quantum networks in the first
place. We explore and develop new network communication protocols
and anonymous applications that show an advantage over the bipartite,
point-to-point domain.

Navigating this landscape of multipartite entanglement transformation,
however, is not without its challenges. In particular, we encounter graph
theoretic problems that are hard from the computational complexity
perspective. We therefore also reach for the limits of what we can
hope to achieve by transforming multipartite entanglement in quantum
networks.

Quantum network routing capabilities and limitations

Relevant publications of the author in this
context: [Wal+22a], [Wal+22b].

Our exploration begins with an overview of quantum communication
and cryptography in the currently established paradigms. We revisit
the essential bipartite building blocks –quantum teleportation, quantum
repeaters, and quantum key distribution– and use these fundamental con-
cepts as stepping stones into the more complex multipartite domains.

The core of this thesis is dedicated to the exploration of quantum networks
and multipartite quantum communication protocols.

Relevant publications of the author in this
context: [HPE19], [Hah+22], [Jon+22b].

Through the lens of quantum graph states –an abstract yet powerful
mathematical tool– we explore the possibilities of real-world quantum
networks. These graph states, as examples of multipartite entangled
states of quantum particles, can be manipulated via local operations to
control the distribution of entanglement, and hence route the resources
for communication, in the network.

We are interested not only in how multipartite entangled resources can
be transformed into different multipartite entanglement, but also in how
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they can optimally be transformed back into bipartite entanglement
between subsets of chosen nodes. This routed entanglement can then
again be used for quantum teleportation and quantum key distribution.

We explore routing of entanglement in the context of constraints and
limitations and focus on bottleneck communication problems, in a broad
category of nearest-neighbor network topologies.

Local complementation invariants

Relevant publication of the author in this
context: [BH23].

To address the arising graph theoretic challenges, we dive deeper into the
properties of graph states: An ongoing challenge is the computational
inefficiency of known invariants under graph transformations called local
complementations. Known invariants require knowledge of the full set of
stabilizers, which grows exponentially with the with the number of qubits.
We overcome this limitation by deriving new and easily computable
invariants.

Anonymity in quantum networks

Relevant publications of the author in
this context: [HJP20], [Tha+21], [Gra+22],
[Jon+22a], [Rüc+22].

The final part of the thesis moves back into the realm of quantum
cryptography –again with a focus on multipartite settings. Using the
complex correlation patterns of graph state entanglement, we propose
the first protocol for anonymous key agreement in quantum conferences.
It is our hope that this and other explorations will contribute significantly
to the realization of the dream of a quantum internet.

Towards quantum networks

In essence, this thesis is about exploring the theoretical limits of com-
munication in quantum networks, taking on new challenges such as
anonymity, and trying to pave the way for a quantum future that may
redefine how we communicate and compute. Overall, with this thesis, I
hope to have significantly contributed to the timely question: What, after
all, can we do with quantum networks, once they become a reality?
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“[The book of nature] is written in the language of mathematics, and
the characters are triangles, circles, and other geometrical figures,
without which it is impossible to humanly understand a word;
without which one wanders in vain through a dark labyrinth.”
“Egli è scritto in lingua matematica, e i caratteri son triangoli, cerchi, ed altre figure
geometriche, senza i quali mezi è impossibile a intenderne umanamente parola; senza
questi è un aggirarsi vanamente per un oscuro laberinto.”

—Galileo Galilei [Gal23]

2.1 Qubits and Hilbert spaces

Analogous to classical bits that only take the values 0 and 1 in classical
information theory, one of the most fundamental building blocks of
quantum information theory are two-level quantum systems called qubits.
In quantum mechanics, any system with two degrees of freedom is
considered a qubit.

In experimental implementations, qubits can be realized in various
ways [Lad+10; Moo+21]. Some of the most popular ways are the use of ion
traps [CZ95; Geo20], quantum dots [LD98; KL13], neutral atoms [SWM10;
Hen+20], superconducting electronic circuits [NCT97; CW08] or point
defects in diamond like the so-called nitrogen vacancy centres [Gru+97;
Doh+13].

However, since only photons travel at the speed of light, photonic qubits
are arguably the most relevant type for the purposes of quantum commu-
nication. They can take advantage of the numerous degrees of freedom
that photons can access [Kok+07; Wan+20]: their polarization (e.g. hori-
zontal and vertical), their arrival time (e.g. early or late at a given location),
or their number (e.g. vacuum mode or arrival of a single photon).

Mathematically, the state space of qubits is described by Hilbert spaces.
For multiple qubits, this state space is expanded by taking the tensor
product of the individual Hilbert spaces.

Definition 2.1 (Hilbert space) A Hilbert space Hover the field of complex
numbers ℂ is a complex vector space with an inner product

⟨·|·⟩ : H× H→ ℂ, (𝜙,𝜓) ↦→ ⟨𝜙 |𝜓⟩ (2.1)

that is anti-linear in the first argument and linear in the second, as well as
positive, i.e. ⟨𝜓 |𝜓⟩ is non-negative for all 𝜓 in H.

Hilbert spaces are complete with respect to the canonical metric of the
norm ∥𝜓∥ :=

√
⟨𝜓 |𝜓⟩ induced by the inner product. For simplicity, the

7
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Figure 2.1: The state space of qubits can
be represented by the Bloch ball. While
pure qubit state vectors are the extremal
points on the ball’s surface, mixed states
are points in the ball’s interior. Since
sin2 + cos2 = 1, Equation 2.3 can be rewrit-
ten as

|𝜓⟩ = 𝑒 𝑖𝜑0 cos
�
2
|0⟩ + 𝑒 𝑖𝜑1 sin

�
2
|1⟩.

As global phases do not have any observ-
able effect in quantum mechanics we find

|𝜓⟩ = cos
�
2
|0⟩ + 𝑒 𝑖𝜑 sin

�
2
|1⟩

with 𝜑 := 𝜑1 − 𝜑0. The maximally mixed
state is the center of the Bloch ball.
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Hilbert space of a single qubit system is typically considered as ℂ2

spanned by the orthonormal basis {|0⟩, |1⟩}, where

|0⟩ :=
(

1
0

)
, |1⟩ :=

(
0
1

)
. (2.2)

A qubit state vector can be expanded in this basis as

|𝜓⟩ = 𝛼 |0⟩ + 𝛽 |1⟩ (2.3)

with |𝛼 |2 + |𝛽 |2 = 1. The state space of a qubit can be represented as a
ball, the Poincaré ball or Bloch ball visualized in Figure 2.1.

Denoting the basis of the dual space of ℂ2, i.e. ⟨·| : ℂ2 → ℂ, as
{⟨0|, ⟨1|}, we naturally obtain the inner product of the Hilbert space as
⟨·|·⟩ : ℂ2 ×ℂ2 → ℂ and ⟨𝜓 | = 𝛼∗⟨0| + 𝛽∗⟨1|.

Besides the standard computational basis {|0⟩, |1⟩} of ℂ2, other typical
basis choices are given by the eigenvectors of the Pauli matrices. We will
introduce them in the following (see Definition 2.3).

2.2 Hermitian, unitary and Pauli matrices
Given 𝑈 , we can calculate 𝐻 with the
matrix logarithm (see Definition 2.7).

The unitarity of the expression on the right
hand side of Equation 2.4 follows from

𝑈𝑈† =

∞∑
𝑘=0

(𝑖𝐻)𝑘
𝑘!

∞∑
𝑙=0

(−𝑖𝐻†)𝑙

𝑙!

=

∞∑
𝑚=0

𝑚∑
𝑙=0

(𝑖𝐻)𝑚−𝑙

(𝑚 − 𝑙)!
(−𝑖𝐻†)𝑙

𝑙!

=

∞∑
𝑚=0

1
𝑚!

𝑚∑
𝑙=0

(
𝑚

𝑙

)
(𝑖𝐻)𝑚−𝑙(−𝑖𝐻†)𝑙

=

∞∑
𝑚=0

1
𝑚!

(𝑖𝐻 − 𝑖𝐻†)𝑚 ,

where we reordered the sum with 𝑚 :=
𝑘 + 𝑙 and used the binomial theorem for
commuting matrices. Since 𝐻 = 𝐻† the
only nonzero contribution from the sum
over 𝑚 is 𝟙2 via 𝑚 = 0.

Definition 2.2 (Hermitian, unitary & normal matrix) Matrices that are
equal to their conjugate transpose 𝐻† := (𝐻𝑇)∗ are called Hermitian. If their
conjugate transpose is equal their inverse,𝑈† = 𝑈−1, they are called unitary.
Matrices 𝑁 that can be diagonalized by a unitary matrix are called normal.

Every unitary matrix𝑈 can be written as a matrix exponential

𝑈 = 𝑒 𝑖𝐻 :=
∞∑
𝑘=0

1
𝑘!
(𝑖𝐻)𝑘 (2.4)

of a Hermitian matrix 𝐻. Likewise, every Hermitian matrix 𝐻 defines a
unitary matrix𝑈 via Equation 2.4.

Time dependent unitary operators of the type 𝑈(𝑡) := 𝑒−
𝑖
ℏ 𝑡𝐻 , where
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Planck’s constant ℏ is often set to one, solve the Schrödinger equation

𝑖ℏ
d
d𝑡

|𝜓(𝑡)⟩ = 𝐻 |𝜓(𝑡)⟩ (2.5)

by giving the time evolution of a quantum state |𝜓(𝑡 = 0)⟩ as

|𝜓(𝑡)⟩ = 𝑈(𝑡)|𝜓(0)⟩. (2.6)

The Hermitian matrix that is governing the time evolution of a quantum
system is also-called its Hamiltonian in reference to classical Hamiltonian
mechanics.

For all normal operators, we can find a spectral decomposition.

Theorem 2.1 (Spectral decomposition) Any normal matrix 𝑁 with
eigenvalues 𝛼𝑖 ∈ ℂ and eigenvectors {|𝜓1⟩, . . . , |𝜓𝑑⟩} can be written as

𝑁 =

𝑑∑
𝑖=1

𝛼𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |. (2.7)

For Hermitian matrices, the eigenvalues in the spectral decomposition
are real and for unitary matrices they have unit absolute value. This can
be derived as follows.

Lemma 2.2 The eigenvalues of unitary matrices have unit absolute value.

Proof. Let |𝛼⟩ be an eigenvector with eigenvalue 𝛼 of a unitary𝑈 . Then
𝑈 |𝛼⟩ = 𝛼 |𝛼⟩ and ⟨𝛼 |𝑈† = 𝛼∗⟨𝛼 | imply

⟨𝛼 |𝛼⟩ = ⟨𝛼 |𝑈†𝑈 |𝛼⟩ = 𝛼∗𝛼⟨𝛼 |𝛼⟩ (2.8)

and thus |𝛼 |2 = 𝛼∗𝛼 = 1.

Lemma 2.3 Hermitian matrices have real eigenvalues.

Proof. Let |𝛽⟩ be an eigenvector with eigenvalue 𝛽 of a Hermitian matrix
𝐻. Then 𝐻 |𝛽⟩ = 𝛽 |𝛽⟩ and ⟨𝛽 |𝐻† = 𝛽∗⟨𝛽 | imply

𝛽∗𝛽⟨𝛽 |𝛽⟩ = ⟨𝛽 |𝐻†𝐻 |𝛽⟩ = ⟨𝛽 |𝐻2 |𝛽⟩ = 𝛽2⟨𝛽 |𝛽⟩ (2.9)

and thus |𝛽 |2 = 𝛽2, i.e., 𝛽 ∈ ℝ.

Lemma 2.4 Normal matrices with real eigenvalues are Hermitian.

Proof. Given a unitary diagonalization of a normal matrix, i.e., 𝑁 =

𝑈†𝐷𝑈 with 𝐷 containing the eigenvalues of 𝑁 on its diagonal, we find

𝑁† =
(
𝑈†𝐷𝑈

)†
= 𝑈†𝐷†(𝑈†)† = 𝑈†𝐷𝑈 = 𝑁,

where the third equality holds if and only if these eigenvalues are real.
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An operator basis for the Hermitian matrices is given by the Pauli matrices
in Definition 2.3.

Definition 2.3 (Pauli matrices) The Pauli matrices are the unitary matrices

𝜎1 :=
(

0 1
1 0

)
, 𝜎2 :=

(
0 −𝑖
𝑖 0

)
, 𝜎3 :=

(
1 0
0 −1

)
. (2.10)

With 𝜎0 := 𝟙2 they form an orthogonala basis of theℂ2×2 Hermitian matrices.

a Orthogonal with respect to the scalar product ⟨𝐴|𝐵⟩ := Tr
(
𝐴†𝐵

)
.

The Pauli matrices 𝜎1 , 𝜎2 , 𝜎3 are self inverse

𝜎2
1 = 𝜎2

2 = 𝜎2
3 = 𝟙2 (2.11)

and fulfill the commutation relations[
𝜎𝑗 , 𝜎𝑘

]
:= 𝜎𝑗𝜎𝑘 − 𝜎𝑘𝜎𝑗 = 2𝑖�𝑗𝑘𝑙𝜎𝑙 (2.12)

as well as the anticommutation relations

{𝜎𝑗 , 𝜎𝑘} := 𝜎𝑗𝜎𝑘 + 𝜎𝑘𝜎𝑗 = 2𝛿 𝑗𝑘𝟙2 (2.13)

in the Einstein summation convention for index 𝑙.The Einstein summation convention is a
shorthand for efficiently writing sums, e.g.,

�𝑗𝑘𝑙𝜎𝑙 := �𝑗𝑘1𝜎1 + �𝑗𝑘2𝜎2 + �𝑗𝑘3𝜎3 .

Here, the epsilon
tensor �𝑗𝑘𝑙 is equal to 1 if 𝑗𝑘𝑙 is a cyclic permutation of 123 and equal to
−1 if 𝑗𝑘𝑙 is an anticyclic permutation of 123 and zero otherwise.

The matrices 𝜎1 , 𝜎2 , 𝜎3 are often referred to as 𝜎𝑥 , 𝜎𝑦 , 𝜎𝑧 or simply called
𝑋,𝑌, 𝑍 due to the position of their eigenvectors on the surface of the
Bloch ball shown in Figure 2.1.

The computational basis {|0⟩, |1⟩} spans the eigenspace of 𝜎3 with eigen-
values +1, −1. With the same eigenvalues we find{

|+⟩ :=
1√
2
(|0⟩ + |1⟩) , |−⟩ :=

1√
2
(|0⟩ − |1⟩)

}
(2.14)

as an eigenbasis induced by 𝜎1 and{
|+𝑖⟩ :=

1√
2
(|0⟩ + 𝑖 |1⟩) , |−𝑖⟩ :=

1√
2
(|0⟩ − 𝑖 |1⟩)

}
(2.15)

as an eigenbasis induced by 𝜎2.

It is often useful to switch between bases. For this reason, the Hadamard
matrix is another important unitary Hermitian matrix.

Definition 2.4 (Hadamard matrix) The Hadamard matrix is defined as

𝐻 :=

( 1√
2

1√
2

1√
2

− 1√
2

)
. (2.16)

Conjugation with the Hadamard matrix maps the Pauli 𝑋 basis to the 𝑍
basis and vice versa while the 𝑌 basis is just flipped by a phase, i.e.,

𝐻𝜎1𝐻
† = 𝜎3 , 𝐻𝜎2𝐻

† = −𝜎2 , 𝐻𝜎3𝐻
† = 𝜎1. (2.17)
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Likewise, another essential unitary is the single qubit phase matrix.

Definition 2.5 (Phase matrix) The phase matrix is defined as

𝑆 :=
(

1 0
0 𝑖

)
. (2.18)

Conjugation with the phase matrix 𝑆, leaves the Pauli 𝑍 basis invariant
and maps the 𝑋 basis to the 𝑌 basis as well as 𝑌 to −𝑋, i.e.,

𝑆𝜎1𝑆
† = 𝜎2 , 𝑆𝜎2𝑆

† = −𝜎1 , 𝑆𝜎3𝑆
† = 𝜎3. (2.19)

In the context of matrices acting on quantum states, the matrices are
often referred to as quantum gates or simply gates acting on the respective
qubits.

2.3 Matrix functions

We now introduce a few functions from functional analysis that are
useful for the manipulation of the frequently arising matrices in quantum
information processing.

A first important notion is that of matrix powers and matrix exponentials
of square matrices. Integer powers of matrices are easy to understand.
As a generalization of powers for real numbers, we simply write

𝐴𝑛 := 𝐴 · 𝐴 · . . . · 𝐴︸           ︷︷           ︸
×𝑛

(2.20)

for each square matrix 𝐴. Using Theorem 2.1 it is even easy to generalize
the notion of powers for normal matrices further.

Definition 2.6 (Powers of normal matrices) For any normal matrix
𝑁 =

∑𝑑
𝑖=1 𝛼𝑖 |𝜓𝑖⟩⟨𝜓𝑖 | and arbitrary exponent 𝑥 ∈ ℂ we define

𝑁𝑥 :=
𝑑∑
𝑖=1

𝛼𝑥𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |. (2.21)

Using power series expansions of more complicated functions, we can
also extend these functions into the domain for normal matrices. We will
exemplify this with the matrix exponential and the matrix logarithm.

Definition 2.7 (Matrix exponential, matrix logarithm) For any normal
matrix 𝑁 =

∑𝑑
𝑖=1 𝛼𝑖 |𝜓𝑖⟩⟨𝜓𝑖 | we define its exponential as the power series

𝑒𝑁 :=
∞∑
𝑘=0

1
𝑘!
𝑁 𝑘 =

𝑑∑
𝑖=1

𝑒𝛼𝑖 |𝜓𝑖⟩⟨𝜓𝑖 |. (2.22)
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Likewise, we define the logarithm of 𝑁 as the power series

ln (𝑁) :=
∞∑
𝑘=1

(−1)𝑘+1 (𝑁 − 𝟙𝑑)𝑘
𝑘

=

𝑑∑
𝑖=1

ln (𝛼𝑖) |𝜓𝑖⟩⟨𝜓𝑖 |. (2.23)

For 𝑁 close to the identity in trace norm
(cf. Definition 2.10), i.e. for ∥𝑁 −𝟙∥ < 1 we
find

𝑒 ln(𝑁) = 𝑁.

It is important to note that matrix exponentials behave analogously to
number exponentials with respect to their algebraic rules only if they
commute: For two normal matrices 𝑁, 𝑀, one might expect that the
product of their exponentials commutes and that 𝑒𝑁 𝑒𝑀 equals 𝑒𝑁+𝑀 .
However, this is only true if [𝑁, 𝑀] := 𝑁𝑀 −𝑀𝑁 = 0. More generally,
we find the so-called Baker–Campbell–Hausdorff formula [Bak05; Cam96;
Hau06].

Theorem 2.5 (Baker–Campbell–Hausdorff [Bak05; Cam96; Hau06])
The solution to the equation 𝑒𝐿 = 𝑒𝑀 𝑒𝑁 is given by the expansion of 𝐿 in
nested commutators of 𝑁 and 𝑀 as

𝐿 =𝑀 + 𝑁 + 1
2
[𝑀, 𝑁] + 1

12
([𝑀, [𝑀, 𝑁]] − [𝑁, [𝑀, 𝑁]]) (2.24)

± higher order nested commutators, (2.25)

where the higher order terms are of the type [𝑀, [· · · [𝑀, [𝑀, 𝑁]]] · · · ].

If 𝑀, 𝑁 commute, the Baker–Campbell–Hausdorff formula reduces to
𝐿 = 𝑀 + 𝑁 . Importantly, if 𝑀, 𝑁 commute with their commutator
[𝑁, 𝑀], it reduces to 𝐿 = 𝑀 + 𝑁 + 1

2 [𝑀, 𝑁].

Matrices arising in quantum information processing frequently have the
property of positive (semi-) definiteness.

Equivalently, one could define𝐴 to be posi-
tive semi-definite if ⟨𝜓 |𝐴|𝜓⟩ ≥ 0 for all |𝜓⟩
in Hand positive definite if ⟨𝜓 |𝐴|𝜓⟩ > 0.

Definition 2.8 (Positive definite, positive semi-definite matrix) Ma-
trices 𝐴 are called positive semi-definite if there exist matrices 𝐵 such that
𝐴 = 𝐵†𝐵. If such a matrix 𝐵 is additionally invertible, then 𝐴 is called
positive definite.

The positivity or positive semi-definiteness of a given matrix 𝐴 are often
denoted as 𝐴 > 0 or 𝐴 ≥ 0, respectively.

Hermitian matrices are positive definite if their eigenvalues are positive
and positive semi-definite if their eigenvalues are nonnegative. Given
a spectral decomposition of a Hermitian matrix 𝐴 =

∑
𝑚 𝑚 |𝑚⟩⟨𝑚 |, it is

straightforward to calculate 𝐵 =
√
𝐴 =

∑
𝑚

√
𝑚 |𝑚⟩⟨𝑚 | if the eigenvalues

are nonnegative.

It is possible to decompose square matrices into the product of a unitary
rotation and a positive semi-definite matrix by the polar decomposition.

Theorem 2.6 (Polar decomposition [NC10]) For any square matrix 𝐴
there exists a unitary matrix𝑈 such that

𝐴 = 𝑈
√
𝐴†𝐴 =

√
𝐴𝐴†𝑈. (2.26)

If 𝐴 is invertible it follows that𝑈 is unique.

The polar decomposition is intimately related to a further decomposition
called the singular value decomposition.
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Theorem 2.7 (Singular value decomposition [NC10]) For any matrix 𝐴
there exist two unitary matrices𝑈 and 𝑉 such that

𝐴 = 𝑈𝐷𝑉† (2.27)

with a (rectangular) diagonal matrix 𝐷. Its diagonal elements are non-
negative and called the singular values of 𝐴.

It is straightforward to see that with the singular value decomposition of
a square matrix 𝐴 = 𝑈𝐷𝑉† one can determine the polar decomposition
as𝑈polar = 𝑈𝑉

† and
√
𝐴†𝐴 = 𝑉𝐷𝑉†,

√
𝐴𝐴† = 𝑈𝐷𝑈†, respectively.

Another frequently used matrix function in quantum information theory
is the trace of a matrix. The Pauli matrices introduced in Definition 2.3
are traceless, i.e., their trace equals zero.

Definition 2.9 (Trace) The trace of a matrix 𝐴 is the sum of its diagonal,

Tr(𝐴) :=
∑
𝑖

(𝐴)𝑖𝑖 . (2.28)

Since the elementwise addition in Equation 2.28 is linear, the trace is
a linear function, i.e., Tr(𝐴 + 𝐵) = Tr(𝐴) + Tr(𝐵) for two matrices 𝐴, 𝐵
and Tr(𝑎𝐴) = 𝑎 Tr(𝐴) for matrices 𝐴 and complex valued scalar factors
𝑎, since the elementwise addition is linear. A second important property
of the trace is that is cyclic

Tr(𝐴𝐵) = Tr(𝐵𝐴). (2.29)

The cyclicity of the trace implies that the trace of a matrix 𝐴 is invariant
under conjugation with unitary matrices𝑈 , i.e.,

Tr(𝑈𝐴𝑈†) = Tr(𝐴𝑈†𝑈) = Tr(𝐴). (2.30)

For evaluating the trace of the product of a matrix 𝐴 and the ket-bra
matrix derived from a unit vector |𝜓⟩ on the same Hilbert space, we
find

Tr(𝐴|𝜓⟩⟨𝜓 |) =
∑
𝑖

⟨𝑖 |𝐴|𝜓⟩⟨𝜓 |𝑖⟩ = ⟨𝜓 |𝐴|𝜓⟩, (2.31)

where we used the Gram–Schmidt procedure [Sch07; NC10] to extend |𝜓⟩
to an orthonormal basis |𝑖⟩.

The trace induces a norm for matrices. This trace norm is later used to
define the trace distance, which is a common measure on the space of
quantum density matrices (see Definition 2.16).

A matrix’ trace norm is equal to the sum
of its singular values (see Theorem 2.7).

Definition 2.10 (Trace norm) We denote the trace norm of a matrix by

∥𝐴∥ := Tr
(√
𝐴𝐴†

)
. (2.32)

After we have defined the tensor product (see Definition 2.11) in the
following section we will define a related operation, the partial trace (see
Definition 2.21).
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2.4 Composite quantum systems

While systems of multiple qubits are harder to visualize than single qubit
systems, we can mathematically describe their state spaces with the help
of tensor products.

Definition 2.11 (Tensor product) For a 𝑘 × 𝑙-matrix 𝐴 ∈ ℂ𝑘×𝑙 and an
𝑚 × 𝑛-matrix 𝐵 ∈ ℂ𝑚×𝑛 , we define 𝐴 ⊗ 𝐵 to be the 𝑘𝑚 × 𝑙𝑛-matrix

©«

(𝐴)1,1(𝐵)1,1 · · · (𝐴)1,1(𝐵)1,𝑛 · · · (𝐵)1,1(𝐴)1,𝑙 · · · (𝐴)1,𝑙 (𝐵)1,𝑛
· · · · · · · · · · · · · · · · · · · · ·

(𝐴)1,1(𝐵)𝑚,1 · · · (𝐴)1,1(𝐵)𝑚,𝑛 · · · (𝐴)1,𝑙 (𝐵)𝑚,1 · · · (𝐴)1,𝑙 (𝐵)𝑚,𝑛
.
.
.

.

.

.
.
.
.

. . .
.
.
.

.

.

.
.
.
.

(𝐵)1,1(𝐴)𝑘,1 · · · (𝐴)𝑘,1(𝐵)1,𝑛 · · · (𝐵)1,1(𝐴)𝑘,𝑙 · · · (𝐵)1,𝑛 (𝐴)𝑘,𝑙
· · · · · · · · · · · · · · · · · · · · ·

(𝐴)𝑘,1(𝐵)𝑚,1 · · · (𝐴)𝑘,1(𝐵)𝑚,𝑛 · · · (𝐵)𝑚,1(𝐴)𝑘,𝑙 · · · (𝐴)𝑘,𝑙 (𝐵)𝑚,𝑛

ª®®®®®®®®®®¬
. (2.33)

It is common to write |0 · · · 0⟩ for tensor products of the type

|0⟩ ⊗ |0⟩ ⊗ |0⟩ ⊗ . . . ⊗ |0⟩. (2.34)

Generalizing Equation 2.3 we can write vectors |𝜓⟩ in (ℂ2)⊗𝑛 as

|𝜓⟩ = 𝛼0···0 |0 · · · 0⟩ + . . . + 𝛼1···1 |1 · · · 1⟩ =
∑

𝑏∈{0,1}×𝑛
𝛼𝑏 |𝑏⟩ (2.35)

with ⟨𝜓 |𝜓⟩ = ∑ |𝛼𝑏 |2 = 1. The summation in Equation 2.35 is over all
binary strings (𝑏1 , 𝑏2 , . . . , 𝑏𝑛) ∈ {0, 1}×𝑛 of length 𝑛. Vectors of this type
represent any pure state of a system of 𝑛 qubits.

Theorem 2.8 (Schmidt decomposition [Sch07]) Any pure state vector
|𝜓𝐴𝐵⟩ in the tensor product of two Hilbert spaces H𝐴 and H𝐵 has a Schmidt
decomposition

|𝜓𝐴𝐵⟩ =
∑
𝑖

𝛼𝑖 |𝜓𝑖
𝐴⟩ ⊗ |𝜓𝑖

𝐵⟩, (2.36)

where |𝜓𝑖
𝐴/𝐵⟩ are orthonormal vectors in the respective Hilbert spaces H𝐴/𝐵

and ⟨𝜓𝐴𝐵 |𝜓𝐴𝐵⟩ =
∑

𝛼2
𝑖
= 1 with 𝛼𝑖 > 0. a

a The nonnegative real numbers 𝛼𝑖 are known as the Schmidt-coefficients.

The Schmidt decomposition follows from
the singular value decomposition𝑈Σ𝑉†

of a matrix constructed from the tensor
product of basis vectors of H𝐴 and H𝐵 .
Here, 𝑈 and 𝑉 are unitary matrices and
Σ is a (rectangular) diagonal matrix with
nonnegative entries 𝛼𝑖 .

The Schmidt decomposition is essential when regarding reduced and
purified density matrices (cf. Definition 2.15, 2.22, 2.23).

2.5 Density matrices

In classical probability theory, it is common to denote the outcomes of a
𝑝-biased coin toss by 0 for heads and 1 for tails, or vice versa. For such a
random classical bit, we can denote the probability of having 0 as 𝑝 and
that of having 1 as 1 − 𝑝 with the constraint 0 ≤ 𝑝 ≤ 1. That is, the state
space of a probabilistic classical bit is a line segment of length one.

While in quantum mechanics probabilities are omnipresent, the best
quantum analog of classical probability distributions are not quantum
states as defined in Equation 2.3 but density matrices.
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The initial work of Einstein, Podolsky and
Rosen [EPR35a] was concerned with mea-
surements of position and momentum.
The use of spin- 1

2 degrees of freedom to il-
lustrate the Einstein-Podolsky-Rosen para-
dox goes back to Bohm [Boh51].

Even if a large quantum system –maybe even the whole universe– can be
described by a pure state as a state vector, this is not necessarily true for
its subsystems. In general a subsystem of a quantum system in a pure
state cannot be described as a pure state. Simple examples of this are
maximally entangled Bell states [Bel64] or EPR pairs [EPR35a].

The reduced states of Bell states are only
representable as density matrices and not
as state vectors, since equating Equa-
tions 2.45 and 2.46 leads to a contradiction
when solving for 𝛼 and 𝛽. Tracing out
any of the qubits leaves the other in the
so-called maximally mixed state.

Definition 2.12 (Bell basis) The Bell state basis is given by the four states

|𝜙+⟩ :=
1√
2
(|00⟩ + |11⟩), (2.37)

|𝜙−⟩ :=
1√
2
(|00⟩ − |11⟩), (2.38)

|𝜓+⟩ :=
1√
2
(|01⟩ + |10⟩), (2.39)

|𝜓−⟩ :=
1√
2
(|01⟩ − |10⟩). (2.40)

The states in the Bell basis can be transformed into each other by local
Pauli operations, e.g. we have

|𝜙−⟩ = (𝜎3 ⊗ 𝟙2) |𝜙+⟩ = (𝟙2 ⊗ 𝜎3) |𝜙+⟩, (2.41)
|𝜓+⟩ = (𝜎1 ⊗ 𝟙2) |𝜙+⟩ = (𝟙2 ⊗ 𝜎1) |𝜙+⟩, (2.42)
|𝜓−⟩ = (𝜎3 ⊗ 𝟙2) |𝜓+⟩ = (𝜎3 ⊗ 𝜎1) |𝜙+⟩. (2.43)

The reduced states of Bell states are only representable as density matrices
and not as state vectors. We can define these density matrices as follows.

Definition 2.13 (Density matrix) Positive semi-definite matrices of unit
trace

𝜌 :=
(

𝑝 𝑎 − 𝑏𝑖
𝑎 + 𝑏𝑖 1 − 𝑝

)
∈ ℂ2× 2 (2.44)

are called density matrices and describe arbitrary quantum states of a qubit.

Since density matrices are Hermitian, we can infer from Equation 2.9
that their diagonal elements are real.

The pure state density matrix |𝜓⟩⟨𝜓 | for the state in Equation 2.3 is given
by

|𝛼 |2 |0⟩⟨0| + 𝛼𝛽∗ |0⟩⟨1| + 𝛼∗𝛽 |1⟩⟨0| + |𝛽 |2 |1⟩⟨1| =
(
|𝛼 |2 𝛼𝛽∗

𝛼∗𝛽 |𝛽 |2
)

(2.45)

and that of the maximally mixed state is proportional to the identity

1
2
|0⟩⟨0| + 1

2
|1⟩⟨1| = 1

2

(
1 0
0 1

)
. (2.46)

With 𝛼 = cos �
2 and 𝛽 = 𝑒 𝑖𝜑 sin �

2 we can also write |𝜓⟩⟨𝜓 | as(
cos2 �

2 𝑒−𝑖𝜑 cos �
2 sin �

2
𝑒 𝑖𝜑 cos �

2 sin �
2 sin2 �

2

)
. (2.47)

The concepts of purity and maximally mixedness are not only valid for
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qubits, that is for quantum systems of the dimension 𝑑 = 2, but can be
easily generalized to arbitrary dimensions.

For the pure single qubit state defined by
Equation 2.45 above, it is easy to see that
|𝜓⟩⟨𝜓 |2 = |𝜓⟩⟨𝜓 |𝜓⟩⟨𝜓 | = |𝜓⟩⟨𝜓 | and

Tr (|𝜓⟩⟨𝜓 |) = |𝛼 |2 + |𝛽 |2 = 1.

Definition 2.14 (Purity, pure, mixed) The purity of a quantum state is
defined as Tr

(
𝜌2) , where 𝜌 denotes the density matrix of the state. Quantum

states of dimension 𝑑 with purity one are called pure. All other quantum
states are called mixed, and those with purity 1

𝑑
are called maximally mixed.

In particular, quantum systems with 𝑛 qubits can be interpreted as a quan-
tum system of the dimension 𝑑 = 2𝑛 . For these composite quantum sys-
tems of several qubits we can generalize the qubit density matrices from
Definition 2.13 to multiple-qubit density matrices in Definition 2.15.

Definition 2.15 (Densitiy matrix for 𝑛 qubits [Neu27]) Positive semi-
definite matrices of unit trace acting on the Hilbert space (ℂ2)⊗𝑛 are called
density matrices and describe arbitrary quantum states of 𝑛 qubits.

The density matrix formalism was system-
atically introduced in 1927 by John von
Neumann in his seminal work [Neu27]
(article in German).

The density matrix of |𝜙⟩+ introduced in Equation 2.37 is e.g. given by

|𝜙+⟩⟨𝜙+ | = 1
2

©«
1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1

ª®®®¬ . (2.48)

It has trace 1
2 + 1

2 = 1 and is positive semi-definite with eigenvalues
0, 0, 0, 1.

Measures for density matrices

In the space of density matrices we can use the trace norm (see Defini-
tion 2.10) to define the trace distance between and the fidelity of two
density matrices [NC10].

Definition 2.16 (Trace distance) For two density matrices 𝜌1, 𝜌2 we define
their trace distance to be proportional to the trace norm of their difference, i.e.,

𝐷 (𝜌1 , 𝜌2) :=
1
2
∥𝜌1 − 𝜌2∥ =

1
2

Tr
(√

(𝜌1 − 𝜌2)2
)
=

1
2
∑
𝑖

|𝑟𝑖 | , (2.49)

where 𝑟𝑖 are the eigenvalues of the resulting Hermitian matrix 𝜌1 − 𝜌2.

The trace distance of two density matrices 𝐷 (𝜌1 , 𝜌2) has an operational
interpretation. It is the maximum probability with which a measurement
of a quantum system with density matrix 𝜌1 can be distinguished from
one with density matrix 𝜌2.

The second equality in Equation 2.50 holds
because density matrices are Hermitian
and thus √𝜌 =

√
𝜌†.

Definition 2.17 (Fidelity) The fidelity of two density matrices 𝜌1, 𝜌2 is

𝐹 (𝜌1 , 𝜌2) := Tr
(√√

𝜌1𝜌2
√
𝜌1

)
= ∥√𝜌1

√
𝜌2∥. (2.50)
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Both the trace distance and the fidelity have values between zero and
one and both are symmetric, i.e.,

𝐷(𝜌1 , 𝜌2) = 𝐷(𝜌2 , 𝜌1), (2.51)
𝐹(𝜌1 , 𝜌2) = 𝐹(𝜌2 , 𝜌1). (2.52)

The fidelity equals one when 𝜌1 = 𝜌2, whereas the trace distance between
a density matrix and itself is zero.

More generally, the fidelity can be used to bound the trace distance by
the inequality [NC10]

1 − 𝐹(𝜌1 , 𝜌2) ⩽ 𝐷(𝜌1 , 𝜌2) ⩽
√

1 − (𝐹(𝜌1 , 𝜌2))2. (2.53)

A further similarity is that both the trace distance and the fidelity are
invariant under unitary transformations in the sense that

𝐷

(
𝑈𝜌1𝑈

† , 𝑈𝜌2𝑈
†
)
= 𝐷(𝜌1 , 𝜌2), (2.54)

𝐹

(
𝑈𝜌1𝑈

† , 𝑈𝜌2𝑈
†
)
= 𝐹(𝜌1 , 𝜌2). (2.55)

2.6 Measurements

Having introduced density matrices as the most general representation
of quantum systems, we can now turn to the mathematical description
of measurements of quantum systems.

Projective measurements

An observable is given by any Hermitian operator on the Hilbert space
associated with the observed quantum system. The measurement of an
observable disturbs the original state by projecting it into a eigenbasis
state which depends on the result of the measurement. Mathematically,
we define the projective measurement or von-Neumann measurement of
observables in quantum systems as follows.

The spectral decompositon for all normal
matrices is given by Theorem 2.1.

Definition 2.18 (Projective measurement) Let 𝐻 = 𝐻† be an observable
on the Hilbert space of a 𝑑-dimensional quantum system. The spectral
decomposition 𝐻 =

∑
𝑚 𝑚𝑃𝑚 –with eigenspace projectors 𝑃𝑚 := |𝑚⟩⟨𝑚 |

given by the eigenvectors𝐻 |𝑚⟩ = 𝑚 |𝑚⟩– defines the projective measurement
of 𝐻 on a quantum system with state vector |𝜓⟩ as follows. The 𝑑 possible
measurement outcomes correspond to the eigenvalues of 𝐻. Every possible
measurement result 𝑚 occurs with probability

Pr(𝑚) = ⟨𝜓 |𝑃𝑚 |𝜓⟩ (2.56)

and the quantum system is projected into the state

|𝜓𝑚⟩ :=
𝑃𝑚 |𝜓⟩√
Pr(𝑚)

(2.57)
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after measurement.

Note that not all quantum measurements
are repeatable in the same way as projec-
tive measurements are. A more general
definition of quantum measurements is
given by the POVMs in Definition 2.20.

Performing a projective measurement multiple times does not change
the state further. After one projective measurement of a state |𝜓⟩ with
outcome 𝑚, the post measurement state is described by |𝜓𝑚⟩ in Equa-
tion 2.57. The state is not changed by applying the projector 𝑃𝑚 for a
second time. For a repeated measurement we obtain outcome 𝑚 with
unit probability, since ⟨𝜓𝑚 |𝑃𝑚 |𝜓𝑚⟩ = 1. Inductively each further mea-
surement yields the result 𝑚 again while the quantum system remains
in the state |𝜓𝑚⟩.

Definition 2.19 (Projective Pauli measurements) We define operators𝑃𝑗 ,±
to project into the eigenbases of the Pauli matrices (cf. Definition 2.3). Since
𝑃2 = 𝑃 for projectors, we can use Equation 2.11 to define for 𝑗 ∈ {0, 1, 2, 3}

𝑃𝑗 ,± :=
𝟙2 ± 𝜎𝑗

2
, (2.58)

that is, we have 𝑃1,± = |±⟩⟨±|, 𝑃2,± = |±𝑖⟩⟨±𝑖 | and 𝑃3,± = | 1∓1
2 ⟩⟨ 1∓1

2 |.

If we measure the qubit state described by Equation 2.3 in the com-
putational basis, i.e., if we measure the observable 𝜎3 = 𝑃3,+ − 𝑃3,− =

|0⟩⟨0| − |1⟩⟨1|, the outcome will be −1 with probability |𝛼 |2 and +1 with
probability |𝛽 |2. The normalization of the qubit state vector ensures that
the probabilities for obtaining each possible measurement result add up
to one. Since it has no influence on the measurement probabilities, the
global phase of a state vector has no physical meaning.

While the relative phase in Equation 2.3
does not impact the measurement prob-
abilities in the computational basis, it is
relevant for the measurement of other ob-
servables, e.g. measuring 𝜎1 for 𝛼 |0⟩±𝛽 |1⟩
yields

Pr(+) = 1
2

(
|𝛼 |2 + |𝛽 |2 ± 𝛼𝛽∗ ± 𝛼∗𝛽

)
=

1
2
(𝛼 ± 𝛽)(𝛼∗ ± 𝛽∗). For measurements of multiple qubits, we can either measure the qubits

independently or we can measure a joint property of the qubits by
projecting them onto an entangled basis of the system. If, e.g., we want
to measure the two qubit Bell pair |𝜙⟩+ introduced in Equation 2.37
we could measure both qubits independently in the computational
basis with projectors {|0⟩⟨0|, |1⟩⟨1|} or we could jointly measure both
qubits simultaneously in the entangled Bell state basis with projectors
{|𝜙+⟩⟨𝜙+ |, |𝜙−⟩⟨𝜙− |, |𝜓+⟩⟨𝜓+ |, |𝜓−⟩⟨𝜓− |}. Following the projective mea-
surement description in the former case, a measurement of one of the
qubits will project the state for the quantum system into |00⟩ or |11⟩ with
equal probability of 1

2 . In the latter case, however, the joint measurement
of both qubits in the Bell basis deterministically returns the measurement
outcome 𝜙+ with unit probability since the Bells states are orthogonal.

POVM measurements

Not all quantum measurements are repeatable in the same way as the
projective measurements introduced in Definition 2.18 are. A more
general definition of quantum measurements is given by the POVMs in
Definition 2.20.

The acronym POVM stands for positive
operator-valued measure.

Definition 2.20 (POVM [NC10]) A POVM measurement on a quantum
system with density matrix 𝜌 is given by a collection of positive semi-definite
Hermitian operators 𝐸†

𝑖
𝐸𝑖 ≥ 0 that is indexed by the possible measurement

outcomes 𝑖 and that sums to the identity, that is,
∑
𝑖 𝐸

†
𝑖
𝐸𝑖 = 𝟙.
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The probability of obtaining outcome 𝑖 is given bya

Pr(𝑖) = Tr(𝐸†
𝑖 𝐸𝑖𝜌), (2.59)

while the postmeasurement state can be described by the density matrix

1
Pr(𝑖)𝐸𝑖𝜌𝐸

†
𝑖 . (2.60)

a The probabilities Pr(𝑖) are nonnegative since all 𝐸†
𝑖
𝐸𝑖 are positive semi-definite and

add up to one since the set {𝐸†
𝑖
𝐸𝑖}𝑖 sums to the identity.

A POVM induced by the spectral decomposition of a Hermitian matrix

𝐴 =
∑
𝑖

𝑎𝑖𝐸
†
𝑖 𝐸𝑖 (2.61)

with 𝐸†
𝑖
𝐸𝑖 := |𝜓𝑖⟩⟨𝜓𝑖 | is equivalent to the projective measurement of

𝐴 as introduced in Definition 2.18. In particular, the set of possible
measurement outcomes is given by the spectrum of 𝐴.

2.7 Reduced states

The Schmidt decomposition of Equation 2.36 is particularly useful when
examining the reduced states of quantum systems. When we are interested
in the measurement statistics of a subsystem 𝐴 of a composite system on
𝐴 and some environment 𝐵, it is sufficient to investigate the density matrix
describing subsystem 𝐴. In fact the expectation value of an operator𝑈𝐴

that only acts on H𝐴 and trivially on the environment is described by

⟨𝜓𝐴𝐵 |𝑈𝐴 ⊗ 𝟙𝐵 |𝜓𝐴𝐵⟩ =
∑
𝑖 , 𝑗

𝛼𝑖𝛼
∗
𝑗

(
⟨𝜓 𝑗

𝐴
| ⊗ ⟨𝜓 𝑗

𝐵
|
)
𝑈𝐴 ⊗ 𝟙𝐵

(
|𝜓𝑖

𝐴⟩ ⊗ |𝜓𝑖
𝐵⟩

)
=

∑
𝑖 , 𝑗

𝛼𝑖𝛼
∗
𝑗 ⟨𝜓

𝑗

𝐴
|𝑈𝐴 |𝜓𝑖

𝐴⟩𝛿𝑖 𝑗

=
∑
𝑖

|𝛼𝑖 |2⟨𝜓 𝑗

𝐴
|𝑈𝐴 |𝜓𝑖

𝐴⟩,

where the first equality is the Schmidt decomposition, the second equality
is its orthonormal basis property and the third equality is obtained by
simplifying the 𝑗 summation with the Kronecker delta. The last expression
is also equal to Tr(𝜌𝐴𝑈𝐴) with

𝜌𝐴 := Tr𝐵(|𝜓𝐴𝐵⟩⟨𝜓𝐴𝐵 |) =
∑
𝑖

|𝛼𝑖 |2 |𝜓𝑖
𝐴⟩⟨𝜓

𝑖
𝐴 |. (2.62)

The trace function that is indexed by some quantum (sub) system 𝐵 is
called the partial trace Tr𝐵. We define it as follows.

Definition 2.21 (Partial trace) Let 𝜌𝐴𝐵 be a matrix acting on the Hilbert
space H𝐴 ⊗ H𝐵 of two quantum systems 𝐴 and 𝐵. The partial trace of 𝜌𝐴𝐵
with respect to H𝐵 is denoted by Tr𝐵(𝜌𝐴𝐵), acts on H𝐴 and is implicitly
defined by the trace equality for matrices 𝐴 acting on the Hilbert space H𝐴

Tr (Tr𝐵(𝜌𝐴𝐵)𝐴) = Tr (𝜌𝐴𝐵(𝐴 ⊗ 𝟙𝐵)). (2.63)
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With an orthonormal basis {|𝑖⟩𝐵} of H𝐵, we can use

⟨𝜙 |𝐴 Tr𝐵(𝜌𝐴𝐵)|𝜓⟩𝐴 =
∑
𝑖

(
⟨𝜙 |𝐴 ⊗ ⟨𝑖 |𝐵

)
𝜌𝐴𝐵 (|𝜓⟩𝐴 ⊗ |𝑖⟩𝐵) (2.64)

to calculate the matrix elements of Tr𝐵(𝜌𝐴𝐵).

Motivated by the observation of Equation 2.62, we define reduced density
matrices using the partial trace.

Definition 2.22 (Reduced density matrix) The reduced density matrix
𝜌𝐴 of a composite quantum system 𝜌𝐴𝐵 is given by 𝜌𝐴 := Tr𝐵(𝜌𝐴𝐵).

As alluded to at the beginning of the section, the reason for considering
reduced density matrices is that the reduced density matrix provides the
correct measurement statistics for measurements on the subsystem when
we only have access to that subsystem. Using the definitions above, we
will show why this is indeed true.

In Subsection 2.6 we gave an introduction to the measurement formalism.
Specifically, given a set of POVM measurement operators {𝐸†

𝑖
𝐸𝑖}𝑖 on a

quantum system with density matrix 𝜌𝐴𝐵 (see Definition 2.20), one can
calculate the probability of outcome 𝑖 as

Pr(𝑖) = Tr
(
𝐸†
𝑖 𝐸𝑖𝜌𝐴𝐵

)
= Tr

(
(𝐹†𝑖 𝐹𝑖 ⊗ 𝟙𝐵)𝜌𝐴𝐵

)
, (2.65)

where we note that a measurement that acts only on the subsystem 𝐴

acts trivially on the subsystem 𝐵 and is therefore necessarily of the type
𝐸†
𝑖
𝐸𝑖 = 𝐹†

𝑖
𝐹𝑖 ⊗ 𝟙𝐵.

Since the trace is cyclic, Equation 2.63 and Equation 2.65 now imply

Pr(𝑖) = Tr
(
𝜌𝐴𝐵(𝐹†𝑖 𝐹𝑖 ⊗ 𝟙𝐵)

)
= Tr

(
Tr𝐵(𝜌𝐴𝐵)𝐹†𝑖 𝐹𝑖

)
= Tr

(
𝜌𝐴𝐹

†
𝑖 𝐹𝑖

)
(2.66)

meaning that probabilities of measurement outcomes are indistinguish-
able between measuring {𝐸†

𝑖
𝐸𝑖}𝑖 = {𝐹†

𝑖
𝐹𝑖 ⊗ 𝟙𝐵}𝑖 on 𝜌𝐴𝐵 and measuring

{𝐹†
𝑖
𝐹𝑖}𝑖 on 𝜌𝐴 := Tr𝐵(𝜌𝐴𝐵).

2.8 Purifications

Conversely to reducing the size of a quantum system at hand by inves-
tigating subsystems with reduced density matrices, we can extend the
size of quantum systems by constructing so-called purifications with an
environment of the quantum system. Their name derives from the fact
that it is possible to write every density matrix 𝜌𝐴 of a quantum system
𝐴 as the reduced density matrix of a pure state 𝜌𝐴𝐵 = |𝜓𝐴𝐵⟩⟨𝜓𝐴𝐵 | with
some environment system 𝐵.

The spectral theorem is given in the section
on Hermitian, unitary and Pauli matrices
as Theorem 2.1.

Since 𝜌𝐴 is a density matrix, it is positive semi-definite and Hermitian
–and since any Hermitian matrix can be diagonalized by the spectral
theorem– we can write

𝜌𝐴 =
∑
𝑖

|𝛼𝑖 |2 |𝜓𝑖
𝐴⟩⟨𝜓

𝑖
𝐴 |, (2.67)



2.9 Pauli and Clifford group 21

with nonnegative coefficients |𝛼𝑖 |2. By introducing an environment
Hilbert space H𝐵 –with dimension equal to the nonzero elements in
{|𝛼𝑖 |}– and an orthonormal basis of H𝐵

{|𝜓 𝑗

𝐵
⟩}

|{|𝛼𝑖 |: 𝛼𝑖≠0}|
𝑗=1 (2.68)

we can define
|𝜓𝐴𝐵⟩ :=

∑
𝑗

|𝛼 𝑗 | |𝜓 𝑗

𝐴
⟩ ⊗ |𝜓 𝑗

𝐵
⟩. (2.69)

Definition 2.23 (Purification) Any density matrix of a quantum system
𝐴,

𝜌𝐴 =
∑
𝑖

|𝛼𝑖 |2 |𝜓𝑖
𝐴⟩⟨𝜓

𝑖
𝐴 |, (2.70)

can be expressed as the reduced state of a pure state density matrix

𝜌𝐴𝐵 =
∑
𝑗 ,𝑘

|𝛼 𝑗𝛼𝑘 | |𝜓 𝑗

𝐴
⟩⟨𝜓𝑘

𝐴 | ⊗ |𝜓 𝑗

𝐵
⟩⟨𝜓𝑘

𝐵 | (2.71)

on 𝐴 and an environment 𝐵, where the Hilbert space of the latter has an

orthonormal basis {|𝜓 𝑗

𝐵
⟩}

|{|𝛼𝑖 |: 𝛼𝑖≠0}|
𝑗=1 .

In summary, to purify a mixed state 𝜌𝐴, we identify basis vectors in
which 𝜌𝐴 is diagonal and define a purification by introducing a suitable
environment system 𝐵 such that we can write down a a joint state on 𝐴𝐵
which is equal to 𝜌𝐴 when tracing out the environment 𝐵.

2.9 Pauli and Clifford group

The Pauli matrices introduced in Definition 2.3 form a group under
matrix multiplication –the Pauli group P. A product of Pauli matrices is
a Pauli matrix with one of four possible scalar phases +1,−1,+𝑖 or −𝑖,
that is,

P := ⟨{±1,±𝑖} · {𝜎0 , 𝜎1 , 𝜎2 , 𝜎3}⟩ . (2.72)

Taking the tensor product generalizes this definition to 𝑛 qubits.

Definition 2.24 (Pauli group) The Pauli group on 𝑛 qubits is defined as

P𝑛 := ⟨{±1,±𝑖} · {𝑃1 ⊗ 𝑃2 ⊗ · · · ⊗ 𝑃𝑛}⟩ , (2.73)

where the tensor factors 𝑃𝑖 for 𝑖 ∈ {1, . . . , 𝑛} are arbitrary Pauli matrices.

The Pauli group is a finite subgroup of order 4𝑛+1 in the unitary group
U(2𝑛). The normalizer of the Pauli group P𝑛 in U(2𝑛) is called the
Clifford group C𝑛 . As elements of the normalizer of a subgroup need to
commute with the group as a set, the Pauli group is invariant under
conjugation with elements from the Clifford group.

Definition 2.25 (Clifford group) The 𝑛 qubit Clifford group C𝑛 is the
group of unitary matrices𝑈 ∈ U(2𝑛) satisfying𝑈P𝑛𝑈

† = P𝑛 .
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In the context of local complementation (cf. Definition 4.7 in Section 4.4)
we will later be interested in the local Clifford group C𝑙𝑛 .

Definition 2.26 (Local Clifford group) The local Clifford C𝑙𝑛 group is the
subgroup of C𝑛 that contains all 𝑛-fold tensor products of elements in C1.

2.10 Separable states and entanglement

Definition 2.27 (Separability and entanglement) A quantum state repre-
sented by a density matrix 𝜌1,2 acting on the tensor product of Hilbert spaces
ℂ𝑑1 ⊗ ℂ𝑑2 is called separable if it can be written as the convex combination

𝜌1,2 =
∑
𝑖

𝑝𝑖

(
𝜌𝑖1 ⊗ 𝜌𝑖2

)
(2.74)

with 0 ≤ 𝑝𝑖 ≤ 1,
∑
𝑖 𝑝𝑖 = 1 and 𝜌𝑖

𝑘
denoting density matrices acting on

the Hilbert spaces ℂ𝑑𝑘 for all summation indices 𝑖. Otherwise 𝜌1,2 is called
entangled.

It follows that a state vector |𝜓⟩ ∈ ℂ𝑑1 ⊗ ℂ𝑑2 represents an entangled
quantum system if and only if it cannot be written in the form

|𝜓⟩ = |𝜓1⟩ ⊗ |𝜓2⟩ , with |𝜓𝑘⟩ ∈ ℂ𝑑𝑘 . (2.75)

As a simple example consider the state

|𝜑⟩ = 1
2 (|00⟩ − |01⟩ + |10⟩ − |11⟩) (2.76)

together with the Bell states from Definition 2.12. While |𝜑⟩ = |+⟩ ⊗ |−⟩
is separable, all Bell states are entangled. The latter becomes evident by
considering the following. Setting any of the Bell states equal to

(𝛼 |0⟩ +𝛽 |1⟩)⊗ (𝛾 |0⟩ + 𝛿 |1⟩) = 𝛼𝛾 |00⟩ +𝛼𝛿 |01⟩ +𝛽𝛾 |10⟩ +𝛽𝛿 |11⟩, (2.77)

either both green coefficients would need to have absolute value 0 and
both violet coefficients absolute value 1√

2
or vice versa. But since a product

is zero if and only if one of its factors vanishes, this means that at least two
of 𝛼, 𝛽, 𝛾, 𝛿 are zero. This is a direct contradiction to the other coefficients
having absolute value 1√

2
.
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3.1 Quantum teleportation

Bipartite entangled states can be used to move information encoded in
quantum states through spacetime. In particular, this idea leads to a
simple communication protocol called quantum teleportation. What sounds
like science fiction is just a simple quantum communication protocol that
is feasible in the real world with today’s technology [Urs+04] and already
breaching distances of 1200 km using satellites [Li+22].

The possibility of quantum teleportation –in essence transferring the
quantum state of one particle to another one– was suggested by Bennet et
al. [Ben+93] and first implemented by Bouwmeester et al. [Bou+97]. A
review about today’s advances in quantum teleportation can be found in
Reference [Pir+15].

We call the two generic participants of any two party communication
protocol Alice and Bob. While Alice is the sender of quantum information,
Bob is its designated recipient. Quantum teleportation simply works as
follows. Alice and Bob start by sharing an entangled communication
resource with each other, e.g., a Bell pair

Without loss of generality we describe
the quantum teleportation protocol using
|𝜙+⟩ states. Equivalent formulations using
other Bell pairs from Definition 2.12 are
straightforward with local basis changes.

|𝜙+⟩ := 1√
2
(|00⟩ + |11⟩) with

both of them holding one of its qubits (cf. Figure 3.1).

|ϕ+⟩

Alice

|ω⟩ |ω⟩

Bob

Figure 3.1: Schematic of the joint quantum
systems of Alice and Bob at the beginning
of the quantum teleportation protocol.

Equivalently, Alice can entangle both of
her qubits with a 𝐶𝑁𝑂𝑇 gate and apply
a Hadamard gate on her second qubit
before measuring both qubits in the com-
putational basis. The outcomes can then
be used by Bob to recover |𝜔⟩ on his qubit.

Alice can now transmit the quantum information that is encoded in an
arbitrary second qubit (cf. Equation 2.3) |𝜔⟩ := 𝛼 |0⟩+𝛽 |1⟩ she holds to Bob
by jointly measuring her qubits and by only sending classical information
on the measurement outcome to Bob. In the process the entanglement
will be consumed, so that after the protocol is run, the resulting state is
separable between the systems of Alice and Bob (cf. Figure 3.2).

Alice

|ω⟩

Bob

Figure 3.2: Schematic of the joint quantum
systems of Alice and Bob after termination
of the quantum teleportation protocol.

The joint quantum state at the beginning of the protocol is given by

|𝜔⟩|𝜙+⟩ = 1√
2
(|𝜔⟩𝐴 ⊗ |0⟩𝐴 ⊗ |0⟩𝐵 + |𝜔⟩𝐴 ⊗ |1⟩𝐴 ⊗ |1⟩𝐵) (3.1)

=
1√
2
(𝛼 |00⟩𝐴 ⊗ |0⟩𝐵 + 𝛼 |01⟩𝐴 ⊗ |1⟩𝐵 (3.2)

+𝛽 |10⟩𝐴 ⊗ |0⟩𝐵 + 𝛽 |11⟩𝐴 ⊗ |1⟩𝐵), (3.3)

23
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where the indices refer to who can access the individual qubits.

Alice now performs a measurement in the Bell basis on both of her
qubits and sends the outcome of her measurement to Bob.

|𝜙+⟩|𝜔⟩ ∝ 𝛼 |000⟩ + 𝛼 |110⟩ + 𝛽 |001⟩ + 𝛽 |111⟩
|𝜙−⟩|𝜔⟩ ∝ 𝛼 |000⟩ − 𝛼 |110⟩ + 𝛽 |001⟩ − 𝛽 |111⟩
|𝜓+⟩|𝜔⟩ ∝ 𝛼 |010⟩ + 𝛼 |100⟩ + 𝛽 |011⟩ + 𝛽 |101⟩
|𝜓−⟩|𝜔⟩ ∝ 𝛼 |010⟩ − 𝛼 |100⟩ + 𝛽 |011⟩ − 𝛽 |101⟩

Since we can
rewrite

|𝜔⟩|𝜙+⟩ = 1
2
(|𝜙+⟩𝐴 ⊗ |𝜔⟩𝐵 + |𝜙−⟩𝐴 ⊗ 𝜎3 |𝜔⟩𝐵 (3.4)

+|𝜓+⟩𝐴 ⊗ 𝜎1 |𝜔⟩𝐵 + |𝜓−⟩𝐴 ⊗ 𝜎1𝜎3 |𝜔⟩𝐵), (3.5)

her measurement will project the qubit that Bob holds into one of the
four states {|𝜔⟩, 𝜎3 |𝜔⟩, 𝜎1 |𝜔⟩, 𝜎1𝜎3 |𝜔⟩} for the measurement outcomes
{𝜙+ , 𝜙+ ,𝜓+ ,𝜓−}, respectively. Based on the measurement result which
he receives from Alice, Bob can perform a conditional local correction
operation on his qubit so that his qubit is in exactly the same quantum
state |𝜔⟩ that Alice’s second qubit was in at the beginning of the protocol.
Note that all of the above was possible without either Alice or Bob
knowing the amplitudes 𝛼 or 𝛽 at any point during the protocol.

While the possibility of quantum teleportation is a fascinating facet of
nature, it does neither allow for the cloning of unknown quantum states
nor does it allow for communication to bridge distances faster than the
speed of light.

The so-called no-cloning theorem was
proven by Wootters and Zurek in
1982 [WZ82].

Cloning of unknown quantum states is impossible here since Alice’s
second qubit has to be projected together with her first one –before Bob
can recover the original state of her second qubit. At both the beginning
and the end of the quantum teleportation protocol, there is only one
qubit in the unknown quantum state |𝜔⟩.

Communication faster than the speed of light is impossible here due
to the probabilistic nature of Alice’s measurement. All four possible
measurement outcomes appear with equal probability of 1

4 . This means
that without receiving the classical correction information about her
measurement outcome from Alice (which can only reach Bob with the
speed of light), Bob does not have a better than random chance to recover
the unknown quantum state |𝜔⟩.

3.2 Entanglement swapping, distillation and
quantum repeaters

Bipartite entangled states from different sources can be merged into
longer range bipartite entangled states by so-called entanglement swapping.
However, when the entangled states are noisy, the noise is amplified for
this merged entangled state. Fortunately, the entanglement of multiple
noisy entangled states can be converted into a single, less noisy entangled
state by a process called entanglement distillation.

Nested protocols of repeated entanglement swapping and entanglement
distillation are called quantum repeater protocols. They allow for quan-
tum communication protocols bridging larger distances than protocols
without quantum repeaters.
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In the following, we will briefly introduce both entanglement swapping
and entanglement distillation and explain how they can be combined to
form a quantum repeater.

Entanglement swapping

It is possible to create entanglement between particles that have never
interacted in the past [YS92]. In particular, two bipartite entangled
states shared between quantum systems 𝐴, 𝐶1 and 𝐵, 𝐶2 can be swapped
into a –potentially longer range– bipartite entangled state between 𝐴,
𝐵 and a second one between the auxillary systems 𝐶1, 𝐶2. This idea
is called entanglement swapping and was introduced by Żukowski et
al. in Reference [Żuk+93]. Entanglement swapping is enabled by a joint
entangled basis measurement of 𝐶1 and 𝐶2 and classical communication.
Astonishingly, this is possible even if the quantum systems 𝐴 and 𝐵 never
interact.

After its initial proposal, entanglement swapping was first implemented
by Pan et al. [Pan+98]. Today, successive entanglement swapping with
three entangled states is feasible [Goe+08] and even a combination of
entanglement swapping and quantum teleportation can be achieved. The
latter was demonstrated by Hermans et al. [Her+22b].

We call the three generic participants an entanglement swapping protocol
Alice, Bob and Charlie. While Alice and Bob want to generate entangle-
ment without being initially entangled, Charlie is entangled to both Alice
and Bob at the beginning of the protocol. Charlie wants to help Alice and
Bob to generate entanglement by “sacrificing” his entanglement to both
of them.

Entanglement swapping simply works as follows. Both Alice and Charlie
as well as Charlie and Bob start by sharing an entangled communication
resource with each other, e.g., a Bell pair

W.l.o.g. we describe the entanglement
swapping protocol using |𝜙+⟩ states.
Equivalent formulations using other Bell
pairs from Definition 2.12 are straightfor-
ward with local basis changes.

|𝜙+⟩ := 1√
2
(|00⟩ + |11⟩) with

both of them holding one of its qubits (cf. Figure 3.3).

|ϕ+⟩AC1
|ϕ+⟩C2B

Charlie

|ω⟩

Alice

|ω⟩

Bob

Figure 3.3: Schematic of the quantum sys-
tems 𝐴, 𝐵 and 𝐶1 , 𝐶2 of Alice, Bob and
Charlie at the beginning of the entangle-
ment swapping protocol.

Charlie can now swap the entanglement that he has with both Alice
and Bob by jointly measuring the two qubits he holds in the Bell basis.
Upon receiving the measurement outcome 𝜑 ∈ {𝜙+ , 𝜙− ,𝜓+ ,𝜓−} he only
needs to send classical information on this outcome to either Alice or
Bob. The recipient of the measurement outcome information will then
be able to locally correct the joint state |𝜑⟩ of Alice and Bob to be a 𝜙+

Bell pair. This process swaps the entanglement, in the sense that after
the protocol is run, the resulting state is separable between the systems
of Alice and Charlie and the systems of Bob and Charlie, whereas Alice’s
qubit is entangled with Bob’s and both of Charlie’s qubits are entangled
to each other (cf. Figure 3.4).
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Figure 3.4: Schematic of the quantum sys-
tems 𝐴, 𝐵 and 𝐶1 , 𝐶2 of Alice, Bob and
Charlie after termination of the entangle-
ment swapping protocol.

|φ⟩C1C2

Charlie

|φ⟩AB

|ω⟩

Alice

|ω⟩

Bob

The joint quantum state |𝜙+⟩|𝜙+⟩ at the start of the protocol is given by

1
2
(|0000⟩𝐴𝐶1𝐶2𝐵 + |0011⟩𝐴𝐶1𝐶2𝐵 + |1100⟩𝐴𝐶1𝐶2𝐵 + |1111⟩𝐴𝐶1𝐶2𝐵) (3.6)

=
1
2
(|0000⟩𝐶1𝐶2𝐴𝐵 + |0101⟩𝐶1𝐶2𝐴𝐵 + |1010⟩𝐶1𝐶2𝐴𝐵 + |1111⟩𝐶1𝐶2𝐴𝐵) (3.7)

where the indices refer to who can access the individual qubits. For the
equality of Equations 3.6 and 3.7 we have simply changed the order of
the quantum systems.

Since for the tensor product of two Bell pairs of the same type we find

|𝜙+⟩|𝜙+⟩ = 1
2
(|0000⟩ + |0011⟩ + |1100⟩ + |1111⟩) (3.8)

|𝜙−⟩|𝜙−⟩ = 1
2
(|0000⟩ − |0011⟩ − |1100⟩ + |1111⟩) (3.9)

|𝜓+⟩|𝜓+⟩ = 1
2
(|0101⟩ + |0110⟩ + |1001⟩ + |1010⟩) (3.10)

|𝜓−⟩|𝜓−⟩ = 1
2
(|0101⟩ − |0110⟩ − |1001⟩ + |1010⟩), (3.11)

we can rewrite Equation 3.7 to state that |𝜙+⟩𝐴𝐶1 |𝜙+⟩𝐶2𝐵 is equal to

1
2
(
|𝜙+⟩|𝜙+⟩ + |𝜙−⟩|𝜙−⟩ + |𝜓+⟩|𝜓+⟩ + |𝜓−⟩|𝜓−⟩

)
𝐶1𝐶2𝐴𝐵

. (3.12)

From Equation 3.12 it is evident that measuring the two qubits 𝐶1 and
𝐶2 in the Bell basis will project the qubits 𝐴 and 𝐵 that Alice and Bob
hold into the state |𝜑⟩𝐴𝐵 ∈ {|𝜙+⟩, |𝜙−⟩, |𝜓+⟩, |𝜓−⟩} for the respective
measurement outcome 𝜑 ∈ {𝜙+ , 𝜙+ ,𝜓+ ,𝜓−} on the qubits 𝐶1 and 𝐶2.
After receiving the measurement result from Charlie, both Alice and Bob
are able to perform a a conditional local correction operation on their
qubit, so that their joint quantum state is |𝜙+⟩.

Even though the quantum systems 𝐴 and 𝐵 never interact, it is important
that Alice and Bob agree beforehand on who will correct the state. In
practical applications, either only one of the two receives the measurement
result in order to avoid contradictory corrections –or the entangled state
is measured by both Alice and Bob and the resulting correlations are
corrected during a round of post processing (see Section 3.3 on quantum
key distribution).

Entanglement distillation

Entanglement distillation or entanglement purification was first proposed by
Bennett et al. for pure states in Reference [Ben+96a] and within the same
year for mixed states in Reference [Ben+96b] with Erratum [Ben+97].
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In the following we will describe the more efficient protocol for entangle-
ment distillation introduced by Deutsch et al. [Deu+96]. The protocol is
performed over multiple rounds. A source of noisy bipartite entangled
states provides both Alice and Bob access to one qubit of each entangled
state it produces. Alice and Bob seek to purify this entanglement across
the rounds of the protocol.

ρ12

ρ34

|ω⟩ |ω⟩

Alice

...
...

Bob

...

Figure 3.5: Schematic of the quantum
systems of Alice and Bob at the beginning
of the entanglement distillation protocol.

Alice and Bob start each round with two noisy entangled qubit pairs,
which they share by each holding one of the qubits of both pairs. The
first iteration of the protocol is performed on the density matrices 𝜌12
and 𝜌34 visualized in Figure 3.5.

Alice starts the protocol by performing the single-qubit Clifford unitary The Clifford
√
−𝑖𝜎1 permutes the Pauli

matrices as (𝜎1 , 𝜎2 , 𝜎3) ↦→ (𝜎1 , 𝜎3 ,−𝜎2)
and

√
𝑖𝜎1 as (𝜎1 , 𝜎2 , 𝜎3) ↦→ (𝜎1 ,−𝜎3 , 𝜎2).√

−𝑖𝜎1 =
1√
2

(
1 −𝑖
−𝑖 1

)
(3.13)

on both of her qubits, while Bob is performing the inverse operation
√
𝑖𝜎1

on each of his two qubits.
A conditional 𝜎3 gate or controlled-NOT
gate on two qubits acts as

CNOT
𝑖 → 𝑗

|𝑖⟩ ⊗ | 𝑗⟩ = |𝑖⟩ ⊗ |𝑖 ⊕ 𝑗⟩,

where 𝑖 is the control and 𝑗 the target qubit.
It can be represented by the matrix

CNOT
1 → 2

:=
©«

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

ª®®®¬ .

In the next step, Alice and Bob each perform a coordinated controlled-
NOT gate on their two qubits –i.e. both Alice and Bob choose the same pair
for their control qubit– and measure the target qubit in the computational
basis. In Figure 3.5, the control pair is 𝜌12 and the target pair is 𝜌34.

If their measurement outcomes coincide, Alice and Bob keep only the
control pair for the next round of the purification protocol and repeat
the procedure with both this pair and the next pair that is provided by
the source. If their measurement outcomes do not coincide, both the
control pair and the target pair are discarded. That is, in the latter case,
the protocol is restarted.

We denote the density matrix of the former control pair after this success-
ful iteration as 𝜌=12 and its density matrix after an unsuccessful iteration
as 𝜌≠12. A successful iteration of the entanglement distillation protocol is
visualized in Figure 3.6.
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Figure 3.6: Schematic of the quantum sys-
tems of Alice and Bob after the termination
of a successful round of the entanglement
distillation protocol.

ρ=12|ω⟩ |ω⟩

Alice

...
...

Bob

...

We will now examine in more detail how this protocol works. Assume
that Alice and Bob start out with a tensor product 𝜌12 ⊗𝜌34 of two 2-qubit
density matrices that are diagonal in the Bell basis. That is, we have

𝜌𝑎𝑏 = 𝛼 |𝜙+⟩⟨𝜙+ | + 𝛽 |𝜙−⟩⟨𝜙− | + 𝛾 |𝜓+⟩⟨𝜓+ | + 𝛿 |𝜓−⟩⟨𝜓− | (3.14)

=
1

2(𝛼 + 𝛽 + 𝛾 + 𝛿)

©«
𝛼 + 𝛽 0 0 𝛼 − 𝛽

0 𝛾 + 𝛿 𝛾 − 𝛿 0
0 𝛾 − 𝛿 𝛾 + 𝛿 0

𝛼 − 𝛽 0 0 𝛼 + 𝛽

ª®®®¬ . (3.15)

This can be further simplified, since 𝜌𝑎𝑏 has unit trace in the Bell basis,
i.e., 𝛼 + 𝛽 + 𝛾 + 𝛿 = 1. Alice holds the qubits 𝑎 ∈ {1, 3}, while Bob holds
the qubits 𝑏 ∈ {2, 4}.

First, Alice performs the single-qubit Clifford unitary
√
−𝑖𝜎1 on both of

her qubits and Bob its inverse
√
𝑖𝜎1 on both of his qubits. We find

�̃�𝑎𝑏 :=
(√

−𝑖𝜎1 ⊗
√
𝑖𝜎1

)
𝜌𝑎𝑏

(√
−𝑖𝜎1 ⊗

√
𝑖𝜎1

)†
(3.16)

=

(√
−𝑖𝜎1 ⊗

√
𝑖𝜎1

)
𝜌𝑎𝑏

(√
𝑖𝜎1 ⊗

√
−𝑖𝜎1

)
(3.17)

=
1
2

©«
𝛼 + 𝛿 0 0 𝛼 − 𝛿

0 𝛽 + 𝛾 𝛾 − 𝛽 0
0 𝛾 − 𝛽 𝛽 + 𝛾 0

𝛼 − 𝛿 0 0 𝛼 + 𝛿

ª®®®¬ , (3.18)

i.e., the effect of the local Clifford operations of Alice and Bob is that the
coefficients 𝛽 and 𝛿 are effectively exchanged.

In the next step, Alice and Bob perform the coordinated controlled-NOT
gates on their qubits. The control qubit is 1 for Alice and 2 for Bob, while
the target qubit is 3 for Alice and 4 for Bob. The 4-qubit density matrix
after these controlled-NOT gates is given by

𝜌CNOT
1234 :=

(
CNOT

1 → 3
CNOT

2 → 4

)
�̃�12 ⊗ �̃�34

(
CNOT

1 → 3
CNOT

2 → 4

)†
. (3.19)

In the final step, the target qubits 3 and 4 of the state 𝜌CNOT
1234 are then

measured in the computational basis, and the former control qubits 1
and 2 are retained if and only if the measurement outcomes coincide,
i.e., if both outcomes are 0 or if both outcomes are 1.



3.2 Quantum repeaters 29

If both measurements do not return the same outcome, The measurement outcomes do not coin-
cide with a probability of 2(𝛼 + 𝛿)(𝛽 + 𝛾).
In the Bell basis, 𝜌≠12 can be expressed as

𝜌≠12 =
𝛼𝛾 + 𝛽𝛿

2(𝛼 + 𝛿)(𝛽 + 𝛾) |𝜙
+⟩⟨𝜙+ |

+
𝛼𝛽 + 𝛾𝛿

2(𝛼 + 𝛿)(𝛽 + 𝛾) |𝜙
−⟩⟨𝜙− |

+ 𝛼𝛾 + 𝛽𝛿

2(𝛼 + 𝛿)(𝛽 + 𝛾) |𝜓
+⟩⟨𝜓+ |

+
𝛼𝛽 + 𝛾𝛿

2(𝛼 + 𝛿)(𝛽 + 𝛾) |𝜓
−⟩⟨𝜓− |.

the quantum
system of qubits 1 and 2 is represented by the post measurement density
matrix

𝜌≠12 =

©«

1
4 0 0 (𝛼−𝛿)(𝛾−𝛽)

4(𝛼+𝛿)(𝛽+𝛾)
0 1

4
(𝛼−𝛿)(𝛾−𝛽)
4(𝛼+𝛿)(𝛽+𝛾) 0

0 (𝛼−𝛿)(𝛾−𝛽)
4(𝛼+𝛿)(𝛽+𝛾)

1
4 0

(𝛼−𝛿)(𝛾−𝛽)
4(𝛼+𝛿)(𝛽+𝛾) 0 0 1

4

ª®®®®®®¬
, (3.20)

where we calculated the partial trace of the 16 × 16 post measurement
density matrix with respect to the Hilbert space of qubit 3 and qubit 4.

If both measurements do return the same outcome, The measurement outcomes coincide with
a probability of (𝛼 + 𝛿)2 + (𝛽 + 𝛾)2.

the quantum system
of qubits 1 and 2 is represented by the post measurement density matrix

𝜌=12 =
1

2(𝛼2
+ + 𝛽2

+)

©«
𝛼2
+ 0 0 𝛼2

−
0 𝛽2

+ 𝛽2
− 0

0 𝛽2
− 𝛽2

+ 0
𝛼2
− 0 0 𝛼2

+

ª®®®¬ , (3.21)

where 𝛼± := 𝛼 ± 𝛿 and 𝛽± := 𝛽 ± 𝛾. In the Bell basis, this density matrix
can be expressed as

𝜌=12 =
𝛼2 + 𝛿2

(𝛼 + 𝛿)2 + (𝛽 + 𝛾)2
|𝜙+⟩⟨𝜙+ | (3.22)

+ 2𝛼𝛿
(𝛼 + 𝛿)2 + (𝛽 + 𝛾)2

|𝜙−⟩⟨𝜙− | (3.23)

+
𝛽2 + 𝛾2

(𝛼 + 𝛿)2 + (𝛽 + 𝛾)2
|𝜓+⟩⟨𝜓+ | (3.24)

+ 2𝛽𝛾
(𝛼 + 𝛿)2 + (𝛽 + 𝛾)2

|𝜓−⟩⟨𝜓− |. (3.25)

Note that, technically, the map 𝑓 is only
well defined for those values of 𝛼, 𝛽, 𝛾, 𝛿
that yield valid density matrices in Equa-
tion 3.14 –in particular, 𝛼 + 𝛽 + 𝛾 + 𝛿 = 1.
A second fixed point of the map is given
by ( 1

4 ,
1
4 ,

1
4 ,

1
4 ).

The Bell state |𝜙+⟩⟨𝜙+ | is a fixed point of the map 𝑓 on ℂ4 defined by

(𝛼, 𝛽, 𝛾, 𝛿) ↦→
(
𝛼2 + 𝛿2

𝛼2
+ + 𝛽2

+
,

2𝛼𝛿
𝛼2
+ + 𝛽2

+
,
𝛽2 + 𝛾2

𝛼2
+ + 𝛽2

+
,

2𝛽𝛾
𝛼2
+ + 𝛽2

+

)
, (3.26)

in the sense that (1, 0, 0, 0) is mapped to itself. For values of 𝛼 > 1
2 the

recursive successful protocol iterations converge to this fixed point.
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Figure 3.7: A visualization of the fact that
the fixed point (1, 0, 0, 0) is a local attractor
of the map 𝑓 for values of 𝛼 > 1

2 . We
consider the simple one dimensional case
𝛽 = 𝛾 = 𝛿 = 1−𝛼

3 and write 𝑓 ◦𝑛(𝛼) as a
shorthand for 𝑓 ◦· · ·◦ 𝑓 (𝛼, 1−𝛼

3 , 1−𝛼
3 , 1−𝛼

3 ).
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Such a minimum fidelity threshold –here 𝛼, which must be greater than
one half– is required for all entanglement distillation schemes to work.
For large distances between Alice and Bob, this minimum fidelity can no
longer be guaranteed. This requires the combination of entanglement
swapping and entanglement distillation, giving us the notion of quantum
repeaters.

Repeater protocols

The combined action of repeated entanglement swapping and entangle-
ment distillation is called a quantum repeater. Nested quantum repeater
protocols allow for quantum communication protocols bridging larger
distances than protocols without them.

Quantum repeaters are essential for real-world implementations of long
distance quantum communication protocols, since in optical fibers, the
probability of both photon loss and photon depolarization increases
exponentially in the length of the fiber.

“[T]he attenuation of light in standard fi-
bres at the telecom wavelength of 1550 nm
is 0.2 dB/km (or 0.16 dB/km in newly de-
veloped ultralow loss fibres).” —Diamanti
et al. [Dia+16, p. 2]

The standard remedy of classical communication –sending the same
bit multiple times and performing a majority vote error correction–
is not an option for quantum communication due to the no-cloning
theorem [WZ82]. Luckily, quantum repeater schemes can overcome the
exponential loss limitation in a different way. Their core idea is to merge
a collection of noisy entangled states with interspersed entanglement
purification steps, yielding a single long distance entangled state of
sufficiently high fidelity.

Quantum repeaters where originally introduced by Briegel et al. in
Reference [Bri+98] to overcome these fundamental limitations of direct
quantum communication. Their possible implementations are discussed
in the review [San+11]. The idea of Reference [Bri+98] is to combine
entanglement distillation and entanglement swapping by dividing the
desired communication distance between 𝐴 and 𝐵 into 2𝑛 segments with
connecting repeater stations {𝐶𝑖}2𝑛−1

𝑖=1 in between.

First, entanglement sources share noisy Bell pairs between neighboring
stations, i.e., between (𝐴, 𝐶1), (𝐶1 , 𝐶2), . . . , (𝐶2𝑛−1 , 𝐵). During successive
entanglement swapping steps, the distance of the entanglement doubles
with each swapping step: The entanglement is first swapped from nearest
neighbors to connect next nearest neighbors, then from next nearest
neighbors to distance four neighbors and so on.

Before and after every entanglement swapping step the entanglement is
purified with entanglement distillation. Overall, 𝑛 = log 2𝑛 entanglement
swapping steps and 𝑛 + 1 entanglement distillation steps yield a single
long distance entangled state.

For a visualization of the quantum repeater protocol described above see
Figures 3.8 to 3.13.
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Figure 3.8: Schematic of the quantum
systems of Alice, Bob and three quantum
repeater stations 𝐶1 , 𝐶2 , 𝐶3 at the begin-
ning of a quantum repeater protocol.
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Figure 3.9: Alice, Bob and three quantum
repeater stations 𝐶1 , 𝐶2 , 𝐶3 after the first
entanglement distillation step of a quan-
tum repeater protocol.
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Figure 3.10: Alice, Bob and three quantum
repeater stations 𝐶1 , 𝐶2 , 𝐶3 after the first
entanglement swapping step of a quantum
repeater protocol.
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Figure 3.11: Alice, Bob and three quan-
tum repeater stations 𝐶1 , 𝐶2 , 𝐶3 after the
second entanglement distillation step of a
quantum repeater protocol.
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Figure 3.12: Alice, Bob and three quantum
repeater stations 𝐶1 , 𝐶2 , 𝐶3 after the last
entanglement swapping step of a quantum
repeater protocol.
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Figure 3.13: Alice, Bob and three quantum
repeater stations 𝐶1 , 𝐶2 , 𝐶3 after the last
entanglement distillation step of a quan-
tum repeater protocol.
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3.3 Quantum key distribution

“Sixteen years’ banking experience gives the compiler confidence to
hope that this Code will be carefully examined by bankers, and that
it will correct a positive evil, to wit, the relying upon hastily formed
cryptographs, which continually repeat, and which are therefore
dangerous, because, if an operator should decipher such a system,
and send a message in such a cipher, great suspicion would arise
against all parties having access to such cryptographs.”

—Miller [Mil82, p. 3]

“[T]he key tape must be at least as long as the sum of all the message
tapes used with it, as the messages will lose their secrecy to some
extent if the key tape is used repeatedly. The use of a short repeating
key may give sufficient secrecy for some uses however.”

—Vernam [Ver26, p. 114]

Why quantum key distribution?

Currently used public-key encryption schemes such as RSA [RSA78]
and Diffie-Hellman [DH76; Mer78] are not secure from an information-
theoretic point of view. Their security relies on computational assump-
tions: They are only computationally secure, which means that one must
solve a computationally hard problem to break them.

In the case of RSA, for example, the corresponding computational prob-
lem is to decompose large integers into their prime factors. Integer
factorization is a problem in NP for which no classical polynomial-time
algorithm is known. As the size of the integer 𝑛 increases, the com-
putational power required for factorization quickly exceeds even the
capabilities of the world’s most powerful classical computers. Therefore,
to ensure the security of RSA, the size of the prime numbers used for
encryption must be constantly increased to keep pace with technological
progress.

This is true even without any technological breakthroughs in the field of
quantum computing, where a polynomial-time algorithm for factoring
integers has been known since the seminal work of Shor [Sho99]. An
error-correcting quantum computer would make procedures such as
RSA entirely insecure.

It is however not true that all encryption will be broken at some point,
even with the help of a quantum computer. In fact, we know how to
encrypt communication in a way that remains secure even if an adversary
has all the quantum and/or classical computational capabilities imagin-
able. Such cryptographic schemes are called information-theoretically
secure.

Information-theoretically secure encryption protocols require a cryp-
tographic key, i.e., a uniform random bit sequence known only to the
communicating parties. Apart from the uniform randomness of the key,
it is of utmost importance that the communicating parties keep the key
secret at all times and do not reuse even part of it.
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When the uniformly random key is at least the length of the commu-
nication that the parties wish to encrypt, it is called a one-time pad
scheme [Ver26; Mil82; Bel11]. The one-time pad is used by modulo two
adding the key bitwise to the plaintext message yielding a so-called
ciphertext. This ciphertext is in turn sent to the intended recipients. Since
the recipients are also in possession of the one-time pad, they can recover
the original plaintext by adding it to the message a second time.

The procedure of bitwise adding an en-
cryption key to the plaintext is often called
Vernam cipher, since Gilbert S. Vernam
patented the procedure in 1918 (patent
number US001310719).However, Vernam
was not its original inventor. Already 36
years earlier, in 1882, Frank Miller had
created the same cipher and should be
considered the original inventor of the
one-time pad [Mil82; Bel11].Any attacker who got hold of the encrypted text on its way to the intended

recipients has no chance of decrypting the message that is better than a
random guess. As long as the one-time pad is uniformly random and not
available to the attacker, the attacker is out of luck because the ciphertext
is completely uncorrelated with the plaintext due to the one-time pad.
Without the key, the ciphertext cannot reveal any information about the
plaintext.

With the information-theoretic security of the one-time pad in mind,
the main challenge of encryption shifts to designing protocols that
generate cryptographic keys that are uniformly random and inaccessible
to attackers. While there are efforts in the field of classical cryptography,
known as post-quantum cryptography, to address the vulnerabilities
of classical encryption to adversaries with quantum computing power,
quantum information theory also lends itself directly to solving these
problems.

There are at least three features of quantum mechanics that seem to ideally
fit this mold. First and foremost, the randomness of quantum states and
their measurements. Second, the non-locality of entanglement, which
allows spatially separated locations to be connected by sharing this ran-
domness. And third, the no-cloning property, which prevents quantum
states in unknown superpositions from being perfectly copied.

The third property is primarily important when an attacker tries to access
the information encoded in a quantum state. In principle, every classical
communication channel can be passively monitored –albeit with technical
difficulties– without the legitimate communication parties knowing that
there is an attack on their channel. In contrast, interaction with a quantum
state disturbs it, resulting in detectable changes. The communicating
parties can therefore be informed of an attack on their communication
channel even before secret information has been exchanged.

Communication protocols between two parties that exploit these fun-
damental properties of quantum mechanics are called quantum key
distribution (QKD) protocols. Prominent variants are the BB84 proto-
col [BB84b] and its entanglement-based variant, the E91 protocol [Eke91;
Eke92]. Their security is based on physical laws and not just computa-
tionally hard problems.

The BB84 protocol

Distributed quantum states can be used not only for direct transmission
of quantum information through quantum teleportation, but also for
quantum cryptography. In quantum key distribution, the communication
partners Alice and Bob attempt to generate a chain of random bits from
qubits, which they in turn use to encrypt their classical communication.
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The first quantum key distribution scheme was presented by Bennett
and Brassard in 1984 and is thus aptly named the BB84 protocol [BB84b].
The protocol uses single qubits sent iteratively between the two parties
wishing to create an encryption key, and is mathematically based on the
work of Wiesner in Reference [Wie83], in which he proposed a method
for creating a quantum currency that cannot be forged a year earlier.

The security of the protocol was not proven until a decade and a half later
by Biham et al., Lo and Chau and Mayers et al. [Bih+98; LC99; May01]
and, in simplified form, by Shor and Preskill [SP00].

In the BB84 protocol, Alice sends a sequence of qubits to Bob one after
the other. However, she does not send the qubits in arbitrary states, but
in the eigenstates of either 𝜎1 or 𝜎3. Importantly, although the eigenstates
of 𝜎1 and 𝜎3 form orthogonal bases, they are not orthogonal to each other.
Rather, the bases overlap in a symmetric manner such that an eigenstate
of one basis projects into one of the two base states of the other eigenbasis
with 50 % probability. In the following, we will explain the successive
steps that Alice and Bob take during the BB84 protocol.

In the first step, Alice uses a personal and trusted random number
generator to generate two uniformly random bit strings of the same
length 𝑛. One of these bit strings Alice uses to select either the 𝜎1 basis or
the 𝜎3 basis. The second bit sequence then determines in which of the two
possible basis states she prepares her qubits to send to Bob: If the first bit
string determined the 𝜎1-basis, a zero in the second bit sequence causes
her to prepare the next qubit in the |+⟩ state, and a one in the second bit
string causes her to prepare the next qubit in the |−⟩ state. Similarly, if
the first bit sequence determines the 𝜎3 basis, she will prepare the next
qubit in the |0⟩ or |1⟩ state.

In the second step, Alice sends the qubits to Bob. She can either use the
quantum teleportation protocol presented above or send flying qubits
–i.e. photons– directly. In the latter case, the polarization of the photons
can be used to encode the qubit. Vertical and horizontal polarization
represent the |1⟩ and |0⟩ states, while the 45 ◦ = 𝜋

4 rotated basis of |+⟩
and |−⟩ is represented by the diagonal and antidiagonal polarization,
respectively.

In the third step, Bob also chooses a uniformly random bit sequence of
the same length 𝑛. Bob uses his random bits to determine whether to
measure the qubits he receives from Alice in the 𝜎1 basis or in the 𝜎3
basis. Due to the nature of the two non-orthogonal bases, we observe the
following. The result of the measurement will either be deterministic –if
the basis chosen by Bob is identical to the one previously determined
by Alice– or it will be uniformly random –if the basis chosen by Bob is
not identical to the one previously determined by Alice. This ensures
that if the bases of Alice and Bob match (and there is neither noise
nor the undue influence of an evil eavesdropper), Bob’s measurement
result will be perfectly correlated with the random bit encoded by Alice.
However, with mismatched bases, Bob receives no information about
Alice’s encoding. His measurement result is still uniformly random but
not correlated with the random bit that Alice encoded.

In the final step, Alice and Bob reveal their measurement bases to each
other, while the bit sequence encoded by Alice remains hidden. The cases
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’s random bit
1 0 1 1 1 0 0 0

’s random basis
+ + × + × × × +

Polarization sends

x −→ ↖
x ↖ ↗ ↗ −→

’s random basis
+ × × × + × + +

Polarization measures

x ↗ or
↖ ↖ ↗ or

↖
−→
or

x ↗
−→
or

x −→

Public discussion of basis ++ +× ×× +× ×+ ×× ×+ ++

Shared secret 1 — 1 — — 0 — 0

Table 3.1: Visualization of the steps of the
BB84 protocol. The first two steps are high-
lighted in green, the third step in brown
and the last step in violet.

where their measurement bases do not match are discarded by both of
them. Due to the probabilistic nature of the process, they approximately
keep a bit sequence of length 𝑛

2 . That is, asymptotically half of Bob’s
uniformly random bit sequence of measurement results is identical to
the half of the bit sequence that Alice encoded at the beginning of the
protocol.

While this feat of quantum key distribution is impressive in itself, Alice
and Bob can even check to see if an eavesdropper has been listening into
their quantum communication. To do so, they only have to sacrifice a
fraction of the shared bit sequence they have established.

In 1991, Artur K. Ekert introduced a variant of the BB84 protocol that
is today referred to as the E91 protocol [Eke91]. Ekert extended Bennett
and Brassard’s idea by bringing entanglement into play, and proposed a
different kind of quantum key distribution based on Bell’s theorem [Bel64].
Notably, he showed that an extended version of Bell’s theorem by Clauser,
Horne, Shimony and Holt (CHSH) [Cla+69] has a practical cryptographic
application, as it can test the security of quantum key distribution.

The generalized Bell inequality

In his 1964 work [Bel64] –today referred to as Bell’s theorem or the
famous Bell inequality– John S. Bell substantially sharpened the argument
presented by Einstein, Podolsky and Rosen [EPR35b] with respect to
a feature that makes quantum mechanics seem paradoxical from the
standpoint of classical physics. The latter had come to the conclusion that
the probabilistic theory of quantum mechanics should be supplemented
by so-called hidden variables, whose specification would predetermine the
otherwise random result of the measurements of the system.

By describing a physical system of two spatially separated parties with
deterministic hidden variables, Bell derived an inequality that systems
that can be described by such a hidden variable model must satisfy. The
emergent paradox is that nature does in fact not obey Bell’s inequality.
Quantum mechanical systems allow us to violate Bell’s inequality and
quantum theory allows us to explain this violation, whereas a description
using deterministic hidden variables cannot.

In fact, the derivation of Bell’s inequality does not require a description
in terms of hidden variables. Arthur Fine showed that Bell’s inequality
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holds whenever there is a joint probability distribution for all observables
in an experiment [Fin82]. Here we examine a generalized version of Bell’s
theorem by Clauser, Horne, Shimony and Holt (CHSH) [Cla+69].

For an experiment that allows a statistical description, we can define the
Bell correlations as follows.

Definition 3.1 (Bell correlations) With the probability Pr
(
𝑎, 𝑏 | 𝐴𝑖 , 𝐵𝑗

)
for receiving measurement outcomes (𝑎, 𝑏) ∈ {+1,−1}2 using measurement
devices 𝐴𝑖 and 𝐵 𝑗 , we define the corresponding correlation coefficient as

𝐶
(
𝐴𝑖 , 𝐵𝑗

)
:=

∑
𝑎,𝑏

𝑎𝑏 Pr
(
𝑎, 𝑏 | 𝐴𝑖 , 𝐵𝑗

)
∈ [−1, 1]. (3.27)

Four measurement devices {𝐴1 , 𝐴2 , 𝐵1 , 𝐵2} produce the Bell correlations as

𝛽 := 𝐶 (𝐴1 , 𝐵1) + 𝐶 (𝐴1 , 𝐵2) + 𝐶 (𝐴2 , 𝐵1) − 𝐶 (𝐴2 , 𝐵2) . (3.28)

Since correlation coefficients lie in the interval between −1 and +1, the
absolute value of 𝛽 is bounded by 4 from above by construction. However,
Bell’s theorem gives a different bound. We express it in its CHSH form
and use the equivalence between deterministic hidden variables models
for an experiment and joint probability distributions for all observables
of the experiment [Fin82].

Theorem 3.1 (Bell inequality [Bel64; Cla+69; Fin82]) A joint probability
distribution describes four observables {𝐴1 , 𝐴2 , 𝐵1 , 𝐵2} if and only if

−2 ⩽ 𝛽 ⩽ 2. (3.29)

Proof. Assuming that Alice has a joint measuring device 𝐴1𝐴2 and Bob
𝐵1𝐵2 we can consider 𝑃, i.e. the joint probability distribution

𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) = Pr ((𝑎1 , 𝑎2) , (𝑏1 , 𝑏2) | 𝐴1𝐴2 , 𝐵1𝐵2) (3.30)

of the four variables 𝑎1 , 𝑎2 , 𝑏1 , 𝑏2. Formally, the joint measuring devices
for Alice and Bob mean that the observed probabilities

Pr (𝑎𝑖 , 𝑏𝑖 | 𝐴𝑖 , 𝐵𝑖) (3.31)

are found as the marginal statistics of the joint probability distribution 𝑃.
That is, we have the four marginal relations∑

𝑎1 ,𝑏1

𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) = Pr (𝑎2 , 𝑏2 | 𝐴2 , 𝐵2) (3.32)∑
𝑎1 ,𝑏2

𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) = Pr (𝑎2 , 𝑏1 | 𝐴2 , 𝐵1) (3.33)∑
𝑎2 ,𝑏1

𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) = Pr (𝑎1 , 𝑏2 | 𝐴1 , 𝐵2) (3.34)∑
𝑎2 ,𝑏2

𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) = Pr (𝑎1 , 𝑏1 | 𝐴1 , 𝐵1) . (3.35)

Using these marginal relations and the definition of the Bell correlations,
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we can write

𝛽 :=𝐶 (𝐴1 , 𝐵1) + 𝐶 (𝐴1 , 𝐵2) + 𝐶 (𝐴2 , 𝐵1) − 𝐶 (𝐴2 , 𝐵2) (3.36)

=
∑
𝑎,𝑏

𝑎𝑏 Pr (𝑎, 𝑏 | 𝐴1 , 𝐵1) +
∑
𝑎,𝑏

𝑎𝑏 Pr (𝑎, 𝑏 | 𝐴1 , 𝐵2) (3.37)

+
∑
𝑎,𝑏

𝑎𝑏 Pr (𝑎, 𝑏 | 𝐴2 , 𝐵1) −
∑
𝑎,𝑏

𝑎𝑏 Pr (𝑎, 𝑏 | 𝐴2 , 𝐵2) (3.38)

=
∑
𝑎1 ,𝑏1

𝑎1𝑏1 Pr (𝑎1 , 𝑏1 | 𝐴1 , 𝐵1) +
∑
𝑎1 ,𝑏2

𝑎1𝑏2 Pr (𝑎1 , 𝑏2 | 𝐴1 , 𝐵2) (3.39)

+
∑
𝑎2 ,𝑏1

𝑎2𝑏1 Pr (𝑎2 , 𝑏1 | 𝐴2 , 𝐵1) −
∑
𝑎2 ,𝑏2

𝑎2𝑏2 Pr (𝑎2 , 𝑏2 | 𝐴2 , 𝐵2) (3.40)

=
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

𝑎1𝑏1 𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) (3.41)

+
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

𝑎1𝑏2 𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) (3.42)

+
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

𝑎2𝑏1 𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) (3.43)

−
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

𝑎2𝑏2 𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) (3.44)

=
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

[𝑎1𝑏1 + 𝑎1𝑏2 + 𝑎2𝑏1 − 𝑎2𝑏2]𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) (3.45)

=
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

[𝑎1(𝑏1 + 𝑏2) + 𝑎2(𝑏1 − 𝑏2)]𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) (3.46)

⩽
∑

𝑎1 ,𝑎2 ,𝑏1 ,𝑏2

2𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) = 2. (3.47)

In the last step, we used that summing over all possible outcomes of the
probability distribution 𝑃 (𝑎1 , 𝑎2 , 𝑏1 , 𝑏2) we obtain one. The inequality
holds since for four variables satisfying 𝑎1 , 𝑎2 , 𝑏1 , 𝑏2 ∈ {±1} we find that

𝑎1 (𝑏1 + 𝑏2) + 𝑎2 (𝑏1 − 𝑏2) ⩽ 2. (3.48)

The first term vanishes for 𝑏1 = −𝑏2 and the second term for 𝑏1 = 𝑏2. As

𝑎1 (𝑏1 + 𝑏2) + 𝑎2 (𝑏1 − 𝑏2) ⩾ −2 (3.49)

we find −2 ⩽ 𝛽 ⩽ 2 by the same argument.

Conversely, we can start from the assumption |𝛽 | ⩽ 2 and infer that
the four observables {𝐴1 , 𝐴2 , 𝐵1 , 𝐵2} are described by a joint probability
distribution [Fin82]. This concludes the proof.

Surprisingly, some quantum mechanical systems violate Bell’s inequality.
Experiments violating Theorem 3.1 thus show us that deterministic hid-
den variable models cannot describe real natural phenomena. Quantum
theory on the other hand allows us to explain this violation. In the
following we will see how.

Bell inequality violations

In this section, we show how two parties can violate Bell’s inequality by
the statistics of their measurements on an entangled quantum state. Bell’s
inequality has been experimentally violated in many different ways.
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Already at the end of the last millennium, it was possible to violate
Bell’s inequality between photons separated by a distance greater than
10 km [Tit+98]. Since then, related experiments have shown violations
between atomic and photon entanglement [Moe+04] and between spa-
tially separated atoms [Mat+08]. Recently, even the last experimental
loopholes were closed [Hen+15].

In the following, we will show how exactly Alice and Bob can violate
Bell’s inequality by collecting the statistics of quantum measurements on
an maximally entangled two qubit quantum state.

Due to the fact that |𝜓−⟩ is the only two
qubit state that has zero total angular mo-
mentum it is regularly referred to as the
singlet state. We can calculate the angu-
lar momentum of any two-qubit quantum
state |𝜓⟩ with respect to the Pauli 𝜎𝑖 axis
as ⟨𝜓 |𝐿𝑖 |𝜓⟩, where

𝐿𝑖 :=
1
2 (𝜎𝑖 ⊗ 𝟙2 + 𝟙2 ⊗ 𝜎𝑖)

is the corresponding angular momentum
operator. While all Bell states have zero
angular momentum with respect to one
of the Pauli axes, the singlet state |𝜓−⟩ is
–up to a global phase– the only two-qubit
state that has a total angular momentum
of zero, i.e., zero angular momentum with
respect to all Pauli axes.

Assume that Alice and Bob share multiple copies of the singlet state

|𝜓−⟩ :=
1√
2
(|01⟩ − |10⟩) (3.50)

with Alice holding the fist and Bob the second qubit of each. We want to
show that |𝜓−⟩ is not only entangled but also allows for a violation of
Bell’s inequality (see Inequality 3.29 in Theorem 3.1).

Theorem 3.2 (Bell inequality violation) Copies of the singlet state |𝜓−⟩
can be measured by Alice and Bob to generate Bell correlations with

𝛽 = 2
√

2 ⩾ 2. (3.51)

Proof. The singlet state fulfills the trace identity

⟨𝜓− | (𝐴 ⊗ 𝟙2) |𝜓−⟩ = 1
2

Tr𝐴 = ⟨𝜓− | (𝟙2 ⊗ 𝐴) |𝜓−⟩ (3.52)

for an arbitrary 2 × 2 matrix 𝐴. The identity will help us later to compute
more complicated expectation values.

Alice and Bob each choose two three-dimensional unit vectors, which we
denote as 𝑎1, 𝑎2 for Alice and 𝑏1, 𝑏2 for Bob. To maximally violate Bell’s
inequality, we will add some constraints on the unit vectors, but for now
any unit vector is a valid choice.

Each of the unit vectors can be used to define a projection as follows. First,
we denote by 𝑣 ∈ {𝑎1 , 𝑎2 , 𝑏1 , 𝑏2} any of the above unit vectors and by
𝜎 := (𝜎1 , 𝜎2 , 𝜎3) a second vector containing the Pauli matrices as entries.
From their scalar product we obtain 𝜎 · 𝑣 =

∑3
𝑖=1 𝜎𝑖𝑣𝑖 and –using this

scalar product– measurement projectors

𝑃±(𝑣) :=
1
2 (𝟙2 ± 𝜎 · 𝑣) . (3.53)

We can now calculate the correlations between the measurement devices
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𝑃±(𝑎𝑖) for Alice and 𝑃±(𝑏 𝑗) for Bob. Following Definition 3.1 we find

𝐶
(
𝑃±(𝑎𝑖), 𝑃±(𝑏 𝑗)

)
:=

∑
𝑎,𝑏=±

𝑎𝑏 Pr
(
𝑎, 𝑏 | 𝑃𝑎(𝑎𝑖), 𝑃𝑏(𝑏 𝑗)

)
(3.54)

=
∑
𝑎,𝑏=±

𝑎𝑏⟨𝜓− |𝑃𝑎(𝑎𝑖) ⊗ 𝑃𝑏(𝑏 𝑗)|𝜓−⟩ (3.55)

= + ⟨𝜓− |𝑃+(𝑎𝑖) ⊗ 𝑃+(𝑏 𝑗)|𝜓−⟩ − ⟨𝜓− |𝑃+(𝑎𝑖) ⊗ 𝑃−(𝑏 𝑗)|𝜓−⟩ (3.56)
− ⟨𝜓− |𝑃−(𝑎𝑖) ⊗ 𝑃+(𝑏 𝑗)|𝜓−⟩ + ⟨𝜓− |𝑃−(𝑎𝑖) ⊗ 𝑃−(𝑏 𝑗)|𝜓−⟩ (3.57)

= +
(
1
4
− 1

4
− 1

4
+ 1

4

)
+ (0 + 0 − 0 − 0 − 0 − 0 + 0 + 0) (3.58)

+
(
1
4
+ 1

4
+ 1

4
+ 1

4

)
⟨𝜓− | (𝜎 · 𝑎𝑖) ⊗

(
𝜎 · 𝑏 𝑗

)
|𝜓−⟩ (3.59)

=⟨𝜓− | (𝜎 · 𝑎𝑖) ⊗
(
𝜎 · 𝑏 𝑗

)
|𝜓−⟩, (3.60)

where for the fourth equality we used that Tr (𝜎 · 𝑎𝑖) = 0 = Tr
(
𝜎 · 𝑏 𝑗

)
since all {𝜎𝑖}3

𝑖=1 are traceless, that Equation 3.52 holds and that therefore

⟨𝜓− |𝑃𝑎(𝑎𝑖) ⊗ 𝑃𝑏(𝑏 𝑗)|𝜓−⟩ = 1
4
+ 𝑎𝑏

4
⟨𝜓− | (𝜎 · 𝑎𝑖) ⊗

(
𝜎 · 𝑏 𝑗

)
|𝜓−⟩. (3.61)

Equation 3.60 can be simplified further by using that the singlet state has
zero total angular momentum (see margin note). In particular, we have

(𝜎𝑖 ⊗ 𝟙2 + 𝟙2 ⊗ 𝜎𝑖) |𝜓−⟩ = 0 (3.62)

and thus (−𝜎𝑖 ⊗ 𝟙2) |𝜓−⟩ = (𝟙2 ⊗ 𝜎𝑖) |𝜓−⟩. Since the latter holds for all
Pauli matrices, we can write( (

−𝜎 · 𝑏 𝑗
)
⊗ 𝟙2

)
|𝜓−⟩ =

(
𝟙2 ⊗

(
𝜎 · 𝑏 𝑗

) )
|𝜓−⟩ (3.63)

and thus

(𝜎 · 𝑎𝑖) ⊗
(
𝜎 · 𝑏 𝑗

)
|𝜓−⟩ = ((𝜎 · 𝑎𝑖) ⊗ 𝟙2)

(
𝟙2 ⊗

(
𝜎 · 𝑏 𝑗

) )
|𝜓−⟩ (3.64)

= ((𝜎 · 𝑎𝑖) ⊗ 𝟙2)
( (
−𝜎 · 𝑏 𝑗

)
⊗ 𝟙2

)
|𝜓−⟩ (3.65)

=
(
(𝜎 · 𝑎𝑖)

(
−𝜎 · 𝑏 𝑗

)
⊗ 𝟙2

)
|𝜓−⟩, (3.66)

where we used Equation 3.63 for the second equality. Simplifying Equa-
tion 3.60 with Equation 3.66 and, again, with Equation 3.52 we find

𝐶
(
𝑃±(𝑎𝑖), 𝑃±(𝑏 𝑗)

)
= ⟨𝜓− | (𝜎 · 𝑎𝑖) ⊗

(
𝜎 · 𝑏 𝑗

)
|𝜓−⟩ (3.67)

= ⟨𝜓− |
(
(𝜎 · 𝑎𝑖)

(
−𝜎 · 𝑏 𝑗

)
⊗ 𝟙2

)
|𝜓−⟩ (3.68)

=
1
2

Tr
(
(𝜎 · 𝑎𝑖)

(
−𝜎 · 𝑏 𝑗

) )
(3.69)

= −𝑎𝑖 · 𝑏 𝑗 , (3.70)

i.e., the correlations between the measurement devices 𝑃±(𝑎𝑖) for Alice
and 𝑃±(𝑏 𝑗) for Bob can simply be described by the negative scalar product
of the corresponding unit vectors. The Bell correlations (see Definition 3.1)
are then

𝛽 = −𝑎1 · 𝑏1 − 𝑎1 · 𝑏2 − 𝑎2 · 𝑏1 + 𝑎2 · 𝑏2 (3.71)
= − (𝑎1 + 𝑎2) · 𝑏1 − (𝑎1 − 𝑎2) · 𝑏2 (3.72)
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for arbitrary choices of three-dimensional unit vectors 𝑎1, 𝑎2 for Alice
and 𝑏1, 𝑏2 for Bob.

If we additionally impose the constraint 𝑎1 ≠ 𝑎2 and construct Bob’s
unit vectors as 𝑏1 = − 1√

2
(𝑎1 + 𝑎2) and 𝑏2 = − 1√

2
(𝑎1 − 𝑎2) we find that the

correlations of our chosen measurements violate Bell’s inequality as

𝛽 =
1√
2
(𝑎1 + 𝑎2)2 +

1√
2
(𝑎1 − 𝑎2)2 (3.73)

=
1√
2

(
𝑎2

1 + 𝑎1 · 𝑎2 + 𝑎2 · 𝑎1 + 𝑎2
2 + 𝑎2

1 − 𝑎1 · 𝑎2 − 𝑎2 · 𝑎1 + 𝑎2
2
)

(3.74)

=
2(𝑎2

1 + 𝑎2
2)√

2
= (𝑎2

1 + 𝑎2
2)
√

2 = 2
√

2 ⩾ 2. (3.75)

This concludes the proof.

Having introduced Bell’s inequality and the possibility of its violation by
quantum states, we can now turn to the entanglement-based variant of
the BB84 protocol introduced by Artur K. Ekert in 1991 [Eke91].

The E91 protocol

In his protocol [Eke91], Ekert extended Bennett and Brassard’s idea
by bringing entanglement into play and proposed a different kind of
quantum key distribution, based on Bell’s theorem [Bel64]. In particular,
he showed that the extended version of Bell’s theorem of Clauser, Horne,
Shimony and Holt (CHSH) [Cla+69] which we have discussed in the
previous subsections has a practical cryptographic application, as it can
test the security of the quantum key distribution.

The key quantum state for the implementation of the E91 protocol [Eke91;
Eke92] is the singlet state, which we have already studied in the previous
section (cf. Equation 3.50). Again, given multiple copies of |𝜓−⟩, Alice
has the first qubit and Bob the second qubit of all singlet states.

On their qubits, Alice and Bob now perform measurements of the type
𝑃±(𝑣) given in Equation 3.53. Instead of the two unit vectors 𝑣 chosen by
each Alice and Bob to violate the Bell inequality, for the E91 protocol they
each choose three unit vectors {𝑎𝑖}3

𝑖=1 and {𝑏 𝑗}3
𝑗=1 with 𝑎𝑖 , 𝑏 𝑗 ∈ ℝ3.

However, for the protocol to work, it is not necessary to use all degrees
of freedom. In fact, it is sufficient to choose vectors that lie in the same
plane. In the following we will use the following vectors in the 𝜎1-𝜎2 (or
𝑋-𝑌) plane as proposed by Ekert.

For 𝑖 , 𝑗 ∈ {1, 2, 3} Alice and Bob choose the angles 𝜙𝑎1 = 0, 𝜙𝑎2 = 1
4𝜋, 𝜙

𝑎
3 =

1
2𝜋 and 𝜙𝑏1 = 1

4𝜋, 𝜙
𝑏
2 = 1

2𝜋, 𝜙
𝑏
3 = 3

4𝜋 respectively and define their
measurement projectors as {𝑃±(𝑎𝑖)}3

𝑖=1 and {𝑃±(𝑏 𝑗)}3
𝑗=1 with

𝑎𝑖 := (cos 𝜙𝑎𝑖 , sin 𝜙𝑎𝑖 , 0) (3.76)

𝑏 𝑗 := (cos 𝜙𝑏𝑗 , sin 𝜙𝑏𝑗 , 0). (3.77)

For each of the qubits they hold, Alice and Bob randomly measure one
of these three measurement settings. For each measurement setting they
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record the respective result (either + or −). The correlation between their
measurements (cf. Equation 3.27 and Definition 3.1) is described by

𝐶
(
𝑃±(𝑎𝑖), 𝑃±(𝑏 𝑗)

)
= −𝑎𝑖 · 𝑏 𝑗 , (3.78)

which we have already calculated in the previous section for the correla-
tion coefficients when measuring in the direction of arbitrary vectors 𝑎𝑖
and 𝑏 𝑗 (see Equation 3.70).

Since the scalar product of a vector with itself 𝑣 ·𝑣 is one, the measurement
outcomes of Alice and Bob are exactly anti-correlated, i.e.,

𝐶
(
𝑃±(𝑎𝑖), 𝑃±(𝑏 𝑗)

)
= −1 (3.79)

if they happen to measure in the same orientation. With the angles chosen
above for the Equations 3.76 and 3.77, this is the case when Bob measures
along 𝑏1 and Alice measures along 𝑎2 or when Bob measures along 𝑏2
and Alice measures along 𝑎3.

However, if the orientation of their measurements is different, Alice
and Bob can use the correlations of their measurement results to violate
Bell’s inequality, just as shown in the previous section. For example Bob’s
measurements along 𝑏1 and 𝑏3 and Alice’s measurements along 𝑎1 and
𝑎3 can be combined to violate Bell’s inequality since

Since the vectors 𝑏1 and 𝑏3 are orthogonal
and can be obtained from 𝑎1 and 𝑎3 by
rotating them about the angle 𝜋

4 = 45◦,
the scalar products

𝑎1 · 𝑏1 = cos 𝜙1
𝑎 cos 𝜙1

𝑏
+ sin 𝜙1

𝑎 sin 𝜙1
𝑏

𝑎1 · 𝑏3 = cos 𝜙1
𝑎 cos 𝜙3

𝑏
+ sin 𝜙1

𝑎 sin 𝜙3
𝑏

𝑎3 · 𝑏1 = cos 𝜙3
𝑎 cos 𝜙1

𝑏
+ sin 𝜙3

𝑎 sin 𝜙1
𝑏

𝑎3 · 𝑏3 = cos 𝜙3
𝑎 cos 𝜙3

𝑏
+ sin 𝜙3

𝑎 sin 𝜙3
𝑏

all have the same absolute value of

cos
𝜋
4

=
1√
2
= − cos

5𝜋
4
.

𝛽 := + 𝐶 (𝑃±(𝑎3), 𝑃±(𝑏1)) + 𝐶 (𝑃±(𝑎3), 𝑃±(𝑏3)) (3.80)
+ 𝐶 (𝑃±(𝑎1), 𝑃±(𝑏1)) − 𝐶 (𝑃±(𝑎1), 𝑃±(𝑏3)) (3.81)

= − 𝑎3 · 𝑏1 − 𝑎3 · 𝑏3 − 𝑎1 · 𝑏1 + 𝑎1 · 𝑏3 (3.82)

= − cos 𝜙3
𝑎 cos 𝜙1

𝑏
− sin 𝜙3

𝑎 sin 𝜙1
𝑏

(3.83)

− cos 𝜙3
𝑎 cos 𝜙3

𝑏
− sin 𝜙3

𝑎 sin 𝜙3
𝑏

(3.84)

− cos 𝜙1
𝑎 cos 𝜙1

𝑏
− sin 𝜙1

𝑎 sin 𝜙1
𝑏

(3.85)

+ cos 𝜙1
𝑎 cos 𝜙3

𝑏
+ sin 𝜙1

𝑎 sin 𝜙3
𝑏

(3.86)

= − 2
√

2 ⩽ −2, (3.87)

where compared to Equation 3.28 we have the measurement devices

{𝐴1 := 𝑃± (𝑎3) , 𝐴2 := 𝑃± (𝑎1) , 𝐵1 := 𝑃± (𝑏1) , 𝐵2 := 𝑃± (𝑏3)}. (3.88)

The trick of the E91 protocol is to exploit this violation of Bell’s inequality
to check whether there are eavesdroppers who might manipulate the
singlet states that Alice and Bob use. To this end, after their measurements,
Alice and Bob publicly discuss in which orientation they measured which
qubit.

If they have measured along different directions, they reveal not only
their measurement basis but also their measurement results. As shown
in Equation 3.87 above, the Bell correlations that can be calculated from
these measurement statistics should violate Bell’s inequality.

If they have measured along the same direction, they know that their
measurement results are anti-correlated. In this case, they do not reveal
their measurement results. Instead Bob mirrors his measurement result,
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i.e. he maps + ↦→ − and vice versa, and both Alice and Bob translate
+ ↦→ 0 and − ↦→ 1. In this manner, they obtain a random bit sequence,
which they use for one-time pad encryption.

QKD with quantum repeaters

We have now seen that quantum repeaters are essential for long-distance
quantum communication: Only quantum repeaters enable the faithful
distribution of entanglement to larger distances. This entanglement can
then be used for teleportation or quantum key distribution.

For practical applications, it is important to understand the precise
interplay between different experimental implementation platforms with
their specific noise parameters and distance scaling. The distance scaling
is important in the context of comparing communication in free-space
with communication over optical fibers because photon losses in vacuum
decrease only polynomially with distance, while losses in optical fibers
are exponential.

Unfortunately, however, this precise interaction is difficult to study ana-
lytically. While simple repeater scenarios are well understood, there is a
need to analyze more advanced strategies for realistic models with indi-
vidual shortcomings in the system. This difficulty becomes particularly
apparent when scenarios with several different components and with
multiple communication links are examined.

To address this problem, we used ReQuSim [Wal+22a], a simulation
framework for quantum repeaters. ReQuSim can help experimentalist to
identify limitations of their systems before they encounter them in their
actual experiments –saving them time and resources.

For simulations of free-space communica-
tion using sattelites we refer the interested
reader to Reference [Wal+22a]. For simu-
lations of fiber-based repeaters with mul-
tiple links and entanglement purification
we refer them to Reference [Wal+22b].

By investigating realistic parameter regimes for both free-space and
fiber-optic communication with ReQuSim, we simulated real hardware
components and compared different scenarios in terms of their achievable
key rates. The detailed presentation of the results is beyond the scope
of this thesis, since here we want to investigate the network aspect of
quantum communication. In the following, we will therefore leave the
bipartite setting and focus on more networked scenarios.

Beyond bipartite key distribution

The distribution of quantum keys is not limited to two parties. Beyond
QKD, we can explore more general scenarios where multiple parties in a
quantum network wish to create a shared secret key. As the name implies,
these networks of quantum states can have more diverse connectivity
than the linear connections for bipartite key distribution. To analyze
these more complex networks, it is useful to consider their topologies in
the language of graph theory: we need to identify network topologies as
mathematical graphs.
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We argue that so-called quantum graph states are a suitable mathematical
representation to explore the possibilities of real world quantum networks.
We justify this abstraction as follows.

It may be trivial to say this, but quantum networks are first and foremost
networks. Generic networks are primarily characterized by their connec-
tivity structure. It is this connectivity structure –the network’s topology–
that determines from the ground up what purposes the network can
ultimately serve.

Network topology is already relevant for classical networks, but it is
even more so for quantum ones: In classical networks, the topology is
fully determined by the physical network infrastructure. In quantum
networks, however, there are two topologies that must be considered
separately:

One topology is again imposed by the physical network infrastructure
over which the quantum entanglement can be distributed. The second
topology is emergent from the first and describes the entanglement
between the parties connected by the physical network.

At first glance, it appears that this second topology is identical to the first.
At second glance, however, the second topology is not unique: Purely
local operations at individual network nodes can redistribute –or route–
entanglement to form new topologies that are different from the physical
network infrastructure used for the initial entanglement distribution.

To analyze network topologies, it is useful to consider them abstractly
in the language of graph theory. Mathematical graphs allow us to
represent the entanglement topology between multiple quantum systems
in an intuitive way. In this abstraction, the graph’s vertices represent
the spatially separated quantum systems and its edges represent the
entanglement between them.

4.1 Graph states

Graph states play an essential role in both quantum computing and quan-
tum communication. Graph states are multipartite entangled quantum
states. As examples of stabilizer states, graph states can be easily imple-
mented on quantum computers [Jon+22b; Bri+09] and are ubiquitous
in the theory of quantum networks [EKB16a; EKB16b; Epp+17; HPE19;
MMG19; Hah+22].

As their name suggests, graph states can be visually represented by graphs.
The associated graph’s vertices correspond to the qubits, while the edges
correspond to controlled two-qubit operations for the experimental
implementation of the graph state. In this language of graph theory,
local Clifford operations acting on a graph state correspond to local

45
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Figure 4.1: The simple graph 𝐺 = (𝑉, 𝐸)
with vertices 𝑉 = {1, 2, 3, 4} and edges
𝐸 = {(1, 2), (1, 3), (2, 3), (2, 4), (3, 4)}.

1 2

3 4

complementations of the associated graph. This visual correspondence
is essential for understanding the manipulation of entanglement in
quantum networks.

History of graph states

Graph states have been studied independently as graph codes in quan-
tum error correction by Schlingemann and Werner [SW01] and as a
generalization of cluster states [BR01] by Raussendorf, Browne and
Briegel [RBB03]. With respect to their entanglement, graph states were
first systematically investigated and classified by Hein, Eisert and Briegel
in Reference [HEB04]. For a thorough introduction we refer the reader to
the review in Reference [Hei+06].

For the purpose of analyzing multipartite entanglement distributed in
quantum networks we will look at graph states in the framework that their
qubits are distributed between remote network parties which can only
act through local (quantum) operations and classical communication. In
present quantum communication theory research it is common to regard
shared graph states in this framework as a resource for communicational
tasks in networks whose connectivity pattern is captured by a suitable
graph [Hah+22; HPE19; Pap+12a; UM22; DHW20c; DHW22].

In the following we will define graph states and describe them from
different perspectives.

Mathematical description of graph states

Graph states can be looked at from different mathematical perspectives.
The first perspective is one where we imagine an experimental procedure
in which the entangling operations between the available qubits are
following the connection patterns of simple graphs that lend them their
name. An example of a simple graph is visualized in Figure 4.1.

Definition 4.1 (Graph, simple graph) A graph 𝐺 = (𝑉, 𝐸) consists of a
finite set of vertices 𝑉 ⊊ ℕ and of edges 𝐸 ⊆ 𝑉 ×𝑉 . Simple graphs neither
contain edges connecting a vertex to itself nor multiple edges between the
same vertices.

The set of vertices sharing an edge with a vertex 𝑣 in 𝑉 is called its
neighborhood and denoted as 𝑁𝑣 .

For example 𝑁1 in Figure 4.1 is {2, 3}. Definition 4.2 (Neighborhood) For a graph 𝐺 = (𝑉, 𝐸) and a vertex
𝑣 ∈ 𝑉 , we define the neighborhood of 𝑣 in 𝐺 to be the subset

𝑁𝑣 := {𝑤 ∈ 𝑉 | (𝑣, 𝑤) ∈ 𝐸} ⊂ 𝑉. (4.1)
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|0⟩ H

|0⟩ H

|0⟩ H

|0⟩ H

= |G⟩

Figure 4.2: The graph state |𝐺⟩ of the
graph 𝐺 shown in Figure 4.1 can be pre-
pared by the quantum circuit displayed.

The graph’s adjacency matrix Γ𝐺 is encoding the position of its edges.

The adjacency matrix of the example
graph in Figure 4.1 is given by

Γ𝐺 =

©«
0 1 1 0
1 0 1 1
1 1 0 1
0 1 1 0

ª®®®¬ .
Definition 4.3 (Adjacency matrix) Given a graph 𝐺 = (𝑉, 𝐸) with
𝑛 := |𝑉 | vertices, we can encode its neighborhood as an (𝑛 × 𝑛)-matrix over
𝔽2 and denote it by

(Γ𝐺)𝑖 , 𝑗 :=

{
1 if (𝑖 , 𝑗) ∈ 𝐸
0 if (𝑖 , 𝑗) ∉ 𝐸.

(4.2)

Adjacency matrices are symmetric if the edges of the corresponding
graph are undirected. Since the entanglement properties we want to
describe are symmetric, we will only work with undirected graphs.

Given an arbitrary adjacency matrix of a simple graph, we can describe
the imagined experimental procedure alluded to above. In this thought
experiment, each vertex is associated with a qubit, while each edge is as-
sociated with an interaction: For every vertex in𝑉 , we initialize a qubit in
the |+⟩ = 𝐻 |0⟩ = (|0⟩ + |1⟩)/

√
2 state. From the initialized |𝑉 | = dim(Γ𝐺)

qubits we obtain the graph state vector |𝐺⟩ by applying entangling

A conditional phase gate or controlled-Z
gate on two qubits acts as

𝐶𝑍𝑖 , 𝑗 |𝑖 𝑗⟩ = (−1)𝑖 𝑗 |𝑖 𝑗⟩

and can be represented by the matrix

𝐶𝑍 :=
©«

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

ª®®®¬ .
condi-

tional phase gates between those qubits that correspond to neighboring
vertices in the graph 𝐺. This graph state |𝐺⟩ is a pure quantum state of
|𝑉 | qubits, i.e. |𝐺⟩ ∈ (ℂ2)⊗|𝑉 | . An example of a corresponding quantum
circuit is shown in Figure 4.2.

Definition 4.4 (Graph state) A graph state vector |𝐺⟩ is defined by |𝑉 |
qubits in |+⟩ := (|0⟩ + |1⟩)/

√
2 entangled via 𝐶𝑍 gates for each edge

(𝑖 , 𝑗) ∈ 𝐸,
|𝐺⟩ :=

∏
(𝑖 , 𝑗)∈𝐸

𝐶𝑍𝑖 , 𝑗 |+⟩⊗|𝑉 | . (4.3)
The expansion of the graph state vector
|𝐿3⟩ corresponding to the linear graph 𝐿3
in the computational basis is given by

|𝐿3⟩ =
1√
8
(|000⟩ + |001⟩ + |010⟩ − |011⟩

+|100⟩ + |101⟩ − |110⟩ + |111⟩).

As the adjacency matrix of 𝐿3 is given by

Γ𝐿3 =
©«

0 1 0
1 0 1
0 1 0

ª®¬ ,
the summation over the binary strings in
Equation 4.4 yields a relative phase of −1
for the strings (0, 1, 1) and (1, 1, 0) as well
as two phases of −1 canceling each other
for the string (1, 1, 1).

From Equation 4.3 it is then straightforward to obtain the expression

|𝐺⟩ = 1√
2|𝑉 |

∑
𝑏∈{0,1}×|𝑉 |

(−1)
1
2 𝑏

𝑇Γ𝐺𝑏 |𝑏⟩ (4.4)

giving the expansion of any graph state vector in the computational basis.
Here, we sum over all binary strings (𝑏1 , 𝑏2 , . . . , 𝑏 |𝑉 |) ∈ {0, 1}×|𝑉 | of
length |𝑉 | and the product 𝑏𝑇Γ𝐺𝑏 is describing the matrix multiplication
of the adjacency matrix with a row vector 𝑏𝑇 from the left and with a
column vector 𝑏 from the right. That is, in Equation 4.4, we get a relative
phase of −1 in front of those vectors of the computational basis expansion
that have 𝑏𝑖 = 1 = 𝑏 𝑗 if and only if (𝑖 , 𝑗) ∈ 𝐸. Consequently, every vector
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|𝑏1𝑏2 . . . 𝑏 |𝑉 |⟩ with an odd number of edges (𝑖 , 𝑗) such that 𝑏𝑖 = 1 = 𝑏 𝑗
has a relative phase of −1. All other vectors carry a relative phase of +1.

The computational basis expansion given by Equation 4.4 is a sum
involving exponentially many terms in the number of graph state qubits.
While for some structured subclasses of graph states –such as GHZ
states– we can find basis expansions involving fewer terms by choosing
different local bases for each qubit, these explicit basis expansions are
often tedious or even impractical.

Fortunately, graph states can also be be described in the so-called stabilizer
formalism introduced in Reference [Got97]. In this framework, |𝐺⟩ is
described by a set of |𝑉 | linear equations.

4.2 The stabilizer formalism

The underlying idea of the stabilizer formalism is that we can describe a
large number of quantum states more efficiently by the operators that
stabilize them than by explicitly writing out their state vectors [Got97;
NC10]. An operator is said to stabilize a state vector if the state vector is
an eigenvector of the operator with eigenvalue plus one.

In the stabilizer formalism we can regard graph states as examples of
so-called stabilizer states. While not every stabilizer state is a graph state,
every stabilizer state is equivalent to a graph state under local Clifford
operations [Sch01; VDD04b].

Local Clifford operations were defined in
Definition 2.26 in the introduction.

Definition 4.5 (Stabilizer, stabilizer state) Every Abelian subgroup S

of the Pauli group P𝑛

The Pauli group on 𝑛 qubits P𝑛 was de-
fined in Definition 2.24 in the introduction. that does not contain −𝟙2𝑛 is called a stabilizer. If

|S| = 2𝑛 , we can find a unique quantum state |𝜓⟩ on 𝑛 qubits that is the
joint plus one Eigenstate of all matrices 𝑆 in S, that is, |𝜓⟩ = 𝑆 |𝜓⟩ for all
𝑆 ∈ S. We can write the density matrix of this stabilizer state as

|𝜓⟩⟨𝜓 | = 1
2𝑛

∑
𝑆∈S

𝑆. (4.5)

Since the number of elements in the stabilizer corresponding to a stabilizer
state scales equally exponentially with the number of qubits as the
number of terms in the expansion of the respective state vector in
the computational basis, one could ask, what the advantage of of the
description of graph states in the stabilizer formalism is to begin with.

The answer to this question is that nontrivial finite groups of size |G|
can be completely described by a set of at most log2(|G|) generators.

It is easy to show by induction that that
finite groups of size |G| > 1 can be
described by at most log2(|G|) genera-
tors [NC10].

Let 𝐾 be any element in ⟨𝐾1 , . . . , 𝐾𝑖⟩
and 𝐾𝑖+1 not in ⟨𝐾1 , . . . , 𝐾𝑖⟩. Then
𝐾𝑖+1𝐾 is in ⟨𝐾1 , . . . , 𝐾𝑖 , 𝐾𝑖+1⟩ but not
in ⟨𝐾1 , . . . , 𝐾𝑖⟩, since that would imply
𝐾𝑖+1 = (𝐾𝑖+1𝐾)𝐾−1 ∈ ⟨𝐾1 , . . . , 𝐾𝑖⟩ in con-
tradiction to our assumption.

With the elements of the type 𝐾𝑖+1𝐾, we
explicitly constructed | ⟨𝐾1 , . . . , 𝐾𝑖⟩ | ele-
ments that are in ⟨𝐾1 , . . . , 𝐾𝑖 , 𝐾𝑖+1⟩ but
not in ⟨𝐾1 , . . . , 𝐾𝑖⟩, that is,

| ⟨𝐾1 , . . . , 𝐾𝑖 , 𝐾𝑖+1⟩ | ≥ 2| ⟨𝐾1 , . . . , 𝐾𝑖⟩ |.

Starting from a nontrivial generator 𝐾1,
i.e. | ⟨𝐾1⟩ | ≥ 2, we can conclude by induc-
tion over 𝑖 that | ⟨𝐾1 , . . . , 𝐾𝑛⟩ | ≥ 2𝑛 .

For
stabilizer states this means that we can characterize the stabilizer Swith
𝑛 = log2(2𝑛) generators denoted as {𝐾𝑖}𝑛𝑖=1 and write

S= ⟨𝐾1 , . . . , 𝐾𝑛⟩ . (4.6)

Since graph states are examples of stabilizer states, a graph state |𝐺⟩ on
𝑛 := |𝑉 | qubits is –up to a global phase– uniquely described by the set
{𝐾𝑣 |𝐺⟩ = |𝐺⟩}𝑛𝑣=1 of linear equations.
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A set of generators for the stabilizer of a graph state is exceptionally easy
to to obtain from the corresponding graph. For each vertex 𝑣 in 𝑉 , we
define 𝐾𝑣 to be the tensor product of 𝜎1 acting on the qubit corresponding
to 𝑣, of 𝜎3 acting on the qubits corresponding to the neighborhood 𝑁𝑣

and of 𝟙2 on all other qubits:

𝐾𝑣 := 𝜎𝑣1 ⊗ 𝜎𝑁𝑣3 ⊗ 𝟙
𝑉\(𝑁𝑣∪{𝑣})
2 . (4.7)

We can rewrite the sum of all 2𝑛 elements of the stabilizer as a product
involving just these 𝑛 generators, i.e., in analogy to Equation 4.5

|𝜓⟩⟨𝜓 | = 1
2𝑛

𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣) . (4.8)

In the explicit calculation of the matrices described by {𝐾𝑣}𝑛𝑣=1, it is
important to calculate the tensor products in the same order for all
vertices. The graph state corresponding to the graph depicted in Figure 4.1
is for example described by the generators

𝐾1 = +𝜎1
1 ⊗ 𝜎2

3 ⊗ 𝜎3
3 ⊗ 𝟙4

2 (4.9)

𝐾2 = +𝜎1
3 ⊗ 𝜎2

1 ⊗ 𝜎3
3 ⊗ 𝜎4

3 (4.10)

𝐾3 = +𝜎1
3 ⊗ 𝜎2

3 ⊗ 𝜎3
1 ⊗ 𝜎4

3 (4.11)

𝐾4 = +𝟙1
2 ⊗ 𝜎2

3 ⊗ 𝜎3
3 ⊗ 𝜎4

1 (4.12)

Since the matrices 𝜎1 , 𝜎2 , 𝜎3 can also be represented by the letters𝑋,𝑌, 𝑍,
due to the position of their eigenvectors on the Bloch sphere (cf. Figure 2.1),
we can use them for a more compact notation. For an even more compact
notation, both the identity matrices and tensor products are often omitted
from Equation 4.7. This compact representation of the same generators is
shown in Figure 4.3 (with ± phases written in the first column).

Since neither −𝟙 nor ±𝑖𝟙 are elements of
any stabilizer S, we can also use Equa-
tion 2.11 to show that 𝑆2 = 𝟙 and therefore
𝑆† = 𝑆 for all 𝑆 ∈ S.

So far we have not addressed the question of why we excluded −𝟙
from our definition of stabilizers (Definition 4.5). Non-trivial stabilizer
states |𝜓⟩ ≠ 0 do not have −𝟙 as an element of their stabilizer, because
−|𝜓⟩ = |𝜓⟩ implies |𝜓⟩ = 0. For the same reason, 𝑖𝟙 and −𝑖𝟙 are not
elements of a nontrivial stabilizer, since their square is equal to −𝟙.

By a similar argument, we can conclude that all elements of a stabilizer
commute with each other. Since tensor products of Pauli matrices either
commute (see Equation 2.12) or anticommute (see Equation 2.13), this is
also true for the elements of a stabilizer. However, the assumption that
two elements 𝑆, 𝑇 of a stabilizer anticommute implies that −𝟙 is also an
element of the stabilizer, which leads to the same contradiction as in the
previous paragraph: With 𝑆𝑇 = −𝑇𝑆 we can explicitly write

(−𝟙) |𝜓⟩ = −|𝜓⟩ = −𝑇𝑆 |𝜓⟩ = 𝑆𝑇 |𝜓⟩ = |𝜓⟩, (4.13)

where we used that both 𝑆𝑇 and 𝑇𝑆 stabilize |𝜓⟩.
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Figure 4.3: The canonical genera-
tors {𝐾1 , 𝐾2 , 𝐾3 , 𝐾4} of the graph state
stabilizer corresponding to the sim-
ple graph 𝐺 = (𝑉, 𝐸) with vertices
𝑉 = {1, 2, 3, 4} and edges 𝐸 =

{(1, 2), (1, 3), (2, 3), (2, 4), (3, 4)} of Fig-
ure 4.1. The 𝑖-th row is representing 𝐾𝑖 .

+ X Z Z

+ Z X Z Z

+ Z Z X Z

+ Z Z X

Measurements in the stabilizer formalism

Projective measurements of Pauli observables on stabilizer states can
be easily described using the stabilizer formalism we introduced in the
previous section [Got97; NC10]. For measurements of elements of the
stabilizer, this is particularly straightforward.

Measuring a stabilizer element of a stabilizer state deterministically yields
the outcome +1. The stabilizer state is left unchanged. It is invariant
under the measurement of any of its stabilizer elements.

If we instead want to measure a Pauli observable that is not included in
the stabilizer, the following theorem applies.

Theorem 4.1 (Stabilizer formalism measurements [Got97; NC10])
When measuring a Pauli observable 𝑃 on a stabilizer state with generators
{𝐾1 , 𝐾2 , 𝐾3 , . . . , 𝐾𝑛},a the stabilizer generators after the measurement are
given by {±𝑃, 𝐾2 , 𝐾3 , . . . , 𝐾𝑛} if the measurement result was ±1.
a W.l.o.g. there is only one generator 𝐾1 of the stabilizer that 𝑃 does not commute with.

We say that w.l.o.g. there is only one gen-
erator 𝐾1 of the stabilizer that 𝑃 does not
commute with. This is justified by the
observation, that the product of any two
stabilizer elements 𝑆, 𝑇 that anticommute
with 𝑃, commutes with 𝑃 itself, since

𝑆𝑇𝑃 = 𝑆 (−𝑃𝑇) = (−𝑃𝑆) (−𝑇) = 𝑃𝑆𝑇.

Therefore –if there is more than one gen-
erator that 𝑃 does not commute with– any
generator𝐾𝑖 ofSthat 𝑃 does not commute
with can be replaced by 𝐾1𝐾𝑖 in the set of
generators. Proof. Since tensor products of Pauli matrices either commute (see Equa-

tion 2.12) or anticommute (see Equation 2.13), there are only two different
cases to consider for the projective measurement of any Pauli observable
𝑃 on a stabilizer state. To see this, we fix a generator of said stabilizer
state. Then either 𝑃 commutes with all generators or there is w.l.o.g. one
generator of the stabilizer which 𝑃 does not commute with.

In the former case, we again get a deterministic measurement outcome
since in this case either 𝑃 or −𝑃 is an element of the stabilizer. This is
evident by observing that for each stabilizer generator 𝐾 of a stabilizer
state |𝜓⟩ we find

𝑃 |𝜓⟩ = 𝑃𝐾 |𝜓⟩ = 𝐾𝑃 |𝜓⟩, (4.14)

i.e., 𝑃 |𝜓⟩ is an eigenvector of 𝐾. Since 𝐾2 = 𝟙, we can conclude 𝑃 |𝜓⟩ =
±|𝜓⟩ which means that either 𝑃 or −𝑃 is an element of the stabilizer.

In the latter case, we denote the one stabilizer generator that 𝑃 does
not commute with as 𝐾1. The probability of obtaining the measurement
outcome ±1 is according to Definition 2.18 given by

Pr(±) = ⟨𝜓 |𝟙 ± 𝑃
2

|𝜓⟩ = Tr
(
𝟙 ± 𝑃

2
|𝜓⟩⟨𝜓 |

)
, (4.15)

and by this measurement the quantum system is projected into the state

|𝜓±⟩ :=
(𝟙 ± 𝑃)
2
√

Pr(±)
|𝜓⟩. (4.16)
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Using that 𝐾1 |𝜓⟩ = |𝜓⟩ and that 𝐾1 anticommutes with 𝑃, we can write

Tr
(
𝟙 + 𝑃

2
|𝜓⟩⟨𝜓 |

)
= Tr

(
𝟙 + 𝑃

2
𝐾1 |𝜓⟩⟨𝜓 |

)
= Tr

(
𝐾1

𝟙 − 𝑃
2

|𝜓⟩⟨𝜓 |
)

(4.17)

and with the cyclicity of the trace and the fact that 𝐾1 = 𝐾†
1

Tr
(
𝐾1

𝟙 − 𝑃
2

|𝜓⟩⟨𝜓 |
)
= Tr

(
𝟙 − 𝑃

2
|𝜓⟩⟨𝜓 |𝐾1

)
= Tr

(
𝟙 − 𝑃

2
|𝜓⟩⟨𝜓 |

)
(4.18)

we can conclude Pr(+) = Pr(−) from Equations 4.17, 4.18 and 4.15.
As no other measurement results are possible, it follows directly that
Pr(+) = 1

2 = Pr(−).

If we substitute this result into Equation 4.16, it follows for the state of
the quantum system after the measurement

|𝜓±⟩ =
𝟙 ± 𝑃√

2
|𝜓⟩. (4.19)

A simple, but lengthy computation (for details see Appendix 12.1) shows
that the density matrix of this post measurement state is given by

|𝜓±⟩⟨𝜓± | =
1
2𝑛 (𝟙2𝑛 ± 𝑃)

𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) . (4.20)

Comparing to Equation 4.8, we see that the stabilizer generators of |𝜓±⟩
are given by {±𝑃, 𝐾2 , 𝐾3 , . . . , 𝐾𝑛}.

Binary representation of stabilizers

We can express the stabilizer formalism in terms of linear algebra over
the binary field 𝔽2 := {0, 1} in a simple way. Each 𝑛-qubit stabilizer
state can be written as an 𝑛-dimensional linear subspace of 𝔽 2𝑛

2 . This is
particularly useful since local Clifford operations can be represented as
symplectic transformations of 𝔽 2𝑛

2 . The subspaces corresponding to the
stabilizer states are self-orthogonal with respect to a symplectic inner
product [DD03; Got97; Cal+97].

The key insight to the binary representation of the stabilizer formal-
ism is the construction of a group homomorphism between the Pauli
group P1 (see Definition 2.24) with matrix multiplication modulo phases
of {±1,±𝑖} and two-dimensional vectors in 𝔽 2

2 with standard addi-
tion modulo two inherited from 𝔽2. We can construct the group ho-
momorphism as follows. The identity matrix 𝜎0 is mapped to the
row vector with two zero entries, i.e., 𝜎00 := 𝜎0 ↦→ (0 0). Similarly,
𝜎01 := 𝜎1 ↦→ (0 1), 𝜎10 := 𝜎3 ↦→ (1 0), and 𝜎11 := 𝜎2 ↦→ (1 1).

Note that in this convention the binary
string 𝑎𝑏, which can be read from the two-
dimensional row vector (𝑎 𝑏), is not equal
to the base two representation of the Pauli
matrix index.

It is easy to see that the four row vectors form a group under modulo two
addition. The map is a group homomorphism since the group structure is
preserved under the map. For example, 𝜎1𝜎3 ∝ 𝜎2 ∝ 𝜎3𝜎1 is represented
by (0 1) + (1 0) = (1 1) = (1 0) + (0 1) as an equality in 𝔽 2

2 . The identity
element 𝜎0 is mapped onto the identity element (0 0) and in both groups
all elements are self inverse with respect to the group operation.
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The group homomorphism above can be extended by mapping the Pauli
group of 𝑛 qubits P𝑛 (again modulo phases) to 2𝑛-dimensional vectors
in 𝔽 2𝑛

2 . The conventional extension maps tensor products of 𝑛 Pauli
matrices {𝜎𝑎𝑖𝑏𝑖 }

𝑛
𝑖=1 to 2𝑛 dimensional row vectors by sorting the 𝑛 first

index bits {𝑎𝑖}𝑛𝑖=1 into the first half and the 𝑛 second index bits {𝑏𝑖}𝑛𝑖=1
into the second half of the row vector, i.e.,

𝜎𝑎1𝑏1 ⊗ 𝜎𝑎2𝑏2 ⊗ · · · ⊗ 𝜎𝑎𝑛𝑏𝑛 ↦→ (𝑎1 𝑎2 · · · 𝑎𝑛 | 𝑏1 𝑏2 · · · 𝑏𝑛) . (4.21)

As an example, we consider the stabilizer generators of the graph state
visualized in Figures 4.1 and 4.3. The tensor product 𝜎1 ⊗ 𝜎3 ⊗ 𝜎3 ⊗ 𝜎0,
i.e., the first generator of the stabilizer is mapped to (0 1 1 0 | 1 0 0 0)
by the group homomorphism. Writing the 𝑛 binary row vectors of the
stabilizer generators {𝐾𝑖}4

𝑖=1 as the rows of a (𝑛 × 2𝑛)-matrix, allows us
to see the structure of the stabilizer generators in the 𝔽2 representation.
This is especially true for graph states whose stabilizer generators have
no 𝑌-type support on any of their qubits. For our example, we find

©«
𝐾1
𝐾2
𝐾3
𝐾4

ª®®®¬ ↦→
©«

0 1 1 0 1 0 0 0
1 0 1 1 0 1 0 0
1 1 0 1 0 0 1 0
0 1 1 0 0 0 0 1

ª®®®¬ (4.22)

for the group homomorphism acting on the entire set of stabilizer gener-
ators. The coloring allows for an easier comparison with the illustration
in Figure 4.3.

4.3 Examples of graph states

The various interaction patterns of graph states according to their graphs
gives rise to different subclasses of graph states. In the following we will
introduce some of these relevant subclasses – the first of which is the
class of GHZ states.

GHZ states

Greenberger-Horne-Zeilinger (GHZ) states were introduced in 1989 [GHZ89a]
and first experimentally implemented ten years later with three spatially
separated and polarization entangled photons [Bou+99]. Today it is
feasible to control multiple degrees of freedom for each photon –e.g. their
paths and orbital angular momentum in addition to their polarization–
allowing for up to 3𝑛-partite GHZ states on 𝑛 photonic qubits [Wan+18].

Thomas et al. succeeded in using con-
trolled single-photon emissions inter-
leaved with custom atomic qubit rotations
to efficiently generate Greenberger-Horne-
Zeilinger states of up to 14 photons and
linear cluster states of up to 12 photons
with a fidelity lower bounded by 76 % and
56 %, respectively [Tho+22].

Similarly, after the first proof of principle experiments with three su-
perconducting phase qubits [Nee+10] and four trapped ions [Sac+00]
it is possible to generate GHZ states with twenty to thirty qubits in
ion-trap [Pog+21] and superconducting quantum computers [Moo+21]
today.

GHZ states can be defined as follows.
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Definition 4.6 (GHZ state) A GHZ state on 𝑛 qubits is defined as

|GHZn⟩ :=
1√
2
(|0⟩⊗𝑛 + |1⟩⊗𝑛). (4.23)

When measuring the qubits of a GHZ state in the computational basis, the
measurement outcomes are perfectly correlated. Performing a projective
measurement of one of the qubits will project the GHZ state into |0⟩⊗𝑛
or |1⟩⊗𝑛 with equal probability of 1

2 . A measurement of any of the other
qubits, will subsequently yield the same outcome.

The complete graph can be obtained from
the star graph by so-called local comple-
mentation with respect to the central node
of the star graph and vice versa. We will
investigate this further in Section 4.4.

Both the graph states corresponding to the complete graph, as well as
the star graphs are locally equivalent to the GHZ state. This becomes
clear by showing that their stabilizers can be transformed into each other
with only local Clifford operations which are applied to the individual
qubits. Without loss of generality, we show the transformation for the
6-qubit case.

Since 𝑋 |0⟩ = |1⟩ and 𝑋 |1⟩ = |0⟩ and the addition of kets is commutative,
it follows that |GHZn⟩ is an eigenstate of 𝑋⊗𝑛 with eigenvalue +1. With
𝑍 |0⟩ = |0⟩ and 𝑍 |1⟩ = −|1⟩ the same is true for any tensor product of an
even number of 𝑍 operators, e.g. tensor products of the type 𝑍𝑖 ⊗ 𝑍𝑖+1.
For example, we can write down a set of generators of the stabilizer of a
6-partite GHZ as presented in Figure 4.4.

+ X X X X X X

+ Z Z

+ Z Z

+ Z Z

+ Z Z

+ Z Z
Figure 4.4: The stabilizer of a |GHZ6⟩ state
as defined in Definition 4.6.

For the star graph centered on the first vertex (a), we find the canonical
stabilizer generators (b).

1 2

3

45

6

(a)

+ X Z Z Z Z Z

+ Z X

+ Z X

+ Z X

+ Z X

+ Z X

(b)

Figure 4.5: The stabilizer (b) of the
graph state corresponding to the star
graph (a) with six vertices and edges
{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6)} that are
centered on the first vertex.

Via Hadamard operations on all but the first qubit (see Equation 2.17)
this is equivalent to the stabilizer in Figure 4.6.
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Figure 4.6: The stabilizer of the star graph
of Figure 4.5b with additional Hadamard
operations on all but the first qubit.

+ X X X X X X

+ Z Z

+ Z Z

+ Z Z

+ Z Z

+ Z Z

This stabilizer is now representing the 6-qubit GHZ state again: Multiply-
ing the second generator with the third, the third with the fourth and so
on, the 𝑍 support is transferred from the first qubit to the second, from
the first to the third, and so on, since the Pauli matrices are self-inverse
(see Equation 2.11). This means that we again obtain the same generators
as those presented for the GHZ state in Figure 4.4.

4.4 Local transformations of graph states

Local Clifford unitaries on graph states

The graph states introduced in the previous section (see Definition 4.4)
can notably be transformed into other graph states without additional
𝐶𝑍-gates only by local Clifford operations [DD03; HEB04; VDD04b;
VDD04a; VDD05c].

A particularly useful local Clifford unitary for graph states is denoted as
𝑈𝜏
𝑎 .

exp
(
−𝑖 𝜋

4
𝑋

)
=

1√
2

(
1 −𝑖
−𝑖 1

)
exp

(
𝑖
𝜋
4
𝑍
)
=

(
𝑒
𝑖
4 𝜋 0
0 𝑒−

𝑖
4 𝜋

)
It acts nontrivially on the qubits of a graph state, that is, on qubit 𝑎

and the set of its neighboring qubits 𝑁𝑎 as

𝑈𝜏
𝑎 := exp

(
−𝑖𝜋

4
𝑋𝑎

)
⊗ exp

(
𝑖
𝜋
4
𝑍𝑁𝑎

)
⊗ 𝟙

𝑉\(𝑁𝑎∪{𝑎})
2 (4.24)

or equivalently as𝑈𝜏
𝑎 := (−𝑖𝑋𝑎)1/2 ⊗ (𝑖𝑍𝑁𝑎 )1/2 ⊗ 𝟙

𝑉\(𝑁𝑎∪{𝑎})
2 .

The action of any unitary 𝑈 on a stabilizer state |𝜓⟩ corresponds to a
conjugation of the stabilizer S = ⟨𝐾1 , . . . , 𝐾𝑛⟩ with 𝑈 . To be precise,
under the action of𝑈𝜏

𝑎 the generators 𝐾𝑖 transform as the conjugation

𝑈𝜏
𝑎𝐾𝑖(𝑈𝜏

𝑎 )†. (4.25)

In particular, the exp
(
−𝑖 𝜋4𝑋𝑎

)
part of𝑈𝜏

𝑎 maps 𝜎1 to 𝜎1, 𝜎2 to 𝜎3 and 𝜎3 to
−𝜎2 or, in short form, (𝑋,𝑌, 𝑍) ↦→ (𝑋, 𝑍,−𝑌). Similarly, the exp

(
𝑖 𝜋4 𝑍𝑁𝑎

)
part acts as (𝑋,𝑌, 𝑍) ↦→ (−𝑌, 𝑋, 𝑍).

For graph states this means that the 𝑋-type and 𝑍-type support of their
stabilizer generators is invariant under the action of the exp

(
−𝑖 𝜋4𝑋

)
part and the exp

(
𝑖 𝜋4 𝑍

)
part of 𝑈𝜏

𝑎 respectively, but transformed into
−𝑌-type support when exp

(
−𝑖 𝜋4𝑋

)
acts on 𝑍-type support and when

exp
(
𝑖 𝜋4 𝑍

)
acts on 𝑋-type support. Notably, the stabilizer generator

𝐾𝑎 := 𝑋𝑎 ⊗ 𝑍𝑁𝑎 ⊗ 𝟙
𝑉\(𝑁𝑎∪{𝑎})
2 is therefore invariant under conjugation

with𝑈𝜏
𝑎 .

Conversely, the conjugation with𝑈𝜏
𝑎 transforms all other generators into

having −𝑌-type support or 𝟙2-type support on the qubits corresponding
to the graph vertices in 𝑁𝑎 ∪ {𝑎}. More precisely, the 𝑋-type and 𝑍-type
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+ X Z Z Z Z Z

+ Z X

+ Z X

+ Z X

+ Z X

+ Z X

(a)

+ X Z Z Z Z Z

+ Y Y

+ Y Y

+ Y Y

+ Y Y

+ Y Y

(b)

1 2

3

45

6

(c)

+ X Z Z Z Z Z

+ Z X Z Z Z Z

+ Z Z X Z Z Z

+ Z Z Z X Z Z

+ Z Z Z Z X Z

+ Z Z Z Z Z X

(d)

Figure 4.7: The stabilizer generators (a)
of the graph state corresponding to the
star graph with six vertices and edges
{(1, 2), (1, 3), (1, 4), (1, 5), (1, 6)} that are
centered on the first vertex transform un-
der the local Clifford unitary

𝑈𝜏
1 = 𝑒−𝑖

𝜋
4 𝑋1 ⊗ 𝑒 𝑖

𝜋
4 𝑍2 ⊗ . . . ⊗ 𝑒 𝑖

𝜋
4 𝑍6

to new stabilizer generators (b). Note that
(−𝑌) ⊗ (−𝑌) = 𝑌 ⊗ 𝑌.
By multiplying the first generator of (b)
with each of the other generators, it is obvi-
ous, that (d) describes the same stabilizer
state. The stabilizer generators of (d) are
in turn the canonical stabilizer generators
of the fully connected graph 𝐾6 depicted
in (c).

support of a generator 𝐾𝑏 is transformed into −𝑌-type support on the
qubits corresponding to the graph vertices in (𝑁𝑎 ∪ {𝑎}) ∪ (𝑁𝑏 ∩ {𝑏}).

As an example, the transformation of the stabilizer of the six node star
graph that is centered on the first vertex (see Figure 4.5) under conjugation
with𝑈𝜏

1 is visualized in Figure 4.7.

Local complementation of graphs

The transformation of the star graph from Figure 4.5a to the complete
graph from Figure 4.7c is a simple example of a more general pattern that
is called local complementation in graph theory. Local complementation
on a graph is exactly equivalent to applying local Clifford unitaries
on the qubits of the respective graph state [VDD04b]. We denote the
graph transformation corresponding to a local Clifford unitary of type
𝑈𝜏
𝑎 by 𝐺 ↦→ 𝜏𝑎(𝐺). In the following, we will examine these graph

transformations in more detail.

First, note that applying the same unitary𝑈𝜏
𝑎 twice does not affect the

underlying graph, i.e., since

exp
(
−𝑖𝜋

4
𝑋

)2
= −𝑖𝑋 (4.26)

exp
(
𝑖
𝜋
4
𝑍
)2

= 𝑖𝑍 (4.27)

we know that (𝑈𝜏
𝑎 )2 ∝ 𝐾𝑎 . Obviously, 𝐾𝑎 is but a stabilizer generator of

the graph state. Thus, using the same unitary𝑈𝜏
𝑎 twice only leads to a

global phase, which has no physical meaning and, in particular, does not
change the entanglement properties of the graph state.

When we talk about graph states not in the
stabilizer formalism but in the state vec-
tor picture, global phases also appear fre-
quently. Indeed, both𝑈𝜏

𝑎 |𝐺⟩ and (𝑈𝜏
𝑎 )† |𝐺⟩

differ from |𝜏𝑎(𝐺)⟩ by a global phase. How-
ever, since |𝜓⟩ = 𝑒 𝑖𝛼 |𝜙⟩ implies

|𝜓⟩⟨𝜓 | = 𝑒 𝑖𝛼𝑒−𝑖𝛼 |𝜙⟩⟨𝜙 | = |𝜙⟩⟨𝜙 |,

this is not physically relevant. An explicit
example of this for graph states can be
found in Appendix 11 in Section 11.1.

There is also nothing special about the role of the first vertex in the
local Clifford transformation from the star graph to the complete graph.
Just as 𝜏1 mapped the star graph from Figure 4.5a to the full complete
from Figure 4.7c, all other star graphs can be reached with local Clifford
operations. The full orbit under all possible local complementations
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Figure 4.8: The complete graph 𝐾6 is
transformed with local complementations
with respect to all its vertices. The full or-
bit under local complementation [𝐾6]LC
is represented as the star graphs remain
invariant through all local complementa-
tions except those with respect to their
central node. A GHZ state with 𝑛 qubits
is represented by an orbit of 𝑛 + 1 graphs:
The complete graph and the 𝑛 star graphs.
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⌧1 ⌧2

⌧5

⌧3⌧6

⌧4

acting on graphs representing 6-qubit GHZ states is shown in Figure 4.8.
Note that for a star graph centered on vertex 𝑎, all local complementations
𝜏𝑏 with 𝑏 ≠ 𝑎 leave the graph invariant.

Through this example of the complete and star graphs, it is easy to
understand the more general pattern. The local complementation of a
graph with respect to one of its vertices affects only the neighborhood of
the vertex within the graph (cf. Definitions 4.2 and 4.3).

Definition 4.7 (Local complementation) Every vertex 𝑎 ∈ 𝑉 of a graph
𝐺 = (𝑉, 𝐸) defines a graph 𝜏𝑎(𝐺) with adjacency matrix

Γ𝜏𝑎 (𝐺) := Γ𝐺 + Γ𝐾𝑁𝑎 mod 2, (4.28)

where 𝐾𝑁𝑎
:= (𝑉, {(𝑖 , 𝑗) | (𝑖 , 𝑗 ∈ 𝑁𝑎) ∧ (𝑖 ≠ 𝑗)}) is the complete graph

on the neighborhood 𝑁𝑎 and empty on all other vertices.

Although many problems in graph theory are computationally hard,
it is surprisingly possible to verify whether two graph states can be
transformed into each other via a sequence of local complementations in
polynomial time [Bou91; VDD04a].

All graphs that can be reached from an initial graph only by local
complementation form a set called the local complementation orbit.

Definition 4.8 (Local complementation orbit) The set of graphs that are
equivalent via local complementation to a starting graph 𝐺 is called the local
complementation orbit of 𝐺 and denoted as [𝐺]LC.

In mathematics, local complementation orbits were studied even before
their importance for the theory of graph state entanglement was known.
They were first introduced by Anton Kotzig in Reference [Kot68] and
are therefore sometimes called Kotzig-orbits. In principle, there are two
different ways to study local complementation orbits. We can either
examine orbits arising from local complementation, in which isomorphic
graphs are considered equal, or orbits in which isomorphic graphs are
not considered equal.

In the context of quantum communication, the latter is the more com-
mon case: the usual framework is characterized by individual qubits
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Figure 4.9: The line graph 𝐿4 (top left) is
transformed with local complementations
with respect to all of its vertices. The lo-
cal complementations with respect to the
leaves of a graph leave this graph invari-
ant and are simply written next it without
an arrow. The full orbit [𝐿4]LC consists
of eleven graphs. Relabeling the central
graph of the orbit yields the box-shaped
graph (a cycle/ring graph of size four).

held by the respective parties of a network belonging to an entangled
graph state shared via that network. Due to the local complementation
transformations enabled by local Clifford operations, the connectivity
pattern of the network may differ from the edges of the graph state
shared over the very same network. This way of thinking enables the
routing of quantum information in quantum networks through local
operations [HPE19; DHW20b; DHW22] (see Section 5.1).

In Figure 4.8 we examine the local complementation orbit [𝐾6]LC of the
completely connected graph 𝐾6 as a first simple example. However, most
graphs have a much richer structure in their local complementation
orbits. In Reference [Adc+20], Adcock et al. study the structure of local
complementation orbits in detail for graphs with up to 9 vertices. As the
number of nodes in the graphs increases, the structures become more
complicated: Dahlberg et al. showed in Reference [DHW20a] that even
counting the size of the local complementation orbit of a generic graph is
a #P-complete problem.

Why is local complementation so fascinating?

The smallest nontrivial local complementation orbit is that of the line 𝐿4
with four vertices. It is visualized in Figure 4.9.

We denote line graphs on the vertex set
𝑉𝐿 := {1, 2, . . . , 𝑛} as 𝐿𝑛 := (𝑉𝐿 , 𝐸𝐿) with
edges 𝐸𝐿 := {(1, 2), (2, 3), . . . , (𝑛 − 1, 𝑛)}.
The corresponding graph states are re-
ferred to as linear cluster states.

Note that swapping the
positions of vertices 1 and 3 (or 2 and 4) yields the box-shaped graph –a
cycle/ring graph of size four. Ring and line graphs are therefore closely
related.

The linear cluster state with four qubits also allows us to illustrate what
makes local complementations so intriguing. Using local complemen-
tations, it is possible to project a subset of qubits of the linear cluster
state, whose respective reduced density matrices are fully separable,
into an entangled state by simply performing local Clifford operations
accompanied by classical correction information.

We will start with the explicit extension of the graph state which corre-
sponds to 𝐿4. It is shown in the top left of Figure 4.9 and defined by the
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Figure 4.10: The stabilizer generators (a)
of |𝐿4⟩, (b) of𝑈𝜏

2 |𝐿4⟩, (c) of𝑈𝜏
3𝑈

𝜏
2 |𝐿4⟩.

+ X Z

+ Z X Z

+ Z X Z

+ Z X

(a)

+ Y Y

+ Z X Z

+ Y Y Z

+ Z X

(b)

+ X X

+ Z Y Y

+ X Z Z

+ Y Y

(c)

adjacency matrix

Γ𝐿4 :=
©«

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

ª®®®¬ . (4.29)

Up to a normalization factor of 1
4 this amounts to the graph state

|𝐿4⟩ ∝ |0000⟩ + |0001⟩ + |0010⟩ − |0011⟩ (4.30)
+|0100⟩ + |0101⟩ − |0110⟩ + |0111⟩ (4.31)
+|1000⟩ + |1001⟩ + |1010⟩ − |1011⟩ (4.32)
−|1100⟩ − |1101⟩ + |1110⟩ − |1111⟩. (4.33)

Calculating the partial trace (see Definition 2.21) with respect to the
second and third qubit, we obtain the separable –even maximally mixed–
state with the reduced density matrix

𝜌14 = Tr23 (|𝐿4⟩⟨𝐿4 |) =
1
4
𝟙4 (4.34)

for the first and fourth qubit of |𝐿4⟩.

Note that the same is not true for tracing
out the first (or the last) pair of quibts. In
the latter case we obtain instead

Tr34 (|𝐿4⟩⟨𝐿4 |) =
1
4

©«
1 0 1 0
0 1 0 −1
1 0 1 0
0 −1 0 1

ª®®®¬ .

Note that𝑈𝜏
2 is calculated with respect to

the graph 𝐿4, but 𝑈𝜏
3 is calculated with

respect to the graph 𝜏2 (𝐿4).

If we perform local complementations with respect to the second and
third vertices, i.e., the local Clifford unitaries

𝑈𝜏
2 = exp

(
𝑖
𝜋
4
𝑍1

)
⊗ exp

(
−𝑖𝜋

4
𝑋2

)
⊗ exp

(
𝑖
𝜋
4
𝑍3

)
⊗ 𝟙2 (4.35)

𝑈𝜏
3 = exp

(
𝑖
𝜋
4
𝑍1

)
⊗ exp

(
−𝑖𝜋

4
𝑋2

)
⊗ exp

(
𝑖
𝜋
4
𝑍3

)
⊗ exp

(
𝑖
𝜋
4
𝑍4

)
(4.36)

before taking the partial trace, we still get

𝜌14 = Tr23

( (
𝑈𝜏

3𝑈
𝜏
2
)
|𝐿4⟩⟨𝐿4 |

(
𝑈𝜏

3𝑈
𝜏
2
)†)

=
1
4
𝟙4. (4.37)

However, when the same states are considered in the stabilizer formalism,
a different picture emerges. The linear cluster state |𝐿4⟩ is represented by
the stabilizer generators shown in Figure 4.10a and those of𝑈𝜏

2 |𝐿4⟩ and
𝑈𝜏

3𝑈
𝜏
2 |𝐿4⟩ in Figures 4.10b and 4.10c respectively.

From this we can see that measuring the second and third qubits of
|𝐿4⟩ and𝑈𝜏

3𝑈
𝜏
2 |𝐿4⟩ in the computational basis gives remarkably different

results. For the 𝑍-measurement of the second and third qubits, we
consider

𝑃2 := 𝟙2 ⊗ 𝜎3 ⊗ 𝟙2 ⊗ 𝟙2 (4.38)
𝑃3 := 𝟙2 ⊗ 𝟙2 ⊗ 𝜎3 ⊗ 𝟙2 (4.39)

in the sense of Theorem 4.1: When measuring our Pauli observables
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Figure 4.11: The stabilizer generators
(a) of |𝐿4⟩ after the 𝑍-measurement of
the second qubit and (b) after the 𝑍-
measurement of the third qubit. The latter
is also more neatly represented (c) by mul-
tiplying the first generator by the second
and the fourth by the third.

+ X Z Z

± Z

+ Z Z X Z

+ Y Y

(a)

+ X Z Z

± Z

± Z

+ Z Z Z X

(b)

± X Z

± Z

± Z

± Z X

(c)

Figure 4.12: The stabilizer generators (a)
of 𝑈𝜏

3𝑈
𝜏
2 |𝐿4⟩ after the 𝑍-measurement

of the second qubit and (b) after the 𝑍-
measurement of the third qubit. The latter
is also more neatly represented (c) by mul-
tiplying the first generator by the third
and the fourth by the second.

𝑃𝑖 with measurement outcome ±1 on the respective stabilizer states
with generators {𝐾1 , 𝐾2 , 𝐾3 , . . . , 𝐾𝑛}, the stabilizer of each state after the
measurement is given by {±𝑃𝑖 , 𝐾2 , 𝐾3 , . . . , 𝐾𝑛}. We just need to transform
the set of stabilizer generators so that there is only one stabilizer generator
that does not commute with 𝑃𝑖 .

For𝑃2, the only non-commuting stabilizer generator of |𝐿4⟩ is𝐾2, whereas
the first three stabilizer generators of 𝑈𝜏

3𝑈
𝜏
2 |𝐿4⟩ anticommute with 𝑃2.

The three anticommuting generators of the latter case can be reduced
to just one anticommuting generator by multiplying 𝐾3𝐾1 and 𝐾2𝐾3.
The stabilizer generators after the measurement of 𝑃2 are shown in
Figures 4.11a and 4.12a, respectively.

For 𝑃3 we then find (as shown in Figure 4.11a) again only one non-
commuting stabilizer generator –namely 𝐾3. This results in the postmea-
surement stabilizer generators in Figures 4.11b and 4.11c. For the two
non-commuting stabilizer generators in Figure 4.12a –𝐾3 and 𝐾4– their
product

𝐾3𝐾4 = 𝜎3 ⊗ 𝜎3 ⊗ 𝜎3 ⊗ 𝜎1 (4.40)

does commute with 𝑃3 and we obtain the postmeasurement stabilizer
generator in Figures 4.12b and 4.12c.

The difference between the stabilizer generators in Figures 4.11c and 4.12c
is striking: Whereas the first and fourth qubits of |𝐿4⟩ are disentangled
after the𝑍-measurements of qubit two and three, the same measurements
on 𝑈𝜏

3𝑈
𝜏
2 |𝐿4⟩ lead to a maximally entangled state between the same

qubits! Local Clifford operations (or local complementation of the graphs
representing multipartite entanglement) can –together with the classical
information about the measurement outcomes– redirect entanglement
such that qubits that may never have physically interacted with each other
end up in a maximally entangled state. This is why local complementation
is so fascinating.
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5.1 Entanglement routing with local
complementation

The following sections closely follow the
text of Reference [HPE19], which was
written by both myself and my co-authors.

Our analysis in the previous section ended with the intriguing observation
that the entanglement of multipartite graph states can be redistributed
–or rerouted– by local Clifford unitaries and classical communication.
As a multipartite generalization of entanglement swapping, we can use
graph local complementation to redirect entanglement in a quantum
network. This routing with local complementation was the key idea of
the first publication as part of my dissertation research [HPE19].

As we have seen in the first examples of quantum communication
protocols presented in this thesis –such as quantum teleportation via
quantum repeaters (see Sections 3.1 and 3.2) or quantum key distribution
and quantum conference key agreement (see Sections 3.3 and 9.1)–
quantum communication between spatially separated parties relies on
appropriate instances of shared entanglement.

Reducing the number of measurements

An abundant number of quantum communication protocols rely either on
maximally entangled bipartite quantum states –the Bell pairs presented
in Definition 2.12 Section 2.5– or on multipartite maximally entangled
GHZ states -as presented in Definition 4.6 and Section 4.3. A simple goal
of routing entanglement in a quantum network with a given topology is
to generate such maximally entangled Bell or GHZ states among all users
of the network that request their use. Depending on the given network
topology, there may be different strategies that lead to success.

Given a shared graph state, it is not known what the optimal strategy
for entanglement routing between nodes that are not connected by
physical links is. In [HPE19] we have shown that a repeater method is
not optimal in terms of the number of measurements to be made. A
significantly reduced number of measurements is extremely useful in
quantum networks, as it allows more entanglement to be extracted from
the shared graph state.

For the first theorem of the paper, we compared a naive repeater protocol
with a subtly different 𝑋-protocol that effectively uses local complemen-
tations along a path in the graph connecting potential users of a Bell
pair. While this main routing goal of extracting a specific Bell pair is
achieved by both protocols, the latter also allows to reduce the number of
required measurements while preserving a larger amount of extractable
entanglement for other users of the network. Formally, we defined the
two protocols as follows.

61
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Figure 5.1: The repeater protocol of Defi-
nition 5.1 for the butterfly graph. From the
graph state with butterfly network topol-
ogy (a) a path connecting nodes 1 and 6
is isolated (b) by 𝑍-measuring its neigh-
borhood, i.e., the qubits corresponding to
nodes 2 and 5. The successive measure-
ments along the path with respect to nodes
3 (c) and 4 (d) yield a Bell pair (1, 6).

1 3 5

2 4 6

(a)

1 3 5

2 4 6

(b)

1 3 5

2 4 6

(c)

1 3 5

2 4 6

(d)

Definition 5.1 (Repeater protocol [HPE19]) The repeater protocol entails
first isolating a path between two nodes 𝑎 and 𝑏 and then connecting 𝑎 to 𝑏
by measuring the intermediate nodes of the path. This can be optimized by
selecting the shortest path connecting 𝑎 to 𝑏 that has the minimum combined
neighborhood. Every node that lies in the union of neighborhoods of this path
but not on the path itself is then 𝑍-measured. This isolates the path from the
rest of the graph creating a repeater line. Finally, every intermediate vertex
on the line is 𝑋-measured yielding the EPR pair between the two nodes.

An example of the repeater protocol is shown in Figure 5.1 with 𝑎 = 1
and 𝑏 = 6. The 𝑋-protocol is following a slightly different approach.

Definition 5.2 (𝑋-protocol [HPE19]) First, the intermediate vertices along
a shortest path between 𝑎 and 𝑏 as in Definition 5.1 are X-measured.
Subsequently, the neighborhoods of the two nodes are 𝑍-measured (except
the nodes themselves), creating the desired EPR pair between 𝑎 and 𝑏. The
choice of the shortest path may vary depending on requests for the secondary
use of the remaining graph entanglement.

For example, in Figure 5.3, the primary
goal would be to establish entanglement
between qubits 1 and 9. After executing
the 𝑋-protocol, several secondary uses
of the graph state on qubits 3, 4, 7, 8 are
conceivable. Other shortest paths would
result in other qubits being available for
secondary use.

Both protocols can be used to generate maximally entangled Bell pairs
between two qubits corresponding to nodes 𝑎 and 𝑏 of any connected
graph state. In fact, the 𝑋-protocol never requires more measurements
than the repeater protocol –regardless of the graph state and thus
regardless of the network topology.

Theorem 5.1 (Creating Bell pairs [HPE19]) We can create a Bell pair
between two nodes 𝑎 and 𝑏 of an arbitrary graph state using the 𝑋-protocol
with at most as many measurements as with the repeater protocol.

While there are simple graph topologies such as cycles and lines where the
number of measurements of both protocols match, there are impressive
examples that show how much more powerful the 𝑋-protocol is for
extracting useful entangled states from an arbitrary entangled graph
state resource. Even if it is not obvious at first glance, the 𝑋-protocol is
the strategy underlying the well-known quantum version of the so-called
butterfly network [LOW10a; EKB16b].

The butterfly network as a graph state is shown in both Figure 5.1 (for the
repeater protocol from Definition 5.1) and Figure 5.2 (for the 𝑋-protocol
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Figure 5.2: The 𝑋-protocol of Defini-
tion 5.2 for the butterfly graph. The graph
state with butterfly network topology (a)
is transformed by local complementations
along the shortest path 1, 3, 4, 6 connect-
ing nodes 1 and 6. The successive local
complementations with respect to nodes 1
(b), 3 (c), and finally 4 (d) result in a graph
in which the edges (1, 6) and (2, 5) exist,
whereas no edges exist between sets {1, 6}
and {2, 5}. The 𝑍-measurement of the two
qubits corresponding to nodes 3 (e) and
4 (f) yield two Bell pairs (1, 6) and (2, 5)
despite a bottleneck in the network.

from Definition 5.2). The 𝑋-protocol is strikingly more effective than
the repeater protocol. While the latter only creates the target Bell pair
between qubits 1 and 6, the former generates Bell pairs between qubits
1, 6 and qubits 2, 5 simultaneously.

As a side note, we mention that our ob-
servations on the routing of entanglement
in graph states can be generalized beyond
the case of discrete variables to continuous
variables.

In continuous variable quantum informa-
tion, information in the state of a quantum
system can be encoded using continuous
variables, such as the position and momen-
tum of a particle. For example, continuous
variable graph states can be created with
squeezed light.

We describe the mechanism for local
complementation of continuous variable
graph states in the Appendix 12.2. For com-
parison, we also show a continuous vari-
able version of Figure 5.2 in Figure 12.3.

For the 𝑋-protocol, we start from the butterfly graph state Figure 5.2a,
where to form Bell pairs between nodes 1, 6 and 2, 5 two𝑋-measurements
can be performed on the qubits corresponding to nodes 3 and 4 (cf. Fig-
ure 5.2f). Figure 5.2 shows the relationship between local complementa-
tions on the butterfly graph state and the 𝑋-protocol.

Such two 𝑋-measurements are effectively equivalent to finding a graph
in the local complementation orbit of the butterfly graph in which edges
(1, 6) and (2, 5) exist whereas no edges exist between the sets {1, 6}
and {2, 5}. This graph is found by successive local complementations
with respect to vertices 1, 3 and 4 (see Figures 5.2b, 5.2c and 5.2d).
Two consecutive 𝑍-measurements at vertices 3 and 4 then allow for the
extraction of the two desired Bell pairs (Figures 5.2e and 5.2f).

Note that without the second request to connect nodes 2 and 5, a shortest
path algorithm alone might have chosen a different path to perform the
𝑋-measurements.

Similar to the butterfly network, the sequence of graphs in Figure 5.3
shows the corresponding process for the two-dimensional nine-qubit
cluster state. In this sense, local complementation allows the bypassing of
bottlenecks. The difference to the repeater protocol is even more evident
here than for the butterfly network (compare Figures 5.3 and 5.4). In
particular, the 𝑋-protocol requires fewer measurements and retains more
graph state entanglement for secondary use.
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Figure 5.3: Example for the 𝑋-protocol
of Definition 5.2. A two-dimensional nine-
qubit cluster state (a) is transformed by
local complementations along the short-
est path 1, 2, 5, 6, 9 connecting nodes 1
and 9. The successive local complemen-
tations with respect to nodes 1 (b), 2 (c),
5 (d), and finally 6 (e) result in a graph
in which the edge (1, 9) exists and one
of the three edges (3, 4), (3, 4), (3, 7) or
(3, 8) could easily be created from the sec-
ond connected component of the graph.
The 𝑍-measurement of the three qubits
corresponding to nodes 2, 5 and 6 (f) can
therefore either yield two Bell pairs (1, 9)
and (𝑖 , 𝑗) ∈ {(3, 4), (3, 7), (3, 8)} (measur-
ing a total of five nodes) or the Bell pair
(1, 9) and any three-partite GHZ state with
qubits in the set {3, 4, 7, 8} (measuring a
total of four nodes) –again despite a bot-
tleneck in the network.
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Bottlenecks in quantum networks

The butterfly network is not only relevant
for communication in quantum networks,
but also in the context of quantum com-
puting. In Reference [AM16], for example,
it was shown that any two-qubit unitary
operation can be deterministically imple-
mented via such a butterfly scheme.

The butterfly network we introduced in Figures 5.1 and 5.2 is particularly
interesting in the context of network bottlenecks. In terms of network
efficiency, we say that a network has a bottleneck with respect to a
given communication request if all possible routing solutions involve
overlapping paths between at least two pairs of nodes. In quantum
networks, a bottleneck is equivalent to requiring more than one Bell
pair per physical link when trying to establish long-range quantum
communication via teleportation (see Section 3.1).

For example, we observe that one of the edges of the butterfly becomes
a bottleneck when we try to build repeater lines (such as the ones in
Figures 5.4a and 5.1a) to create entanglement between nodes {1, 6} and
{2, 5} in Figure 5.2.

The 𝑋-protocol solves the above communication task bypassing the
bottleneck in the network as we showed in the previous section. We can
further show that the butterfly network is minimal in terms of the number
of nodes. The following two theorems formalize this fact, and their proof
is by exhaustive search of all possible graphs with the respective number
of nodes.
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Figure 5.4: The repeater protocol of Def-
inition 5.1 for the two-dimensional nine-
qubit cluster state (see Figure 5.3a). A path
connecting nodes 1 and 9 is isolated (a)
by 𝑍-measuring its neighborhood, i.e., the
qubits corresponding to nodes 3, 4 and 8.
The successive measurements along the
path with respect to nodes 2, 5 and 6 (b)
yield a Bell pair (1, 9).

Theorem 5.2 (No bottleneck [HPE19]) There is no 5-node graph state that
has a bottleneck for simultaneous communication between two pairs of nodes
and that can be solved using local Clifford unitaries and a Pauli measurement
of a single node.

Theorem 5.3 (Bottleneck [HPE19]) There are only four 6-node graph states
that have a bottleneck for simultaneous communication between two pairs
of nodes and that can be solved using local Clifford unitaries and Pauli
measurements.

The four 6-node graph states that have a bottleneck for simultaneous
communication between two pairs of nodes, which can be solved using
local Clifford unitaries and Pauli measurements, are obtained by rela-
beling the butterfly network (cf. Figures 5.2a or 5.1a). Thus, if we want
to form Bell pairs between nodes {1, 6} and {2, 5}, we obtain the four
graphs by exchanging labels within the sets {3, 4} and {1, 6}.

Note that by allowing arbitrary local Clifford unitaries and Pauli mea-
surements, we have considered a broader class of possible algorithms
than just the 𝑋-protocol introduced in Definition 5.2.

Obtaining GHZ states and other multipartite resources

In addition to studying bottlenecks for parallel bipartite quantum com-
munication, we also investigated the key question of how to extract
multipartite resource states such as GHZ states (see Section 4.3) from a
given graph state.

The more general question of whether one can extract another graph state
vector |𝐻⟩ from a given graph state vector |𝐺⟩ via a sequence of local Pauli
measurements has recently been shown to be NP-complete [DHW22]. It
is called the vertex minor problem and will be discussed in more detail
in Section 5.3. Here we will highlight some cases for which algorithms
with polynomial runtime exist.

A first relevant instance involves GHZ states [GHZ89b], which are
common and essential resources for multipartite communication schemes
in quantum networks beyond point-to-point architectures. For connected
graph states, it is straightforward to prove the following lemma.

Lemma 5.4 (Extraction of GHZ3) It is possible to extract a tripartite GHZ
state between any vertices of a connected graph state in polynomial time.
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The reason for this is essentially that tripartite GHZ states are equivalent
to tripartite linear cluster states by local complementation. Since any three
qubits of a connected graph state lie along a path that can be extracted
–following the idea behind the repeater protocol of the previous section
(see Definition 5.1)– they can also be transformed into a linear cluster
state of just these three qubits. This linear cluster state is then locally
equivalent to a tripartite GHZ state, i.e. it can be transformed with the
appropriate local unitaries.

In the following section we will show how to calculate these local unitaries.
As a running example in the next section, we will further investigate the
linear cluster state of five qubits and its relationship to the GHZ state of
four qubits. Based on this relationship, we can give a sufficient criterion to
extract four-qubit GHZ states from connected graphs, although extracting
a complete graph with four nodes –which is a graph representing GHZ4
states (see Figure 4.8)– is considered to be hard in general [Dab+18].

Lemma 5.5 (Extraction of GHZ4) It is possible to extract a quadripartite
GHZ state from a graph state if the underlying graph has a linear cluster
state vertex minor containing all four nodes of the final GHZ state and at
least one additional node between the two outer pairs of nodes.The preceding sections closely follow the

text of Reference [HPE19], which was
written by both myself and my co-authors.

5.2 Local Pauli measurements

Projective measurements of 𝜎1, 𝜎2, or 𝜎3 (see Definitions 2.18 and 2.19)
on graph state qubits corresponding to nodes of a graph yield, up to
local unitaries, new graph states on the remaining nodes that were not
measured. In the following, we briefly summarize how such local Pauli
measurements transform the graphs of graph states.

In Definition 2.19 we set 𝑃𝑗 ,± := 1
2
(
𝟙2 ± 𝜎𝑗

)
, or –expressed differently–

𝑃1,± = |±⟩⟨±|, 𝑃2,± = |±𝑖⟩⟨±𝑖 | and 𝑃3,± = | 1∓1
2 ⟩⟨ 1∓1

2 |. For local Pauli
measurements on a graph state 𝐺 = (𝑉, 𝐸), we extend this definition
to (

𝑃𝑗 ,±
)
𝑎

:=
1
2
(
𝟙2 ± 𝜎𝑗

)
𝑎
⊗ (𝟙2)𝑉\{𝑎} . (5.1)

This allows us to describe the graph state transformation under local Pauli
measurements in terms of local complementations of the corresponding
graph. A measurement in the 𝑍-basis essentially removes the measured
vertex from the graph and thus removes the measured qubit from
the graph state. A 𝑌-measurement involves a local complementation
before removal and an 𝑋-measurement involves a series of three local
complementations in combination with removal.

Formally, we have the following theorem for the Pauli projections
(
𝑃𝑗 ,±

)
𝑎

acting on an arbitrary graph state |𝐺⟩ as first described by [Sch04] and
independently by by [HEB04]. Our presentation corresponds most closely
to that in [Hei+06].

The proof of the following theorem is analogous to that in [Hei+06],
but more extensive than it. We repeat it here primarily for clarity in the
arguments that follow.
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Theorem 5.6 (Local Pauli measurements [Hei+06]) We can describe the
effect of Pauli projections

(
𝑃𝑗 ,±

)
𝑎

for any graph vertex 𝑎 ∈ 𝑉 on a graph
state |𝐺⟩ by local complementations 𝜏𝑎 and 𝜏𝑏 for 𝑏 ∈ 𝑁𝑎 and by deleting
the measured node from the graph 𝐺 = (𝑉, 𝐸). The latter is denoted by
𝐺− 𝑎 := 𝐺[𝑉 \ {𝑎}] = (𝑉 \ {𝑎}, {(𝑣, 𝑤) ∈ 𝐸 | 𝑣 ≠ 𝑎 ≠ 𝑤}) and we find a

(𝑃1,±)𝑎 |𝐺⟩√
Pr(±|𝑋)

∝ |±⟩𝑎 ⊗𝑈1,±
𝑎 |𝜏𝑏 (𝜏𝑎 ◦ 𝜏𝑏(𝐺) − 𝑎)⟩𝑉\{𝑎} , (5.2)

(𝑃2,±)𝑎 |𝐺⟩√
Pr(±|𝑌)

∝ |±𝑖⟩𝑎 ⊗𝑈2,±
𝑎 |𝜏𝑎(𝐺) − 𝑎⟩𝑉\{𝑎} , (5.3)

(𝑃3,±)𝑎 |𝐺⟩√
Pr(±|𝑍)

= | 1 ∓ 1
2

⟩𝑎 ⊗𝑈3,±
𝑎 |𝐺 − 𝑎⟩𝑉\{𝑎} . (5.4)

The local unitaries𝑈 𝑗 ,±
𝑎 are defined as

𝑈1,−
𝑎 :=

(
𝑒−𝑖

𝜋
4 𝜎2

)
𝑏
⊗

(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎\(𝑁𝑏∪{𝑏})

⊗ (𝟙2)𝑉\({𝑎,𝑏}∪(𝑁𝑎\𝑁𝑏 )) (5.5)

𝑈1,+
𝑎 :=

(
𝑒+𝑖

𝜋
4 𝜎2

)
𝑏
⊗

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎\(𝑁𝑏∪{𝑏})

⊗ (𝟙2)𝑉\({𝑎,𝑏}∪(𝑁𝑎\𝑁𝑏 )) (5.6)

𝑈2,−
𝑎 :=

(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) (5.7)

𝑈2,+
𝑎 :=

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) (5.8)

𝑈3,−
𝑎 := (𝜎3)𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) (5.9)

𝑈3,+
𝑎 := (𝟙2)𝑉\{𝑎} . (5.10)

a For the 𝜎1 measurement, any neighbor 𝑏 ∈ 𝑁𝑎 can be chosen. Whenever it is not
made at an isolated vertex, Equation 5.2 holds. If instead 𝑎 is an isolated vertex, then
the measurement result is always +1 and the state remains unaltered.

𝑈
1,±
𝑎 depends on the choice of 𝑏. However,

the resulting graph states for different de-
cisions 𝑏1 , 𝑏2 are equivalent via the local
Clifford unitary (cf. Equation 4.24)

𝑈𝜏
𝑏1

(
𝑈𝜏
𝑏2

)†
.

Equations 5.2 and 5.3 are written with “∝”
instead of “=” since the equality holds
only up to a global phase (see Section 11.1
in the appendix).

Proof. The rule for the 𝑍-measurement follows from the definition of
graph states in terms of the 𝐶𝑍-gates along the graphs edges (cf. Equa-
tion 4.3), namely

|𝐺⟩ :=
∏

(𝑖 , 𝑗)∈𝐸
𝐶𝑍𝑖 , 𝑗 |+⟩⊗|𝑉 | . (5.11)

We find that the graph state can be rewritten as

The conditional phase gate on two qubits
can be represented by the matrix

𝐶𝑍 =

(
1 0
0 0

)
⊗ 𝟙2 +

(
0 0
0 1

)
⊗ 𝜎3 ,

which is equal to 𝑃3,+ ⊗ 𝟙2 + 𝑃3,− ⊗ 𝜎3.

|𝐺⟩ =
∏

((𝑖 , 𝑗)∈𝐸)
∧(𝑎∈{𝑖 , 𝑗})

𝐶𝑍𝑖 , 𝑗


∏

((𝑖 , 𝑗)∈𝐸)
∧(𝑎∉{𝑖 , 𝑗})

𝐶𝑍𝑖 , 𝑗 |+⟩⊗|𝑉 |

 (5.12)

=
∏

((𝑖 , 𝑗)∈𝐸)
∧(𝑎∈{𝑖 , 𝑗})

𝐶𝑍𝑖 , 𝑗
[
|+⟩𝑎 ⊗ |𝐺 − 𝑎⟩𝑉\{𝑎}

]
(5.13)

=

[ ∏
(𝑎,𝑏)∈𝐸

𝐶𝑍𝑎,𝑏

]
|+⟩𝑎 ⊗ |𝐺 − 𝑎⟩𝑉\{𝑎} (5.14)

=
[
(𝑃3,+)𝑎 ⊗ (𝟙2)𝑁𝑎

+ (𝑃3,−)𝑎 ⊗ (𝜎3)𝑁𝑎

]
|+⟩𝑎 ⊗ |𝐺 − 𝑎⟩𝑉\{𝑎} , (5.15)
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Figure 5.5: A local Pauli measurement
on a linear cluster state |𝐿5⟩ described by
the line graph 𝐿5 (a) on the vertex set
𝑉𝐿5 := {1, 2, 3, 4, 5} with edges 𝐸𝐿5 :=
{(1, 2), (2, 3), (3, 4), (4, 5)}. According to
Equation 5.4 a 𝑍-measurement (b) on the
qubit corresponding to node 3 projects
said qubit into the state | 1∓1

2 ⟩ and the re-
mainder of the graph state into |𝐿5 − 3⟩
up to additional local unitary corrections
described by Equations 5.9 and 5.10.
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and thus for the 𝑍-measurement outcome probabilities (cf. Equation 2.56)

Pr(±|𝑍) = ⟨𝐺 |(𝑃3,±)𝑎 |𝐺⟩ (5.16)
= ⟨+|𝑎 ⊗ ⟨𝐺 − 𝑎 |𝑉\{𝑎}

[
(𝑃3,±)𝑎 ⊗ (𝟙2)𝑉\{𝑎}

]
|+⟩𝑎 ⊗ |𝐺 − 𝑎⟩𝑉\{𝑎} (5.17)

= ⟨+|(𝑃3,±)|+⟩𝑎 · ⟨𝐺 − 𝑎 |𝐺 − 𝑎⟩𝑉\{𝑎} =
1
2

(5.18)

since (𝜎3)2𝑁𝑎
= (𝟙2)𝑁𝑎

, (𝑃3,+)𝑎(𝑃3,−)𝑎 = 0 and (𝑃3,±)2𝑎 = (𝑃3,±)𝑎 .

The graph state is then –depending on the outcome (cf. Equation 2.57)–
projected (note that 𝛿+,+ = 1 = 𝛿−,− and 𝛿+,− = 0 = 𝛿−,+) into the state

(𝑃3,±)𝑎 |𝐺⟩√
Pr(±|𝑍)

(5.19)

=
√

2
[
𝛿±,+(𝑃3,+)𝑎 ⊗ 𝟙 + 𝛿±,−(𝑃3,−)𝑎 ⊗ (𝜎3)𝑁𝑎

⊗ 𝟙
]
|+⟩𝑎 ⊗ |𝐺 − 𝑎⟩ (5.20)

=

√
2√
2

[
𝛿±,+ |0⟩𝑎 ⊗ 𝟙 + 𝛿±,− |1⟩𝑎 ⊗ (𝜎3)𝑁𝑎

⊗ 𝟙
]
|𝐺 − 𝑎⟩ (5.21)

=
[
𝛿±,+ |0⟩𝑎 ⊗ 𝟙 + 𝛿±,− |1⟩𝑎 ⊗ (𝜎3)𝑁𝑎

⊗ 𝟙
]
|𝐺 − 𝑎⟩ (5.22)

=| 1 ∓ 1
2

⟩𝑎 ⊗𝑈3,±
𝑎 |𝐺 − 𝑎⟩𝑉\{𝑎} (5.23)

after measurement, where for simplicity the identity matrices (𝟙2)𝑉\{𝑎}
and (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) are written as 𝟙 and |𝐺 − 𝑎⟩𝑉\{𝑎} is denoted as |𝐺 − 𝑎⟩.
The last equality (and hence Equation 5.4) follows with

𝑈3,+
𝑎 := (𝟙2)𝑉\{𝑎} (5.24)

𝑈3,−
𝑎 := (𝜎3)𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ). (5.25)

As an example, the 𝑍-measurement of the central qubit in a linear cluster
state with five qubits |𝐿5⟩ is shown in Figure 5.5.

For the remaining claims, we analyze the conjugation of the measurement
projectors with the local complementation unitaries (cf. Equation 4.24)
and find

𝑈𝜏
𝑎 :=

(
𝑒−𝑖

𝜋
4 𝜎1

)
𝑎
⊗

(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) (5.26)

(𝑈𝜏
𝑎 )† =

(
𝑒 𝑖

𝜋
4 𝜎1

)
𝑎
⊗

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ). (5.27)

Thereby we can express (𝑃2,±)𝑎 via conjugation with 𝑈𝜏
𝑎 . Since further
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the identity
(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑁𝑎

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎

= (𝟙2)𝑁𝑎
holds we obtain

𝑈𝜏
𝑎 (𝑃3,±)𝑎(𝑈𝜏

𝑎 )† =
(
𝑒−𝑖

𝜋
4 𝜎1

)
𝑎
(𝑃3,±)𝑎

(
𝑒 𝑖

𝜋
4 𝜎1

)
𝑎
= (𝑃2,∓)𝑎 . (5.28)

With another local complementation with respect to a neighbor 𝑏 ∈ 𝑁𝑎 ,
we can further transform (𝑃2,±)𝑎 to (𝑃1,±)𝑎 . Conjugation with the local
complementation unitaries

𝑈𝜏
𝑏

:=
(
𝑒−𝑖

𝜋
4 𝜎1

)
𝑏
⊗

(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑁𝑏

⊗ (𝟙2)𝑉\({𝑏}∪𝑁𝑏 ) (5.29)(
𝑈𝜏
𝑏

)†
=

(
𝑒 𝑖

𝜋
4 𝜎1

)
𝑏
⊗

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑏

⊗ (𝟙2)𝑉\({𝑏}∪𝑁𝑏 ) (5.30)

yields

𝑈𝜏
𝑏 (𝑃2,±)𝑎

(
𝑈𝜏
𝑏

)†
=

(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑎
(𝑃2,±)𝑎

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑎
= (𝑃1,±)𝑎 (5.31)

since 𝑎 ∈ 𝑁𝑏 and
(
𝑒−𝑖

𝜋
4 𝜎1

)
𝑏

(
𝑒 𝑖

𝜋
4 𝜎1

)
𝑏
= (𝟙2)𝑏 . The Equations 5.28 and 5.31

together lead to

𝑈𝜏
𝑏
𝑈𝜏
𝑎 (𝑃3,±)𝑎(𝑈𝜏

𝑎 )†
(
𝑈𝜏
𝑏

)†
= 𝑈𝜏

𝑏 (𝑃2,∓)𝑎
(
𝑈𝜏
𝑏

)†
= (𝑃1,∓)𝑎 . (5.32)

The unitary conjugations transforming (𝑃1,±)𝑎 , (𝑃2,±)𝑎 , and (𝑃3,±)𝑎 into
each other reveal that not only the outcome probabilities of the 𝑍-
measurement (cf. Equation 5.16), but also those of the 𝑋- and 𝑌- mea-
surements are uniformly random.

Using our previous result for Pr(±|𝑍) from Equation 5.18 we find

Pr(±|𝑌) = ⟨𝐺 |(𝑃2,±)𝑎 |𝐺⟩ = ⟨𝜏𝑎(𝐺)|(𝑃3,∓)𝑎 |𝜏𝑎(𝐺)⟩ =
1
2
, (5.33)

where the second equality holds since (cf. Section 11.1 in the appendix)

⟨𝐺 |𝑈𝜏
𝑎 (𝑃3,∓)𝑎(𝑈𝜏

𝑎 )†𝑎 |𝐺⟩ = ⟨𝜏𝑎(𝐺)|(𝑃3,∓)𝑎 |𝜏𝑎(𝐺)⟩ (5.34)

and the third follows from the fact that Equation 5.18 is independent of
the graph 𝐺. In particular, this equality also holds for the graph 𝜏𝑎(𝐺)
instead of 𝐺.

By the same argument, we have

Pr(±|𝑋) = ⟨𝐺 |(𝑃1,±)𝑎 |𝐺⟩ = ⟨𝜏𝑎 ◦ 𝜏𝑏(𝐺)|(𝑃3,∓)𝑎 |𝜏𝑎 ◦ 𝜏𝑏(𝐺)⟩ =
1
2

(5.35)

since with Equation 5.32 we can rewrite (𝑃1,±)𝑎 and obtain

⟨𝐺 |𝑈𝜏
𝑏 (𝑃2,±)𝑎

(
𝑈𝜏
𝑏

)† |𝐺⟩ = ⟨𝜏𝑎 ◦ 𝜏𝑏(𝐺)|(𝑃3,∓)𝑎 |𝜏𝑎 ◦ 𝜏𝑏(𝐺)⟩. (5.36)

After the measurement, the results for the state vectors are as follows.

The 𝑌-measurement projects the graph state –again depending on the
measurement outcome– into the postmeasurement state

exp
(
−𝑖 𝜋

4
𝑋

)
=

1√
2

(
1 −𝑖
−𝑖 1

)
exp

(
𝑖
𝜋
4
𝑍
)
=

(
𝑒
𝑖
4 𝜋 0
0 𝑒−

𝑖
4 𝜋

)
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Figure 5.6: A local Pauli measurement
on a linear cluster state |𝐿5⟩ described
by the line graph 𝐿5 on the vertex set
𝑉𝐿5 := {1, 2, 3, 4, 5} with edges 𝐸𝐿5 :=
{(1, 2), (2, 3), (3, 4), (4, 5)}. Subfigure (a)
shows the locally complemented graph
𝜏3(𝐿5). According to Equation 5.3 a 𝑌-
measurement (b) on the qubit correspond-
ing to node 3 projects said qubit into the
state |±𝑖⟩ and the remainder of the graph
state into |𝜏3(𝐿5) − 3⟩ up to additional lo-
cal unitary corrections described by Equa-
tions 5.7 and 5.8.
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(𝑃2,±)𝑎 |𝐺⟩√
Pr(±|𝑌)

=
√

2
[
𝑈𝜏
𝑎 (𝑃3,∓)𝑎(𝑈𝜏

𝑎 )†
]
|𝐺⟩ (5.37)

∝
√

2𝑈𝜏
𝑎 (𝑃3,∓)𝑎 |𝜏𝑎(𝐺)⟩ (5.38)

=𝑈𝜏
𝑎

[
𝛿∓,+ |0⟩𝑎 ⊗ 𝟙 + 𝛿∓,− |1⟩𝑎 ⊗ (𝜎3)𝑁𝑎

⊗ 𝟙
]
|𝜏𝑎(𝐺) − 𝑎⟩ (5.39)

=

[
𝛿∓,+ |−𝑖⟩𝑎 ⊗

(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑁𝑎

−𝛿∓,−𝑖 |+𝑖⟩𝑎 ⊗
(
𝑒 𝑖

𝜋
4 𝜎3𝜎3

)
𝑁𝑎

]
⊗ 𝟙|· · ·⟩ (5.40)

=

[
𝛿∓,+ |−𝑖⟩𝑎 ⊗

(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑁𝑎

+ 𝛿∓,− |+𝑖⟩𝑎 ⊗
(
−𝑖𝑒 𝑖 𝜋4 𝜎3𝜎3

)
𝑁𝑎

]
⊗ 𝟙|· · ·⟩ (5.41)

=

[
𝛿∓,+ |−𝑖⟩𝑎 ⊗

(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎

+ 𝛿∓,− |+𝑖⟩𝑎 ⊗
(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎

]
⊗𝟙|· · ·⟩ (5.42)

=|±𝑖⟩𝑎 ⊗𝑈2,±
𝑎 |𝜏𝑎(𝐺) − 𝑎⟩𝑉\{𝑎} , (5.43)

where we used Equation 5.28 to rewrite (𝑃2,±)𝑎 and Equation 5.22 to
rewrite (𝑃3,∓)𝑎 , while the identity matrices (𝟙2)𝑉\{𝑎} and (𝟙2)𝑉\({𝑎}∪𝑁𝑎 )
are written as 𝟙 and |𝜏𝑎(𝐺) − 𝑎⟩𝑉\{𝑎} is shortened to |· · ·⟩ for the sake of
brevity. Together with the action of𝑈𝜏

𝑎 as described in Equation 5.26 we
obtain the last equality (and hence Equation 5.3) with

𝑈2,−
𝑎 :=

(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) (5.44)

𝑈2,+
𝑎 :=

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎

⊗ (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ). (5.45)

As an example, the 𝑌-measurement of the central qubit in a linear cluster
state with five qubits |𝐿5⟩ is shown in Figure 5.6.

When considering the 𝑋-measurement, note that after the first local
complementation with respect to the chosen neighbor 𝑏 in 𝑁𝑎 , a second
local complementation with respect to 𝑎 itself must be considered. This
second local complementation must take into account the first one in
the sense that it is not the neighborhoods in the graph 𝐺 that are
contemplated, but those in the graph 𝜏𝑏(𝐺). However, in both 𝐺 and
𝜏𝑏(𝐺) we find 𝑎 to be an element of 𝑁𝑏 .

For the 𝑋-measurement, any neighbor 𝑏 ∈ 𝑁𝑎 can be chosen –if there
is a neighbor. If 𝑎 is an isolated vertex, then the measurement result is
always +1 and the state remains unaltered since then the graph state is
|𝐺⟩ = |+⟩ ⊗ |𝐺′⟩ for a graph 𝐺′ on the vertices 𝑉 \ {𝑎}. Otherwise, the
𝑋-measurement projects the graph state into the state
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(𝑃1,±)𝑎 |𝐺⟩√
Pr(±|𝑋)

=
√

2
[
𝑈𝜏
𝑏 (𝑃2,±)𝑎

(
𝑈𝜏
𝑏

)†] |𝐺⟩ (5.46)

∝
√

2𝑈𝜏
𝑏 (𝑃2,±)𝑎 |𝜏𝑏(𝐺)⟩ (5.47)

=𝑈𝜏
𝑏 [∓cf. Eq. 5.42] ⊗𝟙|𝜏𝑎 ◦ 𝜏𝑏(𝐺) − 𝑎⟩ (5.48)

=𝑈𝜏
𝑏 ([∓cf. Eq. 5.42] ⊗𝟙)

(
𝑈𝜏
𝑏

)†
𝑈𝜏
𝑏
|𝜏𝑎 ◦ 𝜏𝑏(𝐺) − 𝑎⟩ (5.49)

∝𝑈𝜏
𝑏 ([∓cf. Eq. 5.42] ⊗𝟙)

(
𝑈𝜏
𝑏

)† |𝜏𝑏(𝜏𝑎 ◦ 𝜏𝑏(𝐺) − 𝑎)⟩ (5.50)

∝|±⟩𝑎 ⊗𝑈1,±
𝑎 |𝜏𝑏(𝜏𝑎 ◦ 𝜏𝑏(𝐺) − 𝑎)⟩𝑉\{𝑎} (5.51)

depending on the measurement outcome, where we used Equation 5.32
to rewrite (𝑃1,±)𝑎 , Equation 5.42 to rewrite (𝑃2,∓)𝑎 ,

∓cf. Eq. 5.42 = 𝛿∓,+ |−𝑖⟩𝑎 ⊗
(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎

+ 𝛿∓,− |+𝑖⟩𝑎 ⊗
(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎

(5.52)

and shortened the identity matrices (𝟙2)𝑉\{𝑎} and (𝟙2)𝑉\({𝑎}∪𝑁𝑎 ) to 𝟙.

Under the conjugation with
exp

(
−𝑖 𝜋

4
𝑋

)
=

1√
2

(
1 −𝑖
−𝑖 1

)
exp

(
𝑖
𝜋
4
𝑍
)
=

(
𝑒
𝑖
4 𝜋 0
0 𝑒−

𝑖
4 𝜋

)𝑈𝜏
𝑏

:=
(
𝑒−𝑖

𝜋
4 𝜎1

)
𝑏
⊗

(
𝑒 𝑖

𝜋
4 𝜎3

)
𝑁𝑏

⊗ (𝟙2)𝑉\({𝑏}∪𝑁𝑏 ) (5.53)

Equation 5.52 transforms into (note that 𝑏 ∈ 𝑁𝑎 and 𝑎 ∈ 𝑁𝑏)

𝛿∓,+ |−⟩𝑎 ⊗
(
𝑒−𝑖

𝜋
4 𝜎2

)
𝑏
⊗

(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎\(𝑁𝑏∪{𝑏})

(5.54)

+𝛿∓,− |+⟩𝑎 ⊗
(
𝑒+𝑖

𝜋
4 𝜎2

)
𝑏
⊗

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎\(𝑁𝑏∪{𝑏})

(5.55)

up to a global phase of 𝑒 𝑖 𝜋4 . That is, we obtain the last equality of
Equation 5.51 (and hence Equation 5.2) with the definition

𝑈1,−
𝑎 :=

(
𝑒−𝑖

𝜋
4 𝜎2

)
𝑏
⊗

(
𝑒+𝑖

𝜋
4 𝜎3

)
𝑁𝑎\(𝑁𝑏∪{𝑏})

⊗ (𝟙2)𝑉\({𝑎,𝑏}∪(𝑁𝑎\𝑁𝑏 )) (5.56)

𝑈1,+
𝑎 :=

(
𝑒+𝑖

𝜋
4 𝜎2

)
𝑏
⊗

(
𝑒−𝑖

𝜋
4 𝜎3

)
𝑁𝑎\(𝑁𝑏∪{𝑏})

⊗ (𝟙2)𝑉\({𝑎,𝑏}∪(𝑁𝑎\𝑁𝑏 )) (5.57)

and the combination of Equations 5.50, 5.52, 5.54, 5.55. This concludes
the proof.

As an example, the 𝑋-measurement of the central qubit in a linear cluster
state with five qubits |𝐿5⟩ is shown in Figure 5.7.

As we have seen, local Pauli measurements and local Clifford operations
transform graph states by local complementations and vertex deletions.
Naturally, the question arises as to which graph states can be obtained
from other, larger graph states with sequences of local Pauli measure-
ments and local Clifford operations. The problem of answering the
question of whether a given graph state can be obtained from a second
larger graph state is known as the vertex minor problem.
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Figure 5.7: A local Pauli measurement
on a linear cluster state |𝐿5⟩ described
by the line graph 𝐿5 (a) on the ver-
tex set 𝑉𝐿5 := {1, 2, 3, 4, 5} with edges
𝐸𝐿5 := {(1, 2), (2, 3), (3, 4), (4, 5)}. Sub-
figure (b) shows the locally comple-
mented graph 𝜏4(𝐿5) and Subfigure (c)
the twofold locally complemented graph
𝜏3◦𝜏4(𝐿5). According to Equation 5.2 an𝑋-
measurement (d) on the qubit correspond-
ing to node 3 projects said qubit into the
state |±⟩ and the remainder of the graph
state into |𝜏4(𝜏3 ◦ 𝜏4(𝐿5) − 3)⟩ up to addi-
tional local unitary corrections described
by Equations 5.7 and 5.8. Note that the
third local complementation with respect
to the leaf 4, leaves the graph 𝜏3◦𝜏4(𝐿5)−3
invariant.
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5.3 The vertex minor problem

We formally define vertex minors as follows.

Definition 5.3 (Vertex minor) A graph 𝐻 = (𝑉𝐻 , 𝐸𝐻) corresponding to a
graph state vector |𝐻⟩ is called a vertex minor of a larger graph𝐺 = (𝑉𝐺 , 𝐸𝐺)
if |𝐻⟩ can be obtained from |𝐺⟩ via a sequence of local Clifford operations
and local Pauli measurementsa. We denote vertex minor relations as 𝐻 < 𝐺.
a The measured qubits correspond to the vertices in the set 𝑉𝐺 \𝑉𝐻 .

The vertex-minor problem was recently proven to be NP-complete in
Reference [DHW22]. Similarly, extracting a set of Bell pairs on a fixed set
of vertices of general graphs is NP-complete [DHW20c].

Vertex-minor relations of graphs and their
connections to the so-called rank-width is
discussed in Reference [Oum05].

In Reference [DHW22], the authors even showed that the problem of
deciding whether a given graph has a vertex minor that is isomorphic to
a second graph remains NP-complete when the graphs are restricted to
be circle graphs: Circle graphs are a narrower class of graphs that have
a very natural relation to local complementations and therefore to the
vertex minor problem. We will investigate this relation in Chapter 8.

While vertex-minor relations are hard in general, it is instructive to
study graphs with constraints on their connectivity. For line and ring
graphs that exhibit simple nearest-neighbor connectivity, we can in fact
determine the limits of their use for quantum communication.
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As we discovered in Section 5.1, one of the main features of the multipartite
entanglement in graph states is the promise of solving communication
bottlenecks in quantum networks. Perhaps the best known and practically
motivated example is the butterfly network, where two pairs of nodes
intend to send quantum messages between them, bypassing the existing
bottleneck in the network.

In particular, we have uncovered the underlying property that allows to
bypass existing bottlenecks in the networks of the butterfly (cf. Figure 5.2)
and similar types (cf. Figure 5.3). In the case of the butterfly graph
state, simple 𝑋-measurements at the two central qubits lead to the
formation of two crossing maximally entangled pairs, allowing further
quantum communication by teleportation (see Section 3.1). This inspired
the 𝑋-protocol 5.2 of Reference [HPE19].

The following sections closely follow the
text of Reference [Hah+22], which was
written by both myself and my co-authors.

However, we have also shown that this corresponds to a more broadly
applicable technique that uses local complementation (see Definition 4.7)
and, more specifically, explores local complementation orbits (see Defini-
tion 4.8), allowing us to optimize the available quantum resources. By
allowing arbitrary local Clifford unitaries and Pauli measurements, local
complementation orbits describe a larger class of possible algorithms
than just the 𝑋-protocol introduced in Definition 5.2.

When considering random network topologies, it is overall more likely
that a bottleneck will occur in sparse networks where connectivity
between different nodes is limited. Specific cases of sparse networks that
are of great importance to quantum communication are nearest-neighbor
architectures. Such networks allow quantum information to travel only
over short distances and therefore aim to minimize noise and losses
during transmission.

The butterfly network is one of the smallest examples of a grid network,
while other common nearest-neighbor architectures are lines and rings.
Since, apart from the case of the butterfly and related examples, not much
was known about what is possible in this type of network architectures,
we explored their capabilities in Reference [Hah+22].

In Reference [Hah+22] we investigate in detail whether it is possible to
extend the butterfly network example to these nearest-neighbor type
architectures. In particular, we ask whether simultaneous communication
of two pairs of nodes in bottleneck scenarios is possible when the
underlying architecture is a ring or a line.

We conclude that these nearest-neighbor networks are unsuitable for
bypassing bottlenecks, and that therefore an additional long-distance
communication link is required for line and ring network topologies. In
the next sections we show why.

73
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6.1 Local Pauli measurements in the graphical
representation

As discussed in Section 5.2, we can describe graph state transformations
under local Pauli measurements in terms of local complementations of
the corresponding graph and additional local unitaries.Local Pauli measurements on |𝐺⟩ result in

a different graph state up to local unitary
corrections (see Theorem 5.6).

If we consider
only the general entanglement properties (rather than a specific commu-
nication protocol implementation where we are interested in the exact
state), we can exclude the latter local unitaries from our consideration.

We then can describe measurements in the 𝑍-basis simply as the removal
of the measured vertex from the graph (and thus the removal of the
measured qubit from the graph state), 𝑌-measurements with a local
complementation before this removal, and 𝑋-measurements with a set of
three local complementation in combination with the removal. Following
Theorem 5.6, we therefore define local Pauli measurements 𝑃𝑣 with
respect to these graph actions, i.e., 𝑃𝑣 ∈ {𝑋𝑣 , 𝑌𝑣 , 𝑍𝑣} maps a graph with
𝑛 vertices to one with 𝑛 − 1 by removing 𝑣.

Definition 6.1 (Pauli measurements) The graph action of 𝑍𝑣 is 𝑍𝑣(𝐺) :=
(�̃� , 𝐸 ∩ �̃� × �̃�) with �̃� := 𝑉 \ {𝑣}, that is, deleting the row and column
of 𝑣 from Γ𝐺 gives Γ𝑍𝑣 (𝐺). With local complementations we further have
𝑌𝑣(𝐺) := 𝑍𝑣 ◦ 𝜏𝑣(𝐺) and 𝑋𝑣(𝐺) := 𝑍𝑣 ◦ 𝜏𝑤 ◦ 𝜏𝑣 ◦ 𝜏𝑤(𝐺), where 𝑤 ∈ 𝑁𝑣 .

As described in Section 5.3, a graph 𝐻 that can be obtained from a graph
𝐺 by a sequence of local complementations and vertex deletions is called
a vertex minor of 𝐺. We refer to this as 𝐻 < 𝐺 and call a graph 𝑣-minor
of another graph if 𝑣 is the single deleted vertex, e.g. 𝑋𝑣(𝐺), 𝑌𝑣(𝐺) and
𝑍𝑣(𝐺) are 𝑣-minors of 𝐺.

Since solving general problems in quantum network routing is provably
hard, we focus on impossibility results for widely used network architec-
tures: rings and lines. Because of their symmetry, we consider the former
first.

6.2 Ring graphs

We first consider graph state vectors |𝑅𝑛⟩ corresponding to ring graphs,
i.e.𝑅𝑛 := (𝑉𝑛 , 𝐸𝑛)with𝑉𝑛 := {1, . . . , 𝑛} and 𝐸𝑛 := {(1, 2), (2, 3), . . . , (𝑛−
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Figure 6.1: Measurements on a ring. From left to right: Ring 𝑅𝑛+1 with 𝑛 + 1 vertices, node 𝑣 is measured in the 𝑍-, 𝑌- and 𝑋-basis.
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1, 𝑛), (𝑛, 1)}; see Figure 6.1. Our goal is to obtain two maximally entangled
pairs between qubits {𝑎1 , 𝑎2} and {𝑏1 , 𝑏2} via local Clifford operations
and Pauli measurements.

a1 a2

b1 b2

The simple graph 𝐾2 ∪ 𝐾2.

That is, we want to determine if the most simple
graph with two connected components

𝐾2 ∪ 𝐾2 := ({𝑎1 , 𝑎2 , 𝑏1 , 𝑏2}, {(𝑎1 , 𝑎2), (𝑏1 , 𝑏2)}) (6.1)

is a vertex-minor of 𝑅𝑛 . Without loss of generality we can restrict to
𝑎1 < 𝑎2, 𝑏1 < 𝑏2 and set 𝑎1 = 1. In order to show that it is not possible to
achieve our goal if 𝑎1 < 𝑏1 < 𝑎2 < 𝑏2, we will make use of the following
lemmas.

Lemma 6.1 ([DHW20b]) Let 𝐺 and 𝐻 be two graphs and (𝑣1 , 𝑣2 , . . . , 𝑣𝑘)
be an ordered tuple of vertices that contains each element of 𝑉𝐺 \𝑉𝐻 exactly
once. We define the corresponding set of possible Pauli operations as

P(𝑣1 ,𝑣2 ,...,𝑣𝑘 ) := {𝑃𝑣𝑘 ◦ 𝑃𝑣𝑘−1 ◦ · · · ◦ 𝑃𝑣1 |𝑃𝑣 ∈ {𝑋𝑣 , 𝑌𝑣 , 𝑍𝑣}}. (6.2)

Then 𝐻 is a vertex-minor of 𝐺 if and only if there exists an operation
𝑃 ∈ P(𝑣1 ,𝑣2 ,...,𝑣𝑘 ) such that 𝐻 can be obtained from 𝑃(𝐺) via a sequence of
local complementations.

It will also be useful to single out two specific types of vertices, namely
leaves and axils.

Definition 6.2 (Leaf and axil) A leaf is a vertex with degree one. An axil is
the unique neighbor of a leaf.

For leaves and axils, we have the following lemma regarding the relevant
vertex-minors.

Lemma 6.2 ([DW18]) Let 𝐺 and 𝐻 be graphs and 𝑣 be a vertex in 𝑉𝐺 but
not in 𝑉𝐻 . Then it holds that:

(a) If 𝑣 is a leaf: 𝐻 < 𝐺 ⇔ 𝐻 < 𝐺\𝑣.
(b) If 𝑣 is an axil: 𝐻 < 𝐺 ⇔ 𝐻 < 𝜏𝑤 ◦ 𝜏𝑣(𝐺)\𝑣,

where 𝑤 is the leaf associated with 𝑣.

Note that (𝑏) follows from (𝑎) as leaf and associated axil can be trans-
formed into each other via local complementation. With Lemmas 6.1
and 6.2 we can prove our no-go results (Theorems 6.3 and 6.8). In combina-
tion with Theorem 6.7, we provide a tool that can find application to more
general network architectures that are not limited to nearest-neighbor
ones.

Theorem 6.3 (No crossing on a ring) It is not possible to extract two
maximally entangled pairs from |𝑅𝑛⟩ if 𝑎1 = 1 < 𝑏1 < 𝑎2 < 𝑏2 for any
𝑛 ∈ ℕ with local Clifford operations, local Pauli measurements and classical
communication.

Proof. The proof works by induction. The base case is trivial for 1 ≤ 𝑛 ≤ 4.
For 𝑛 = 5 and 𝑛 = 6 it can be derived by Propositions 1 and 2 in
Reference [HPE19], since ring graphs have a bottleneck with respect to
communication requests of the type 𝑎1 < 𝑏1 < 𝑎2 < 𝑏2.
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For the inductive step, we now assume that Theorem 6.3 holds up to a
given 𝑛. We can then build an argument on three case distinctions to
show the same follows for 𝑛 + 1. In order to see this, note that 𝐾2 ∪ 𝐾2 is
a vertex-minor of 𝑅𝑛+1 if and only if it is a vertex-minor of at least one of
𝑋(𝑅𝑛+1), 𝑌(𝑅𝑛+1) or 𝑍(𝑅𝑛+1); see Lemma 6.1. In the following we will
show that it is not a vertex-minor of any of them.

More specifically, any 𝑣-minor 𝐻 of 𝑅𝑛+1 is, according to Lemma 6.1,
equivalent to either 𝑋𝑣(𝑅𝑛+1), 𝑌𝑣(𝑅𝑛+1) or 𝑍𝑣(𝑅𝑛+1) via a sequence of
local complementations. As the vertex-minor relationship is inherited via
local complementations, 𝐾2 ∪ 𝐾2 can only be a vertex-minor of 𝐻 if it is a
vertex-minor of at least one of𝑋(𝑅𝑛+1),𝑌(𝑅𝑛+1) or𝑍(𝑅𝑛+1). It is therefore
enough to show that 𝐾2 ∪𝐾2 ≮ 𝑃𝑣(𝑅𝑛+1) for all 𝑃𝑣 ∈ {𝑋𝑣 , 𝑌𝑣 , 𝑍𝑣}, where
we have 𝑣 ∉ {𝑎1 , 𝑎2 , 𝑏1 , 𝑏2}. We consider the three cases separately.

Lemma 6.4 𝐾2 ∪ 𝐾2 ≮ 𝑍𝑣(𝑅𝑛+1).

𝑍𝑣(𝑅𝑛+1) is the line graph 𝐿𝑛 with 𝑛 vertices as depicted in Figure 6.1.
With Theorem 6.8 we find that maximally entangled pairs (𝑎1 , 𝑎2) and
(𝑏1 , 𝑏2) can not be extracted from the corresponding graph state vector
|𝐿𝑛⟩, i.e., 𝐾2 ∪ 𝐾2 ≮ 𝑍𝑣(𝑅𝑛+1).

Lemma 6.5 𝐾2 ∪ 𝐾2 ≮ 𝑌𝑣(𝑅𝑛+1).

Since 𝑌𝑣(𝑅𝑛+1) = 𝑅𝑛 (see also Figure 6.1), we can use our induction
hypothesis to infer that |𝑌𝑣(𝑅𝑛+1)⟩ does not allow for the extraction of
maximally entangled pairs (𝑎1 , 𝑎2) and (𝑏1 , 𝑏2), that is, we have 𝐾2∪𝐾2 ≮
𝑌𝑣(𝑅𝑛+1).

Lemma 6.6 𝐾2 ∪ 𝐾2 ≮ 𝑋𝑣(𝑅𝑛+1).

𝑋𝑣(𝑅𝑛+1) is the ring graph 𝑅𝑛 with an additional leaf as depicted in
Figure 6.1. The former neighbors of 𝑣 within the graph 𝑅𝑛+1 constitute
leaf 𝑢 and axil 𝑤 –note that the roles of 𝑢, 𝑤 are reversed if the other
vertex is chosen as a special neighbor in the sense of Definition 6.1.

If both leaf and axil are part of the target graph and constitute one of
the target Bell pairs, i.e., {𝑢, 𝑤} ∈ {{𝑎1 , 𝑎2}, {𝑏1 , 𝑏2}}, this contradicts the
assumption 𝑎1 < 𝑏1 < 𝑎2 < 𝑏2, since there is no vertex between 𝑢 and 𝑤.

Both leaf and axil can also not be part of the target graph while being in
different Bell pairs: Leaf-axil pairs either remain such pairs under local
complementations or turn into twins (cf. Theorem 6.7, Figure 6.2 and
Definitions 6.3, 6.4). This is a contradiction to 𝑢 and 𝑤 being in different
Bell pairs of the target graph, since measuring the neighborhood of axils
or twins can never result in a graph with two connected components.

If just the axil 𝑤 is part of the target graph, Lemma 6.2 (a) with 𝑣 = 𝑢

reduces the problem to 𝑅𝑛 and we can use our induction hypothesis.

If just the leaf 𝑢 is part of the target graph, we can use Lemma 6.2 (b)
with 𝑣 = 𝑤.
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6.3 The foliage of graph states is LC-invariant

In addition to the two types of vertices we singled out in Definition 6.2, a
third type becomes relevant with respect to the transformation of axils
and leaves under local complementation. This third type regards vertices
that have the same neighborhood with respect to a given graph; thus, we
call them twins.

Definition 6.3 (Twin) A twin is a vertex 𝑣 that has the same neighborhood
as a second vertex 𝑤 ≠ 𝑣 in the sense that

𝑁𝑣\{𝑤} = 𝑁𝑤\{𝑣}. (6.3)

The foliage is the set that contains all three types of vertices combined.

Definition 6.4 (Foliage) The set containing all the leaves, axils and twins
of a graph is called the foliage of that graph.

Theorem 6.7 (Foliage is LC-invariant) The foliage of a graph𝐺 is invariant
under local complementation.

Proof. For 𝐺 = 𝐾2 = 𝜏𝑣(𝐾2) the statement is trivial as both vertices are
leaves, axils, and twins at the same time. For all other graphs note that a
twin can be transformed into a leaf (or an axil) via local complementations:

If twins 𝑣 and 𝑤 are neighbors, 𝜏𝑤 disconnects 𝑣 from all its other
neighbors, that is, in 𝜏𝑤(𝐺) the vertex 𝑣 is a leaf and 𝑤 its axil.

If twins 𝑣 and 𝑤 are not neighbors, note that a twin pair always has a
common neighbor 𝑢 (unless 𝐺 = 𝐾2). In the graph 𝜏𝑢(𝐺), the two vertices
are then neighboring twins. With the above argument we know that in
𝜏𝑤 ◦ 𝜏𝑢(𝐺) vertex 𝑣 is a leaf and 𝑤 the corresponding axil. Conversely,
given a pair of leaf 𝑣 and axil 𝑤, the local complementation 𝜏𝑤 connects
𝑣 to every vertex in 𝑁𝑤 , i.e., a twin pair is created. Again, choosing a
common neighbor 𝑢 allows us to go to the graph 𝜏𝑢 ◦ 𝜏𝑣(𝐺) in which 𝑤
is a leaf and 𝑣 its axil.

In fact, Figure 6.2 shows that all LCs on 𝑢, 𝑣, 𝑤 with 𝑢 ∈ 𝑁𝑣 and/or
𝑢 ∈ 𝑁𝑤 leave the foliage invariant. Since LCs can only transform the
neighborhood, we thus have shown that leaves, axils and twins can only
be transformed into each other with local complementations.

As LCs are self-inverse this concludes the proof: Assume that a node
in the foliage can be created via LCs out of a node that is not in the
foliage. Then the reverse sequence of LCs would transform a node in the
foliage to one that is not –contradicting the last sentence of the previous
paragraph.
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Figure 6.2: The foliage is LC-invariant. The arrows indicate how foliage nodes 𝑢, 𝑤 transform under LCs. The central four graphs show
twins 𝑣, 𝑤 that can be (dis-) connected via a LC with respect to one of their neighbors 𝑢. The LCs 𝜏𝑣 and 𝜏𝑤 transform the outer graphs
with the connected twins into graphs where either 𝑣 (upper row) or 𝑤 (lower row) is an axil and their former twin partner a leaf.

6.4 Line graphs

In analogy to Theorem 6.3, we can prove a no-go theorem for line
graphs, i.e., 𝐿𝑛 := (𝑉𝑛 , 𝐸𝑛) with vertices 𝑉𝑛 := {1, . . . , 𝑛} and edges
𝐸𝑛 := {(1, 2), (2, 3), . . . , (𝑛 − 1, 𝑛)}.

Theorem 6.8 (No crossing on a line) It is not possible to extract two
maximally entangled pairs from |𝐿𝑛⟩ if 𝑎1 < 𝑏1 < 𝑎2 < 𝑏2 for any
𝑛 ∈ ℕ with local Clifford operations, local Pauli measurements and classical
communication.

Proof. Again, the base case for 1 ≤ 𝑛 ≤ 4 is trivial and for 𝑛 = 5 and 𝑛 = 6
given by [HPE19]. For the inductive step, we assume that Theorem 6.8
holds up to a given 𝑛. By the same argument as above, 𝐾2 ∪ 𝐾2 is a
vertex-minor of 𝐿𝑛+1 if and only if it is a vertex-minor of at least one of
𝑋(𝐿𝑛+1),𝑌(𝐿𝑛+1) or 𝑍(𝐿𝑛+1). We will now show that 𝐾2 ∪𝐾2 ≮ 𝑃𝑣(𝐿𝑛+1)
for all 𝑃𝑣 ∈ {𝑋𝑣 , 𝑌𝑣 , 𝑍𝑣}, where we have 𝑣 ∉ {𝑎1 , 𝑎2 , 𝑏1 , 𝑏2}. Again, we
consider three cases.

Lemma 6.9 𝐾2 ∪ 𝐾2 ≮ 𝑍𝑣(𝐿𝑛+1).

If 𝑣 = 1 or 𝑣 = 𝑛 + 1, we find 𝑍𝑣(𝐿𝑛+1) = 𝐿𝑛 and can use our induction
hypothesis. Otherwise, the 𝑍𝑣-measurement splits the line into two line
segments 𝐿𝑖 and 𝐿 𝑗 with 𝑖 + 𝑗 = 𝑛. This implies 𝑖 , 𝑗 ∈ {1, 2, . . . , 𝑛 − 1}



6.5 Beyond nearest-neighbors 79

(a)

R6

12

3

4 5

6

(b)

12

3

4 5

6

(c)

1 2

3

4 5

6(e)

12

3

4 5

6

(d)

12

3

4 5

63 6

(f)

12

3

4 5

63 6

τ1 ◦ τ2 ◦ τ1
τ2 ◦ τ1 ◦ τ2

=̂CZ3,6

X3 ◦X6 X3 ◦X6

6= Figure 6.3: Ring (𝑎) and butterfly (𝑒) net-
work. While ring and butterfly networks
are not LC-equivalent, a ring graph (𝑎) can
be transformed via LCs into a butterfly-
like graph (𝑐), where two nodes, here 1
and 2, are swapped (=̂). The ring 𝑅6 is
transformed via a local complementation
sequence (𝑎), (𝑏)=̂(𝑐). From the resulting
graph (𝑐), one can obtain maximally en-
tangled pairs (𝑑) between nodes (2, 4) and
(1, 5) by measuring 3 and 6. When allow-
ing for 2-local operations (specifically 𝐶𝑍-
gates) between nodes 3 and 6 (𝑒) one can
obtain crossing Bell pairs (1, 4) and (2, 5)
( 𝑓 ).

and we can again use the induction hypothesis.

Lemma 6.10 𝐾2 ∪ 𝐾2 ≮ 𝑌𝑣(𝐿𝑛+1).

We have 𝑌𝑣(𝐿𝑛+1) = 𝐿𝑛 , a graph on the 𝑛 vertices {1, 2, . . . , 𝑣 − 1, 𝑣 +
1, . . . , 𝑛 + 1}, since local complementation with respect to 𝑣 connects
𝑣 − 1 to 𝑣 + 1 but leaves the remaining graph unchanged. Again, 𝐾2 ∪ 𝐾2
cannot be a vertex-minor of 𝑌𝑣(𝐿𝑛+1) by our induction hypothesis.

Lemma 6.11 𝐾2 ∪ 𝐾2 ≮ 𝑋𝑣(𝐿𝑛+1).

If 𝑣 = 1 or 𝑣 = 𝑛 + 1, we find 𝑋𝑣(𝐿𝑛+1) = 𝐿𝑛−1 and can use our induction
hypothesis. Similarly, in the cases 𝑣 = 2 and 𝑣 = 𝑛 we get 𝑋𝑣(𝐿𝑛+1) = 𝐿𝑛 .
In all other cases, we have 𝑋𝑣(𝐿𝑛+1) equal to 𝐿𝑛−1 with an additional leaf,
where the leaf-axil pair is made up by the set {𝑣 − 1, 𝑣 + 1}. Using the
same argument as in the proof of Lemma 6.6 –involving Theorem 6.7
and Lemma 6.2– we can conclude our proof.

6.5 Beyond nearest-neighbor networks

In Reference [Hah+22], we build upon quantum network routing research
to examine whether commonly used nearest-neighbor architectures can
aid with bypassing bottlenecks. We established two no-go results for ring
and line topologies with Theorems 6.3 and 6.8. We showed that, unlike
the grid, whose smallest instance is the butterfly network (cf. Figure 5.2),
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these two architectures are not suitable for bypassing bottlenecks without
additional longer communication links.

However, it should be noted that ring and line architectures would be
suitable if we allowed 2-local operations over longer distances; as shown
in Figure 6.3 with such longer distance operations that entangle two
non-nearest-neighbors we can indeed transform a ring graph state to
a butterfly graph state and thereby enable the generation of crossing
maximally entangled pairs.

The preceding sections closely follow the
text of Reference [Hah+22], which was
written by both myself and my co-authors.

The techniques from Reference [Hah+22] presented in the preceding sec-
tions are not limited to the particular scenarios of ring and line networks.
In principle, they are applicable to all specifiable graph topologies: The
invariance of the foliage under local complementation (i.e. Theorem 6.7)
is not limited to graphs with ring or line topology. Importantly, this
notion of the foliage of a graph can even be refined, as we will explore in
the following section.
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7.1 LC-invariant construction

In this chapter, we present an easy-to-compute LC-invariant for graph
states.

While other, known invariants completely characterize the LC-equivalence
class of any graph state, these invariants are computationally inefficient.
Their computation requires knowledge of the given state’s full stabilizer
set, which is exponential in the number of its qubits [VDD05b; VDD05a].
This inefficiency makes the known invariants impractical.

I would like to thank Adam Burchardt for
the entertaining discussions at the quan-
tum information conference in Seefeld and
for the countless videoconferences after-
wards in which we got to the heart of
this idea. We are currently preparing a
manuscript for the publication of our re-
sults. Part of it are the results presented
in this chapter. (During the review period
of this thesis, this chapter was extended to the
preprint [BH23].)

To mitigate this inefficiency, we introduce the foliage partition: An easy-to-
compute LC-invariant of computational complexity O(𝑛3) in the number
of qubits 𝑛, which eliminates this need to compute the exponential
stabilizer set.

Closely related to the foliage of a graph, which we introduced in the
previous chapter, the foliage partition also has a simple graphical repre-
sentation in terms of leaves, axils, and twins.

We define a graph’s foliage partition by partitioning the corresponding
vertex set with a simple equivalence relation.

We show that foliage partitions are invariant under local complementa-
tions of their graph –yielding a LC-invariant for graph states.

Surprisingly, the foliage partition invariance also holds for the generaliza-
tion from qubits to qudits: we prove the invariance under the generalized
qudit local complementation operations for weighted graphs. Hence, the
foliage partition of any (weighted) graph constitutes an easy-to-compute
LC-invariant of the corresponding (qudit) graph state.

7.2 The foliage partition

In this section, we will first develop some intuition for the foliage partition
before defining it more abstractly a second time in the next section.

The foliage that we introduced in Definition 6.4 and that proved to be
a helpful tool due to its invariance under local complementation does
exhibit a rich substructure that we can investigate further. With the help
of set partitions we formalize this structure that the foliage of a graph
induces on its vertex set.

Definition 7.1 (Partition) A partition of a set𝑉 is a collection of its subsets
𝑉𝑖 ⊆ 𝑉 , such that they are pairwise disjoint, that is, 𝑉𝑖

⋂
𝑉𝑗 = ∅ for 𝑖 ≠ 𝑗,

and such that they sum up to the whole set as
⋃𝑘
𝑖=1𝑉𝑗 = 𝑉 . We denote a

partition as 𝑉1 , . . . , 𝑉𝑘 ⊢ 𝑉 .

81
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Figure 7.1: Possible structures for subsets
𝑉𝑖 in foliage partitions. While the three
graphs (a), (b) and (c) highlight one par-
tition of each type 𝑉𝑖 (cf. Definition 6.4)
in the inner circle, the graph (d) shows
five partition sets 𝑉𝑖 , 𝑉𝑖+1 , 𝑉𝑖+2 , 𝑉𝑖+3, and
𝑉𝑖+4, each containing only a single vertex.

(a) (b)

(c) (d)

Definition 7.2 (Foliage partition) The foliage partition of a graph 𝐺 =

(𝑉, 𝐸) is the unique partition of its vertices 𝑉1 , . . . , 𝑉𝑘 ⊢ 𝑉 such that for
each 𝑖 ∈ {1, . . . , 𝑘} the corresponding subset 𝑉𝑖 of size 𝑚 := |𝑉𝑖 | is of one
of the following three types:

𝑉𝑖 = {𝑎, 𝑙1 , 𝑙2 , . . . , 𝑙𝑚−1} consists of an axil 𝑎 and all adjacent leaves
{𝑙𝑘}𝑚−1

𝑗=1 ;
𝑉𝑖 = {𝑡1 , 𝑡2 , . . . , 𝑡𝑚} is a set of all connected twins. i.e. 𝐺[𝑉𝑖] is the
complete graph 𝐾𝑚 , with pairwise the same neighborhood;
𝑉𝑖 = {𝑡1 , 𝑡2 , . . . , 𝑡𝑚} is a set of all disconnected twins, i.e. 𝐺[𝑉𝑖] is
the empty graph (𝑉𝑖 , ∅), with pairwise the same neighborhood;

For 𝑚 = 1, all three types coincide and we have 𝑉𝑖 = {𝑧𝑖}, that is, a set
containing a vertex that is not in the foliage of 𝐺. If a subset𝑉𝑖 contains only
one element, i.e. 𝑚 = 1, it is of all three types at the same time, and we use

to denote the set. For 𝐺 = 𝐾2, and coincide. The union ∪𝑖:|𝑉𝑖 |≥2𝑉𝑖
is the foliage of 𝐺.

Examples of the types , , and are visualized in Figure 7.1. Local
complementation can transform the types , and into each other,
as shown in Figure 7.2:

A local complementation 𝜏𝑎 with respect to the axil 𝑎 of transforms the
type into the type . Conversely, any vertex 𝑡 of can be transformed
with 𝜏𝑡 into the axil of .

Likewise, a local complementation 𝜏𝑏 with respect to a neighbor 𝑏 of
a set of disconnected twins transforms the type into the type

. Conversely, any vertex 𝑡 of can be transformed with 𝜏𝑡 into a
disconnected twin in .

A local complementation with respect to a leaf in type or a disconnected
twin in type leaves the sets invariant. Indeed, we observe that the
foliage partition is invariant under local complementation.
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Figure 7.2: Transformation of foliage par-
tition types into each other. Note that for
simplicity only one neighbor 𝑏 is shown.

Lemma 7.1 (Foliage is a partition) The foliage partition of any graph 𝐺 is
indeed a partition of the set of vertices 𝑉 .

Proof. For the trivial case𝐺 = 𝐾2, the foliage partition is simply {1, 2} ⊢ 𝑉
and the definitions for and coincide. For all other graphs, the four
types of sets the are distinct:

Let 𝑉1 , . . . , 𝑉𝑘 ⊢ 𝑉 be a foliage partition of 𝐺 ≠ 𝐾2. Since each vertex
𝑣 ∈ 𝑉 is either part of the graph’s foliage or not, we know that 𝑣 ∈ 𝑉𝑖 for
some 𝑖 ∈ {1, . . . , 𝑘}. This implies that ⋃𝑘

𝑖=1𝑉𝑗 = 𝑉 .

The subsets are also pairwise disjoint: The sets of type 𝑉𝑖 = {𝑧𝑖} lie
outside of the foliage and and therefore cannot overlap with the sets of
type , , . Likewise, a set of disconnected twins cannot overlap
with a set of connected twins since this would violate Equation 6.3.
Neither can a set of twins of either kind overlap with a set of an axil and
its leaves since 𝐺 ≠ 𝐾2. Any overlap would imply that a leaf has more
than one neighbor.

For every local complementation orbit of
graph states with up to 8 qubits, we visu-
alize the corresponding foliage partition
in Appendix 11.2.

Theorem 7.2 (Foliage partition is LC-invariant) Foliage partitions are
LC-invariant.

Proof. In Section 6.3 we showed that the foliage of any graph𝐺 is invariant
under local complementation by illustrating that leaves, twins, and axils
can be transformed only into each other via local complementation. In
particular, any set of disconnected twins can be transformed into a set
of connected twins and any one of the twins can be transformed into
an axil with the remaining twins transformed into its leaves .

But the argument applies separately to any set of twins or axils & leaves
in the foliage. It is therefore not possible to move a twin, leaf, or axil
from one subset of the foliage partition to another, i.e. the argument from
Reference [Hah+22] presented in Section 6.3 shows that not only the
entire foliage of a graph, but also the individual subsets forming a foliage
partition are invariant under local complementation.

Corollary 7.3 immediately follows: We can use the foliage partition as
a simple necessary condition to find out whether two graphs can be
LC-equivalent.

Corollary 7.3 Consider two graphs 𝐺1 and 𝐺2 on the same set of vertices
𝑉 . Having the same foliage partition is a necessary condition for graphs 𝐺1
and 𝐺2 to be LC-equivalent.
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7.3 The foliage relation

In this section, we will use the intuition that we built above for the foliage
partition to find a more abstract definition for the same object. For now
we will omit the proofs for brevity, but we will include them in the section
on the more general results for qudits. Equivalently to Definition 7.2 we
can define the foliage partition by a remarkably simple relation.

Definition 7.3 (Foliage relation ∼) Let 𝐺 = (𝑉, 𝐸) be a graph and its
adjacency matrix be Γ𝐺 = (𝑎𝑖 𝑗)𝑖 , 𝑗∈𝑉 . We define a binary relation on 𝑉 . Two
vertices are related 𝑣 ∼ 𝑤 if and only if they are in the same connected
component and for any other pair of vertices 𝑢1 , 𝑢2 it holds that

𝑎𝑣,𝑢1 · 𝑎𝑤,𝑢2 = 𝑎𝑣,𝑢2 · 𝑎𝑤,𝑢1 . (7.1)

The relation presented in Definition 7.3 is an equivalence relation and
therefore induces a partition on the set of vertices.

Lemma 7.4 The relation presented in Definition 7.3 is an equivalence
relation.

The partition induced by the foliage relation ∼ is exactly the foliage
partition defined in Definition 7.2.

7.4 The foliage representation

The foliage partition allows us to establish a further useful representation
of the corresponding graph.

We group all vertices in the same set 𝑉𝑖 together and take this set as a
vertex of a new graph, which we call the foliage graph. In order for the
representation to be reversible, we assign to each set 𝑉𝑖 (new vertex) its
type (one of three types listed in Definition 7.2) and if the subset was of
type , we further indicate the axil.

The foliage graph together with an aforementioned type function and an
axil set form the foliage representation of a graph. Formally, we define the
following.

Definition 7.4 (Type function, axil set) Consider the foliage partition
𝑉1 , . . . , 𝑉𝑘 ⊢ 𝑉 of a graph 𝐺 = (𝑉, 𝐸). Each subset 𝑉𝑖 is of exactly one of
the following types , , , , which uniquely define the type function
𝑇 : {𝑉1 , . . . , 𝑉𝑘} → { , , , }. We further denote by 𝐴 ⊂ 𝑉 the
axil set of 𝐺, i.e. the set containing all axils of 𝐺.

Note that 𝐴 contains exactly one element from each 𝑉𝑖 with 𝑇(𝑉𝑖) = ,
and no elements from other subsets.

Definition 7.5 (Foliage graph) To a given graph 𝐺 = (𝑉, 𝐸), with a
foliage partition 𝑉1 , . . . , 𝑉𝑘 ⊢ 𝑉 , we associate a graph 𝐺 = (𝑉, 𝐸) on
vertices 𝑉 = {𝑉1 , . . . , 𝑉𝑘}. Two vertices 𝑉𝑖 , 𝑉𝑗 are connected in 𝐺 if and
only if subsets 𝑉𝑖 , 𝑉𝑗 were connected in the initial graph 𝐺. In other words
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{𝑉𝑖 , 𝑉𝑗} ∈ 𝐸 if and only if there are 𝑣𝑖 ∈ 𝑉𝑖 , 𝑣 𝑗 ∈ 𝑉𝑗 such that {𝑣𝑖 , 𝑣 𝑗} ∈ 𝐸.

Together we obtain the foliage representation.

Definition 7.6 (Foliage representation) With any given graph 𝐺 we
associate a tuple �̂� = (𝐺, 𝑇, 𝐴), where 𝐺 is a foliage graph, and 𝑇 is a type
function, and 𝐴 is an axil set. We call �̂� the foliage representation of 𝐺.

Lemma 7.5 Foliage representations of graphs allow to recover the initial
graphs.

Proof. Let �̂� = (𝐺, 𝑇, 𝐴) be a tuple, where 𝑉 is a partition of a set 𝑉 ,
𝐺 = (𝑉, 𝐸) is a graph, 𝑇 : 𝑉 → { , , , } is an arbitrary type
function, and 𝐴 ⊂ 𝑉 is a subset containing exactly one element from
each 𝑉𝑖 such that 𝑇(𝑉𝑖) = , and no elements from other subsets.

We define graph 𝐺 on the set of𝑉 vertices by defining the set of its edges
𝐸 ⊂ 𝑉 × 𝑉 . Consider any two vertices 𝑣, 𝑤 ∈ 𝑉 . If both vertices 𝑣, 𝑤
belong to the same subset 𝑉𝑖 in the 𝑉 partition, we connect them by an
edge if and only if either 𝑇(𝑉𝑖) = , or 𝑇(𝑉𝑖) = and 𝑣 ∈ 𝐴 or 𝑤 ∈ 𝐴.
Suppose that vertices 𝑣, 𝑤 belong to different parts of the 𝑉 partition,
i.e. 𝑣 ∈ 𝑉𝑖 , 𝑤 ∈ 𝑉𝑗 , 𝑖 ≠ 𝑗. We connect 𝑣 and 𝑤 by an edge if and only if
the following three conditions are simultaneously satisfied: {𝑉𝑖 , 𝑉𝑗} ∈ 𝐸,
and 𝑇(𝑉𝑖) = ⇒ 𝑣 ∈ 𝐴, and 𝑇(𝑉𝑗) = ⇒ 𝑤 ∈ 𝐴.

Local complementation operations can change the foliage representation
of a graph. As we will see, local complementation operations 𝜏𝑎(·) on a
graph can be lifted onto lifted local complementation operations �̂�𝑎(·) on
the graph’s foliage representation.

Definition 7.7 (Lifted local complementation) Let𝐺 = (𝑉, 𝐸) be a graph
with foliage graph 𝐺 = (𝑉, 𝐸). and foliage representation �̂� = (𝐺, 𝑇, 𝐴).

For any vertex 𝑎 ∈ 𝑉 , we define a lifted local complementation �̂�𝑎(�̂�) :=
(𝜏𝑉𝑖 (𝐺), 𝑇′, 𝐴′), where 𝑉𝑖 ∈ 𝑉 such that 𝑎 ∈ 𝑉𝑖 , 𝜏𝑉𝑖 (𝐺) is a local com-
plementation of the foliage graph 𝐺 with respect to its vertex 𝑉𝑖 ∈ 𝑉 ,
and

𝑇′(𝑉𝑗) =



if 𝑗 = 𝑖 and 𝑇(𝑉𝑖) = ,

if 𝑗 = 𝑖 and 𝑇(𝑉𝑖) = ,

if {𝑉𝑖 , 𝑉𝑗} ∈ 𝐸 and 𝑇(𝑉𝑗) = ,

if {𝑉𝑖 , 𝑉𝑗} ∈ 𝐸 and 𝑇(𝑉𝑗) = ,

𝑇(𝑉𝑗) otherwise,

(7.2)

where in the first case 𝑎 is the axil and

𝐴′ =


𝐴 ∪ {𝑎} if 𝑇(𝑉𝑖) = ,

𝐴 \ {𝑎} if 𝑇(𝑉𝑖) = ,

𝐴 otherwise .
(7.3)

The foliage representation of a locally complemented graph is the same
as its lifted locally complemented foliage representation. In other words
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⌧a

⌧a

== ⌧

Figure 7.3: Lifted local complementation operations on the foliage representation a graph. The two middle graphs are related via local
complementation with respect to the node highlighted in dark brown, while the two outer graphs are the foliage representations of the two
inner ones and are related via lifted local complementation with respect to the node (set) highlighted in light brown.

when given a graph 𝐺 and its foliage representation �̂�, we know that
𝜏𝑎(𝐺) = �̂�𝑎(�̂�). Figure 7.3 shows a corresponding example.

Together with Corollary 7.3, we obtain the necessary and sufficient
condition for LC-equivalence in terms of the foliage representation.

Corollary 7.6 Consider two graphs 𝐺1 and 𝐺2 on the same sets of vertices
𝑉 with the same foliage partition. The graphs 𝐺1 and 𝐺2 are LC-equivalent
if and only if the corresponding foliage representations 𝐺1 and 𝐺2 are lifted
LC-equivalent.

7.5 An algorithm to find the foliage partition

Here, we give an algorithm to find the foliage partition of a given graph
that runs in O(𝑛3) in the number of graph vertices 𝑛.

Theorem 7.7 (An algorithm to find foliage partition) There is an algo-
rithm to find a foliage partition of a given graph that runs in O(𝑛3) time in
the number of vertices 𝑛 in the graph.

Proof. We start by considering a graph 𝐺 = (𝑉, 𝐸) represented by its
adjacency matrix Γ𝐺 := (𝑎𝑣𝑤)𝑣,𝑤∈𝑉 and denote by Γ𝑣 the 𝑣-row of the Γ𝐺

matrix. In each step, the algorithm returns a subset𝑉𝑖 of a foliage partition
which contains a chosen vertex 𝑣 ∈ 𝑉 of the graph, i.e. 𝑣 ∈ 𝑉𝑖 . We store
this information and delete subset 𝑉𝑖 from the graph. We continue this
procedure for a graph with deleted subset 𝑉𝑖 unless the graph is empty.

Choose a vertex 𝑣 ∈ 𝑉 . Firstly, check if is a leaf. Note that 𝑣 is a leaf
if and only if Γ𝑣 contains only one non-zero element. If such a unique
non-zero element is in position 𝑤, then 𝑤 is the corresponding axil. Then
Γ𝑤 contains the information of all other leaves connected to 𝑤. The set
of those leaves together with 𝑤 constitutes a subset 𝑉𝑖 in the foliage
partition. The complexity cost is O(𝑛2), since for each of the neighbors of
𝑤 we need to check if they are leafs.
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Secondly, if 𝑣 is not a leaf, check if it is an axil. This can be done by
choosing any neighbor of 𝑣 and checking if it is a leaf. If this is the case,
𝑣 together with all its neighbors (read Γ𝑣) constitutes a subset 𝑉𝑖 in the
foliage partition. The complexity cost is O(𝑛2) again.

Finally, if 𝑣 is neither a leaf nor an axil, we will determine all twins sharing
the same neighborhood with 𝑣. Choose any other vertex 𝑤 ∈ 𝑉 and
decide if 𝑣 and 𝑤 share the same neighborhood. For instance, compare
Γ𝑣 against Γ𝑤 , both agree on all positions except 𝑣 and 𝑤 if and only if
they share the same neighborhood. Repeat this for every vertex 𝑤 ∈ 𝑉 in
the graph and store all vertices sharing the same neighbors as 𝑣. Those
vertices together with 𝑣 constitute a subset𝑉𝑖 in the foliage partition. The
complexity cost is O(𝑛2).

As the computational complexity in each step is at most O(𝑛2), and we
will repeat this procedure at most 𝑛 times, the combined computational
complexity is O(𝑛3).

7.6 Qudit foliage partitions

Before we are able to define foliage partitions for qudit graph states, we
must first define weighted graphs.

Qudit graph states

Weighted graphs are a natural generalization of graphs, where edges are
equipped with additional weights, here taken from a finite group ℤ𝑑.

Definition 7.8 (𝑑-weighted graph) A 𝑑-weighted graph (𝐺, 𝜔) is a graph
𝐺 = (𝑉, 𝐸) with weights 𝜔𝑣𝑤 ∈ ℤ𝑑 on its edges 𝑣𝑤 ∈ 𝐸. By convention,
𝑣𝑤 ∉ 𝐸 if and only if the corresponding weight vanishes 𝜔𝑣𝑤 = 0. (𝐺, 𝜔)
is fully characterized by its adjacency matrix Γ𝐺 := (𝜔𝑣𝑤)𝑣,𝑤∈𝑉 .

Definition 7.9 (Qudit graph state) For any 𝑑-weighted graph (𝐺, 𝜔) we
can then associate a qudit graph state

|𝜓𝐺⟩ :=
∏

(𝑣,𝑤)∈𝐸

(
CZ{𝑣𝑤}

)𝜔𝑣𝑤
|+⟩⊗𝑉 ∈ ℂ

⊗|𝑉 |
𝑑

, (7.4)

where CZ{𝑣𝑤} := 𝜔
𝑖 𝑗

𝑑
|𝑖 𝑗⟩𝑣𝑤 ⟨𝑖 𝑗 | is a controlled-𝑍 operator acting on qubits

𝑣, 𝑤, |+⟩ := 1√
𝑑
(|0⟩ + · · · + |𝑑 − 1⟩), and 𝜔𝑑 is a root of unity of order 𝑑.

The weighted graphs corresponding to qudit graph states can be locally
complemented too.

Qudit local complementation

Our generalization of local complementation for 𝑑-weighted graphs is
taken from Reference [BB07]. Contrary to the qubit case, we have two
distinct operations ◦𝑏𝑣 and ∗𝑎𝑤 acting on the adjacent edges and of the
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Figure 7.4: The two local complemen-
tation operations ∗𝑎𝑤 and ◦𝑏𝑣 for 𝑑-
weighted graphs.
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complete graph of the neighborhood, respectively. The operations ∗𝑎𝑤
and ◦𝑏𝑣 are visualized in Figure 7.4.

Definition 7.10 (∗𝑎𝑤, ◦𝑏𝑣) For 𝑑-weighted graphs (𝐺, 𝜔) on a vertex set
𝑉 , we define their adjacency matrices Γ𝐺 as the zero diagonal, symmetric
matrices over ℤ𝑑 with elements (Γ𝐺)𝑖 𝑗 := 𝜔𝑖 𝑗 . For every vertex 𝑤, and
𝑎 ∈ ℤ𝑑 define the operator ∗𝑎𝑤 on the graph as follows; 𝐺 ∗𝑎 𝑤 is the graph
on 𝑉 , with adjacency matrix Γ′

𝐺
, where

(Γ𝐺)′𝑗𝑘 = (Γ𝐺)𝑗𝑘 + 𝑎(Γ𝐺)𝑣 𝑗(Γ𝐺)𝑣𝑘 (7.5)

for 𝑗 ≠ 𝑘, and (Γ𝐺)′𝑗 𝑗 = 0 for all 𝑗. Further, for every vertex 𝑣, and
0 ≠ 𝑏 ∈ ℤ𝑑, we define the operator ◦𝑏𝑣 on the graph as follows; 𝐺◦𝑏𝑣
is the graph with adjacency matrix 𝐼(𝑣, 𝑏)Γ𝐺𝐼(𝑏, 𝑎), where 𝐼(𝑣, 𝑏) =

diag(1, . . . , 1, 𝑏, 1, . . . , 1), 𝑏 being on the 𝑣-th entry.

For 𝑑-weighted graphs we can again define a foliage partition.

Qudit foliage relation

Definition 7.11 (Weighted foliage relation ) Let (𝐺, 𝜔) be a 𝑑-weighted
graph and its adjacency matrix be Γ𝐺 = (𝜔𝑣𝑤)𝑣,𝑤∈𝑉 , 𝜔𝑣𝑤 ∈ ℤ𝑑 . We define
a binary relation on relation ∼ on the set of vertices𝑉 . Two vertices 𝑣, 𝑤 are
related 𝑣 ∼ 𝑤 if and only if they are in the same connected component and
for any other pair of vertices 𝑢1 , 𝑢2 ≠ 𝑣, 𝑤 it holds that

𝜔𝑣,𝑢1 · 𝜔𝑤,𝑢2 = 𝜔𝑣,𝑢2 · 𝜔𝑤,𝑢1 . (7.6)

Note that Lemma 7.4 is the special case 𝑑 = 2 of Lemma 7.8. Hence it is
enough to prove the latter one.
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Lemma 7.8 (Qudit foliage partition) The relation defined in Definition 7.11
is an equivalence relation and therefore provides a set partition𝑉1 , . . . , 𝑉𝑘 ⊢
𝑉 . We call it the foliage partition of the 𝑑-weighted graph (𝐺, 𝜔).

Denote by Γ𝐺 = (𝜔𝑣𝑤)𝑣,𝑤∈𝑉 , 𝜔𝑣𝑤 ∈ ℤ𝑑 an adjacency matrix of a 𝑑-
weighted graph (𝐺, 𝜔), with 𝐺 being a simple graph 𝐺 = (𝑉, 𝐸).

Proof. Without loss of generality, we can assume that the graph 𝐺 is
connected. Indeed, for disconnected graphs, vertices from different
connected component are never related, hence the relation splits into
relations on the separate connected components.

It is straightforward to see that the relation ∼ is reflexive and symmetric.
We will see that it is also transitive, i.e., 𝑣 ∼ 𝑤, 𝑤 ∼ 𝑧 ⇒ 𝑣 ∼ 𝑧.

Suppose that the following conditions holds

∀𝑥,𝑦≠𝑣,𝑤 𝜔𝑣𝑥 · 𝜔𝑤𝑦 = 𝜔𝑣𝑦 · 𝜔𝑤𝑥 , (7.7)
∀𝑥,𝑦≠𝑤,𝑧 𝜔𝑤𝑥 · 𝜔𝑧𝑦 = 𝜔𝑤𝑦 · 𝜔𝑧𝑥 ; (7.8)

we will show that

∀𝑢1 ,𝑢2≠𝑣,𝑧 𝜔𝑣𝑢1 · 𝜔𝑧𝑢2 = 𝜔𝑣𝑢2 · 𝜔𝑧𝑢1 . (7.9)

Choose any 𝑢1 , 𝑢2 ≠ 𝑣, 𝑧. We will consider two cases, either 𝑢1 , 𝑢2 ≠ 𝑤

or 𝑢1 = 𝑤 (or by similarity 𝑢2 = 𝑤).

Case 1 (𝑢1 , 𝑢2 ≠ 𝑤). We will show that Equation 7.9 holds. Consider two
possibilities, either both sides of this equation vanish and it is trivially
satisfied, or one of the sides is non-vanishing. Without loss of generality,
suppose 𝜔𝑣𝑢1 · 𝜔𝑧𝑢2 ≠ 0. Therefore 𝜔𝑣𝑢1 ≠ 0 ∧ 𝜔𝑧𝑢2 ≠ 0.

We will see, that 𝜔𝑤𝑢1 ≠ 0 ∧ 𝜔𝑤𝑢2 ≠ 0. Indeed, suppose on the contrary
that 𝜔𝑤𝑢1 = 0. By Equation 7.7 with 𝑥 = 𝑢1 , 𝑦 = 𝑢2, we have 𝜔𝑤𝑢2 = 0
since 𝜔𝑣𝑢1 ≠ 0. Further, taking Equation 7.7 with 𝑥 = 𝑢1 , 𝑦 = 𝑧, we have
𝜔𝑤𝑧 = 0 also since 𝜔𝑣𝑢1 ≠ 0. Finally, by Equation 7.8 with 𝑥 = 𝑣, 𝑦 = 𝑢2,
we have 𝜔𝑤𝑣 = 0 since 𝜔𝑧𝑢2 ≠ 0. Therefore vertex 𝑤 is not connected to
any of 𝑣, 𝑧, 𝑢1 , 𝑢2. However, since the graph is connected, there exists
another vertex 𝑢3, such that 𝜔𝑤𝑢3 ≠ 0. Observe that this contradicts
Equation 7.8 with 𝑥 = 𝑢2 , 𝑦 = 𝑢3, since 𝜔𝑤𝑢3 ≠ 0 and 𝜔𝑧𝑢2 ≠ 0 on the
right hand side, whereas 𝜔𝑤𝑢2 = 0 on the left hand side. An analogous
argument applies when assuming 𝜔𝑤𝑢2 = 0 instead of 𝜔𝑤𝑢1 = 0.

As we have shown, if 𝜔𝑣𝑢1 · 𝜔𝑧𝑢2 ≠ 0, then 𝜔𝑤𝑢1 ≠ 0 and 𝜔𝑤𝑢2 ≠ 0.
Taking Equation 7.7 and Equation 7.8 with 𝑥 = 𝑢1 , 𝑦 = 𝑢2, we have
𝜔𝑣𝑢1 ·𝜔𝑤𝑢2 = 𝜔𝑣𝑢2 ·𝜔𝑤𝑢1 and 𝜔𝑤𝑢1 ·𝜔𝑧𝑢2 = 𝜔𝑤𝑢2 ·𝜔𝑧𝑢1 , after multiplying
by sides, we get

𝜔𝑣𝑢1 · 𝜔𝑤𝑢2 · 𝜔𝑤𝑢1 · 𝜔𝑧𝑢2 = 𝜔𝑣𝑢2 · 𝜔𝑤𝑢1 · 𝜔𝑤𝑢2 · 𝜔𝑧𝑢1 .

Note that 𝜔𝑤𝑢1 and 𝜔𝑤𝑢2 appear on both sides of the equation above,
and as we have shown both are non-zero. Therefore, we conclude that
𝜔𝑣𝑢1 · 𝜔𝑧𝑢2 = 𝜔𝑣𝑢2 · 𝜔𝑧𝑢1 , which concludes the proof in Case 1.

(Case 2,𝑢1 = 𝑤). We will show that Equation 7.9 holds, that is,𝜔𝑣𝑤 ·𝜔𝑧𝑢2 =

𝜔𝑣𝑢2 · 𝜔𝑧𝑤 .
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By substituting 𝑥 = 𝑧, 𝑦 = 𝑢2 in Equation 7.7 and 𝑥 = 𝑣, 𝑦 = 𝑢2 in
Equation 7.8, we have 𝜔𝑣𝑧 ·𝜔𝑤𝑢2 = 𝜔𝑣𝑢2 ·𝜔𝑤𝑧 , and 𝜔𝑤𝑣 ·𝜔𝑧𝑢2 = 𝜔𝑤𝑢2 ·𝜔𝑧𝑣

and thus 𝜔𝑤𝑣 · 𝜔𝑧𝑢2 = 𝜔𝑣𝑢2 · 𝜔𝑤𝑧 , which completes the proof of Case 2
since the weights 𝜔𝑎𝑏 = 𝜔𝑏𝑎 are symmetric.

The equivalence classes with respect to the equivalence relation imply a
partition for any 𝑑-weighted graph (𝐺, 𝜔).

Surprisingly, the qudit foliage partition is invariant under both local
complementation operations ∗𝑎𝑤 and ◦𝑏𝑣 for 𝑑-weighted graphs.

Theorem 7.9 The foliage partition of a 𝑑-weighted graph (𝐺, 𝜔) remains
invariant under any local complementation operations ∗𝑎𝑤 and ◦𝑏𝑣.

Proof. Without loss of generality, we can assume that all graphs are
connected. Note that property of being a connected graph is invariant
under LC-transformations. Indeed, suppose that the graph has two
connected components 𝐶1 and 𝐶2. Applying any LC-transformation on
𝐶1 component (𝐶2 equivalently) does not create any connection between
𝐶1 and 𝐶2. Therefore LC-transformations cannot decrease the number of
connected components. Since they are invertible, they cannot increase
this number either.

Suppose that two vertices 𝑣, 𝑤 belong to the same subset in a foliage
partition. It means that for any other pair of vertices 𝑢1 , 𝑢2 ≠ 𝑣, 𝑤 the
following holds 𝜔𝑣𝑢1 ·𝜔𝑤𝑢2 = 𝜔𝑣𝑢2 ·𝜔𝑤𝑢1 . We will see that this is preserved
under any LC transformation. We consider two types of operations: ◦𝑎
and ∗𝑎 acting on all possible vertices (see Definition 7.10). Without loss
of generality, we can consider operations acting on 𝑣, 𝑢1 and any other
vertex 𝑧 ≠ 𝑣, 𝑤, 𝑢1 , 𝑢2.

For clarity of presentation, we denote by 𝜔𝑥,𝑦 the weights of an initial
graph, and by 𝜔′

𝑥,𝑦 the weights of the transformed graph. We will show

𝜔′
𝑣𝑢1 · 𝜔

′
𝑤𝑢2 = 𝜔′

𝑣𝑢2 · 𝜔
′
𝑤𝑢1 (7.10)

assuming
𝜔𝑣𝑥 · 𝜔𝑤𝑦 = 𝜔𝑣𝑦 · 𝜔𝑤𝑥 (7.11)

for all of the following 𝑥, 𝑦 ≠ 𝑣, 𝑤 six distinct cases.

Case 1 (◦𝑎𝑣). Note that in this case 𝜔′
𝑣𝑢1 = 𝑎𝜔𝑣𝑢1 , 𝜔′

𝑤𝑢2 = 𝜔𝑤𝑢2 , 𝜔′
𝑣𝑢2 =

𝑎𝜔𝑣𝑢2 , and 𝜔′
𝑤𝑢1 = 𝜔𝑤𝑢1 . Hence Equation 7.10 is trivially satisfied by

Equation 7.11 with 𝑥 = 𝑢1 and 𝑦 = 𝑢2 for any 𝑎 ≠ 0.

Case 2 (◦𝑎𝑢1) and Case 3 (◦𝑎𝑧), are analogous to Case 1.

Case 4 (∗𝑎𝑣). Note that in this case the following weights remain un-
changed: 𝜔′

𝑣𝑢1 = 𝜔𝑣𝑢1 , and 𝜔′
𝑣𝑢2 = 𝜔𝑣𝑢2 , while two other weights

changed in the following way: 𝜔′
𝑤𝑢2 = 𝜔𝑤𝑢2 + 𝑎𝜔𝑣𝑢2𝜔𝑤𝑣 , and 𝜔′

𝑤𝑢1 =

𝜔𝑤𝑢1 + 𝑎𝜔𝑣𝑢1𝜔𝑤𝑣 . Hence the left-hand side of Equation 7.10 equals
𝜔𝑣𝑢1𝜔𝑤𝑢2 + 𝑎𝜔𝑣𝑢2𝜔𝑤𝑣𝜔𝑣𝑢1 , while the right-hand side equals 𝜔𝑣𝑢2𝜔𝑤𝑢1 +
𝑎𝜔𝑣𝑢1𝜔𝑤𝑣𝜔𝑣𝑢2 . Note that in both expressions there is the same term
𝑎𝜔𝑣𝑢2𝜔𝑤𝑣𝜔𝑣𝑢1 , furthermore 𝜔𝑣𝑢1𝜔𝑤𝑢2 = 𝜔𝑣𝑢2𝜔𝑤𝑢1 by Equation 7.11 with
𝑥 = 𝑢1 , 𝑦 = 𝑢2. This concludes the proof in this case.

Case 5 (∗𝑎𝑢1) is analogous to the previously considered Case 4.
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Case 6 (∗𝑎𝑧). In this case weights change in the following way: 𝜔′
𝑣𝑢1 =

𝜔𝑣𝑢1 + 𝑎𝜔𝑣𝑧𝜔𝑧𝑢1 , 𝜔′
𝑣𝑢2 = 𝜔𝑣𝑢2 + 𝑎𝜔𝑣𝑧𝜔𝑧𝑢2 , 𝜔′

𝑤𝑢2 = 𝜔𝑤𝑢2 + 𝑎𝜔𝑤𝑧𝜔𝑧𝑢2 , and
𝜔′
𝑤𝑢1 = 𝜔𝑤𝑢1 +𝑎𝜔𝑤𝑧𝜔𝑧𝑢1 . Therefore the left-hand side and the right-hand

side of Equation 7.10 are of the following form

𝐿 = 𝜔𝑣𝑢1𝜔𝑤𝑢2 + 𝑎
(
𝜔𝑣𝑧𝜔𝑧𝑢1𝜔𝑤𝑢2 + 𝜔𝑤𝑧𝜔𝑧𝑢2𝜔𝑣𝑢1

)
+ 𝑎2𝜔𝑣𝑧𝜔𝑧𝑢1𝜔𝑤𝑧𝜔𝑧𝑢2

𝑅 = 𝜔𝑣𝑢2𝜔𝑤𝑢1 + 𝑎
(
𝜔𝑣𝑧𝜔𝑧𝑢2𝜔𝑤𝑢1 + 𝜔𝑤𝑧𝜔𝑧𝑢1𝜔𝑣𝑢2

)
+ 𝑎2𝜔𝑣𝑧𝜔𝑧𝑢2𝜔𝑤𝑧𝜔𝑧𝑢1 ,

respectively. Note that 𝜔𝑣𝑢1𝜔𝑤𝑢2 = 𝜔𝑣𝑢2𝜔𝑤𝑢1 , hence the first terms in
both expressions are equal. Furthermore terms with the 𝑎2 prefactors
are trivially equal. Finally, applying Equation 7.11 with 𝑥 = 𝑧, 𝑦 = 𝑢2
in the first term, and with 𝑥 = 𝑧, 𝑦 = 𝑢1 in the second term, we
have 𝜔𝑣𝑧𝜔𝑧𝑢1𝜔𝑤𝑢2 +𝜔𝑤𝑧𝜔𝑧𝑢2𝜔𝑣𝑢1 = 𝜔𝑣𝑢2𝜔𝑧𝑢1𝜔𝑤𝑧+𝜔𝑤𝑢1𝜔𝑧𝑢2𝜔𝑣𝑧 , which
shows that 𝐿 = 𝑅 and concludes the proof.

Since the 𝑑 = 2 special case of Theorem 7.9 is exactly Theorem 7.2, the
above proof is at the same time an alternative proof of Theorem 7.2.

After this excursion to qudit graph states, we now return back to simple
qubit graph states. We will restrict ourselves even further by studying
the interesting subclass of circle graph states.
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8.1 Circle graph states

Some graphs have a so-called circle graph structure that makes the
description of the corresponding graph states (see Definition 4.4) and their
local complementation orbits (see Definition 4.8) remarkably elegant.

In fact, the butterfly network (cf. Fig-
ures 5.2a or 5.1a) is also a circle graph,
while the two-dimensional nine-qubit clus-
ter state (cf. Figure 5.3a) is not.

Two examples of this class are line graphs describing linear cluster states
–of which we already encountered the four-qubit example in Figure 4.9–
and complete graphs describing GHZ states (see Definition 4.6). In the
following paragraphs, we denote line graphs on the vertex set 𝑉𝐿 :=
{1, 2, . . . , 𝑛} as 𝐿𝑛 := (𝑉𝐿 , 𝐸𝐿) with edges 𝐸𝐿 := {(1, 2), (2, 3), . . . , (𝑛 −
1, 𝑛)} and complete graphs as 𝐾𝑛 := (𝑉𝐾 := 𝑉𝐿 , 𝐸𝐾) with edges 𝐸𝐾 :=
{(𝑣, 𝑤) | (𝑣, 𝑤 ∈ 𝑉𝐾) ∧ (𝑣 ≠ 𝑤)}.

Before formally defining circle graphs, we introduce the notion of a double-
occurrence word. Double-occurrence words facilitate our description of
the transformation of circle graphs under local complementation by
equivalence classes of such words.

Definition 8.1 (Double-occurrence word) A double-occurrence word W

is a sequence of labels from a set𝑊 in which every label appears twice.a For a
subset of labels𝑉 ⊂ 𝑊 , we define W[𝑉] to be the shorter double-occurrence
word obtained by removing the labels in𝑊 \𝑉 from Wwhile preserving
the order of labels.b

a The sets of (mirrored) cyclic permutations of double-occurrence words form equiva-
lence classes.

b Examples can be found in the caption of Figure 8.5.

Equivalence classes of double-occurrence words describe circle graphs via
intersection graphs of finite numbers of chords inscribed in a circle. Both
line graphs and complete graphs can be described as double-occurrence
words and are therefore circle graphs as shown in Figure 8.1.

Definition 8.2 (Circle graph) A graph 𝐺 is a circle graph if it is isomorphic
to the intersection graph of a finite number of chords of a circle. Naming the
cords and labeling both endpoints of the cords accordingly, every circle graph
is described by a double-occurrence word W(𝐺) and its (mirrored) cyclic
permutations.

We can describe local complementations (see Definition 4.7) with respect
to vertices of circle graphs by the following simple transformations of
the corresponding double-occurrence words.

For a circle graph 𝐺 induced by a given double-occurrence word 𝐴𝑣𝐵𝑣𝐶
with subwords 𝐴 := 𝑎1𝑎2 . . . 𝑎 |𝐴| , 𝐵 := 𝑏1𝑏2 . . . 𝑏 |𝐵| and 𝐶 := 𝑐1𝑐2 . . . 𝑐 |𝐶 | ,
the locally complemented graph 𝜏𝑣(𝐺) is exactly the graph induced by
𝐴𝑣�̄�𝑣𝐶, where �̄� is the reversed subword �̄� := 𝑏 |𝐵|𝑏 |𝐵|−1 . . . 𝑏1.

93
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Figure 8.1: Line graphs and complete
graphs are circle graphs. The line graph
𝐿5 (a) can be described by the double-
occurrence word W(𝐿5) = 𝑎𝑏𝑎𝑐𝑏𝑑𝑐𝑒𝑑𝑒
and the complete graph 𝐾5 (b) by
W(𝐾5) = 𝑎𝑏𝑐𝑑𝑒𝑎𝑏𝑐𝑑𝑒 or by their (mir-
rored) cyclic permutations. A chord dia-
gram of W(𝐿5) is shown in (c) and one of
W(𝐾5) is shown in (d). Double-occurrence
words𝑊 describing circle graphs with 𝑛
nodes have a length of |𝑊 | = 2𝑛 and
can be read of (anti-) clockwise from their
chord diagram.

e

dc

b

a

(a)

e

dc

b

a

(b)

ab

a

c

b

d c

e

d

e

(c)

ab

c

d

e

a b

c

d

e

(d)

Examples of local complementations with respect to vertices of the graphs
from Figure 8.1 are shown in Figure 8.2.

Figure 8.2: Line graphs and complete
graphs remain circle graphs after local
complementations. A local complementa-
tion with respect to the central vertex 𝑐 of
the line graph 𝐿5 yields the graph 𝜏𝑐(𝐿5)
shown in (a). The corresponding double-
occurrence word W(𝐿5) = 𝑎𝑏𝑎𝑐𝑏𝑑𝑐𝑒𝑑𝑒
is simply transformed by reversing the
subword 𝑏𝑑 between the two occurrences
of 𝑐, so that W(𝜏𝑐(𝐿5)) = 𝑎𝑏𝑎𝑐𝑑𝑏𝑐𝑒𝑑𝑒. A
chord diagram of 𝜏𝑐(𝐿5) is shown in (c).
Note that the chords 𝑏 and 𝑑 did not inter-
sect before the local complementation, but
only after. A local complementation with
respect to an arbitrary vertex 𝑎 of the com-
plete graph 𝐾5 yields the graph 𝜏𝑎(𝐾5)
shown in (b). The corresponding double-
occurrence word W(𝐾5) = 𝑎𝑏𝑐𝑑𝑒𝑎𝑏𝑐𝑑𝑒 is
again transformed by reversing the sub-
word 𝑏𝑐𝑑𝑒 between the two occurrences
of 𝑎, so that W(𝜏𝑎(𝐾5)) = 𝑎𝑏𝑐𝑑𝑒𝑎𝑒𝑑𝑐𝑏. A
chord diagram of 𝜏𝑎(𝐾5) is shown in (d).
Note that the chords 𝑏, 𝑐, 𝑑 and 𝑒 did in-
tersect before the local complementation,
but not after.
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Notably, this implies that the local complementation orbits (see Def-
inition 4.8) of circle graphs can be represented as so-called 4-regular
multigraphs in a canonical way. For this canonical construction, we intro-
duce the notion of an Eulerian tour on a multigraph.
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Figure 8.3: Example of a multigraph (a)
and of an Eulerian tour (b) on it. This
multigraph is 6-regular since each vertex
has degree six. The vertex set of the multi-
graph is given by {𝑎, 𝑏, 𝑐, 𝑑, 𝑒}, while its
edge multiset is defined as

{(𝑎, 𝑎), (𝑏, 𝑏), (𝑐, 𝑐), (𝑑, 𝑑), (𝑒 , 𝑒),
(𝑎, 𝑏), (𝑎, 𝑏), (𝑏, 𝑐), (𝑏, 𝑐), (𝑐, 𝑑),
(𝑐, 𝑑), (𝑑, 𝑒), (𝑑, 𝑒), (𝑒 , 𝑎), (𝑒 , 𝑎)}.

In (b), a possible Eulerian tour on the
multigraph E = 𝑎(𝑎, 𝑏)𝑏(𝑏, 𝑏)𝑏 . . . (𝑒 , 𝑎)𝑎
is visualized as 𝑎(𝑎, 𝑏)𝑏 = 𝑎 → 𝑏.

8.2 Eulerian tours

Eulerian tours take their name from the famous Swiss mathematician
Leonhard Euler. Originally, the problem of the “Seven Bridges of Königs-
berg” was solved by him in 1736 [Eul36] (article in Latin). The problem is
considered the founding problem of graph theory. In the city of Königs-
berg (now Kaliningrad) at that time, seven bridges crossed the Pregel
River dividing the city. The bridges allowed people to reach two large
islands, to cross between the islands, and to cross to the other side of the
city via the islands.

The question, which Euler answered in the negative, was whether it
was possible to take a walk and cross each of the seven bridges exactly
once. Euler’s solution was easily generalizable: each piece of land can be
considered as a node of a graph, while the bridges can be considered its
edges. An Eulerian tour on such a graph would mean walking along the
edges and vertices, crossing each edge exactly once.

Since traversing a vertex by entering via one edge and exiting through
another requires that the traversed vertex be connected to two other
vertices, an Eulerian tour starting and ending at the same vertex is only
possible on graphs with even degree for every vertex. Note that if the
tour is allowed to start and end at different vertices, these two vertices
can be of odd degree.

Definition 8.3 (Multigraph) A multigraph 𝐹 = (𝑉𝐹 , 𝐸𝐹) is a graph that
allows for multiple edges between the same pair of vertices and for loops
–i.e. for edges between a vertex and itself. The set of edges 𝐸𝐹 is a multiset.

An example of a multigraph is shown in Figure 8.3a and an Eulerian tour
on it is shown in Figure 8.3b.

Definition 8.4 (Eulerian tour) An Eulerian tour on a multigraph 𝐹 =

(𝑉𝐹 , 𝐸𝐹) is an alternating sequence E := 𝑣1𝑒1𝑣2𝑒2 . . . 𝑒𝑖𝑣𝑖+1 of vertices
𝑣𝑘 ∈ 𝑉𝐹 and edges 𝑒𝑘 = (𝑣𝑘 , 𝑣𝑘+1) ∈ 𝐸𝐹 such that all edges appear exactly
once and the tour ends where it started, i.e. 𝑣1 = 𝑣𝑖+1.a

a The sets of reversed and/or cyclicy permutated Eulerian tours are equivalence classes.

The equivalence classes of Eulerian tours on 4-regular multigraphs –
multigraphs where every vertex has degree four– have a simple one
to one correspondence to those of double-occurrence words. Every
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Figure 8.4: Local complementation or-
bits as 4-regular multigraphs. The double-
occurrence word of the line graph
W(𝐿5) = 𝑎𝑏𝑎𝑐𝑏𝑑𝑐𝑒𝑑𝑒 and that of the com-
plete graph W(𝐾5) = 𝑎𝑏𝑐𝑑𝑒𝑎𝑏𝑐𝑑𝑒 give
rise to 4-regular multigraph representa-
tions of the local complementation orbits
of the linear cluster and GHZ state with
five quits.
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double-occurrence word W(𝐺) can be seen as an Eulerian tour E(𝐺) on
a connected 4-regular multigraph.

Such a 4-regular multigraph can be constructed from a double-occurrence
word by taking its letters as the vertex set and drawing an edge between
adjacent letters in the double occurrence word as well as between the
first and the last letter; Figure 8.4 visualizes this for 𝐿5 and 𝐾5. The
double-occurrence word is in turn representing an Eulerian tour on this
graph, since it is describing a tour along the graph’s edges such that
every edge is visited exactly once.

As local complementations on a circle graph simply reverse the order
of subwords in the underlying double-occurrence word, reversals of
the corresponding subtours will give new Eulerian tours on the same
multigraph: It is indeed true that circle graphs are local complementation
equivalent if and only if they can be seen as Eulerian tours on the same
4-regular multigraph [Bou88].

8.3 Vertex minors of circle graphs

Vertex minor relations (see Definition 5.3) for circle graphs can also be
described in this framework. Lemma 8.1 uses the above representation of
local complementation orbits as 4-regular multigraphs: Every circle graph
𝐺 defines a 4-regular multigraph 𝐹 induced by the double-occurrence
word W(𝐺) that describes an Eulerian tour E(𝐺) on 𝐹.

Lemma 8.1 ([DHW20b]) Let 𝐹 be the 4-regular multigraph defined by a
circle graph 𝐺. A circle graph 𝐻 is a vertex minor of 𝐺 if and only if there
exists an Eulerian tour E′(𝐺) on 𝐹 such that 𝐻 is given by deleting the
vertices 𝑉𝐺 \𝑉𝐻 from the corresponding double-occurrence word W′(𝐺),
i.e. W(𝐻) = W′(𝐺)[𝑉𝐻].

For a proof of the lemma, we refer the reader to Reference [DHW20b].
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(i) a b c d e f g

(ii) a b c d e f g

(iii) a b c d e f g

(iv) a b c d e f g

Figure 8.5: The 4-regular multigraph cor-
responding to the seven vertex line graph
(𝑖) has an Eulearian tour given by the
double-occurrence word

𝑎 𝑏 𝑑 𝑓 𝑔 𝑎 𝑏 𝑐 𝑑 𝑒 𝑓 𝑔 𝑒 𝑐.

Deleting the letters 𝑐 and 𝑒 in the steps
(𝑖) → (𝑖𝑖) and (𝑖𝑖𝑖) → (𝑖𝑣) yields the
double-occurrence words

𝑎 𝑏 𝑑 𝑓 𝑔 𝑎 𝑏 �C𝑐 𝑑 𝑒 𝑓 𝑔 𝑒 �C𝑐

𝑎 𝑏 𝑑 𝑓 𝑔 𝑎 𝑏 �C𝑐 𝑑 𝑒 𝑓 𝑔 𝑒 �C𝑐

and
𝑎 𝑏 𝑑 𝑓 𝑔 𝑎 𝑏 �C𝑐 𝑑 �C𝑒 𝑓 𝑔 �C𝑒 �C𝑐

respectively. As the latter is also describ-
ing an Eulerian tour on the 4-regular
multigraph corresponding to the complete
graph on five vertices, 𝐻 = 𝐾5 is a vertex
minor of 𝐺 = 𝐿7 according to Lemma 8.1
with 𝑉𝐺 \𝑉𝐻 = {𝑐, 𝑒}.

8.4 Transforming linear cluster to GHZ states

With Lemma 8.1, it is easy to see that a linear cluster state of size 2𝑘+1 can
be transformed into a GHZ state of size 𝑘 + 2 by local Clifford operations,
local Pauli measurements and classical communication. The case 𝑘 = 3 is
visualized in Figure 8.5.

The transformation shown in Figure 8.5 explains which GHZ extraction
patterns are allowed when aiming to transform a linear cluster state into
a GHZ state. The special structure of the 4-regular multigraph at the
ending vertices of the linear cluster state allows for two vertices to be
part of the final GHZ state, whereas for the interior nodes only every
second can be part of the final GHZ state.

A similar figure as Figure 8.5 for linear cluster states of size 2𝑘 would
show that they can be transformed into GHZ states of size 𝑘 + 1. Both
results taken together imply that a linear cluster state on 𝑛 qubits can be
transformed into a GHZ state of size ⌊(𝑛 + 3)/2⌋.

We can even show that ⌊(𝑛 + 3)/2⌋ is the size of the largest possible GHZ
state that |𝐿𝑛⟩ can be transformed into. To prove this by contradiction
using the notion of the Pauli persistency of graph states.

Definition 8.5 (Pauli persistency [BR01]) The minimal number of local
Pauli measurements to disentangle a graph state its Pauli persistency.

Definition 8.6 (Vertex cover) A vertex cover of a graph 𝐺 = (𝑉, 𝐸) is a
subset of vertices 𝑉cover ⊂ 𝑉 such that every edge (𝑣, 𝑤) ∈ 𝐸 has at least
one endpoint in 𝑉cover. That is (𝑣, 𝑤) ∈ 𝐸 ⇔ 𝑣 ∈ 𝑉cover ∨ 𝑤 ∈ 𝑉cover.
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In Reference [HEB04] it is shown that any vertex cover of a graph gives
an upper bound |𝑉cover | to the Pauli persistency of the corresponding
graph state. This allows us to calculate the Pauli persistency for both
linear cluster and GHZ states.

Lemma 8.2 (Pauli persistency of GHZ states) The Pauli persistency of
GHZ states of arbitrary size is 1.

Lemma 8.3 (Pauli persistency of linear states) The Pauli persistency of
linear cluster states states with 𝑛 qubits is ⌊𝑛/2⌋.

Proof. While finding a minimal vertex cover is known to be NP-hard, it is
straightforward for 𝐾𝑛 and 𝐿𝑛 .

For star graphs and complete graphs 𝐾𝑛 representing GHZ states, a
minimal vertex cover is obviously given by the central vertex of the star
or any vertex of the complete graph.

For linear graphs 𝐿𝑛 , a minimal vertex cover is given by 𝑉cover =

{2, 4, . . . , 𝑛} for even 𝑛 and by 𝑉cover = {2, 4, . . . , 𝑛 − 1} for odd 𝑛.
In the first case we have |𝑉cover | = 𝑛/2 = ⌊𝑛/2⌋ and in the second case
𝑉cover = ⌊𝑛/2⌋.

We can now use the above lemmas to prove the upper bound on the size
of the GHZ states into which linear cluster states can be transformed.

A slightly lower value for the upper bound
of was mentioned without proof in Refer-
ence [BR01]. The authors claimed that one
can extract GHZ states of size 𝑛/2 –which
is true but not optimal.

Theorem 8.4 (Transforming |𝐿⟩ into |𝐾⟩) The size of a GHZ state that a
linear cluster state on 𝑛 qubits can be transformed into with local Clifford
operations, local Pauli measurements and classical communication is upper
bounded by ⌊(𝑛 + 3)/2⌋.

Proof. Assume that it would be possible to transform |𝐿𝑛⟩ into a GHZ
state of size larger than ⌊(𝑛 + 3)/2⌋, i.e. that it is possible to transform it
into an (⌊(𝑛 + 3)/2⌋ + 1)-partite GHZ state. Then, since the two equalities

⌊(𝑛 + 3)/2⌋ + 1 = ⌊(𝑛 + 1)/2⌋ + 2 (8.1)
𝑛 = (⌊(𝑛 + 1)/2⌋ + 2) + (⌈(𝑛 + 1)/2⌉ − 2) − 1 (8.2)

hold, we know that at least ⌈(𝑛 + 1)/2⌉ − 3 qubits of the linear cluster
state |𝐿𝑛⟩ were Pauli measured.

Since GHZ states have Pauli persistency 1, just one additional Pauli
measurement can disentangle the (⌊(𝑛 + 3)/2⌋ + 1)-partite GHZ state.
But that means that

⌈(𝑛 + 1)/2⌉ − 3 + 1 = ⌈(𝑛 + 1)/2⌉ − 2

Pauli measurements disentangled a linear cluster state of size 𝑛. This is a
contradiction to linear cluster states having Pauli persistency ⌊𝑛/2⌋ since
⌈(𝑛 + 1)/2⌉ − 2 < ⌊𝑛/2⌋.
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Figure 8.6: Example of extracting GHZ states from a linear cluster state with seven qubits: The only 5-partite GHZ state that this resource
can be transformed into is on the qubits corresponding to 1, 2, 4, 6, 7 and is highlighted in green. For 4-partite GHZ states, we also highlight
all 15 possible extraction patterns in green, while the patterns in brown are impossible due to Lemma 8.5 and the patterns shown in violet
are impossible due to both Corollary 8.6 and Lemma 8.5. Note that due to Theorem 8.4 it is impossible to extract GHZ states with six or
more qubits from this resource –it is however trivially possible to extract all combinations of three-partite GHZ states.

8.5 An alternative proof

We provide an alternative proof of the upper bound of Theorem 8.4
in [Jon+22b]. This alternative proof can be succinctly formulated in the
stabilizer formalism. Since its formulation offers some additional insight
into which transformations are impossible, we will mention the proven
statements here for completeness.

The following sections closely follow the
text of Reference [Jon+22b], which was
written by both myself and my co-authors.

To formulate the impossibility results, we introduce some notation: As
we have already seen the resource 𝑛-partite linear cluster state |L⟩𝑉𝐿
corresponds to a line graph on the vertices 𝑉𝐿 := {1, 2, . . . , 𝑛}. This
ordered set structure allows us to use the terms left and right neighbors
of 𝑖 to indicate any vertices ℎ, 𝑗 with ℎ < 𝑖.

Let further 𝑉𝐾 ⊂ 𝑉𝐿 be a set of vertices for which we can extract
a GHZ state from the linear cluster resource state. Performing Pauli
measurements on the qubits corresponding to 𝑉𝑀 := 𝑉𝐿 \ 𝑉𝐾 , we ob-
tain a postmeasurement state which is local Clifford equivalent to the
|𝑉𝐾 |-partite GHZ state. By performing local operations based on the
measurement outcomes, the state can then be locally transformed into
this GHZ state.

This ordered set construction allows for 𝑉𝐾 to inherit the neighbor
structure from the linear network 𝑉𝐿. The set 𝑉𝐾 has boundaries in the
order induced by 𝑉𝐿. We refer to sequential neighbors in 𝑉𝐾 as islands.

Definition 8.7 (Boundaries, 𝑘-island) We refer to the smallest and largest
element of𝑉𝐾 as the boundaries of the GHZ state. A 𝑘-island is any selection
of consecutive vertices 𝑖 , 𝑖 + 1, . . . , 𝑖 + 𝑘 ∈ 𝑉𝐾 .
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Now Lemma 8.5 is an impossibility result for 2-islands. The implications
of Lemma 8.5 for the special case 𝑛 = 7 are shown in Figure 8.6.

Lemma 8.5 (Constraints on 2-islands) No 2-island can have both a left
and a right neighbor in 𝑉𝐾 . If two vertices 𝑖 , 𝑖 + 1 are in 𝑉𝐾 , then there is
either no vertex to the left of 𝑖 or no vertex to the right of 𝑖 + 1.

Lemma 8.5 implies that all vertices 𝑖 in the extracted GHZ state have to be
isolated in the linear cluster state: With the exception of the boundaries,
𝑖 ∈ 𝑉𝐾 implies that 𝑖 − 1 and 𝑖 + 1 cannot be in 𝑉𝐾 .

A corollary for 3-islands follows directly by choosing two sequential
nodes from the 3-island and using Lemma 8.5.

Corollary 8.6 If 𝑉𝐾 contains a 3-island, then |𝑉𝐾 | = 3.

The alternative proof of Theorem 8.4, i.e. the upper bound |𝑉𝐾 | ⩽
⌊(𝑛 + 3)/2⌋, then follows directly.

Proof. As there are at most two 2-islands, for every other 𝑖 in 𝑉𝐾 both
neighbors 𝑖 ± 1 are measured. Thus, to maximize |𝑉𝐾 |, we may have
1, 2, 𝑛−1, 𝑛 in𝑉𝐾 , and𝑉𝑀 containing every other vertex in between: For 𝑛
odd,𝑉𝑀 = {3, 5, . . . , 𝑛−2}; for 𝑛 even𝑉𝑀 = {3, 5, . . . , 𝑛−5, 𝑛−3, 𝑛−2}.

In the even case, 𝑛 − 2 must be measured due to Corollary 8.6. In both
cases |𝑉𝐾 | = 𝑛 − |𝑉𝑀 | is upper bounded by ⌊(𝑛 + 3)/2⌋.

Note that if 𝑛 is even, there is more than one such pattern. While we
have chosen here to measure the two consecutive vertices, 𝑛 − 3 and
𝑛−2, other possibilities would have been to measure consecutive vertices
further to the left and measure only the even vertices to the right. Another
possibility would have been to measure not two consecutive vertices, but
a qubit of one of the 2-islands, i.e. either of 1,2,𝑛 − 1 or 𝑛. It is important
to note that here all the resulting sets 𝑉𝑀 have the same size.

The preceding sections closely follow the
text of Reference [Jon+22b], which was
written by both myself and my co-authors.

8.6 Why GHZ states?

Having thoroughly analyzed how to convert linear cluster states into
GHZ states, we should naturally ask ourselves why we would want to
obtain GHZ states in the first place.

The answer is simple. We can use GHZ states in a number of quantum
communication protocols such as quantum secret sharing [HBB99; WE21],
quantum Byzantine agreement [FGM01] and quantum conference key
agreement [Mur+20].

Although all of these GHZ-protocols are interesting in their own right,
we will here focus only on the latter: quantum conference key agreement.
GHZ states not only allow us to generate secret conference encryption
keys, but they even allow us to generate these keys anonymously.
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9.1 Quantum conference key agreement

As we explored in the previous chapters, an important application of
quantum information processing is to provide additional security for
communication.

Most commonly, two parties, Alice and Bob, are assumed to want to
establish a shared secret key to encrypt their further communication
(cf. Section 3.3). Since their introduction [BB84a], quantum key distri-
bution (QKD) protocols have been proposed and implemented in a
standard fashion, although there are still some practical challenges to be
overcome [Dia+16].

Quantum conference key agreement (CKA) explores a more general
scenario where multiple parties wish to establish a shared secret key. For
a concise review, we refer the interested reader to Reference [Mur+20].

In a generic quantum conference key agreement protocol some number
𝑛 of users or participants sharing entangled quantum resources aim to
establish a secure conference key by public communication and local
operations on their part of the entangled resources. While CKA could be
achieved by establishing 𝑛(𝑛 − 1) bipartite QKD keys between 𝑛 users
and distributing a shared key securely encrypted by the bipartite keys,
we will here only concern ourselves with protocols utilizing multipartite
entanglement to generate the secure secret key directly.

Commonly, one of the participants –referred to as Alice– has a distin-
guished role in the CKA protocol. All other participants that do not
occupy the special role of Alice are referred to as Bobs. Similar to the steps
of the BB84 protocol presented in Figure 3.1 such key generation protocols
typically include three steps: The (𝑖) distribution of the entangled resource
state to the users, some –often randomly chosen– (𝑖𝑖) measurements of
this resource by the users over multiple rounds, followed by classical
(𝑖𝑖𝑖) postprocessing of the generated measurement outcome data.

The measurement rounds are typically divided further into key generation
rounds and verification rounds. While the former are the ones that
are eventually used to obtain the conference key, the latter are just as
important for the information theoretic security of the key. The verification
rounds allow the participants to detect eavesdropping or any tampering
with the entanglement source.

The measurement outcome data postprocessing typically involves three
further steps.

First, the so-called parameter estimation serves both to detect malicious
tempering and to estimate the correlations between the participants. In
order to achieve this, they broadcast the outcomes of their verification
rounds as well as the outcomes of some randomly selected key generation

103
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rounds. While parameter estimation reduces the size of the raw key
generated in the key generation rounds, it is vital for both the correctness
and the security of the key.

In a second step, an error correction or information reconciliation protocol is
required for the participants to ensure that their raw keys match. The key
that Alice generated is defined to be the correct raw key and the error
correction protocol ensures that the Bobs modify their keys to match that
of Alice. These protocols require the exchange of classical information
for coordination.

Finally, privacy amplification is the process of turning the partly secure raw
keys of all participants into a secure key shared by all participants. For
this, Alice randomly chooses a hash function from a two-universal family
of hash functions and sends her choice to the Bobs. All participants apply
the hash function to the raw key to obtain the final secure conference
key.

9.2 Anonymous Conference Key Agreement

In the multi-party setting of quantum conference key agreement, we
introduced a new notion of anonymity, where we required that the
identities of the parties sharing the secret key are all protected [HJP20].

The following sections closely follow the
text of Reference [HJP20], which was
written by both myself and my co-authors.

Such scenarios are highly relevant for several reasons. One example is
the case of whistleblowing; an individual might want to disseminate
an encrypted message such that certain parties can decrypt it, while
the identities of all parties involved remain secret. For such anonymous
whistleblowing, the underlying protocol must involve non-participating
parties, so that an authority managing the network cannot find out who
is participating in the secret communication.

In Reference [HJP20], we introduced the first multipartite protocol that
provides anonymity for both a sender and multiple receivers alike. To
achieve this goal, we had to address two different elements: Anonymity
and multiparty key generation. By combining both elements, we proposed
an anonymous conference key agreement protocol that allows a sender
to deliver a private message to specific recipients of her choice, while
keeping her identity secret from external parties and even from each
other. The protocol is visualized in Figure 9.1.

Figure 9.1: Reference [HJP20] introduced
the first multipartite protocol that pro-
vides anonymity for both a sender and
multiple receivers alike, while keeping the
sender’s identity secret from external par-
ties and even from each other.



9.2 Anonymous Quantum CKA 105

Previous work on anonymity

Previous work [CW05] had shown how to achieve anonymous trans-
mission of classical bits using the natural correlations of the GHZ
state [GHZ89b] and how to anonymously generate bipartite entangle-
ment from a larger GHZ state. In Reference [Unn+19], the latter was
further developed by adding a scheme for anonymously notifying the re-
ceiver and verifying the anonymous entanglement generation [Pap+12b;
McC+16].

However, since it is impossible to extract multiple bipartite Bell states
from a single GHZ state, we needed an alternative approach that allowed
us to perform anonymous conference key agreement between a subset of
parties in a given network. One approach could have been to use other
multipartite entangled quantum states [LOW10b; HPE19; Goy+15] to
generate bipartite entanglement between the sender and all receivers
separately (see Chapter 5). However, this would have increased the
consumption of quantum resources.

In Reference [HJP20], we showed that it is indeed possible to anony-
mously create the necessary entanglement between sender and receiver
simultaneously by using a single GHZ state shared by a source over the
network.

Protocol overview

Our anonymous conference key agreement protocol aims to establish
a secret key between the sender, whom we call Alice, and 𝑚 receiving
parties of her choice. We use both Bob and receiver to refer to each of these
receiving parties, and participants to refer to Alice and all Bobs.

The 𝑚 + 1 ⩽ 𝑛 participants are part of a larger network of 𝑛 parties. The
𝑚 Bobs are notified anonymously by Alice via a notification protocol
(cf. Section 9.2). A large GHZ state (see Section 4.3 and Figure 9.2) is
then shared between all 𝑛 parties, which can be done either centrally or
using a given network infrastructure via quantum repeaters or quantum
network coding [Epp+17]. From this 𝑛-partite GHZ state, we then show
how to anonymously extract an (𝑚 + 1)-partite GHZ state that is shared
only between the participants. The resulting state can then either be
verified or used to perform a conference key agreement protocol.

Both the identities of the participants and their shared key are hidden
from an attacker Eve in our protocols. We assume that Eve either follows
the protocol and controls a single node in the network or deviates from
the protocol and controls multiple non-participating nodes.

Preliminaries

We denote by N the set of all 𝑛 := |N| parties in the network and by
P := {𝐴, 𝐵1 , . . . , 𝐵𝑚} the set of protocol participants, where 𝐴 refers to
Alice and {𝐵𝑖}𝑚𝑖=1 refers to the 𝑚 Bobs she selects.

Let Eve be an attacker whose goal is to learn P. When Eve corrupts
some parties, she trivially learns their role in the protocol, i.e., whether
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they belong to P or not. By IEve we denote this information as well
as any prior information about {Pr(G = P)}G⊂N, i.e., the probability
distribution that a subset G of the parties is equal to P. Denoting by
I+

Eve the additional information available to Eve during the protocol, one
can define anonymity by requiring that the execution of the protocol
increases Eve’s knowledge only in a trivial way.

Definition 9.1 (Anonymity) A protocol is anonymous from the perspective
of Eve if for all subsets G ⊂ N

Pr
(
G = P | I+

Eve ,IEve
)
= Pr (G = P | IEve ) , (9.1)

where I+
Eve is the information that becomes available to Eve during the

protocol and IEve is both the information that Eve has beforehand and trivial
information that she obtains about the parties that she corrupts.

Here, by trivial information we mean the information available to each
party regarding their role in the protocol, i.e., whether they belong to P
or not.

In the context of the key agreement, we can assume that the participants
are not corrupted by a malicious Eve, as this would compromise the entire
key. We therefore assume that the participants are honest but curious,
i.e., that they follow the protocol to establish a key, but may otherwise be
interested in learning the identity of the other participants. For the non-
participating parties, we consider the same honest-but-curious model as
well as a completely dishonest model.

Accordingly, N can be partitioned into the following three disjoint sets:

P: honest-but-curious participating parties;
H: honest-but-curious non-participating parties;
C: dishonest and colluding non-participating parties.

C

P

H

The set N of all parties in the network is
partitioned into three disjoint sets such
that N = P ∪ H ∪ C.

We assume that Eve either follows the protocol and controls a single
party in P or H, or that she deviates from the protocol and controls
C. Note, however, that our definition of anonymity (Definition 9.1) is
also applicable to other corruption models and therefore applies more
generally to any cryptographic protocol.

As mentioned above, our CKA protocol exploits the correlations of a
shared GHZ state to generate the conference key. Since the parties in C
could apply an arbitrary quantum map to their system, this would result
in a state 𝜖 close to 𝜌N := |N⟩⟨N|, with

|N⟩ = 1√
2
(|0 · · · 0⟩P∪H ⊗ |Ψ⟩C + |1 · · · 1⟩P∪H ⊗ |Φ⟩C) (9.2)

Here, the two states on C need not be orthogonal. Nor do they have
to be pure, but since mixed states offer no advantage to Eve, we can
assume that they are. For a discussion of untrusted or faulty sources see
Section 9.

With the above definitions, we are now ready to present the subprotocols
of the anonymous conference key agreement protocol. All the protocols
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we propose are anonymous according to Definition 9.1. Detailed proofs
can be found in Appendix 12.3.

Generating anonymous multiparty entanglement

Protocol 1 is visualized in Figure 9.2,
Protocol 2 in Figure 9.3,
Protocol 3 in Figure 9.4 and
Protocol 4 in Figure 9.5.

We begin by introducing two sub-protocols, Notification (Protocol 1) and
Anonymous Multiparty Entanglement (AME, Protocol 2). Our version of
Notification is based on Reference [BT07] and is a classical protocol used
by Alice to notify the 𝑚 receiving agents, while preserving anonymity
for all parties involved. The protocol requires pairwise private classical
communication –which can be established using a key generation protocol
with a Bell pair as shown in Section 3.3– and access to private sources of
randomness. An illustration of Protocol 1 can be found in Figure 9.2.

Protocol 1: Notification
Input :Alice’s choice of 𝑚 receivers.
Output :The 𝑚 receivers get notified.

1 forall agents 𝑖 in {1, . . . , 𝑛} do
2 forall agents 𝑗 in {1, . . . , 𝑛} do
3 if 𝑗 = 𝑗𝑎 corresponds to Alice and 𝑖 is not a receiver then
4 Alice chooses 𝑛 random bits

{
𝑟 𝑖
𝑗 ,𝑘

}𝑛
𝑘=1

such that⊕𝑛
𝑘=1 𝑟

𝑖
𝑗 ,𝑘

= 0. She sends bit 𝑟 𝑖
𝑗 ,𝑘

to agent 𝑘.
5 else if 𝑗 = 𝑗𝑎 corresponds to Alice and 𝑖 is a receiver then
6 Alice chooses 𝑛 random bits

{
𝑟 𝑖
𝑗 ,𝑘

}𝑛
𝑘=1

such that⊕𝑛
𝑘=1 𝑟

𝑖
𝑗 ,𝑘

= 1. She sends bit 𝑟 𝑖
𝑗 ,𝑘

to agent 𝑘.
7 else
8 When 𝑗 ≠ 𝑗𝑎 , the agent chooses 𝑛 random bits

{
𝑟 𝑖
𝑗 ,𝑘

}𝑛
𝑘=1

such that ⊕𝑛
𝑘=1 𝑟

𝑖
𝑗 ,𝑘

= 0 and sends bit 𝑟 𝑖
𝑗 ,𝑘

to agent 𝑘.

9 forall agents 𝑘 in {1, . . . , 𝑛} do
10 Agent 𝑘 receives

{
𝑟 𝑖
𝑗 ,𝑘

}𝑛
𝑗=1

, computes 𝑧 𝑖
𝑘
=

⊕𝑛
𝑗=1 𝑟

𝑖
𝑗 ,𝑘

and

sends it to agent 𝑖.
11 Agent 𝑖 takes the received

{
𝑧 𝑖
𝑘

}𝑛
𝑘=1 to compute 𝑧 𝑖 = ⊕𝑛

𝑘=1 𝑧
𝑖
𝑘
; if

𝑧 𝑖 = 1 they are thereby notified to be a designated receiver.

In Protocol 1 anonymity is preserved following Reference [BT07]. Re-
member that due to the nature of our goal, the identities of the Bobs
are available to Alice since she selected them. The Notification protocol
requires O

(
𝑛3) communication channel uses between pairs of parties.

Note that the Notification protocol would allow Alice to anonymously
transmit the same bit to all receivers to establish a common key. However,
such a process would be extremely inefficient; if one Bell pair is required
for each private classical communication round, then O

(
𝑛3) Bell pairs

would be consumed for each bit of the generated key.

If instead we use Notification only once to notify the receivers, we can
exploit the properties of the shared multipartite entanglement to establish
a common key more efficiently while maintaining the anonymity that
Protocol 1 provides.
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Protocol 2 is visualized in Figure 9.3. After the Notification protocol, we now introduce the second sub-protocol
Anonymous Multiparty Entanglement (AME), shown in Figure 9.3. As a
generalization of the anonymous Bell state distribution protocol first pro-
posed in Reference [CW05], it is a protocol for anonymously establishing
GHZ states.

Here, 𝑛 parties are sharing an 𝑛-partite GHZ state, and 𝑚 + 1 of them
(Alice and the 𝑚 receivers) want to anonymously end up with a smaller,
(𝑚 + 1)-partite GHZ state. To achieve this, all parties need access to
a broadcast channel –a necessary requirement to achieve any kind of
anonymity for participants in a communication setting [Fit+02].

Protocol 2: Anonymous Multiparty Entanglement (AME)
Input :A shared GHZ𝑛 state;

Alice knowing the identities of the non-participants P.
Output :A GHZ𝑚+1 state shared between P.

1 forall agents 𝑖 in {1, . . . , 𝑛} do
2 if 𝑖 ∈ P then
3 When 𝑖 ∈ P, agent 𝑖 measures in the 𝑋-basis and stores the

measurement outcome as 𝑥𝑖 .
4 else
5 When 𝑖 ∈ P, i.e. agent 𝑖 is Alice or one of the Bobs, agent 𝑖

draws a uniformly random bit 𝑥𝑖 .
6 Agent 𝑖 broadcasts 𝑥𝑖 . These broadcasts are in a random order

or, if possible, simultaneously.
7 Alice applies a 𝑍 gate if ∑𝑖∈P 𝑥𝑖 = 1 (mod2), i.e. if the parity of the

non-participating parties’ bits is odd.

The correctness of the Anonymous Multiparty Entanglement (AME) protocol
follows from the proof in Reference [CW05]. With the Hadamard matrix
𝐻 we can rewrite the GHZ𝑛 state as proportional to∑

𝑥∈{0,1} |P|

[
|0 · · · 0⟩P + (−1)Δ(𝑥) |1 · · · 1⟩P

]
⊗ 𝐻P |𝑥⟩P , (9.3)

where Δ(𝑥) is the Hamming weight of 𝑥 and the indices P and P indicate
the participating and non-participating parties, respectively.

Since𝐻 transforms the 𝑋 and 𝑍 bases into each other (see Definition 2.4),
the state shared between Alice and the Bobs after the 𝑋-measurements
in line 2 and 3 of Protocol 2 is

1√
2
[|0 · · · 0⟩P+ (−1)Δ(𝑥) |1 · · · 1⟩P

]
, (9.4)

where 𝑥 contains all measurement outcomes announced in line 6. Finally,
calculating Δ(𝑥), Alice locally corrects the state to obtain the desired
GHZ𝑚+1 state.

In terms of anonymity, the key elements are the intrinsic correlations of
GHZ states. As observed in Reference [CW05], any rotation around the
𝑧-axis (cf. Figure 2.1) applied to any qubit of a GHZ state has the same
effect on the global state independent of the chosen qubit.
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Figure 9.2: Visualization of Protocol 1. The
table (e) contains all 𝑟 𝑖

𝑗 ,𝑘
for a fixed agent

𝑃𝑖 ∈ N in the Notification protocol. Here,
we identify Alice with 𝑃1. She chooses{
𝑟 𝑖1,𝑘

}𝑛
𝑘=1

and (a) sends them to 𝑃𝑘 in line
3 to 6 of Protocol 1. Note that only if 𝑃𝑖 is a
receiver, the green row adds up to 1 (mod
2); otherwise to 0 (mod2). Analogously,
the second green highlighting shows line
7 and 8 of Protocol 1 from the perspective
of𝑃𝑗′ (b). This and all other rows add up to

0 (mod2). The
{
𝑟 𝑖
𝑗 , 𝑗′

}𝑛
𝑗=1

that 𝑃𝑗′ receives

(c) in lines 9 and 10 are highlighted in
violet. The last row, highlighted in brown,
shows (d) the

{
𝑧 𝑖
𝑘

}𝑛
𝑘=1 received by 𝑃𝑖 in

line 11. By construction, only if 𝑃𝑖 is a
receiver, it adds up to 1(mod2).
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Figure 9.3: Visualization of Protocol 2. A GHZ𝑛 state is shared with all agents left of arrow (1). Here, the participants are highlighted in
green and the non-participants in violet. Since the shared GHZ𝑛 state is agnostic of the receivers’ identities and all agents are entangled
right of arrow (1), they are all highlighted in green. Right of arrow (2), all non-participating parties are disentangled and therefore not
highlighted anymore. The 𝑚 Bobs and Alice now share a GHZ𝑚+1 state after completing the steps of AME.
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To correct the state, Alice only needs the parity of the measurement
outcomes of the non-participating parties, yet, masking their identity, each
Bob announces a random bit too. No information about the operations
performed by the different parties can be inferred, since all announced bits
are provably uniformly random and a 𝑍 gate does not reveal the position
of the qubit it was applied to either. Only Alice knows the identities of
the Bobs, so only she is able to discern the measurement outcomes from
the random bits. See Appendix 12.3 for a detailed discussion on why the
protocol does not reveal information about the identity of either Alice or
the Bobs in untrusted settings.

A combination of the above two protocols allows for an anonymous
distribution of a GHZ𝑚+1 state, which in turn can be measured in the
𝑍 basis by all participants to generate a shared secret key. However, to
be secure against dishonest or eavesdropping parties, the state must be
verified.

Anonymous verification of entanglement

In the case of an untrusted source, any verification could be performed
immediately after the state is distributed. However, one party in P might
not measure in Protocol 2 and thereby be part of the extracted, then
(> 𝑚+1)-partite, GHZ state. This security risk was independently noticed
in Reference [Yan+20] for the case of two-party communication.

To detect both a faulty source and dishonest parties, the verification of
the state has to be postponed until after Protocol 2. Note that in this
setting, only the communication of authorized parties is considered by
Alice.

Protocol 3 is visualized in Figure 9.4. Protocol 3 verifies that the state on P is close to the GHZ𝑚+1 state, and
therefore also disentangled from all other parties, including the dishonest
and colluding ones in C. Protocol 3 is similar to Reference [Pap+12a] and
inspired by the studies of Reference [BBT03], but adjusted here to protect
the identities of the participants and to always set the verifier to be Alice.
It requires private sources of randomness and a classical broadcasting
channel. It is visualized in Figure 9.4.

Protocol 3: Verification
Input :A shared state between |P| = 𝑚 + 1 parties.
Output :Verification or rejection of the shared state as a GHZ𝑚+1

state by Alice.
1 forall agents 𝑗 in {1, . . . , 𝑛} do
2 if 𝑗 corresponds to Bob 𝐵𝑖 then
3 𝐵𝑖 draws a random bit 𝑏𝑖 and measures in the 𝑋- or the

𝑌-basis if it equals 0 or 1, respectively. They store the
measurement outcome 𝑜𝑖 and basis bit as (𝑏𝑖 , 𝑜𝑖) = (𝑏, 𝑜).

4 else
5 Agent 𝑗 is Alice or 𝑗 ∈ P. They draw two uniformly random

bits (𝑏, 𝑜). Alice’s bits are (𝑏0 , 𝑜0) = (𝑏, 𝑜).
6 Agent 𝑗 broadcasts both bits (𝑏, 𝑜).
7 Alice resets her bit such that ∑𝑚

𝑖=0 𝑏𝑖 = 0 (mod2). She measures in
the 𝑋- or 𝑌-basis if her bit equals 0 or 1 –thereby also resetting 𝑜0.

8 If and only if 1
2
∑
𝑖 𝑏𝑖 +

∑𝑚
𝑖=0 𝑜𝑖 = 0 (mod2), Alice accepts the state.
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(b)

Figure 9.4: Visualization of Protocol 3 for
the anonymous verification of entangle-
ment. Although Alice should be entangled
only with the Bobs she notified, she (a)
does not know whether this is the case for
certain. By running the verification pro-
tocol (b), Alice can statistically determine
whether she is.

From Reference [Pap+12a], we know that the state is verified to be
increasingly close to the GHZ state with the number of passed verification
rounds. To conceal their identities, the parties in P need both H and C to
announce random bits as well. This renders all public communication
uniformly random. Since the relevant quantum correlations are only
accessible to Alice, all parties are indistinguishable from Eve’s point of
view.

Anonymous conference key agreement

Protocol 4 is visualized in Figure 9.5.We are now ready to define Protocol 4 for anonymously generating a secret
key between the participants P, where we introduce the parameters 𝐿 as
the number of shared GHZ states and𝐷 as a parameter both determining
the level of security and the length of the generated shared key. Protocol 4
is visualized in Figure 9.5.

The main difference between the proposed protocol and the one in
Reference [Unn+19] is that the nonparticipating parties are asked to
announce random values to mask the identities of the authorized parties
and that the protocol aborts if the values are not announced in time.
Protocol 4 combines all previous protocols and additionally requires a
public source of randomness.

Protocol 4: Anonymous conference key agreement
Input :Alice as initiator; parameters 𝐿 ∈ ℕ and 𝐷 > 0.
Output :Anonymous secret key between P.

1 Alice notifies the 𝑚 Bobs with Protocol 1.
2 forall of the 𝐿 GHZ states generated by the source do
3 The parties run Protocol 2 on the GHZ state. A public source of

randomness broadcasts a bit 𝑏 such that Pr[𝑏 = 1] = 1
𝐷 .

4 if 𝑏 = 0 then
5 Verification round: If 𝑏 = 0, Alice runs Protocol 3 on the

(𝑚 + 1)-partite state. The remaining parties announce
random values.

6 else
7 Keygen round: If 𝑏 = 1, Alice and the Bobs 𝑍-measure to

obtain a shared secret bit.
8 if Alice accepts all verification rounds then
9 Alice anonymously validates the protocol.
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Figure 9.5: Visualization of Protocol 4. Alice notifies the 𝑚 Bobs with Protocol 1. During all 𝐿 rounds of Protocol 4 the parties run Protocol 2
on the GHZ state that is provided by the source. A public source of randomness broadcasts a bit 𝑏 such that Pr[𝑏 = 1] = 1

𝐷
. If 𝑏 = 0,

Protocol 3 is run to verify the (𝑚 + 1)-partite state. If 𝑏 = 1, Alice and the Bobs 𝑍-measure to generate a shared secret bit.

Protocol 4 establishes a secret key between the participants while keeping
their identities secret from outsiders as well as from each other.

The verification rounds ensure that the state on P is on average 𝜖 close to
the GHZ𝑚+1 state, where 𝜖 decreases monotonically with the number of
verification rounds; the state thus contains correlations only observable
by Alice. Likewise, neither the public communication nor the remainder
of the state are correlated with the identities.

On average 𝐿[1 − (1/𝐷)] states are used to verify the state. Therefore
the key rate of Protocol 4 approaches 𝐿/𝐷 in the asymptotic limit. See
Appendix 12.3 for a detailed proof of anonymity.

Note that within our combined Protocol 4, the verification implicitly
verifies the notification, as the bits that Alice considers would otherwise
not exhibit the correct correlations.

All protocols are self-contained in the way we presented them. However,
when combined, one could reduce both the communication overhead
and the number of applied quantum operations.

Specifically, instead of issuing random values, the participants could
simply announce the outputs of the verification process during the next
round. In the same sense, Alice does not need to perform the 𝑍-correction
at the end of Protocol 2, since she can choose a complementary set of
stabilizer measurements during the verification protocol.
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Alice Bob Charlie

Figure 9.6: Alice, Bob and Charlie connected with non-participants in linear network. Their positions are unknown to the non-participants.

Related work

In Reference [HJP20] we introduced the above protocols to achieve
anonymity for conference key agreement by using multipartite quan-
tum states. Starting from a large GHZ state shared between 𝑛 parties,
Protocol 4 enables a sender to anonymously notify a set of receivers
and establish a secret key that can be used to encrypt a message. This
encrypted message can then be anonymously broadcast by the sender,
using either a classical [BT07] or a quantum protocol [CW05]. While in
Reference [HJP20] we focused on GHZ states, other types of quantum
states have also been used for creating anonymous entanglement, as
well as for conference key agreement [LMW18; GKB19]; it is however
unknown whether they can be combined to achieve the same task as
presented here.

We assumed that the source is not actively malicious. The protocol
might still abort—either due to a noisy state or due to malicious partici-
pants—but anonymity is preserved. If the source is actively malicious,
a privacy leak during a Protocol 2 round can never be caught in time,
since it is run before each Verification round, that is before Protocol 3.
This could be fixed by additionally verifying the 𝑛-partite GHZ after its
initial sharing.

Finally, practical sources and channels can be faulty and hence the need
for anonymous error correction and privacy amplification arises [Epp+17;
Pro+21]. Likewise, a measure of anonymity should be introduced and is
expected to be upper bounded by an appropriate validation via some
closeness measure. While Definition 9.1 aims to capture composability,
further study in appropriate security frameworks is required. We started
to address these issues in follow-up work [Gra+22; Jon+22a], by adjusting
the validation process for noisy states and taking into account the finite-
key effects of real-world implementations.

The preceding sections closely follow the
text of Reference [HJP20], which was
written by both myself and my co-authors.

9.3 Anonymous conference key agreement with
linear cluster states

In further follow-up work [Jon+22a], we bring together the extraction of
GHZ states from linear cluster states with anonymous conference key
agreement. The corresponding linear quantum network is visualized in
Figure 9.6.
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Figure 9.7: Top: In a first step, Bell pairs are shared between the neighboring nodes 𝑁𝑖 and 𝑁𝑖+1 of a linear network. The three qubits
designated to be part of the GHZ state are colored green, brown and violet. Middle: In a second step, the Bell resources are used to create
three linear cluster states via Bell state projection. Alice and Charlie do not perform the projection. Bottom: In a third step the central linear
cluster states are transformed into tripartite GHZ states between Alice, Bob and Charlie.

ACKA with linear cluster states takes advantage of the fact that –for three
qubits– cluster states are locally equivalent to GHZ states. For a detailed
analysis of the relationship, we refer to Section 4.3 and Appendix 11.1.

The following sections closely follow the
text of Reference [Jon+22a], which was
written by both myself and my co-authors.

Our anonymous conference key agreement protocol for linear quantum
networks is divided into three parts: the preparation of the required
multipartite states from the Bell pairs, the anonymous extraction a
tripartite GHZ state from the multipartite states, and the subsequent key
generation with post-processing. Figure 9.7 shows the first two of these
steps.

In Reference [Jon+22a], we only prove that an anonymous quantum
conference key agreement is possible for three parties in a linear net-
work. Since extraction of larger GHZ states from linear cluster states is
possible [Jon+22b], generalization of the protocol to more than three
participants may be possible too. At the time of writing, however, this is
still an open question.

The preceding sections closely follow the
text of Reference [Jon+22a], which was
written by both myself and my co-authors.

9.4 Experimental implementations

We implemented both the first anonymous conference key agreement
protocol and the one in linear networks experimentally in collaboration
with the Barz Group at the university of Stuttgart. In the proof-of-principle
demonstrations, the protocols were run for up to three participants in a
network with four entangled parties.

The implementation of the former [HJP20] can be found in Refer-
ence [Tha+21], while the implementation of the latter [Jon+22a] can
be found in Reference [Rüc+22].

In both proof-of-principle demonstrations, pairs of polarization-entangled
photons were generated via so-called type-II spontaneous parametric down-
conversion. For this purpose Barium borate was pumped with a pulsed
(140 fs) Titanium-Sapphire laser, whose wavelength was upconverted
from 780 nm to 390 nm, i.e., from infrared light with a photon energy
1.59 eV to violet light with a photon energy 3.18 eV.
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With polarization-dependent beam splitters, half wave plates and quarter
wave plates the required multipartite entangled states were then gener-
ated upon postselection. The measurements of the qubits encoded in the
polarization of the photons required further polarizing beam splitters,
half and quarter wave plates for the necessary basis changes –followed
by an avalanche photo diode detector for each party in the network.

Although with current technology the generation of multipartite entan-
glement is still rather noisy, the resulting asymptotic key rate was already
positive in our experiments. Within realistic parameter regimes, we can
hope to see positive finite key rates [Jon+22a; GKB18] for anonymous
conference key agreement experiments in the near future.
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Advances in quantum information theory combined with the rising
demand for data security in networked communication, have made
quantum networks a thriving area of study in recent years. Fundamental
to this research is the manipulation of multipartite entanglement and its
routing through the network, ultimately enabling quantum cryptography,
and thereby information-theoretically secure communication between
network users. This thesis highlights contributions to both fundamental
research on multipartite entanglement and to the ongoing development
of concrete communication protocols and cryptographic solutions.

We have explored the potential for the implementation of quantum
networks for practical applications through the study of quantum graph
states. We saw how these graph states, as instances of multipartite entan-
gled states of quantum particles, can be manipulated by local operations
on individual qubits to control the distribution of entanglement.

We showed how multipartite entangled resources can be transformed
both into different multipartite entanglement [Jon+22b] and into bipartite
entanglement between subsets of selected nodes [HPE19]. In this regime
of local operations on single qubits we also showed no-go results for these
transformations in nearest-neighbor network topologies [Hah+22].

To address the underlying graph-theoretic challenges, we explored the
properties of graph states through the lens of graph invariants. Against
the background of the computational inefficiency of known graph state
invariants under local complementation, we derived a new and easy to
compute invariant by overcoming the need to compute the full set of sta-
bilizers, which grows exponentially with the number of qubits [BH23].

In the final part of the thesis, we then constructed a new quantum cryptog-
raphy protocol in the multipartite setting. Using the complex correlation
patterns of graph state entanglement, we proposed the first protocol
for anonymous key agreement in quantum conferences [HJP20]. In a
proof-of-principle experiment, our protocol was implemented with up to
four participants [Tha+21]. An improved and noise robust version of our
protocol has been published in [Gra+22] and a variant for linear network
topologies in [Jon+22a] and experimentally implemented in [Rüc+22].

It is our hope that this work together with future explorations will
contribute significantly to the realization of the dream of a quantum
internet. Our anonymous communication protocols demonstrate the
advantage of multipartite entanglement over bipartite entanglement for
a concrete cryptographic task in quantum networks. While large-scale
implementation of our protocols remain beyond current experimental
capabilities, there is ample reason for optimism. Thus far, technical
progress has enabled a steady improvement in the performance of
experimentally realized physical qubits.
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Detailed examples 11
11.1 Global phases in the state vector picture

In this section, we study in detail how a linear cluster state of three
qubits |𝐿3⟩ is transformed by local complementation into the graph state
represented by a triangle |𝐾3⟩.

Their adjacency matrices are

Γ𝐿3 := ©«
0 1 0
1 0 1
0 1 0

ª®¬
and

Γ𝐾3 := ©«
0 1 1
1 0 1
1 1 0

ª®¬ .
While it is clear from their graph representations that 𝐾3 can be obtained
from 𝐿3 (and vice versa) via the local complementation 𝜏2, i.e.,

𝜏2(𝐿3) = 𝐾3 , 𝜏2(𝐾3) = 𝐿3 , (11.1)

it is not true that the state vectors 𝑈𝜏
2 |𝐿3⟩, (𝑈𝜏

2 )
† |𝐿3⟩ and |𝐾3⟩ are the

same. They differ by global phases.

With Definition 4.4 we find that

|𝐿3⟩ =
1

2
√

2
[|000⟩ + |001⟩ + |010⟩ − |011⟩ (11.2)

+|100⟩ + |101⟩ − |110⟩ + |111⟩], (11.3)

|𝐾3⟩ =
1

2
√

2
[|000⟩ + |001⟩ + |010⟩ − |011⟩ (11.4)

+|100⟩ − |101⟩ − |110⟩ − |111⟩]. (11.5)

For the local complementation unitary, we can use Equation 4.24 to
explicitly calculate that

𝑈𝜏
2 =

1√
2

©«

𝑖 0 1 0 0 0 0 0
0 1 0 −𝑖 0 0 0 0
1 0 𝑖 0 0 0 0 0
0 −𝑖 0 1 0 0 0 0
0 0 0 0 1 0 −𝑖 0
0 0 0 0 0 −𝑖 0 −1
0 0 0 0 −𝑖 0 1 0
0 0 0 0 0 −1 0 −𝑖

ª®®®®®®®®®®®¬
. (11.6)

Thus, we can calculate the action of the local complementation unitary
on the graph state vector |𝐿3⟩ as

𝑈𝜏
2 |𝐿3⟩ =

(
1
4
+ 𝑖

4

)
[|000⟩ + |001⟩ + |010⟩ − |011⟩ (11.7)

+|100⟩ − |101⟩ − |110⟩ − |111⟩], (11.8)

(𝑈𝜏
2 )

† |𝐿3⟩ =
(
1
4
− 𝑖

4

)
[|000⟩ + |001⟩ + |010⟩ − |011⟩ (11.9)

+|100⟩ − |101⟩ − |110⟩ − |111⟩]. (11.10)
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122 11 Detailed examples

In comparison we can see that 𝑈𝜏
2 |𝐿3⟩, (𝑈𝜏

2 )
† |𝐿3⟩ and |𝜏2(𝐿3)⟩ = |𝐾3⟩

differ by the global phases

1
2
√

2
( 1

4 + 𝑖
4
) = 𝑒−

𝜋
4 𝑖 ,

1
2
√

2
( 1

4 − 𝑖
4
) = 𝑒

𝜋
4 𝑖 , (11.11)

i.e., we have

|𝜏2(𝐿3)⟩ = 𝑒−
𝜋
4 𝑖𝑈𝜏

2 |𝐿3⟩, |𝜏2(𝐿3)⟩ = 𝑒
𝜋
4 𝑖(𝑈𝜏

2 )
† |𝐿3⟩. (11.12)

However, since |𝜓⟩ = 𝑒 𝑖𝛼 |𝜙⟩ implies

|𝜓⟩⟨𝜓 | = 𝑒 𝑖𝛼𝑒−𝑖𝛼 |𝜙⟩⟨𝜙 | = |𝜙⟩⟨𝜙 |, (11.13)

this global phase is not physically relevant. We can identify both𝑈𝜏
2 |𝐿3⟩

and (𝑈𝜏
2 )

† |𝐿3⟩ with |𝜏2(𝐿3)⟩, since both describe the same density matrix,
that is, the same quantum state. In our case we have explicitly

|𝜏2(𝐿3)⟩⟨𝜏2(𝐿3)| = 𝑈𝜏
2 |𝐿3⟩⟨𝐿3 |(𝑈𝜏

2 )
†
= (𝑈𝜏

2 )
† |𝐿3⟩⟨𝐿3 |𝑈𝜏

2 (11.14)

and

|𝜏2(𝐿3)⟩⟨𝜏2(𝐿3)| =
1
8

©«

1 1 1 −1 1 −1 −1 −1
1 1 1 −1 1 −1 −1 −1
1 1 1 −1 1 −1 −1 −1
−1 −1 −1 1 −1 1 1 1
1 1 1 −1 1 −1 −1 −1
−1 −1 −1 1 −1 1 1 1
−1 −1 −1 1 −1 1 1 1
−1 −1 −1 1 −1 1 1 1

ª®®®®®®®®®®®¬
.

(11.15)

Conversely, 𝑈𝜏
2 |𝐾3⟩, (𝑈𝜏

2 )
† |𝐾3⟩ and |𝐿3⟩ differ by a global phase even

though 𝜏2(𝐾3) = 𝐿3. However, we still find

|𝜏2(𝐾3)⟩⟨𝜏2(𝐾3)| = 𝑈𝜏
2 |𝐾3⟩⟨𝐾3 |(𝑈𝜏

2 )
†
= (𝑈𝜏

2 )
† |𝐾3⟩⟨𝐾3 |𝑈𝜏

2 (11.16)

which equals

1
8

©«

1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 1
−1 −1 −1 1 −1 −1 1 −1
1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 1
−1 −1 −1 1 −1 −1 1 −1
1 1 1 −1 1 1 −1 1

ª®®®®®®®®®®®¬
. (11.17)

11.2 Foliage partitions for LC orbits

Here we show the foliage partitions for all local complementation orbits
of all graph states up to 8 qubits. Each graph depicted is a representative
of their LC orbit. As we have shown that the foliage partition of graphs are
invariant under local Clifford operations, the foliage partition is exactly
the same for each graph in the represented orbit.
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Figure 11.1: Representatives for each local complementation orbit up to 7 qubits with highlighted foliage partition.
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Figure 11.2: First part of representatives for each local complementation orbit for 8 qubits with highlighted foliage partition.
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Figure 11.3: Second part of representatives for each local complementation orbit for 8 qubits with highlighted foliage partition.
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12.1 Measurements in the stabilizer formalism

The density matrix of a stabilizer state |𝜓⟩ can be expressed as

|𝜓⟩⟨𝜓 | = 1
2𝑛

𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣) (12.1)

in terms of the generators {𝐾𝑣}𝑛𝑣=1 of its stabilizer.

In Subsection 4.2 on measurements in the stabilizer formalism we showed
(cf. Equation 4.19) that the quantum state after the projective measurement
of a Pauli observable that does not commute with one of the stabilizer
generators 𝐾1 of the stabilizer state measured, is described by

|𝜓±⟩ =
𝟙2𝑛 ± 𝑃√

2
|𝜓⟩. (12.2)

In order to highlight that this post measurement state is again a stabilizer
state, we then stated in Equation 4.20 that its density matrix is given by

|𝜓±⟩⟨𝜓± | =
1
2𝑛 (𝟙2𝑛 ± 𝑃)

𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) . (12.3)

and that therefore –comparing to Equation 12.1– its stabilizer generators
are given by {±𝑃, 𝐾2 , 𝐾3 , . . . , 𝐾𝑛}. In this appendix, we will show why
this is the case.

With Equations 12.1 and 12.2, we can start our calculation by writing

|𝜓±⟩⟨𝜓± | =
𝟙2𝑛 ± 𝑃√

2
|𝜓⟩⟨𝜓 |𝟙2𝑛 ± 𝑃†

√
2

(12.4)

=
𝟙2𝑛 ± 𝑃√

2
1
2𝑛

𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣)
𝟙2𝑛 ± 𝑃†

√
2

(12.5)

=
1

2𝑛+1

[
(𝟙2𝑛 ± 𝑃)

𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣) (𝟙2𝑛 ± 𝑃)
]
, (12.6)

where for the last equality we used that tensor products of Pauli matrices
are Hermitian, i.e., 𝑃† = 𝑃.

Since ±𝑃 commutes with all generators of |𝜓⟩ but 𝐾1 and anticommutes

127
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with 𝐾1, we can use the distributive law multiple times to obtain

|𝜓±⟩⟨𝜓± | =
1

2𝑛+1

[
(𝟙2𝑛 ± 𝑃)

𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣) (𝟙2𝑛 ± 𝑃)
]

(12.7)

=
1

2𝑛+1

[
(𝟙2𝑛 ± 𝑃) (𝟙2𝑛 + 𝐾1)

𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) (𝟙2𝑛 ± 𝑃)
]

(12.8)

=
𝟙2𝑛 ± 𝑃

2𝑛+1

[
𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣) + (𝟙2𝑛 + 𝐾1)
𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) (±𝑃)
]

(12.9)

=
𝟙2𝑛 ± 𝑃

2𝑛+1

[
𝑛∏
𝑣=1

(𝟙2𝑛 + 𝐾𝑣) + (±𝑃) (𝟙2𝑛 − 𝐾1)
𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣)
]

(12.10)

=
𝟙2𝑛 ± 𝑃

2𝑛+1 [(𝟙2𝑛 + 𝐾1) + (±𝑃) (𝟙2𝑛 − 𝐾1)]
𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) (12.11)

=
𝟙2𝑛 ± 𝑃

2𝑛+1 [𝟙2𝑛 + 𝐾1 ± 𝑃 ∓ 𝑃𝐾1]
𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) (12.12)

=
[𝟙2𝑛 + 𝐾1 ± 𝑃 ∓ 𝑃𝐾1 ± 𝑃 ± 𝑃𝐾1 + 𝟙2𝑛 − 𝐾1]

2𝑛+1

𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) (12.13)

=
[2𝟙2𝑛 ± 2𝑃]

2𝑛+1

𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) (12.14)

=
1
2𝑛 (𝟙2𝑛 ± 𝑃)

𝑛∏
𝑣=2

(𝟙2𝑛 + 𝐾𝑣) , (12.15)

where we used 𝑃2 = 𝟙2𝑛 in the third to last equality. This is the same
statement as in Equations 4.20 and 12.3 and thus proves our claim.

12.2 Local complementation update rules for
continuous variable graph states

In this section we prove local complementation update rules for the
adjacency matrix weights of continuous variable graph states.

Continuous variable (CV) graph states are associated with weighted
graphs. These weighted graphs 𝐺 = (𝑉, 𝐸,𝑊) consist of a finite set
of vertices 𝑉 ⊊ ℕ, a set 𝐸 ⊆ 𝑉 × 𝑉 of edges and a set of weights
𝑊 := {𝑤𝑒 ∈ ℝ}𝑒∈𝐸. The set of all vertices that have a shared edge with
a given vertex 𝑎 is called the neighborhood of 𝑎 and denoted by 𝑁𝑎 .
Weighted graphs have a real-valued and symmetric adjacency matrix
with entries

𝐴𝑖 , 𝑗 :=

{
𝑤(𝑖 , 𝑗) if (𝑖 , 𝑗) ∈ 𝐸
0 if (𝑖 , 𝑗) ∉ 𝐸

(12.16)

associated with them.

CV graph states can be thought of from this perspective of adjacency
matrices and also in the covariance matrix formalism.

A CV graph state of 𝑛 modes can be prepared from 𝑛 modes of squeezed
light with appropriate entangling controlled-𝑍 operations. In the co-
variance matrix formalism the symplectic transformation corresponding
to such a CV graph state is then defined by single-mode squeezing of
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strength 𝑟 and subsequent entangling by controlled-𝑍 operations for each
edge of the graph where the strength of the interaction is detemined by
the weight of the edge. Taking all modes to be momentum squeezed by 𝑟,
i.e. their variance reduced by a factor of 𝑒−2𝑟 , and using controlled-𝑍 gates
according to the graph’s adjacency matrix 𝐴 this defines the symplectic
transformation (cf. Equation (2.28) in Reference [MFL11]) given by the
(2𝑛 × 2𝑛)-matrix(

𝟙 0
𝐴 𝟙

) (
𝑒𝑟𝟙 0
0 𝑒−𝑟𝟙

)
=

(
𝑒𝑟𝟙 0
𝑒𝑟𝐴 𝑒−𝑟𝟙

)
. (12.17)

Note that all symplectic transformations can be written as

𝑆 :=
(
𝑈− 1

2 0
𝑉𝑈− 1

2 𝑈
1
2

)
(12.18)

and the corresponding covariance matrix obtained as

𝑆𝑆𝑇 =

(
𝑈−1 𝑈−1𝑉

𝑉𝑈−1 𝑈 +𝑉𝑈−1𝑉

)
. (12.19)

With𝑈 = 𝑒−2𝑟𝟙 and 𝑉 = 𝐴 our graph state is therefore described by the
covariance matrix

𝛾 =

(
𝑒2𝑟𝟙 𝑒2𝑟𝐴

𝑒2𝑟𝐴 𝑒−2𝑟𝟙 + 𝑒2𝑟𝐴2

)
, (12.20)

where quadratures of the 𝑛 modes are ordered as

𝑥1 , 𝑥2 , . . . , 𝑥𝑛 , 𝑝1 , 𝑝2 , . . . , 𝑝𝑛 . (12.21)

Along with the above covariance matrix formalism we use complex-
weighted adjacency matrices 𝑍 = 𝑉 + 𝑖𝑈 to uniquely (up to a phase;
cf. Appendix A in Reference [MFL11]) describe Gaussian pure states.

Both𝑈 and 𝑉 are real and symmetric,𝑈 is positive definite.

A CV graph state as described above is then represented by

𝑍 = 𝐴 + 𝑖𝑒−2𝑟𝟙. (12.22)

Note that this new adjacency matrix 𝑍 now contains complex-weighted
loops, i.e., edges connecting a vertex to itself. We denote the elements of
𝑍 as Ω𝑖 , 𝑗 := 𝑍𝑖 , 𝑗 = 𝑍 𝑗 ,𝑖 .

The corresponding quantum state |𝜓𝑍⟩ is defined via nullifier equations(
®𝑝 − 𝑍®𝑞

)
|𝜓𝑍⟩ = 0. (12.23)

With the phase gate 𝑃𝑖(�) = 𝑒 𝑖
�
2 𝑞

2
𝑖 and the Fourier transformed 𝑃𝑋𝑖 (�) =

𝐹 𝑃𝑖(�) 𝐹−1 = 𝑒 𝑖
�
2 𝑝

2
𝑖 , local complementation with respect to vertex 𝑎 ∈ 𝑉

and parameter 𝛿 ∈ ℝ is described by the unitary operation (cf. Equation (3)
in Reference [Zha08])

𝑈𝜏
𝑎 (𝛿) = 𝑃𝑋𝑎 (−𝛿)

∏
𝑏∈𝑁𝑎

𝑃𝑏(Ω2
𝑎,𝑏

𝛿). (12.24)
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Figure 12.1: Local complementation up-
date rules at the example of the three mode
GHZ state.
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Now, the locally complemented CV graph state |𝜓𝑍′⟩ := 𝑈𝜏
𝑎 (𝛿)|𝜓𝑍⟩ is

again a CV graph state described and by an updated adjacency matrix
𝑍′. We find

𝑍′
𝑎,𝑎 =

Ω𝑎,𝑎

1 +Ω𝑎,𝑎𝛿
, (12.25)

𝑍′
𝑎,𝑏 = 𝑍′

𝑏,𝑎 =
Ω𝑎𝑏

1 +Ω𝑎,𝑎𝛿
, (12.26)

𝑍′
𝑏,𝑏 = Ω𝑏,𝑏 +

Ω𝑎,𝑎Ω
2
𝑎𝑏
𝛿2

1 +Ω𝑎,𝑎𝛿
and (12.27)

𝑍′
𝑏1 ,𝑏2

= 𝑍′
𝑏2 ,𝑏1

= Ω𝑏1 ,𝑏2 −
Ω𝑎,𝑏1Ω𝑎,𝑏2𝛿

1 +Ω𝑎,𝑎𝛿
, (12.28)

where 𝑏1 , 𝑏2(≠ 𝑏1), 𝑏 ∈ 𝑁𝑎 are neighbors of 𝑎. For 𝑐1 , 𝑐2 ∉ {𝑎} ∪ 𝑁𝑎 , the
edge weights do not change, i.e., 𝑍′

𝑐1𝑐2 = 𝑍𝑐1𝑐2 .

We will now give a detailed derivation of the local complementation
update rules for the complex adjacency matrix 𝑍 using the example of
the three mode GHZ state |𝜓𝑍⟩.

The resulting rules are visualized in Figure 12.1. Since the corresponding
graph is fully connected, we have the matrix representation

𝑍 =
©«
Ω1,1 Ω1,2 Ω1,3
Ω1,2 Ω2,2 Ω2,3
Ω1,3 Ω2,3 Ω3,3

ª®¬ (12.29)

This adjacency matrix defines the nullifier equations (cf. Eq. 12.23) of
|𝜓𝑍⟩ as

(
®𝑝 − 𝑍®𝑞

)
|𝜓𝑍⟩ = 0, i.e.,

1 |𝜓𝑍⟩ := (𝑝1 −Ω1,1𝑞1 −Ω1,2𝑞2 −Ω1,3𝑞3) |𝜓𝑍⟩ = 0 (12.30)

2 |𝜓𝑍⟩ := (𝑝2 −Ω1,2𝑞1 −Ω2,2𝑞2 −Ω2,3𝑞3) |𝜓𝑍⟩ = 0 (12.31)

3 |𝜓𝑍⟩ := (𝑝3 −Ω1,3𝑞1 −Ω2,3𝑞2 −Ω3,3𝑞3) |𝜓𝑍⟩ = 0, (12.32)

where we introduced 𝑖 := 𝑝𝑖 −
∑
𝑗 𝑍𝑖 , 𝑗𝑞 𝑗 as a shorthand notation for

the expressions in parentheses.

As stated in Equation 12.24, local complementation with respect to
vertex 𝑎 and parameter 𝛿 is described by the unitary operation (cf. also
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Equation (3) in Reference [Zha08])

𝑈𝜏
𝑎 (𝛿) = 𝑃𝑋𝑎 (−𝛿)

∏
𝑏∈𝑁𝑎

𝑃𝑏(Ω2
𝑎𝑏
𝛿), (12.33)

where 𝑃𝑖(�) = 𝑒 𝑖
�
2 𝑞

2
𝑖 is the phase gate and 𝑃𝑋𝑖 (�) = 𝐹 𝑃𝑖(�) 𝐹−1 = 𝑒 𝑖

�
2 𝑝

2
𝑖

its Fourier transform.

Without loss of generality we choose 𝑎 = 1 and thus have 𝑁1 = {2, 3},
that is, we apply the unitary

𝑈𝜏
1 (𝛿) = 𝑃𝑋1(−𝛿)𝑃2(Ω2

1,2𝛿)𝑃3(Ω2
1,3𝛿). (12.34)

The commutation relation [𝑞𝑘 , 𝑝𝑙] = 𝑖𝛿𝑘,𝑙 (we choose ℏ = 1 and 𝛿𝑘,𝑙 is
the Kronecker-delta) directly implies

[𝑞𝑘 , 𝑝𝑛𝑙 ] = 𝑖𝑛𝑝𝑛−1
𝑙

𝛿𝑘𝑙 (12.35)

[𝑝𝑘 , 𝑞𝑛𝑙 ] = −𝑖𝑛𝑞𝑛−1
𝑙

𝛿𝑘𝑙 (12.36)

for 𝑛 ∈ {0, 1, 2, . . .} and thus

[𝑃𝑋𝑘 (�), 𝑞𝑙] = �𝑝𝑙 𝑃𝑋𝑘 (�)𝛿𝑘𝑙 (12.37)
[𝑃𝑋𝑘 (�), 𝑝𝑙] = 0 (12.38)
[𝑃𝑘(�), 𝑝𝑙] = −�𝑞𝑙 𝑃𝑘(�)𝛿𝑘𝑙 (12.39)
[𝑃𝑘(�), 𝑞𝑙] = 0. (12.40)

These relations allow us to determine the matrix elements of the adjacency
matrix𝑍′ of |𝜓𝑍′⟩ := 𝑈𝜏

1 (𝛿)|𝜓𝑍⟩. With
(
®𝑝 − 𝑍®𝑞

)
|𝜓𝑍⟩ = 0 and𝑈 := 𝑈𝜏

1 (𝛿)
unitary, we find transformed nullifier equations

𝑈
(
®𝑝 − 𝑍®𝑞

)
𝑈†𝑈 |𝜓𝑍⟩ = 0. (12.41)

Our shorthand 𝑖 := 𝑝𝑖 −
∑
𝑗 𝑍𝑖 , 𝑗𝑞 𝑗 allows us to write

𝑈 𝑖 𝑈† = 𝑖 +[𝑈, 𝑖 ]𝑈† (12.42)

and we can express the above nullifier equations as(
𝑖 +[𝑈, 𝑖 ]𝑈†

)
|𝜓𝑍′⟩ = 0. (12.43)

Further, Equations 12.34 and 12.37 allow us to calculate

[𝑈, 1 ]𝑈† = Ω1,1𝛿𝑝1 , (12.44)

[𝑈, 2 ]𝑈† = −Ω2
1,2𝛿𝑞2 +Ω1,2𝛿𝑝1 , (12.45)

[𝑈, 3 ]𝑈† = −Ω2
1,3𝛿𝑞3 +Ω13𝛿𝑝1. (12.46)

With this we can determine the elements of the adjacency matrix 𝑍′

corresponding to |𝜓𝑍′⟩ := 𝑈𝜏
1 (𝛿)|𝜓𝑍⟩ by comparing coefficients to the

three equations
(
𝑝𝑖 −

∑
𝑗 𝑍

′
𝑖 , 𝑗
𝑞 𝑗

)
|𝜓𝑍′⟩ = 0.
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Figure 12.2: The CV butterfly network.
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For 𝑖 = 1, Equation 12.43 is

©«
𝑝1 −

Ω1,1

1 +Ω1,1𝛿︸     ︷︷     ︸
=𝑍′

1,1

𝑞1 −
Ω1,2

1 +Ω1,1𝛿︸     ︷︷     ︸
=𝑍′

1,2

𝑞2 −
Ω1,3

1 +Ω1,1𝛿︸     ︷︷     ︸
=𝑍′

1,3

𝑞3

ª®®®®®®¬
|𝜓𝑍′⟩ = 0, (12.47)

For 𝑖 = 2 we find(
Ω1,2𝛿𝑝1 + 𝑝2 −Ω1,2𝑞1 − (Ω2,2 +Ω2

1,2𝛿)𝑞2 −Ω2,3𝑞3

)
|𝜓𝑍′⟩ = 0, (12.48)

which together with Equation 12.47 implies that

𝑝2 −
Ω1,2

1 +Ω11𝛿︸     ︷︷     ︸
=𝑍′

2,1

𝑞1 −
(
Ω2,2 +

Ω1,1Ω
2
1,2𝛿

2

1 +Ω1,1𝛿

)
︸                    ︷︷                    ︸

=𝑍′
2,2

𝑞2 −
(
Ω2,3 −

Ω1,2Ω1,3𝛿

1 +Ω1,1𝛿

)
︸                   ︷︷                   ︸

=𝑍′
2,3

𝑞3

nullifies |𝜓𝑍′⟩.

Finally, for 𝑖 = 3 we have that

𝑝3 −
Ω1,3

1 +Ω1,1𝛿︸     ︷︷     ︸
=𝑍′

3,1

𝑞1 −
(
Ω23 −

Ω1,2Ω13𝛿

1 +Ω11𝛿

)
︸                 ︷︷                 ︸

=𝑍′
32

𝑞2 −
(
Ω33 +

Ω11Ω
2
13𝛿

2

1 +Ω11𝛿

)
︸                  ︷︷                  ︸

=𝑍′
33

𝑞3

nullifies |𝜓𝑍′⟩.

To sum up, we have found

𝑍′ =
©«

Ω1,1
1+Ω1,1𝛿

Ω1,2
1+Ω1,1𝛿

Ω1,3
1+Ω1,1𝛿

Ω1,2
1+Ω1,1𝛿

Ω2,2 +
Ω1,1Ω

2
1,2𝛿

2

1+Ω1,1𝛿
Ω2,3 − Ω1,2Ω1,3𝛿

1+Ω1,1𝛿

Ω1,3
1+Ω1,1𝛿

Ω2,3 − Ω1,2Ω1,3𝛿
1+Ω1,1𝛿

Ω3,3 +
Ω1,1Ω

2
1,3𝛿

2

1+Ω1,1𝛿

ª®®®¬ . (12.49)

Note that 𝑍′ is again a symmetric matrix.

The (in)finitely squeezed butterfly network

Figure 12.2 shows the most general version of CV graph state from finitely
squeezed resources, where the underlying graph is the so-called butterfly
network.
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Figure 12.3: Transformation of the per-
fect –that is to say infinitely squeezed–
butterfly network via local complementa-
tion on modes 1, 3 and 4 with parameters
𝛿1 , 𝛿2 , 𝛿3. This is the continuous variable
version of Figure 5.2 from the main text.
The 𝛿 parameters can be chosen to set the
weights of the undesired edges (e.g. (1, 2)
and (5, 6)) in the final graph to zero.

The corresponding matrix representation is given by

𝑍B :=

©«

Ω1,1 Ω1,2 Ω1,3 0 0 0
Ω1,2 Ω2,2 0 Ω2,4 0 0
Ω1,3 0 Ω3,3 Ω3,4 Ω3,5 0

0 Ω24 Ω3,4 Ω4,4 0 Ω4,6
0 0 Ω3,5 0 Ω5,5 Ω5,6
0 0 0 Ω4,5 Ω5,6 Ω6,6

ª®®®®®®®¬
, (12.50)

where the diagonal becomes zero in the limit of infinitely squeezed
resources.

While such ideal (or perfect) CV graph states are not experimentally
realizable as they would require an infinite amount of energy, they
are instructive to discover strategies how to locally transform finitely
squeezed ones.
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12.3 Proofs Anonymous Quantum Conference
Key Agreement

Below we present all proofs for the ACKA protocol, which we have
removed from the presentation in the main text for clarity.

12.4 ACKA proof structure

The following sections closely follow the
text of Reference [HJP20], which was
written by both myself and my co-authors.

Here we prove the anonymity of our protocol. We first repeat the definition
of anonymity from Chapter 9.

Definition 12.1 (Anonymity) A protocol is anonymous from the perspective
of Eve if for all subsets G ⊂ N

Pr
(
G = P | I+

Eve ,IEve
)
= Pr(G = P | IEve), (12.51)

where I+
Eve is the information that becomes available to Eve during the

protocol and IEve is both the information that Eve has beforehand and trivial
information that she obtains about the parties that she corrupts.

In order to satisfy Equation 12.51, I+
Eve should not change Eve’s probability

distribution of uncovering the partitioning of N into its constituents; it
does not reveal anything about P, H or –implicitly– about C. Apart from
the trivial attacker 𝐴 we consider three different types of Eve, namely
any party in P \ 𝐴 or H or all parties in C.

C

P

H

The set N of all parties in the network is
partitioned into three disjoint sets such
that N = P ∪ H ∪ C.

We prove anonymity for all involved subprotocols separately; as a
shorthand to refer to them, we introduce the symbols ⋆ (AME), ✓
(Verification) and (KeyGen).

For each of the subprotocols, we give arguments to prove anonymity
for all possible roles within the protocol that Eve may try to uncover
–with respect to all types of Eve. Each argument is applicable to multiple
Eve/role-combinations and is sequentially labelled by indexing the
symbol for easy reference. Table 12.1 shows the structure of our proof
summarizing all arguments for each Eve/role-combination.

Table 12.1: The rows are labeled by the
types of Eve and the columns by the roles
that Eve may try to uncover. The first row
is mostly trivial, since the protocol is de-
signed such that 𝐴 chooses the partition-
ing N = P∪P herself and it is irrelevant
that she is unaware of who in P is collud-
ing. The arguments corresponding to the
symbols are given in Sections 12.5, 12.6
and 12.7. As an example, the first proof of
the AME protocol is referred to as ⋆1 and
applies to the case where the roles of the
non-participants in H are protected from
either any 𝐵𝑖 ∈ P \ 𝐴 as Eve or the parties
in C as Eve.

A Bi ∈ P \ A Pj ∈ H Pk ∈ C

A trivial trivial irrelevant irrelevant

Bi ∈ P \ A ⋆3 ✓2 3 ⋆3 ✓2 3 ⋆1 ✓2 1 ⋆3 ✓2 1

Pj ∈ H ⋆2 ✓1 1 ⋆2 ✓1 1 ⋆2 ✓1 2 ⋆2 ✓1 1

Pk ∈ C ⋆3 ✓3 1 ⋆3 ✓3 1 ⋆1 ✓3 1 trivial

roleEve

For theNotificationprotocol we refer to the original paper by Broadbent
and Tapp. The AME protocol and the Verification protocol will be
examined in Section 12.5 and 12.6. The KeyGen subprotocol does not
involve any public communication and will be examined in Section 12.7.
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To prove our claim we consider the following two aspects:

The public communication (cf. Table 12.2) throughout the protocol does not
help Eve to reveal the roles of the participating parties. We prove this by
showing that all public communication is indistinguishable from Eve’s
point of view. As 𝐴 announces only uniformly random and uncorrelated
bits, we will show the same for the parties in P \ 𝐴, H and C from Eve’s
perspective.

Likewise, the quantum states accessible to Eve do not help her to reveal
the roles of the participating parties, even given access to the public
communication. This means that the post-measurement states of Eve can
neither be correlated with the measurement outcomes of other parties,
nor with any direct information regarding their roles. Note that the global
quantum state may encode such information regarding the roles as long
as it is not accessible to anyone but Alice.

AME Verification

A random bit r0 random bits (b0, o0)

Bi ∈ P\A random bit ri
random bit bi,
outcome bit oi

Pj ∈ H outcome bit xj random bits (bj , oj)

Pk ∈ C arbitrary bit x̃k arbitrary bits (b̃k, õk)

C

A

P \A

H

Table 12.2: Overview of all public commu-
nication for any party in N := P∪H∪C
when running the AME and Verification
protocols. The communication summa-
rized in the two columns needs to be indis-
tinguishable from the perspective of any
Eve. Since 𝐴 only announces uniformly
random and uncorrelated bits, all other
communication must follow the same
probability distribution. Only the commu-
nication from C can in principle diverge
–should they choose not to hide their iden-
tities.

12.5 Anonymity during the AME protocol

At the start of the AME protocol, the shared quantum state is given by

|N⟩ ≈𝜖
1√
2
(|0 · · · 0⟩P∪H ⊗ |Ψ⟩C + |1 · · · 1⟩P∪H ⊗ |Φ⟩C) . (12.52)

While the AME protocol requires both H and C to measure, the parties
in C might not measure and announce something unrelated to their
arbitrary actions on the quantum state –therefore we now only calculate
the probability of the measurement outcomes �𝛼

H = {�𝑗 | 𝑗 ∈ H} of H
taking values 𝑥𝛼H = {𝑥𝛼

𝑖
} ∈ {0, 1} |H| .

We want to show that they are uniformly random and that there are no
correlations between the outcomes and any Eve that she might exploit,
where Eve could be anyone in the network but Alice. That is, we want to
show that

Pr
(
�𝛼

H = 𝑥𝛼H | I+
Eve ,IEve

)
= Pr

(
�𝛼

H = 𝑥𝛼H
)
=

1
2|H| , (12.53)

where the second equality asserts that the probability distribution of
the measurement outcomes is uniform, and the first equality implies
that there are no correlations between the information accessible to Eve
–including her quantum state– and the measurement outcomes.
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Moreover, we want to show that the post-measurement state has no
further correlations regarding the roles of the parties that are accessible
or exploitable by Eve.

The projective measurements (cf. Definition 2.18) on H in the AME protocol
have outcomes {𝑥𝛼H} and associated projectors

𝑋𝛼
H := 𝐻H |𝑥𝛼H⟩⟨𝑥𝛼H |H𝐻H =

⊗
𝑗∈H

𝐻𝑗 |𝑥𝛼𝑗 ⟩⟨𝑥
𝛼
𝑗 | 𝑗𝐻𝑗 , (12.54)

which results in the probability Pr(�𝛼
H = 𝑥𝛼H)of the measurement outcome

�𝛼
H taking the value 𝑥𝛼H being determined by

2 Pr(�𝛼
H = 𝑥𝛼H) = 2 Tr

[
𝑋𝛼

H |N⟩⟨N|
]

(12.55)
=Tr

[
(|0 · · · 0⟩⟨0 · · · 0|P)

]
Tr

[
𝑋𝛼

H |0 · · · 0⟩⟨0 · · · 0|H
]

Tr
[
|Ψ⟩⟨Ψ|C

]
(12.56)

+Tr
[
(|0 · · · 0⟩⟨1 · · · 1|P)

]
Tr

[
𝑋𝛼

H |0 · · · 0⟩⟨1 · · · 1|H
]

Tr
[
|Ψ⟩⟨Φ|C

]
(12.57)

+Tr
[
(|1 · · · 1⟩⟨0 · · · 0|P)

]
Tr

[
𝑋𝛼

H |1 · · · 1⟩⟨0 · · · 0|H
]

Tr
[
|Φ⟩⟨Ψ|C

]
(12.58)

+Tr
[
(|1 · · · 1⟩⟨1 · · · 1|P)

]
Tr

[
𝑋𝛼

H |1 · · · 1⟩⟨1 · · · 1|H
]

Tr
[
|Φ⟩⟨Φ|C

]
(12.59)

and thus as

Pr(�𝛼
H = 𝑥𝛼H) =

1
2

Tr
[ (⊗

𝑗∈H
𝐻𝑗 |𝑥𝛼𝑗 ⟩⟨𝑥

𝛼
𝑗 | 𝑗𝐻𝑗

)
|0 · · · 0⟩⟨0 · · · 0|H

]
(12.60)

+1
2

Tr
[ (⊗

𝑗∈H
𝐻𝑗 |𝑥𝛼𝑗 ⟩⟨𝑥

𝛼
𝑗 | 𝑗𝐻𝑗

)
|1 · · · 1⟩⟨1 · · · 1|H

]
(12.61)

=
1
2

(∏
𝑖∈H

|⟨𝑥𝛼𝑖 | |+⟩|
2 +

∏
𝑖∈H

|⟨𝑥𝛼𝑖 | |−⟩|
2

)
(12.62)

=
1
2

(
1

2|H| +
1

2|H|

)
=

1
2|H| . (12.63)

This satisfies the second equality in Equation 12.53, showing that the
measurement outcomes are uniformly random, thereby ensuring that
all the communication of the AME column of Table 12.2 is indistinguish-
able –excluding the trivial case where the dishonest and colluding
non-participants in C reveal themselves.

The global post-measurement state 𝜌postAME is then

𝜌postAME = 𝑋𝛼
H |N⟩⟨N|𝑋𝛼

H (12.64)

=
1
2 (|0 · · · 0⟩⟨0 · · · 0|P) ⊗ 𝑋𝛼

H |0 · · · 0⟩⟨0 · · · 0|H𝑋𝛼
H ⊗ |Ψ⟩⟨Ψ|C (12.65)

+1
2 (|0 · · · 0⟩⟨1 · · · 1|P) ⊗ 𝑋𝛼

H |0 · · · 0⟩⟨1 · · · 1|H𝑋𝛼
H ⊗ |Ψ⟩⟨Φ|C (12.66)

+1
2 (|1 · · · 1⟩⟨0 · · · 0|P) ⊗ 𝑋𝛼

H |1 · · · 1⟩⟨0 · · · 0|H𝑋𝛼
H ⊗ |Φ⟩⟨Ψ|C (12.67)

+1
2 (|1 · · · 1⟩⟨1 · · · 1|P) ⊗ 𝑋𝛼

H |1 · · · 1⟩⟨1 · · · 1|H𝑋𝛼
H ⊗ |Φ⟩⟨Φ|C , (12.68)
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which can be rewritten as

𝜌postAME =
1
2 (|0 · · · 0⟩⟨0 · · · 0|P) ⊗ |H⟩⟨H| ⊗ |Ψ⟩⟨Ψ|C (12.69)

+1
2 (|0 · · · 0⟩⟨1 · · · 1|P) ⊗ (−1)Δ(𝑥

𝛼
H) |H⟩⟨H| ⊗ |Ψ⟩⟨Φ|C (12.70)

+1
2 (|1 · · · 1⟩⟨0 · · · 0|P) ⊗ (−1)Δ(𝑥

𝛼
H) |H⟩⟨H| ⊗ |Φ⟩⟨Ψ|C (12.71)

+1
2 (|1 · · · 1⟩⟨1 · · · 1|P) ⊗ |H⟩⟨H| ⊗ |Φ⟩⟨Φ|C (12.72)

=|NpostAME⟩⟨NpostAME |, (12.73)

where |H⟩ := ⊗
𝑖∈H 𝐻𝑖 |𝑥𝛼𝑖 ⟩𝑖 is the post-measurement state associated

with measurement outcome 𝑥𝛼H and |NpostAME⟩ is the pure state vector

1√
2

(
|0 · · · 0⟩P ⊗ |Ψ⟩C + (−1)Δ(𝑥

𝛼
H) |1 · · · 1⟩P ⊗ |Φ⟩C

)
⊗ |H⟩, (12.74)

showing that the only correlation between the measurement outcome
and the state on P∪C is in the phase, where one could in principle learn
the parity of the measurement outcome 𝑥𝛼H.

However, any such phase estimation is impossible if one does not have
access to the complete state (i.e. tracing out P that does not collude with
Eve results in a state on C that is uncorrelated with the measurement
outcome 𝑥𝛼H). This means that the post-measurement state of any attacker
in P \ 𝐴 or C is uncorrelated from the measurement outcome 𝑥𝛼H and
the roles of H. Therefore, for either of these types of Eve everyone in H
remains anonymous (cf. ⋆1 in Table 12.1).

Furthermore, H is disentangled from the rest of the network and |H⟩
itself is separable over the constituents of H. Therefore, nobody in H can
learn anything about the roles of any other party in the network. We can
conclude that for Eve in H, Definition 9.1 holds for any of the subsets of
N (cf. ⋆2 in Table 12.1).

When Eve is a party in P \ 𝐴, the roles of the parties in either P or C are
hidden because the relevant correlations of the state are unchanged by
running the AME protocol –they essentially share a GHZ state, possibly
including some additional phase, and therefore there are no revealing
correlations available to anyone but Alice, meaning that here Definition 9.1
also holds. The exact same argument holds for Eve in C with respect to
the anonymity of P (cf. ⋆3 in Table 12.1).

12.6 Anonymity during the Verification

rounds

At the start of the Verification round, the state is the post-measurement
state from Equation 12.74, up to the correction by 𝐴. We allow for a faulty
correction and therefore keep the phase arbitrary in the following analysis,
denoting the phase as (−1)Δ = ±1.
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We again calculate the probability that, based on some basis choice {𝑏𝑖}
and given the AME measurement outcome 𝑥𝛼H, the measurement outcome
�𝛼 = {�𝑗 | 𝑗 ∈ P \𝐴} takes some particular value 𝑜𝛼 = {𝑜𝛼

𝑖
} ∈ {0, 1} |P\𝐴| ,

show that the outcome is uniformly random and that there are no
correlations between the outcome and the quantum states of all possible
Eves. That is, we want to show that

Pr
(
�𝛼 = 𝑜𝛼 | I+

Eve ,IEve
)
= Pr (�𝛼 = 𝑜𝛼) = 1

2|P\𝐴|
, (12.75)

where Eve may be anyone in P \ 𝐴, H or C. Again, we show that the
post-measurement states do not have correlations regarding the roles of
the parties which are exploitable by anyone in P \ 𝐴, H or C.

Each measurement outcome is associated with a corresponding measure-
ment projector 𝑂𝛼

P\𝐴, which depends on the basis choice {𝑏𝑖}. Explicitly,
we define

𝑂𝛼
P\𝐴({𝑏𝑖}) :=

[ ⊗
{𝑖∈P\𝐴|𝑏𝑖=0}

𝐻𝑖 |𝑜𝛼𝑖 ⟩⟨𝑜
𝛼
𝑖 |𝐻𝑖

]
(12.76)

⊗
[ ⊗
{𝑖∈P\𝐴|𝑏𝑖=1}

√
𝑍𝑖𝐻𝑖 |𝑜𝛼𝑖 ⟩⟨𝑜

𝛼
𝑖 |𝐻𝑖

√
𝑍𝑖

†
]
. (12.77)

Hence, for any outcome 𝑥𝛼H during the AME protocol, the probability of the
measurement outcome �𝛼 being equal to 𝑜𝛼 can be calculated with
Tr

[
|0⟩⟨0|𝐴

]
= 1, Tr

[
|0⟩⟨1|𝐴

]
= 0, Tr

[
|1⟩⟨0|𝐴

]
= 0 and Tr

[
|1⟩⟨1|𝐴

]
= 1

(note that Δ may depend on 𝑥𝛼H). We find

Pr (�𝛼 = 𝑚𝛼) = Tr
[
𝑂𝛼 |NpostAME⟩⟨NpostAME |

]
(12.78)

=
1
2

Tr
[
𝑂𝛼 |0 · · · 0⟩⟨0 · · · 0|P\𝐴

]
Tr

[
|H⟩⟨H|

]
Tr

[
|Ψ⟩⟨Ψ|C

]
(12.79)

+(−1)Δ 0
2

Tr
[
𝑂𝛼 |0 · · · 0⟩⟨1 · · · 1|P\𝐴

]
Tr

[
|H⟩⟨H|

]
Tr

[
|Ψ⟩⟨Φ|C

]
(12.80)

+(−1)Δ 0
2

Tr
[
𝑂𝛼 |1 · · · 1⟩⟨0 · · · 0|P\𝐴

]
Tr

[
|H⟩⟨H|

]
Tr

[
|Φ⟩⟨Ψ|C

]
(12.81)

+1
2

Tr
[
𝑂𝛼 |1 · · · 1⟩⟨1 · · · 1|P\𝐴

]
Tr

[
|H⟩⟨H|

]
Tr

[
|Φ⟩⟨Φ|C

]
(12.82)

and therefore

Pr (�𝛼 = 𝑚𝛼) (12.83)

=
1
2

(
Tr

[
𝑂𝛼 |0 · · · 0⟩⟨0 · · · 0|P\𝐴

]
+ Tr

[
𝑂𝛼 |1 · · · 1⟩⟨1 · · · 1|P\𝐴

] )
. (12.84)

Substituting 𝑂𝛼 we obtain
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Pr (�𝛼 = 𝑚𝛼) (12.85)

=
1
2

∏
{𝑖∈P\𝐴|𝑏𝑖=0}

⟨𝑜𝛼𝑖 |𝐻𝑖 |0⟩⟨0|𝐻𝑖 |𝑜𝛼𝑖 ⟩ (12.86)

×
∏

{𝑖∈P\𝐴|𝑏𝑖=1}
⟨𝑜𝛼𝑖 |𝐻𝑖

√
𝑍𝑖

†
|0⟩⟨0|

√
𝑍𝑖𝐻𝑖 |𝑜𝛼𝑖 ⟩ (12.87)

+1
2

∏
{𝑖∈P\𝐴|𝑏𝑖=0}

⟨𝑜𝛼𝑖 |𝐻𝑖 |1⟩⟨1|𝐻𝑖 |𝑜𝛼𝑖 ⟩ (12.88)

×
∏

{𝑖∈P\𝐴|𝑏𝑖=1}
⟨𝑜𝛼𝑖 |𝐻𝑖

√
𝑍𝑖

†
|1⟩⟨1|

√
𝑍𝑖𝐻𝑖 |𝑜𝛼𝑖 ⟩, (12.89)

=
1
2

∏
{𝑖∈P\𝐴|𝑏𝑖=0}

|⟨𝑜𝛼𝑖 | |+⟩|
2 ∏
{𝑖∈P\𝐴|𝑏𝑖=1}

|⟨𝑜𝛼𝑖 | |+⟩|
2 (12.90)

+1
2

∏
{𝑖∈P\𝐴|𝑏𝑖=0}

|⟨𝑜𝛼𝑖 | |−⟩|
2 ∏
{𝑖∈P\𝐴|𝑏𝑖=1}

|⟨𝑜𝛼𝑖 | |−⟩|
2 (12.91)

and therefore
Pr (�𝛼 = 𝑚𝛼) = 1

2|P\𝐴|
, (12.92)

which satisfies the second equation in Equation 12.75. The global post-
measurement state 𝜌postVER can be calculated to be

𝜌postVER = 𝑂𝛼 |NpostAME⟩⟨NpostAME |𝑂𝛼 (12.93)

=
1
2
|0⟩⟨0|𝐴 ⊗

(
𝑂𝛼 |0 · · · 0⟩⟨0 · · · 0|P\𝐴𝑂𝛼 ) ⊗ |Ψ⟩⟨Ψ|C (12.94)

+(−1)Δ
2

|0⟩⟨1|𝐴 ⊗
(
𝑂𝛼 |0 · · · 0⟩⟨1 · · · 1|P\𝐴𝑂𝛼 ) ⊗ |Ψ⟩⟨Φ|C (12.95)

+(−1)Δ
2

|1⟩⟨0|𝐴 ⊗
(
𝑂𝛼 |1 · · · 1⟩⟨0 · · · 0|P\𝐴𝑂𝛼 ) ⊗ |Φ⟩⟨Ψ|C (12.96)

+1
2
|1⟩⟨1|𝐴 ⊗

(
𝑂𝛼 |1 · · · 1⟩⟨1 · · · 1|P\𝐴𝑂𝛼 ) ⊗ |Φ⟩⟨Φ|C (12.97)

=
1
2
|0⟩⟨0|𝐴 ⊗ |P \ 𝐴⟩⟨P \ 𝐴| ⊗ |Ψ⟩⟨Ψ|C (12.98)

+𝛾† 1
2
|0⟩⟨1|𝐴 ⊗ |P \ 𝐴⟩⟨P \ 𝐴| ⊗ |Ψ⟩⟨Φ|C (12.99)

+𝛾 1
2
|1⟩⟨0|𝐴 ⊗ |P \ 𝐴⟩⟨P \ 𝐴| ⊗ |Φ⟩⟨Ψ|C (12.100)

+1
2
|1⟩⟨1|𝐴 ⊗ |P \ 𝐴⟩⟨P \ 𝐴| ⊗ |Φ⟩⟨Φ|C (12.101)

=|NpostVER⟩⟨NpostVER |, (12.102)

where we omitted the |H⟩⟨H|-type tensor factors, 𝛾 := (−1)Δ × (−𝑖)|{𝑏𝑖 }|
and |NpostVER⟩ is the pure state

|NpostVER⟩ := (|0⟩𝐴 ⊗ |Ψ⟩C + 𝛾 |1⟩𝐴 ⊗ |Φ⟩C) ⊗ |P \ 𝐴⟩ ⊗ |H⟩ (12.103)

and |P \ 𝐴⟩ is the state associated with the measurement outcome 𝑜𝛼
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|P \ 𝐴⟩ :=

( ⊗
𝑖∈{P\𝐴|𝑏𝑖=0}

𝐻𝑖 |𝑜𝛼𝑖 ⟩𝑖

)
⊗

( ⊗
𝑖∈{P\𝐴|𝑏𝑖=1}

√
𝑍𝑖𝐻𝑖 |𝑜𝛼𝑖 ⟩𝑖

)
. (12.104)

From the perspective of H, all communication is indistinguishable (cf. the
Verification column in Table 12.2); H is dis-entangled from everyone
else and the state on H is itself separable. We can conclude that –for anyone
in H as Eve– the anonymity of everyone in the network is preserved
(cf. ✓1 in Table 12.1).

Further, P \ 𝐴 is dis-entangled from all other parties in the network and
their post-measurement state is separable as well. Again, all communica-
tion from their perspective is uniformly random (cf. the Verification

column in Table 12.2), so we can conclude that –for anyone in P \ 𝐴 as
Eve– the anonymity of everyone in the network is maintained (cf. ✓2 in
Table 12.1).

The only relevant information is |{𝑏𝑖}|, which is encoded into the phase
of the state on 𝐴 ∪ C; any phase estimation algorithm to retrieve this
information would require access to the entire state, including the state
of 𝐴, which is inaccessible to C. Again, from the perspective of C all
communication is indistinguishable (cf. the Verification column in
Table 12.2) and we can conclude that –with C as Eve– here too the
anonymity of all parties in the network is preserved (cf.✓3 in Table 12.1).

Note that the Verification round can only pass if |Ψ⟩C = |Φ⟩C, that is
when C is not entangled to 𝐴 and P \ 𝐴. However, this is not a necessary
condition for anonymity, since the identity of Alice is preserved even if
the Verification round fails. There is no information encoded into the
state regarding the distribution of P and H, nor into the measurement
outcome 𝑜𝛼. The only valuable information in the state is the parity of
the number of 𝑌-measurements, encoded in the phase of the qubit of 𝐴,
which is dis-entangled from all other parties and therefore only accessible
to 𝐴.

12.7 Anonymity during the KeyGen rounds

As the Verification rounds ensure that the GHZ𝑚+1 state on P is dis-
entangled from the non-participating parties in P and after running the
AME protocol no party in H is entangled to any other party, all subsets
listed in Table 12.1 are dis-entangled from each other. Hence, we can
write the full-network state at the start of the KeyGen round as

|NKeyGen⟩ = |GHZ⟩P ⊗ |H⟩ ⊗ |Ψ⟩C. (12.105)

Since there is no communication during the KeyGen rounds, there is no
leakage from P,H,C outside the subset itself (cf. 1 in Table 12.1). As
|H⟩ is a separable state, the case H is trivial (cf. 2 in Table 12.1). Finally,
due to its symmetries, the GHZ𝑚+1 state cannot reveal who the parties
sharing the state are. This ensures that there is no privacy leakage for P
either (cf. 3 in Table 12.1).

The preceding sections closely follow the
text of Reference [HJP20], which was
written by both myself and my co-authors.
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