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#### Abstract

In this work we investigate the stability and approximation properties of the cell-vertex finite volume method applied to an elliptic partial differential equation discretized on quadrilateral or cuboid meshes in two or three dimensions respectively. The Helmholtz type equation of interest originates from the projection step in the semi-discretisation of a second order semi-implicit finite volume scheme, which is capable of resolving the pseudoincompressible and compressible regime of the Euler equations in a unified numerical framework. Consequently, we investigate the mixed saddle point problem determined by the pseudoincompressible divergence constraint and include the source terms responsible for compressible effects. We provide stability and an a-priori error estimate for the projection step in the pseudo-incompressible case, as well as stability for the compressible situation. To this end we leverage an interpretation of the discrete flux variables in terms of discontinuous Galerkin method and introduce the Raviart-Thomas interpolation operator on the dual control volumes surrounding each vertex of the primary grid. This choice is motivated by the natural divergence defined via the integral normal flux passing through the boundary of a dual control volume.
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| $\mathcal{T}_{h}$ | a grid as introduced in Definition 2.1.1 |
| $\mathcal{N}_{K}$ | vertices attached/in $K \in \mathcal{T}_{h}$ or $K \subseteq \mathcal{T}_{h}$ |
| $\mathcal{E}_{K}$ | edges attached/in $K \in \mathcal{T}_{h}$ or $K \subseteq \mathcal{T}_{h}$ |
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| $\mathcal{U}$ | space for the analytical velocity variable |
| $\mathcal{H}$ | space for the analytical pressure variable |
| $\mathcal{D}_{h}$ | approximation space for the velocity variable |
| $\mathcal{R}_{h}$ | approximation space for the gradient of the pressure |
| $\mathcal{W}_{h}^{1} / \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ | approximation space for the pressure variable |
| $\mathcal{W}_{h}^{\prime 0} / \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$ | test space for the divergence constraint |
| $\kappa_{1}, \kappa_{2}$ | ker grad' and ker DIV ${ }_{h}$ in the sense of Eqs. (3.11) and (3.12) |
| $\mathcal{I}_{h} / \mathcal{I}_{K}$ | global/local interpolation operator for first order Lagrangian finite elements |
| $\mathcal{I}_{h}^{d} / I_{K}^{d}$ | global/local interpolation operator, c.f. Definition 2.4.9 |
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| $L^{r, d}$ | isomorphism identifying $\mathcal{R}_{h}$ and $\mathcal{D}_{h}$ |
| L | steepening operator $\kappa_{1} \rightarrow \kappa_{2}$ |
| $\Lambda, \Lambda_{0}$ | Lumping operator, see Lemma 3.2.5 |

## Introduction

In the following, we give a brief introduction to the mathematical models used to predict the time evolution of fluid flow in Earth's atmosphere. We focus on continuum models described by partial differential equations, which are derived by conservation laws and the Newtonian axioms. Furthermore, we point out some technical and practical difficulties arising in these models. Subsequently, we outline and position the contribution of this work in the context of numerical methods for the Euler equations.

### 1.1 Background

### 1.1.1 Fluid flow in earth's atmosphere

The mathematical description of one of the most common phenomena tangible to humankind, the airflow in the atmosphere, gives rise to models that pose severe analytical and numerical challenges. Although there was some progress on the matter of Hilbert's 6th problem [63] we mainly have to rely upon experimentally validated continuum models from meteorology and physics derived by the conservation of mass, momentum and (some) energy.

The title of this chapter might suggest there is a unified model to describe the whole atmosphere, but it comes as no surprise that this is not the case. If we restrict ourselves to the homosphere i.e., the atmosphere up to approximately 80 km height, then we can at least assume the chemical components of air to be well mixed and, therefore, treat it as one Newtonian fluid described by its thermodynamic quantities' density $\rho$, temperature $T$, and pressure $p$ as well as its velocity field $v$. More specifically, we assume dry air to be a perfect gas i.e., to satisfy the ideal gas equation

$$
\begin{equation*}
p=\rho R T, \tag{1.1}
\end{equation*}
$$

where $R=287 \mathrm{~m}^{2} \mathrm{~s}^{-2} \mathrm{~K}^{-1}$ denotes the specific gas constant for dry air. Furthermore, a perfect gas can be described by constant heat capacities $c_{V}$ and $c_{P}$, where $R=c_{P}-c_{V}$.
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Therefore, the internal energy $\varepsilon$ satisfies

$$
\begin{equation*}
\varepsilon=c_{V} T \tag{1.2}
\end{equation*}
$$

The isentropic exponent is given by $\gamma=\frac{c_{P}}{c_{V}}$ and, as the air consists mainly of diatomic nitrogen, $\gamma=\frac{7}{5}$ is a reasonable assumption for temperature ranges occurring in the homosphere.

Let $\Omega \subseteq \mathbb{R}^{3}$ be a domain. Then the conservation of mass, momentum and energy on $\Omega$ delivers the Navier-Stokes equations (see e.g., Chorin and Marsden [35])

$$
\begin{align*}
\partial_{t} \rho+\operatorname{div}(\rho v) & =0,  \tag{1.3a}\\
\partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v+p \mathbb{I}-\tau) & =f,  \tag{1.3b}\\
\partial_{t} e+\operatorname{div}(e v+p v-k \operatorname{grad} T-\tau \cdot v) & =q+f \cdot v . \tag{1.3c}
\end{align*}
$$

Here $f$ and $q$ describe external volume forces and heating, respectively. Furthermore, $\tau(\operatorname{grad} u)$ denotes the (Newtonian) viscous stress tensor and $k>0$ the thermal conductivity. The total energy per unit volume $e$ collects the internal and kinetic energy i.e.,

$$
\begin{equation*}
e=\rho \varepsilon+\rho \frac{|v|^{2}}{2}=\rho c_{V} T+\rho \frac{|v|^{2}}{2} \tag{1.4}
\end{equation*}
$$

For sufficiently smooth solutions, we can equivalently state Eq. (1.3c) in non-conservative form and in terms of the pressure $p$ :

$$
\begin{equation*}
\partial_{t} p+v \cdot \operatorname{grad} p+\gamma p \operatorname{div} v=\gamma(\operatorname{grad}(v): \tau+\operatorname{div}(k \operatorname{grad} T)+\rho q) \tag{1.5}
\end{equation*}
$$

Remark 1.1.1. Henceforth, we only consider adiabatic motion and, therefore, assume $q=0$.
Remark 1.1.2. For convenience, we do not discuss physically plausible boundary conditions to supplement Eq. (1.3). As the choice of boundary conditions is a delicate matter and rely on the specific modifications of Eq. (1.3) as well as the concrete physical scenario, we, henceforth, ignore physical boundaries and assume periodic boundary conditions except when mentioned differently.

## Gravity and fictitious forces

To model the atmosphere and determine the relevant volume forces we assume the earth to be a rotating sphere with homogeneous mass distribution. More realistic models are available [69], but not meteorologically relevant. As the atmosphere is shallow we assume

### 1.1 Background

gravity as constant force characterized by $g \approx 9.81 \mathrm{~ms}^{-2}$ and pointing towards the centre of the earth. We, furthermore, consider a rotating Cartesian frame of reference with its origin located at earth's surface at a certain longitude and latitude and the $x_{3}$-axis being aligned with the gravitational force i.e.,

$$
\begin{equation*}
f_{g}=-\rho g e_{3} \tag{1.6}
\end{equation*}
$$

In the rotating frame of reference we have to consider the fictitious centripetal and Coriolis forces. The first one is of minor importance as opposed to the second [99]. Given the angular velocity $\omega \in \mathbb{R}^{3}$, the Coriolis force reads

$$
\begin{equation*}
f_{C}(\rho, v)=-2 \rho \omega \times v \tag{1.7}
\end{equation*}
$$

Due to the rotated frame of reference, the angular speed $\omega$ depends on the latitude, but we will ignore the Coriolis component orthogonal to the surface from now on i.e., project onto the tangent plane. The magnitude of the components in the tangent plane (the horizontal components) then depends on the latitude $\phi$ and e.g., in [99] the force is given by

$$
\begin{equation*}
f_{C}(\rho, v) \approx-2 \rho \sin (\phi)|\Omega| e_{3} \times v \tag{1.8}
\end{equation*}
$$

We, furthermore, assume the change in latitude $\sin (\phi)$ to be negligible in $\Omega$ i.e., we fix a certain Coriolis parameter $f_{0}=2|\omega| \sin (\phi)$. This then gives the so called $f$-plane approximation.

The total volume forces in the rotating coordinate frame now read

$$
\begin{equation*}
f=f_{g}+f_{C} \tag{1.9}
\end{equation*}
$$

## INVISCID FLOW

The Navier-Stokes equations in the presented form Eq. (1.3) still are far from a complete model for atmosphere. Several important quantities and processes e.g., temperature, radiation, and moisture transport are not included and the treatment of boundary conditions is not determined at all so far. Nevertheless, instead of incorporating these effects, we on the contrary, ignore the viscosity present in the Navier-Stokes equations as justified by the following reasoning. First we rewrite the system as presented in [93] in terms of the non-dimensional variables from Table 1.1 and choose $\mathrm{Sr}=1$. This gives

$$
\begin{equation*}
\partial_{t} \rho+\operatorname{div}(\rho v)=0 \tag{1.10a}
\end{equation*}
$$
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| Parameter | Sr | Ma | Re | Ro | Fr | Pr |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Definition | $\frac{l_{\text {ref }}}{t_{\text {ref }} v_{\text {ref }}}$ | $\sqrt{\frac{\rho_{\text {ref }} v_{\text {ref }}^{2}}{p_{\text {ref }}}}$ | $\frac{\rho_{\text {ref }} \chi_{\text {ref }} l_{\text {ref }}}{\mu}$ | $\frac{v_{\mathrm{ref}}}{f_{0} l_{\mathrm{ref}}}$ | $\sqrt{\frac{v_{\text {ref }}^{2}}{l_{\text {ref }} g}}$ | $\frac{c_{p} \mu}{k}$ |

Table 1.1: Summarizing the definitions of the non-dimensional parameters depending on the reference and physical quantities.

$$
\begin{align*}
\partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)+\frac{1}{\mathrm{Ma}^{2}} \operatorname{grad} p & =\frac{1}{\operatorname{Re}} \tau-\rho \frac{1}{\mathrm{Fr}^{2}} e_{3}-\frac{1}{\mathrm{Ro}} \rho e_{3} \times v,  \tag{1.10b}\\
\partial_{t} p+v \operatorname{grad} p+\gamma p \operatorname{div} v & =\frac{\gamma}{\operatorname{Pr} \operatorname{Re}} \operatorname{div}(\operatorname{grad} T) \tag{1.10c}
\end{align*}
$$

Here the Reynolds number Re determines the amount of viscosity in the fluid flow compared to the non-linear advection term. To compute concrete exemplary values of the non-dimensional parameters which occur on earth, we have to fix the reference variables. Meteorologically plausible reference values are derived by Klein [80]. Choosing the smallest reference length $l_{\text {ref }}=11 \mathrm{~km}$ and reference velocity $v_{\text {ref }}=12 \mathrm{~ms}^{-1}$ as well as the reference density $\rho_{\text {ref }}=1.25 \mathrm{kgm}^{-3}$ we are left to determine the dynamical viscosity $\mu$ of dry air. For this, as well as the heat conductivity $k$, we obtain values from [72]. Using these reference values, we roughly assume $\mu \approx 10^{-5} \mathrm{kgms}^{-1}$ and $k \approx 10^{-2} \mathrm{Wm}^{-1} \mathrm{~K}^{-1}$ for a temperature range of $\pm 10^{2} \mathrm{~K}$ around 273.15 K i.e., the freezing point of water. Therefore, we obtain the lowest plausible Reynolds number with $\operatorname{Re} \approx 10^{10}$ and assume a specific heat capacity $c_{p} \approx 1 \times 10^{3} \mathrm{Jkg}^{-1} \mathrm{~K}^{-1}$. This leads to $\operatorname{Pr} \approx 1$.

Since the viscous and conductivity terms seem to nearly vanish, one might suggest to approximate solutions of Eq. (1.10) by solutions of the compressible Euler equations

$$
\begin{align*}
\partial_{t} \rho+\operatorname{div}(\rho v) & =0  \tag{1.11a}\\
\operatorname{Sr} \partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)+\frac{1}{\mathrm{Ma}^{2}} \operatorname{grad} p & =-\rho \frac{1}{\mathrm{Fr}^{2}} e_{3}-\frac{1}{\mathrm{Ro}_{\mathrm{o}}} \rho e_{3} \times v,  \tag{1.11b}\\
\partial_{t} p+v \operatorname{grad} p+\gamma p \operatorname{div} v & =0 \tag{1.11c}
\end{align*}
$$

Indeed, Swann [114] and Kato [75] rigorously prove that solutions of the Navier-Stokes equations approach solutions of the Euler equations as the viscosity vanishes for the incompressible $\operatorname{div}(v)=0$ case and in the absence of boundaries. In presence of boundaries even flows with very little viscosity may substantially differ from an inviscid flow. This is due the to emergence of boundary layers [100] which lead for example, to the nonsymmetric flow configuration known as Kármán-Vortex street [74], although the data is
initially symmetric.
Large Reynolds number flows also exhibit turbulence, a complex motion dissipating energy across different eddy length scales [82]. The occurrence of turbulence was the original motivation to study flows depending on the Reynolds number by Reynolds [104] and still counts as one of the great open problems in physics [95].
Both phenomena play important roles in the time evolution of the atmosphere, but inherently are driven or triggered by processes on the molecular scale. These still cannot be resolved by current methods and computational capabilities in simulations of the atmosphere on planetary scales. This results in the unsatisfactory situation that the artificial viscosity introduced by the numerical method might be magnitudes larger than the actual physical one. As $\operatorname{Re} \rightarrow \infty$, we therefore consider inviscid fluids governed by the compressible Euler equations Eq. (1.11) only. Finally, we point out that in practical applications the boundary effects and turbulence from the sub grid scales require additional modelling assumptions to be tractable numerically.
To adopt the notation of the numerical method in the following chapter, we introduce the potential temperature (see e.g., [45])

$$
\begin{equation*}
\theta:=T\left(\frac{p_{0}}{p}\right)^{R / c_{p}} \tag{1.12}
\end{equation*}
$$

given a reference pressure $p_{0}$, as well as the Exner pressure

$$
\begin{equation*}
\pi:=\left(\frac{p}{p_{0}}\right)^{R / c_{p}}=\left(\frac{p}{p_{0}}\right)^{\frac{\gamma-1}{\gamma}} . \tag{1.13}
\end{equation*}
$$

Furthermore, we introduce the additional pressure variable

$$
\begin{equation*}
P:=\frac{p_{0}}{R} \pi^{\frac{1}{\gamma-1}} \propto p^{1 / \gamma} \tag{1.14}
\end{equation*}
$$

The preceding definitions imply $\pi \theta=T$ and $P=\frac{p}{\pi R}$. Therefore, the equation of state, Eq. (1.1), now becomes

$$
\begin{equation*}
P=\rho \theta \tag{1.15}
\end{equation*}
$$

We follow Klein et al. [81] and recast the Euler equations in these new variables to obtain

$$
\begin{align*}
\partial_{t} \rho+\operatorname{div}(\rho v) & =0  \tag{1.16a}\\
\partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)+c_{p} P \operatorname{grad} \pi & =-f_{0} e_{3} \times \rho v-\rho g e_{3}  \tag{1.16b}\\
\partial_{t} P+\operatorname{div}(P v) & =0 \tag{1.16c}
\end{align*}
$$
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### 1.1.2 Analytical results

Before discussing the specific numerical method proposed for the solution of Eq. (1.16), we recall that the question of well-posedness of the Euler equations cannot be answered satisfactorily until now. For short times the local existence and uniqueness of smooth solutions is positively answered in e.g., [88]. As pointed out by Feireisl, Lukáčová-Medvidová, and Mizerová [58], the textbook of Benzoni-Gavage and Serre [18] provides a state-of-the-art overview about the theory of systems of hyperbolic conservation laws.
Nevertheless, classical solutions might lose regularity (blow up) and, therefore, one has to consider a more general functional framework i.e., weak solutions. Unfortunately the issue of uniqueness is negatively answered in such class of solutions. Recent work by Chiodaroli, De Lellis, and Kreml [33] proves that there are infinitely many weak solutions to the Cauchy problem for the Euler equations. As usual for conservation laws, one might nevertheless find physical selection principles to identify a unique physically plausible solution [14].

Following this line of a selection principle, the functional analytic framework of dissipative measure valued solutions provided in [26] is suitable to investigate convergence of numerical methods to smooth solutions for the compressible Euler equations [58] as well as the Navier-Stokes equations [59]. The general class of measure valued solutions for hyperbolic conservation laws originates from the seminal work by DiPerna [50] in the context of scalar hyperbolic conservation laws. For details on the historic development, we refer to the excellent introduction of the matter in Feireisl, Lukáčová-Medvidová, and Mizerová [58].

As already hinted, one key ingredient of this framework is the concept of weak-strong uniqueness [64] to assure pointwise convergence to classical solutions if they exist.

### 1.1.3 The pseudo-incompressible model

The Euler equations including source terms as given in Eq. (1.11) or equivalently in Eq. (1.16) allow for a multitude of phenomena. Many of them occur on different time and spatial scales. Ignoring the Coriolis term in the equations for a moment, the equations give rise to three different time scales as argued by Klein [80]. Given parameters as valid for Earth's atmosphere (see again [80]) the slowest phenomenon modelled by Eq. (1.16) is advection $v_{\text {ref }}=12 \mathrm{~ms}^{-1}$, followed by the internal gravity waves $c_{\text {int }} \approx 110 \mathrm{~ms}^{-1}$. The fastest waves described by the Euler equations are acoustic waves $c_{\mathrm{ac}} \approx 330 \mathrm{~ms}^{-1}$ which are usually negligible in context of the weather system [80]. Although the use of an overly complicated model, including sound, might seem acceptable at this point, the infamous condition
named after Courant, Friedrichs, and Lewy [44], short CFL stability condition, does imply severe practical limitations in terms of spatial resolution for numerical approximations of solutions for the discussed system of non-linear partial differential equations. Depending on the approximation algorithm and the specific equation the CFL condition bounds the ratio of temporal resolution $\Delta t$ and spatial resolution $\Delta x$ by a constant over the (fastest) characteristic speed $c_{\mathrm{ac}}$.

$$
\begin{equation*}
\frac{\Delta t}{\Delta x} \leq \frac{\text { const. }}{c_{\mathrm{ac}}} \tag{1.17}
\end{equation*}
$$

As mentioned the fastest characteristic speed in the Euler system is the speed of sound, which now leads to the unsatisfactory situation of the need to pay huge computational effort to the resolution of a phenomenon which does not need to be resolved for the required numerical prediction.

One remedy widely adopted in meteorological simulations is the use of reduced models [99, 117, 89] as opposed to the integration of the full Euler system Eq. (1.16). A certain class of those are the so called soundproof models which aim to include only advection and internal gravity waves.

One of these models is the pseudo incompressible model introduced by Durran [53] and Klein et al. [81]. Following Klein et al. [81], we assume $\partial_{t} P=0$ and the equations are then given by

$$
\begin{align*}
\partial_{t} \rho+\operatorname{div}(\rho v) & =0  \tag{1.18a}\\
\partial_{t}(\rho v)+\operatorname{div}(\rho v \otimes v)+c_{p} P \operatorname{grad} \pi & =-f_{0} e_{3} \times \rho v-\rho g e_{3}  \tag{1.18b}\\
\operatorname{div}(P v) & =0 \tag{1.18c}
\end{align*}
$$

In line with the seminal works of Klainerman and Majda [76, 77], which address the low Mach number limit for the compressible Euler equations, we might ask in which sense solutions to Eq. (1.18) exist and under which conditions they can be obtained by an asymptotic limit of Eq. (1.16). In contrast to a somewhat similar anelastic approximation [90, 31] and to the knowledge of the author this question is not yet rigorously answered as long as we assume physically plausible distinguished asymptotic limits. In comparison to previously mentioned works [76, 77] the stratification plays a crucial role, when passing to the limit. This issue as well as the validity of Eq. (1.18) as reduced model for (1.16) is discussed in [81] in terms of an Eigenmode analysis. A different formal reasoning presented in [79] identifies the zero Mach limit of the Euler equations including variable density with the small scale limit of the pseudo incompressible model. This is beneficial, in comparison to the anelastic model, as the corresponding limit thereof is the Boussinesq
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approximation, which does not allow for large density variations. Furthermore, the use of the pseudo incompressible model for the investigation of gravity wave breaking with arbitrary background stratification is justified in [1].
In comparison to the anelastic model, which would give the Boussinesq equations as corresponding limit, this is beneficial, as the pseudo incompressible model is valid over a wider range of For the latter, one obtains the (see again [79]), which does only allow for small density variations.

The small spatial scale limit of the anelastic model on the other hand allows for large Despite some lack of rigorous understanding, the pseudo incompressible model has favourable properties as the . in the asymptotic limit of small spatial scales allows for large density in comparison with the anelastic model is a surprisingly sufficient soundproof model for numerical weather forecasting [80, 81].

### 1.1.4 UNIFORM NUMERICAL TREATMENT

In the following, we introduce a state of the art numerical method provided by Benacchio and Klein [16]. It allows the numerical integration of both previously introduced models, the Euler equations as given in Eq. (1.16) and Durran's pseudo incompressible model Eq. (1.18). It is a second order semi-implicit finite volume method which leverages two structurally identical projections to ensure the discrete solution complies with the divergence constraint on $P v$ and furthermore allow us to treat the gravity source term implicitly. This not only enables the method to overcome step size restrictions caused by acoustic, but also gravity waves (see e.g. [117]). In this chapter we merely introduce the temporal semi-discretisation. This falls short on the careful bespoke design of the spatial discretization provided in [16]. On the other hand we will elaborate on details of the spatial discretization, whenever it will serve the purpose of this work in subsequent chapters.

Considering the Euler equations as given in Eq. (1.16) we first introduce fast and slow version of the inverse potential temperature $\chi$ and the Exner pressure $\pi$ via

$$
\begin{equation*}
\chi=\chi^{\prime}+\bar{\chi}, \quad \pi=\pi^{\prime}+\bar{\pi} \tag{1.19}
\end{equation*}
$$

Here we assume the slow background states to depend only on the vertical axis i.e., $\bar{\chi}(t, x)=\bar{\chi}\left(t, x_{3}\right)$ and $\bar{\pi}(t, x)=\bar{\pi}\left(t, x_{3}\right)$ and to satisfy

$$
\begin{equation*}
\partial_{x_{3}} \bar{\pi}=-\frac{g}{c_{p}} \bar{\chi}, \quad \bar{\pi}(0)=1 . \tag{1.20}
\end{equation*}
$$

The time evolution of fast variables $\chi^{\prime}, \pi^{\prime}$ follow the transport equations

$$
\begin{align*}
\partial_{t}\left(P \chi^{\prime}\right)+\operatorname{div}\left(P v \chi^{\prime}\right) & =-P v_{3} \partial_{x_{3}} \bar{\chi}  \tag{1.21}\\
\partial_{t} \pi+\frac{\partial \pi}{\partial P} \operatorname{div}(P v) & =0, \tag{1.22}
\end{align*}
$$

respectively.
Remark 1.1.3. The necessity to consider the time evolution of the fast auxiliary variables originates in their implicit treatment in the projection step in Eq. (1.28b) at time $t^{n+1}$.
Subsequently, we consider an abstract formulation as suggested in [110]. For this purpose we collect the transported variables

$$
\begin{equation*}
\Psi:=\left(\chi, \chi v, \chi^{\prime}\right) \tag{1.23}
\end{equation*}
$$

and realize that we can express Eq. (1.16) in the following abstract form

$$
\begin{align*}
\partial_{t}(P \Psi)+\mathcal{A}_{P v}(\Psi) & =S(P, \Psi)  \tag{1.24a}\\
\partial_{t} P+\operatorname{div}(P v) & =0, \tag{1.24b}
\end{align*}
$$

where we denote the non-linear advection by $\mathcal{A}_{P v}(\Psi)$ and by $S(P, \Psi)$ the source terms on the right-hand side of Eq. (1.16). In the context of the advection operator $\mathcal{A}_{u}(g)$ we refer to the subscript index $u$, as advecting vector field and to $g$ as the advected quantities.
In this notation the update for one step of time integration is given by the following semi-discrete update formulas

$$
\begin{align*}
(P \Psi)^{n+1} & =\mathcal{A}_{(P v)^{n+1 / 2}}^{\Delta t}\left(\Psi+\Delta \frac{t}{2} S\left(P^{n}, \Psi^{n}\right)\right)+\Delta \frac{t}{2} S\left(P^{n+1}, \Psi^{n+1}\right)  \tag{1.25a}\\
P^{n+1} & =P^{n}-\Delta t \operatorname{div}(P v)^{n+1 / 2} .  \tag{1.25b}\\
\pi^{n+1} & =\pi^{n}-\Delta t\left(\frac{\partial \pi}{\partial P}\right)^{\circ} \operatorname{div} \frac{P v^{n+1}+P v^{n}}{2} . \tag{1.25c}
\end{align*}
$$

Next, we either solve implicitly c.f. Remark 1.1.4 and Remark 1.1.5 via

$$
\begin{equation*}
\left(\frac{\partial \pi}{\partial P}\right)^{\circ} \approx \frac{\pi^{n+1}-\pi^{n}}{P^{n+1}-P^{n}} \tag{1.26}
\end{equation*}
$$

or estimate the $\left(\partial_{P} \pi\right)^{\circ}$ from previously computed quantities.
Remark 1.1.4. The redundant integration of Eq. (1.24b) by the means of Eq. (1.25b) and
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Eq. (1.25c) might seem superfluous at first sight. This, however, conveniently allows us to evaluate the fluxes by the means of $P$ and at the same time solve implicitly for the stiff pressure perturbation $\pi^{\prime}$. To this end the pressure variables $P$ and $\pi$, differ in their spatial discretization. In [16] the degrees of freedom of $P$ are cell centred as opposed to the node centred values of $\pi$. Considering Eq. (1.26) the authors of [16] propose the use of a spatial average via linear interpolation $K$ and to compute

$$
\begin{equation*}
\left(\frac{\partial \pi}{\partial P}\right)^{\circ}:=\frac{\pi^{n+1}-\pi^{n}}{K P^{n+1}-K P^{n}} . \tag{1.27}
\end{equation*}
$$

For the first set of equations i.e., Eq. (1.25a) we can interpret this discretization as trapezoidal rule along the advecting field $P v$. Indeed, Smolarkiewicz and Margolin [111] provide a proof for second order consistency for this strategy and propose the use of a multidimensional positive definite advection transport algorithm, MPDATA [109] as advection operator $\mathcal{A}$. Benacchio and Klein [16] adopt this idea to the extent as their proposed algorithm solves the linear advection equation and chooses the advecting velocity field to be $(P v)^{n+1 / 2}$. Their advection method, however, differs and leverages a MUSCLtype finite volume method for spatial discretization.

Apart from the specific discretization of $\mathcal{A}$ two questions arise. Firstly, how do we obtain the advecting velocity field (Pv) ${ }^{n+1 / 2}$ and secondly, how do we solve Eq. (1.25)?

The first question can be answered by restating a slightly modified version of Eq. (1.25). More specifically we have to shorten the time step to $\Delta t / 2$ and choose the advecting field at the old time level $t^{n}$. This leaves us to discuss the solution of Eq. (1.25).

## Projection

To address the question on how to solve Eq. (1.25), Benacchio and Klein [16] suggest using an auxiliary implicit Euler discretization of Eq. (1.16c). After division of the momentum equations in Eq. (1.25a) by $\chi^{n+1}=\chi^{*}$ and in combination with the equation for the fast inverse potential temperature and Eq. (1.25c) we obtain

$$
\begin{align*}
(P \psi)^{*}= & \mathcal{A}_{(P v)^{n+1 / 2}}^{\Delta t}\left(\Psi+\Delta t / 2 S\left(P^{n}, \Psi^{n}\right)\right)  \tag{1.28a}\\
(P v)^{n+1}= & (P v)^{*}-\frac{\Delta t}{2}\left(\frac{\rho}{\chi}\right)^{n+1} \frac{c_{p}}{\chi^{n+1}} \operatorname{grad} \pi^{\prime n+1}  \tag{1.28b}\\
& -\frac{\Delta t}{2}\left(\frac{\rho}{\chi}\right)^{n+1} f e_{3} \times v^{n+1}-\frac{\Delta t}{2}\left(\frac{\rho}{\chi}\right)^{n+1} g \frac{\chi^{\prime n+1}}{\chi^{n+1}} e_{3}, \\
\left(P \chi^{\prime}\right)^{n+1}= & \left(P \chi^{\prime}\right)^{*}-\frac{\Delta t}{2} \partial_{x_{3}} \bar{\chi}\left(P v_{3}\right)^{n+1}, \tag{1.28c}
\end{align*}
$$

$$
\begin{equation*}
\left(\frac{\partial P}{\partial \pi}\right)^{\circ} \pi^{n+1}=\left(\frac{\partial P}{\partial \pi}\right)^{\circ} \pi^{*}-\frac{\Delta t}{2} \operatorname{div}(P v)^{n+1} \tag{1.28~d}
\end{equation*}
$$

These equations already provide a framework to enforce the hydrostatic balance and the pseudo compressible divergence constraint. More concretely we can realize those limit regimes by eliminating terms via scalar prefactors $\alpha_{P} \in\{0,1\}$ and $\alpha_{W} \in\{0,1\}$. For notational convenience we additionally introduce

$$
\begin{equation*}
\Sigma_{W}=\operatorname{diag}\left(1,1, \alpha_{W}\right) \tag{1.29}
\end{equation*}
$$

We now put those prefactors in front of the terms in Eq. (1.28) which originate from the time derivative. The modified version of Eq. (1.28) reads

$$
\begin{align*}
\Sigma_{W}(P v)^{n+1}= & \Sigma_{W}(P v)^{*}-\left(\frac{\rho}{\chi}\right)^{n+1} \frac{\Delta t}{2} \frac{c_{p}}{\chi^{n+1}} \operatorname{grad} \pi^{\prime n+1}  \tag{1.30a}\\
& -\left(\frac{\rho}{\chi}\right)^{n+1} \frac{\Delta t}{2} f e_{3} \times v^{n+1}-\left(\frac{\rho}{\chi}\right)^{n+1} \frac{\Delta t}{2} g \frac{\chi^{\prime n+1}}{\chi^{n+1}} e_{3} \\
\left(P \chi^{\prime}\right)^{n+1}= & \left(P \chi^{\prime}\right)^{*}-\frac{\Delta t}{2}\left(P v_{3}\right)^{n+1} \partial_{x_{3}} \bar{\chi}  \tag{1.30b}\\
\alpha_{P} \pi^{n+1}\left(\frac{\partial P}{\partial \pi}\right)^{\circ}= & \alpha_{P} \pi^{n}\left(\frac{\partial P}{\partial \pi}\right)^{\circ}-\frac{\Delta t}{2} \operatorname{div}(P v)^{n+1} \tag{1.30c}
\end{align*}
$$

In this form we already can observe that $\alpha_{P}=0$ enforces the pseudo incompressible balance at the new time level i.e.,

$$
\begin{equation*}
\operatorname{div}(P v)^{n+1}=0 \tag{1.31}
\end{equation*}
$$

In the case of $\alpha_{W}=0$ the update equations Eq. (1.30) enforce the hydrostatic balance

$$
\begin{equation*}
\frac{c_{p}}{\chi^{n+1}} \partial_{z} \pi^{n+1}-g=0 \tag{1.32}
\end{equation*}
$$

Remark 1.1.5. The system stated in Eq. (1.30) indeed provides a second order update for the momentum. For the Exner pressure the authors of [16] also provide a second order update (c.f. Remark 1.1.4) to non-linearly correct the potential mismatch between the two pressure variables. Furthermore, they point out that in many situations it is not necessary to do so and the mismatch of Eq. (1.14) between the nodal Exner pressure $\pi$ and cell centred variable $P$ is negligible.

In the following we mostly consider the case $\alpha_{P}=0$ and henceforth use the linear
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formulation i.e., assume $\partial_{\pi} P$ to be given prior to the resolution of Eq. (1.30).
Remark 1.1.6. Let $\alpha_{w}>0$ or $\partial_{x_{3}} \bar{\chi} \neq 0$. Then the system of equations Eq. (1.30) constitutes a quasilinear Helmholtz equation as provided in [16]. To this end Benacchio and Klein inverted the rotation operator responsible for the Coriolis term in Eq. (1.30a).

### 1.1.5 Numerical methods

## Semi-implicit (projection) methods

The idea of solving a Poisson equation in the pressure variable to obtain a velocity field obeying the divergence constraint originates from the seminal works of Harlow and Welch [66] and Chorin [34]. Bell, Colella, and Glaz [15] provides a second order version of this discrete projection onto the divergence free manifold.
All preceding references consider viscous fluid flow, and we remark that the choice of boundary conditions in the pressure variable that ensure optimal (second order) convergence is non-trivial and the issue is discussed e.g., in [30]. Nevertheless, for the case of inviscid flow the issue vanishes as does viscosity and there is a natural choice of homogeneous Neumann boundary conditions for the pressure.

Numerical solutions for the close low-Mach regime i.e., $0<\mathrm{Ma} \ll 1$ on the other hand are non-trivial to obtain [119]. This difficulty is caused by the pressure term which becomes stiff in the low-Mach regime. In his seminal work [78], Klein resolves the issue in one spatial dimension by splitting the pressure variable using reasoning from asymptotic analysis. Subsequently, the fast pressure variable is treated implicitly in contrast to the slow one which is treated explicitly. This idea is also fundamental for the previously discussed numerical method developed in [16] and is extended to the multidimensional situation in [106].

The question if one can numerically pass to the limit (without loss of stability and consistency) coined the term asymptotic preserving. Recent works in context of incompressible/compressible Euler equations are e.g., [41, 24].

In contrast to the classical numerical treatment of the Poisson equation, where one is not necessarily interested in the gradient of the solution, the momentum correction and therefore some variant of the gradient of the pressure is the main concern. This leads to the question, how the degrees of freedom of the velocity field are located in relation to the ones of the discrete pressure. In the context of finite difference methods for the shallow water equations the location of the variable relative to each other was classified by Arakawa and Lamb [4]. In the same year Raviart and Thomas [101] and Raviart and Thomas [102] introduced their mixed finite elements on triangular grids for second order
elliptic problems. More recently, Cotter and Shipton [42] discuss the connection between C-grid finite differences and mixed finite elements. (Un)surprisingly it turns out that if we define the elements via nodal values, the position of those coincides with the corresponding finite difference grid staggering. In context of discontinuous or hybrid methods, where the jump across the individual element is a degree of freedom on its own (see e.g., [27]), this suggests that we might provide at least some parts of the analysis locally on each element/cell.

### 1.1.6 Discontinuous Petrov Galerkin and finite volume methods

Historically, discontinuous Galerkin methods originate from the seminal work by Reed and Hill [103] in the context of neutron transport. According to the introduction of [70], however, the idea to use such in the context of second order elliptic problems originates to Nitsche [98], Wheeler [121], and Arnold [5].

In contrast to the continuous finite element methods, the discontinuous approximation and test functions allow for the same favourable conservation properties as finite volumes methods do. Both are closely related and for the low order methods we can indeed restate the same discretization in each of both frameworks. For high order approximation the local nature of the discontinuous functions also gives the computational advantage of block diagonal mass matrices. Nevertheless, in this work we consider only piecewise (bi)linear functions and do not investigate the possibility of a high order version. In general, we need to introduce some kind of stabilization for the application of a discontinuous Galerkin method to second order partial differential equations. For a review and unified analytical framework of common discontinuous Galerkin methods applicable to the mixed Poisson problem we refer to [9]. A quite recent textbook on Discontinuous Galerkin methods applied to different scenarios is [49].

The famous pair of mixed finite elements by [102] is a convenient choice to discretize the flux conservatively, however suboptimal convergence rates are observed on quadrilateral grids in [7]. For low order elements, where these suboptimal convergence rates would be catastrophic, this can be avoided by using the correct natural divergence defined by integration along the boundary, instead of the classical distributional divergence [25]. This might seem undesirable when considering the goal of a $H(\operatorname{div}, \Omega)$ conforming situation, nevertheless from the perspective of finite volume methods (c.f. [87, 57]), this choice appears to be quite natural.

Although closely related, a pure finite volume approach demands the (re)construction of a consistent gradient to be discretized by integration of the relevant variable, multiplied by
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the outwards normal of the control volume (c.f. [57]). The choice on how to do so depends on the grid geometry and is non-trivial in general. One rather recent suggestion by authors of [56] is the use of a variational formulation to recover an approximate gradient similar to the one, one would expect considering the mixed problem in the sense of [102].

A way to avoid the reconstruction, is provided by the finite volume element method. The analysis of this method dates back to [65,32]. The latter suggests the use of a (continuous) finite element approximation space, but poses the equation in form of boundary integrals. Along this line Süli [113] proves optimal convergence of the cell centre (a node centred) scheme for the Poisson problem on Cartesian grids. The work of [115] discuss discretization and error estimates for a mixed Poisson problem in the $H(\operatorname{div}, \Omega)$ conforming setting on triangular and rectangular grids. Finally, the work of Angermann [3] and Vater and Klein [118] extended this work to a non-conforming approximation of the fluxes on triangular and Cartesian grids respectively. Another line of work for cell centred finite volume methods is presented in [13,51,52].

### 1.2 Outline and Scope of this Work

### 1.2.1 Motivation

Given the preceding introduction the presented work aims to refine and develop numerical analysis for semi-implicit numerical methods based on finite volume approximations specifically developed for the compressible Euler equations and variants thereof.

The overarching theme is the question if a semi-implicit finite volume method [87] in the spirit of the work of Benacchio and Klein [16] is converging in some sense to solutions of the Euler equations. Gallouët et al. [61], Feireisl, Lukáčová-Medvidová, and Mizerová [58], and Feireisl et al. [59] show that convergence proofs for numerical methods for Navier-Stokes and Euler equations are possible in principle, but they leverage either a fully implicit and therefore dissipative time discretization or consider the semi-discretisation in space obtained by entropy stable finite volume methods.

In the linear case the seminal work by Lax and Richtmyer [84] answered the question of convergence for finite differences. In the case of non-linear systems of partial differential equations the situation is less straight forward, nevertheless in analogy to the linear case we expect two necessary conditions. The first one is consistency to ensure the numerical method indeed approximates its analytical counterpart. The second one is stability which in the non-linear case essentially is covered by discrete a priori estimates. In this work we concentrate on the latter.

For our concrete situation one step towards the goal of stability is to establish a bound on the discrete in time evolution of $P v$ in an appropriate norm. We ask for a constant $C>0$ independent of the computational effort i.e., the number of time steps $n=T / \Delta t$ such that the $(P v)^{n}$ as approximation of $(P v)(T)$ is bound by

$$
\begin{equation*}
\left\|P v^{n}\right\|_{X} \leq C\left\|P v^{0}\right\|_{X}+O(T) \tag{1.33}
\end{equation*}
$$

for some appropriate norm $\|\cdot\|_{X}$. The constant $C$, however, depends on time and the other physical parameters in the model.
Given half-time fluxes $P v^{n+1 / 2}$ we can decompose the algorithm proposed in [16] conceptionally into two steps. First we advect $P \psi$. Subsequently, we solve for the divergence corrected field $P v$. For the latter we utilize the implicit update for the Exner pressure $\pi$.
One way of establishing Eq. (1.33) is to provide an individual stability estimate for every step of $\Delta t=T / n$ by e.g.,

$$
\begin{equation*}
\left\|(P v)^{n}\right\|_{X} \leq C_{n}\left\|(P v)^{n-1}\right\|_{X}+\Delta t D_{n} \tag{1.34}
\end{equation*}
$$

where $D_{n}>0$. Implicitly we assumed the norm does not change for every time step, this however, might not be a useful assumption. Considering this simplification, nevertheless, we resolve the recursion i.e.,

$$
\begin{equation*}
\left\|P v^{n}\right\|_{X} \leq \prod_{j=1}^{n} C_{j}\left\|(P v)^{0}\right\|_{X}+\Delta t \sum_{i=1}^{n} D_{i} \prod_{j=i}^{n-1} C_{j} \tag{1.35}
\end{equation*}
$$

and ask for a uniform bound

$$
\begin{equation*}
D_{i} \prod_{j=i}^{n-1} C_{j} \leq K \tag{1.36}
\end{equation*}
$$

for every $i \in\{1 \ldots n\}$. Subsequently, we consider the non-negative sequence $C_{n} \in \mathbb{R}$ and observe that convergence of its product

$$
\begin{equation*}
C:=\lim _{n \rightarrow \infty} \prod_{i=1}^{n} C_{i} \tag{1.37}
\end{equation*}
$$

is sufficient to ensure some $\varepsilon>0$ and $n_{0} \in \mathbb{N}$ with

$$
\begin{equation*}
\left\|P v^{n}\right\| \leq(C+\varepsilon)\left\|(P v)^{0}\right\|_{X}+\Delta t \frac{T}{\Delta T} K=(C+\varepsilon)\left\|(P v)^{0}\right\|_{X}+K T \tag{1.38}
\end{equation*}
$$
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for every $n>n_{0}$.
The concrete problem of interest, is the question, if in the pseudo incompressible case $\alpha_{P}=0$ the implicit projection step in Eq. (1.30), is almost a contraction mapping i.e., it satisfies

$$
\begin{equation*}
\left\|P v^{n+1}\right\|_{X} \leq(1+O(\Delta t))\left\|P v^{*}\right\|_{X}+O(\Delta t) \tag{1.39}
\end{equation*}
$$

for some appropriate norm $\|\cdot\|_{X}$ and step size parameter $\Delta t>0$.
So far we have not discussed what discrete solutions to Eq. (1.30) look like. Although Benacchio and Klein [16] use a five point finite-difference stencil for the two-dimensional case, they mention the projection proposed in [118] as potential alternative.

The advantage of the latter is its proven inf-sup stability. This, however, comes at the expense of a mixed discontinuous Petrov-Galerkin framework which utilizes a piecewise linear approximation space for the momenta and piecewise linear $H^{1}(\Omega)$ conforming finite elements for the pressure. Different from a classical finite difference stencil, this framework allows the use of more sophisticated, but computationally more expensive stencils derived from a well-posed finite volume approach by Süli [113]. Vater and Klein [118] build upon the mentioned result as well as on $[115,3]$ and provide well-posedness for the mentioned discrete mixed formulation.

As the original goal of the additional degrees of freedom in form of the gradient information is stabilization only, the work in [118] does not emphasize the details of the connections between the underlying finite volume discretization and a formulation in terms of finite elements. As a consequence they neither relate their result to the underlying analytical saddle point problem nor do they provide a compatible interpolation operator to obtain the discrete functions.

### 1.2.2 Goals

In this work we aim to provide a more complete picture on the functional analytic framework for the implicit part of finite volume method provided in [16]. With future prospects in mind this might be considered helpful, when establishing a priori bounds on the complete step of the aforementioned scheme.

However, as we do consider the implicit part only at this point, we remark that it is not necessary to adopt exactly the same functional framework in the advection and the projection $\left(\alpha_{P}=0\right)$ steps as the work of Lehrenfeld and Schöberl [85] illustrates in the case of a hybrid discontinuous method for the incompressible Navier-Stokes equations. Having that in mind we concentrate on the above-mentioned questions and additionally prove the resulting discretization to satisfy an estimate in the spirit of Eq. (1.39).

We aim to provide finite elements which result in the same discretization as presented in [118]. One of the key aspects of the aforementioned work is the absence of any additional stabilization mechanism as used in e.g., [91] in the case of Darcy flow. In this sense, the proposed method also differs conceptionally from discontinuous Galerkin methods reviewed in [9].
For the definition of such elements we leverage ideas borrowed by from the $H(\operatorname{div}, \Omega)$ and $H(\operatorname{curl}, \Omega)$ conforming finite elements introduced by the seminal works of Raviart and Thomas in [102] and Nédélec in [94] respectively. The former work provides a mixed formulation for the Poisson equation leveraging discontinuous pressure elements. These elements are a formidable choice for the discretization of conservation laws as they are $H(\operatorname{div}, \Omega)$ conforming and therefore allow for Gauss' theorem in the discrete setting. The authors of [22], however, provide a counter example for the discrete inf - sup stability of the mixed formulation of the Poisson problem. In contrast to the classical situation the finite elements provided in this work are non-conforming and depend on piecewise linear but completely discontinuous functions and contour integrals on a dual grid.

### 1.2.3 Contribution

This work extends the method provided in [118] and applicable to two-dimensional Cartesian grids in the following ways.

- We provide a compatible interpolation operator for the discontinuous momentum variable. Using this interpolation, the interpolant of a divergence free field is divergence free in the discrete sense.
- We rephrase and extend the existing methodology in terms of finite element theory in the sense of Ciarlet [38]. Together with the careful modification of the classical theory we present a line of reasoning, which not only follows the guiding principle of the discrete de Rham complex for $H(\operatorname{div}, \Omega)$, but also generalizes the method to three spatial dimensions as well as to unstructured quadrilateral and cuboid grids.
- Applied to the projection in the pseudo-incompressible case, we prove the resulting numerical method to be stable and consistent in a mesh dependent norm. Furthermore, we prove stability of the projection in the compressible case.
- Another consequence of the presented refined analysis is the identification of the null spaces associated with the dual gradient operator and the discrete divergence operator. This in turn allows us to establish an analogue to integration by parts
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and the required a priori bound on the solution in the pseudo-incompressible case, c.f. Eq. (1.39).

## 2 <br> Dual grid finite elements

In the following we introduce some basic notation and assumptions as, e.g., the polynomial spaces and the grid. We follow the textbook strategy [54] to introduce the proposed pair of elements. Therefore, we employ the definitions and properties first on a reference element and subsequently use bilinear or trilinear images of such a reference element to cover the whole grid. In this global picture we aim to use these elements to recover the inf-sup stable discontinuous Galerkin discretization provided in [118].

### 2.1 Preliminaries

### 2.1.1 Grid

In this work we consider grids, consisting of quadrilaterals and cubiods, which are diffeomorphic and positively oriented images of a reference element. An exemplary situation for $n=2$ is depicted in Fig. 2.1. We denote the vertices, edges, and faces of any entity $K$ in the grid by $\mathcal{N}_{K}, \mathcal{E}_{K}$ and $\mathcal{F}_{K}$ respectively. Furthermore, we define the diameter of any compact set $K \subset \mathbb{R}^{n}$ by

$$
\begin{equation*}
h_{K}:=\operatorname{diam}(K)=\max _{x_{1}, x_{2} \in K}\left\|x_{1}-x_{2}\right\| . \tag{2.1}
\end{equation*}
$$

Now we define a grid as follows.
Definition 2.1.1 (Grid). Let $n=3(n=2)$ and let $\Omega \subset \mathbb{R}^{n}$ be a bounded Lipschitz domain with piecewise bilinear (linear) boundary $\partial \Omega$. A collection of trilinear (bilinear) images $K \subset \Omega$ of $\hat{K}=[-1,1]^{n}$ with diameter $h_{K}<h$ is a grid and denoted by $\mathcal{T}_{h}$, if all $K_{i}, K_{j} \in \mathcal{T}_{h}$ are connected by a path not intersecting any edge (node) and they only overlap at their boundary i.e., $\int_{\Omega} \mathbb{1}_{K_{1} \cap K_{2}} d x=0$. Furthermore, a grid has to cover the domain i.e., $\bigcup_{K \in \mathcal{T}_{h}} K=\bar{\Omega}$. A part of such a grid is illustrated in Fig. 2.1.

Remark 2.1.2. Let $\hat{K}=[-1,1]^{2}$ and let $K$ be a non-degenerate quadrangle, then there is a unique bilinear map $T_{K}: \hat{K} \rightarrow K$ with $T_{K}(\hat{K})=K$ and $\operatorname{det} T_{K}(x)>0$ for every $x \in \hat{K}$. If $\hat{K}=[-1,1]^{3}$ and $K$ is a non-degenerate cuboid, then $T_{K}$ is trilinear.

2 Dual grid finite elements


Figure 2.1: The figure depict parts of a grid of quadrilaterals and one of its dual shapes (c.f. also [112])

Definition 2.1.3 (Quasi-uniform). A family of grids $\left(\mathcal{T}_{\mathfrak{b}_{i}}\right)_{i \in \mathbb{N}}$ is called quasi-uniform, if there is a constant $c>0$ satisfying $\mathrm{ch}_{i}<h_{K}$ for every $K \in \mathcal{T}_{\mathfrak{b}_{i}}$ for every $i \in \mathbb{N}$.

Definition 2.1.4 (Shape-regular). Let $T_{K}: \hat{K} \rightarrow K$ denote the map from the reference element $\hat{K}$ to some element $K$ and let $\lambda_{j}\left(D T_{K}\right)$ denote the $j$-th eigenvalue of the Jacobian matrix for $j \in\{1 \ldots n\}$.

A family of grids $\left(\mathcal{T}_{\mathfrak{H}_{i}}\right)_{i \in \mathbb{N}}$ is called shape-regular if there is a constant $c>0$ satisfying

$$
\begin{equation*}
\frac{\left|\lambda_{j}\left(D T_{K}\right)\right|}{h_{K}} \leq c \tag{2.2}
\end{equation*}
$$

for every $j \in\{1 \ldots n\}, K \in \mathcal{T}_{\mathfrak{b}_{i}}$ and $i \in \mathbb{N}$.
Remark 2.1.5. Henceforth, we consider only shape-regular and quasi-uniform families of grids. In abuse of notation we denote such family by $\mathcal{T}_{h}$ and omit the index for $h$.

Remark 2.1.6. The dual grid is denoted by $\mathcal{T}_{h}^{\prime}$ and constructed around the nodes $\xi \in \mathcal{N}_{\mathcal{T}_{h}}$. To be more precise, consider the case of $n=2$. For every $\xi \in \mathcal{N}_{\mathcal{T}_{h}}$ there is at least one $K=T_{K}(\hat{K})$ containing $\xi$. Two of the edges of $\hat{K}$ have images containing $\xi$, labelled by, say, $a, b \in \mathcal{F}_{K}$. Denot the center of these edges by $m_{a}, m_{b}$. To construct the boundary of the dual shape $K^{\prime}$ we connect $T_{K}\left(m_{a}\right), T_{K}(0)$ and $T_{K}\left(m_{b}\right)$. The geometries of dual grids obtained by this strategy are non-trivial and depend on the connectivity of the shapes $K$, as one can readily see in Fig. 2.1.

Remark 2.1.7. The boundary of every dual cell $\partial K_{\xi}^{\prime}$ is composed of the interior faces of the neighbouring cells $K \in \mathcal{T}_{h}$ with $K \cap \xi \neq \emptyset$ (c.f. Definition 2.2.3). We denote the interior faces around $\xi$ by $\mathcal{F}_{K, \xi}$.

Remark 2.1.8. As we map from certain reference configurations to the dual grid, we only allow shapes that lead to a closed control volume. This requirement is always satisfied by a bilinear (trilinear) transformation for $n=2(n=3)$.

Remark 2.1.9. Every element $K$ of a Cartesian grid is given by a linear map by

$$
\begin{equation*}
T_{K}(x)=\sum_{i=1}^{n} \frac{\Delta x_{i}}{2} x_{i}+b \tag{2.3}
\end{equation*}
$$

where $\Delta x_{i}>0$ denotes the cell size in coordinate direction $e_{i}$ for $i \in\{1 \ldots n\}$ and $b \in \mathbb{R}^{n}$ is some offset.

Remark 2.1.10. For notational convenience, we introduce the following set

$$
\begin{equation*}
\mathcal{K}_{\xi, \eta}:=\left\{K \in \mathcal{T}_{h}: \xi, \eta \in \mathcal{N}_{K}\right\} \tag{2.4}
\end{equation*}
$$

of shapes $K$ containing two nodes $\xi, \eta \in \mathcal{N}_{\mathcal{T}_{h}}$. This set satisfies

$$
\begin{equation*}
\mathcal{K}_{\xi, \eta}=\mathcal{K}_{\xi, \xi} \cap \mathcal{K}_{\eta, \eta} . \tag{2.5}
\end{equation*}
$$

Furthermore, we introduce the matrices transforming a element local index to a global one. For cell based degrees of freedom we use $G_{K}^{d} \in\{0,1\}^{|I|\left|\mathcal{T}_{h}\right| \times|I|}$ with

$$
\begin{equation*}
G_{K_{1}}^{d}{ }^{T} G_{K_{2}}^{d}=\delta_{K_{1}, K_{2}} \mathbb{I}_{\mathbb{R}|I|}, \quad\left(G_{K_{1}}^{d} G_{K_{2}}^{d}\right)_{i, j}^{T}=\delta_{i, j} \delta_{K_{1}, K_{2}} \tag{2.6}
\end{equation*}
$$

for every $K_{1}, K_{2} \in \mathcal{T}_{h}$ and $i, j \in\left\{1 \ldots|I|\left|\mathcal{T}_{h}\right|\right.$. The indices of node based degrees of freedom are transformed by $G_{K} \in\{0,1\}^{\left|\mathcal{N}_{T_{h}}\right| \times 2^{n}}$. As the nodal degrees of freedom interact with all neighbouring elements, $G_{K_{1}} G_{K_{2}}{ }^{T}$ as well as $G_{K_{1}}{ }^{T} G_{K_{2}}$ do not vanish for $K_{1} \neq K_{2} \in \mathcal{T}_{h}$. Nevertheless, the matrices satisfy

$$
\begin{equation*}
G_{K}^{T} G_{K}=\mathbb{I}_{\mathbb{R}^{2 n}}, \quad\left(G_{K} G_{K}^{T}\right)_{i, j}=\delta_{i, j} \tag{2.7}
\end{equation*}
$$

for every $K \in \mathcal{T}_{h}$ and $i, j \in\left\{1 \ldots\left|\mathcal{N}_{\mathcal{T}_{h}}\right|\right\}$.

### 2.1.2 Spaces of polynomials

As usual for finite element methods we introduce approximation function spaces for the discrete versions of the unknowns i.e., the velocity and the pressure variable. The classical approach to do so, is to utilize polynomial spaces [54]. In multiple dimensions there are different ways to restrict ourselves to certain subspaces of all multivariate polynomials, as
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presented in the following.
Remark 2.1.11. Wherever multiple indices are required, and it serves readability, we employ multi-index notation i.e., for every $n$-tuple $\alpha \in \mathbb{N}^{n}$ we have

$$
\begin{equation*}
f_{\alpha}=f_{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{n}} . \tag{2.8}
\end{equation*}
$$

In abuse of notation we additionally allow scalar operands to be applied to multi-indices, these then are applied component wise. Furthermore, we define

$$
\begin{equation*}
|\alpha|:=\sum_{k=1}^{n} \alpha_{k} . \tag{2.9}
\end{equation*}
$$

Definition 2.1.12 (Multivariate polynomials). Henceforth, we denote the multivariate polynomials in $\mathbb{R}^{n}$ up to degree $k$ by

$$
\begin{equation*}
\mathbb{P}_{k}:=\left\{f \in C^{\infty}: \exists c \in \mathbb{R}^{k^{n}}: f(x)=\sum_{|\alpha| \leq k} c_{\alpha} \prod_{i=1}^{n} x_{i}^{\alpha_{i}}\right\} . \tag{2.10}
\end{equation*}
$$

Additionally, we define the polynomials which have degree up to $k$ in each coordinate

$$
\begin{equation*}
\mathbb{Q}_{k}:=\left\{f \in C^{\infty}: \exists c \in \mathbb{R}^{k^{n}}: f(x)=\sum_{\max \alpha \leq k} c_{\alpha} \prod_{i=1}^{n} x_{i}^{\alpha_{i}}\right\} . \tag{2.11}
\end{equation*}
$$

The vectorial versions are constructed by the Cartesian product, but allow for intermediate spaces which are e.g., linear in one of the local coordinates $x_{i}$ and constant in another.

Remark 2.1.13. Let $\alpha \in \mathbb{N}^{n}$ be a multi index. The polynomials with degree in $i$ coordinate of at $\operatorname{most} \alpha_{i}$ are denoted by

$$
\begin{equation*}
\mathbb{P}_{\alpha}:=\times_{i=1}^{n}\left(\mathbb{P}_{\alpha_{i}} \circ \pi_{i}\right), \tag{2.12}
\end{equation*}
$$

where $\pi_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}$ denotes the projection onto the plane defined by $x_{i}=0$.
Example 2.1.14. A monomial basis for $\mathbb{P}_{0,1} \times \mathbb{P}_{1,0}$ is given by

$$
\begin{equation*}
\left\{\binom{1}{0},\binom{x_{2}}{0},\binom{0}{1},\binom{0}{x_{1}}\right\} . \tag{2.13}
\end{equation*}
$$

### 2.1.3 Some geometric properties

In the subsequent chapters, we repeatedly leverage integral transformations to transfer results established on a reference shape to a mesh of more general shapes. To this end, we introduce the appropriate maps between the function spaces defined on different shapes in the mesh. Consider a regular $\mathcal{C}^{s}$-diffeomorphism $f: \hat{\Omega} \rightarrow \Omega$. Let $p \in[1, \infty]$, then one transformation appropriate for a scalar field (c.f. Theorem 37.1 in [36]) is given by

$$
\psi_{f}:\left\{\begin{array}{l}
L^{p}(\Omega) \rightarrow L^{p}(\hat{\Omega})  \tag{2.14}\\
q \mapsto q \circ f
\end{array} .\right.
$$

This transformation is motivated by the existence of $c>0$ depending on the derivatives of $f$ and $0 \leq k \leq s$ such that

$$
\begin{equation*}
\|q\|_{k, p, \Omega} \leq c\|q\|_{k, p, \hat{\Omega}} . \tag{2.15}
\end{equation*}
$$

For the case of affine mappings one obtains stronger results in terms of semi-norms (c.f. [36] again). As the construction of Lagrangian finite elements is classical, we do not further elaborate on $\psi$ at this point.
The vector valued case does need more care if we consider the function spaces $H(\operatorname{div}, \Omega)$ and $H(\operatorname{curl}, \Omega)$. For this sake we introduce the covariant and contravariant Piola transformation and recall some classical results as presented e.g., in $[38,54]$ with some minor modifications. Let $f$ be a regular $C^{1}$-diffeomorphism as before, then we introduce contravariant and covariant Piola transformation as

$$
\begin{align*}
& \psi_{f}^{d}:\left\{\begin{array}{l}
L^{p}(K) \rightarrow L^{p}(\hat{K}) \\
v \mapsto\left(\frac{D f^{-1} v}{\operatorname{det}\left(D f^{-1}\right)}\right) \circ f
\end{array}\right. \text { and }  \tag{2.16}\\
& \psi_{f}^{r}:\left\{\begin{array}{l}
L^{p}(K) \rightarrow L^{p}(\hat{K}) \\
v \mapsto\left(D f^{T} v\right) \circ f
\end{array}\right. \tag{2.17}
\end{align*}
$$

respectively. The superscripts ${ }^{d}$ and ${ }^{r}$ hint at the invariance of div and rot under the respective transformation.

All the previously mentioned transformations satisfy the following basic properties.
Remark 2.1.15. Let $n \in \mathbb{N}$ and let $\Omega, \widehat{\Omega}, \widetilde{\Omega} \subset \mathbb{R}^{n}$ be bounded domains. Furthermore, let $g: \Omega \rightarrow \hat{\Omega}$ and $f: \hat{\Omega} \rightarrow \widetilde{\Omega}$ be $C^{1}$-diffeomorphisms with $|\operatorname{det} D g|>0$ and $|\operatorname{det} D f|>0$.
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Then $v \rightarrow \psi_{f}^{*}(v)$ is a bijective linear map and via the multivariate chain rule we have

$$
\begin{align*}
\psi_{g}^{*} \circ \psi_{f}^{*} & =\psi_{f \circ g}^{*}  \tag{2.18}\\
\psi_{f}^{*-1} & =\psi_{f-1}^{*} . \tag{2.19}
\end{align*}
$$

Here, we denote the transformations $\psi^{d}, \psi^{r}$ and $\psi$ by $\psi^{*}$.
Remark 2.1.16. On uniform Cartesian grids with grid spacing $(\Delta x)_{i}=h>0$ for every $i \in\{1, \ldots, n\}$, the transformations are linearly dependent. For arbitrary Cartesian grid we still observe

$$
\begin{align*}
& \psi_{T_{C}}^{d}(v)=\left(\prod_{i=1}^{n}(\Delta x)_{i}\right) \operatorname{diag}\left(1 /(\Delta x)_{1}, \ldots, 1 /(\Delta x)_{n}\right) \psi_{T_{C}}(v)  \tag{2.20}\\
& \psi_{T_{C}}^{r}(v)=\operatorname{diag}\left((\Delta x)_{1}, \ldots,(\Delta x)_{n}\right) \psi_{T_{C}}(v) \tag{2.21}
\end{align*}
$$

We now establish bounds on the transformations introduced in Eqs. (2.16) and (2.17). To this end, we recall some basic estimates first [55].

Lemma 2.1.17. Let $n \in \mathbb{N}$ and let $\Omega, \widetilde{\Omega} \subset \mathbb{R}^{n}$ be bounded domains. Furthermore let $g: \Omega \rightarrow \widetilde{\Omega}$ be a $C^{s}$-diffeomorphism with $|\operatorname{det} D g|>0$ and $f \in W^{s, p}(\widetilde{\Omega})^{n}$. If $\alpha$ is a multi-index with $s:=|\alpha|$, then there is a constant $c>0$ independent of $f$ and $g$ such that

$$
\begin{equation*}
\left\|D^{\alpha}(f \circ g)\right\|_{0, p, \Omega} \leq\left. c\| \| \operatorname{det}(D g)\right|^{-\frac{1}{p}}\left\|_{0, \infty, \Omega} \max _{1 \leq r,|\beta| \leq s}\right\| D^{\beta} g\left\|_{0, \infty, \Omega}^{r} \sum_{1 \leq \delta \leq s}\right\|\left(D^{\delta} f\right) \|_{0, p, \widetilde{\Omega}} \tag{2.22}
\end{equation*}
$$

Let $h \in C^{s}\left(\widetilde{\Omega}, \mathbb{R}^{n \times n}\right)$ then the derivative of the product is bound by

$$
\begin{equation*}
\left\|D^{\alpha}(h f)\right\|_{0, p, \tilde{\Omega}} \leq \sum_{\beta+\gamma=\alpha}\left\|D^{\beta} f\right\|_{0, p, \widetilde{\Omega}}\left\|D^{\gamma} h\right\|_{0, \infty, \widetilde{\Omega}} . \tag{2.23}
\end{equation*}
$$

Proof. We find an explicit form of high order partial differentials in [40]. More specifically we find

$$
\begin{equation*}
D^{\alpha} h=\sum_{1 \leq \beta \leq|\alpha|} G_{\alpha, \beta}(g)\left(D^{\beta} f\right) \circ g, \tag{2.24}
\end{equation*}
$$

where $G_{\alpha, \beta}$ is a polynomial of partial derivatives. The order of this polynomial is at most $s$ as well as the maximal order of partial derivatives. Changing variables we obtain

$$
\begin{equation*}
\left\|D^{\alpha}(f \circ g)\right\|_{0, p, \Omega} \leq \sum_{1 \leq \beta \leq|\alpha|}\left\|G_{\alpha, \beta}(g)\right\|_{0, \infty, \Omega}\left\|\left(D^{\beta} f\right) \circ g\right\|_{0, p, \Omega} \tag{2.25}
\end{equation*}
$$

$$
\begin{align*}
& \leq \sum_{1 \leq \beta \leq|\alpha|}\left\|G_{\alpha, \beta}(g)\right\|_{0, \infty, \Omega}\left\||\operatorname{det}(D g)|^{-\frac{1}{p}}\right\|_{0, \infty, \Omega}\left\|\left(D^{\beta} f\right)\right\|_{0, p, \widetilde{\Omega}}  \tag{2.26}\\
& \leq c\left\||\operatorname{det}(D g)|^{-\frac{1}{p}}\right\|_{0, \infty, \Omega} \max _{1 \leq r,|| | \leq s}\left\|D^{\beta} g\right\|_{0, \infty, \Omega}^{r} \sum_{1 \leq \delta \leq|\alpha|}\left\|\left(D^{\delta} f\right)\right\|_{0, p, \widetilde{\Omega}} . \tag{2.27}
\end{align*}
$$

For the second observation we consider the classical product rule which also applies to a smooth function multiplied by a distribution. We therefore obtain

$$
\begin{align*}
\partial_{x_{l}}(h f)_{i} & =\partial_{x_{l}} \sum_{k} h_{i k} f_{k}=\sum_{k=1}^{p}\left(\partial_{x_{l}} h_{i k}\right) g_{k}+h_{i k}\left(\partial_{x_{l}} f_{k}\right)  \tag{2.28}\\
& =\left(h\left(\partial_{x_{l}} f\right)+\left(\partial_{x_{l}} h\right) f\right)_{i} \quad \forall i \in\{1, \ldots, d\} . \tag{2.29}
\end{align*}
$$

We repeat this line of reasoning iteratively to conclude

$$
\begin{equation*}
\left\|D^{\alpha}(h f)\right\|_{0, p, \widetilde{\Omega}}=\left\|\sum_{\beta+\gamma=\alpha} D^{\beta} h D^{\gamma} f\right\|_{0, p, \widetilde{\Omega}} \leq \sum_{\beta+\gamma=\alpha}\left\|D^{\gamma} f\right\|_{0, p, \widetilde{\Omega}}\left\|D^{\beta} h\right\|_{0, \infty, \widetilde{\Omega}} . \tag{2.30}
\end{equation*}
$$

Remark 2.1.18. The same statement is true for $s=1$ and a locally Lipschitz homeomorphism $g$, which is diffeomorphic on $\Omega$ except on a set of Lebesgue measure zero.

Lemma 2.1.19. Let $\Omega, \widetilde{\Omega} \subset \mathbb{R}^{n}$ be two bounded domains. Let $g: \Omega \rightarrow \widetilde{\Omega}$ be a $C^{s}$-diffeomorphism with $|\operatorname{det} D g(x)|>0$ for every $x \in \Omega$. Then $\psi_{g}^{d}$ and $\psi_{g}^{r}$ are homeomorphisms $W^{s, p}(\widetilde{\Omega})^{n} \rightarrow$ $W^{s, p}(\Omega)^{n}$. More specifically there are constants $c_{g, q}>0$ with

$$
\begin{align*}
\left\|\psi_{g}^{*}(v)\right\|_{0, p, \Omega} & \leq c_{g, 0}^{*}\|v\|_{0, p, \Omega^{\prime}}  \tag{2.31}\\
\left|\psi_{g}^{*}(v)\right|_{1, p, \Omega} & \leq c_{g, 1}^{*}|v|_{1, p, \Omega^{\prime}}^{\prime}  \tag{2.32}\\
\left\|\psi_{g}^{*}(v)\right\|_{q, p, \Omega} & \leq c_{g, q}^{*}\|v\|_{q, p, \widetilde{\Omega}} \tag{2.33}
\end{align*}
$$

for every $v \in W^{q, p}(\widetilde{\Omega})^{n}$ and $q \in\{0, \ldots, s\}$. Furthermore, there is $c>0$ is independent of $f$ and $g$ allowing the explicit characterization of the lower order constants as

$$
\begin{align*}
c_{g, 0}^{d} & =\left.\|\operatorname{adj} D g\|_{0, \infty, \Omega}\| \| \operatorname{det}(D g)\right|^{-\frac{1}{p}} \|_{0, \infty, \Omega},  \tag{2.34}\\
c_{g, 1}^{d} & =c\|\operatorname{adj} D g\|_{0, \infty, \Omega}\|D g\|_{0, \infty, \Omega}\left\||\operatorname{det}(D g)|^{-\frac{1}{p}}\right\|_{0, \infty, \Omega},  \tag{2.35}\\
c_{g, 0}^{r} & =\|D g\|_{0, \infty, \Omega}\left\||\operatorname{det}(D g)|^{-\frac{1}{p}}\right\|_{0, \infty, \Omega},  \tag{2.36}\\
c_{g, 1}^{r} & =c\|D g\|_{0, \infty, \Omega}^{2}\left\||\operatorname{det}(D g)|^{-\frac{1}{p}}\right\|_{0, \infty, \Omega} . \tag{2.37}
\end{align*}
$$
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Proof. As discussed in Remark 2.1.15, both transformations are linear bijections from $W^{s, p}(\widetilde{\Omega})^{n}$ to $W^{s, p}(\Omega)^{n}$. Next, we prove continuity and consider the contravariant Piola transformation first. After applying the implicit function theorem and recalling Cramer's rule we see

$$
\begin{equation*}
\psi_{g}^{d}(w)=\frac{(D g)^{-1}}{\operatorname{det}(D g)^{-1}}(w \circ g)=\operatorname{adj}(D g)(w \circ g) \tag{2.38}
\end{equation*}
$$

where $\operatorname{adj}(D g)$ denotes the adjugate matrix (i.e., the transposed cofactor matrix).
Let $\alpha$ be a multi index with $1 \leq|\alpha| \leq s$ and let $v \in W^{s, p}(\widetilde{\Omega})$. Changing variables we obtain

$$
\begin{equation*}
\left\|\psi_{g}^{d}(v)\right\|_{0, p, \Omega} \leq\left.\|\operatorname{adj}(D g)\|_{0, \infty, \Omega}\| \| \operatorname{det}(D g)\right|^{-\frac{1}{p}}\left\|_{0, \infty, \Omega}\right\| v \|_{0, p, \widetilde{\Omega}} \tag{2.39}
\end{equation*}
$$

Subsequently we use Lemma 2.1.17 to establish

$$
\begin{align*}
\left\|D^{\alpha}\left(\psi_{g}^{d}(w)\right)\right\|_{0, p, \Omega} \leq & \sum_{\alpha=\beta+\gamma}\left\|D^{\beta} \operatorname{adj}(D g)\right\|_{0, \infty, \Omega}\left\|D^{\gamma}(w \circ g)\right\|_{0, p, \Omega}  \tag{2.40}\\
\leq & c\left\||\operatorname{det}(D g)|^{-\frac{1}{p}}\right\|_{0, \infty, \Omega} \sum_{\alpha=\beta+\gamma}\left(\left\|D^{\beta} \operatorname{adj}(D g)\right\|_{0, \infty, \Omega} \max _{1 \leq r,|\delta| \leq|\gamma|}\right. \\
& \left.\left\|D^{\delta} g\right\|_{0, \infty, \Omega}^{r} \sum_{1 \leq \eta \leq|\gamma|}\left\|\left(D^{\eta} w\right)\right\|_{0, p, \Omega}\right) . \tag{2.41}
\end{align*}
$$

Similarly we obtain

$$
\begin{align*}
\left\|D^{\alpha}\left(\psi_{g}^{r}(w)\right)\right\|_{0, p, \Omega} \leq\left. c\| \| \operatorname{det}(D g)\right|^{-\frac{1}{p}} \|_{0, \infty, \Omega} \sum_{\alpha=\beta+\gamma}\left(\left\|D^{\beta} D g^{T}\right\|_{0, \infty, \Omega} \max _{1 \leq r, \delta|\leq|\gamma|}\right. \\
\left.\left\|D^{\delta} g\right\|_{0, \infty, \Omega}^{r} \sum_{1 \leq \eta \leq|\gamma|}\left\|\left(D^{\eta} w\right)\right\|_{0, p, \widetilde{\Omega}}\right) \tag{2.42}
\end{align*}
$$

Collecting these estimates, we find that there is $\tilde{c}>0$ independent of $w$ with

$$
\begin{equation*}
\left\|\psi_{g}^{*}(w)\right\|_{s, p, \Omega} \leq c\|w\|_{s, p, \widetilde{\Omega}} \quad \forall w \in W^{s, p}(\widetilde{\Omega}) . \tag{2.43}
\end{equation*}
$$

Exchanging the role of $\Omega$ and $\widetilde{\Omega}$ and replacing $g$ by its inverse delivers the analogous estimate for $\psi_{g}^{r-1}$ and $\psi_{g}^{d^{-1}}$. As the Piola transformation and its inverse are linear they both are continuous. From Eqs. (2.39) and (2.42) we see the constants only depending on derivatives of $g$ or $g^{-1}$. Therefore, they are invariant under translations of $g$, and we
conclude the statement.
Remark 2.1.20. Furthermore, there are constants $c_{1}, c_{2}>0$ such that

$$
\begin{align*}
\left\|\psi_{g}^{d}(v)\right\|_{H(\operatorname{div}, \Omega)} & \leq c_{1}\|v\|_{H(\operatorname{div}, \widetilde{\Omega})}  \tag{2.44}\\
\left\|\psi_{g}^{r}(w)\right\|_{H(\operatorname{curl}, \Omega)} & \leq c_{2}\|w\|_{H(\operatorname{curl}, \widetilde{\Omega})} \tag{2.45}
\end{align*}
$$

for every $v \in H(\operatorname{div}, \widetilde{\Omega}), w \in H(\operatorname{curl}, \widetilde{\Omega})$. The first, and in our case more important result, is a direct consequence of

$$
\begin{equation*}
\operatorname{div} \psi_{g}^{d}(v)=\operatorname{det}(D g) \widetilde{\operatorname{div}} g, \tag{2.46}
\end{equation*}
$$

which in turn can be proven [38, Thm. 1.7.1.] via the Piola identity

$$
\begin{equation*}
\operatorname{div}\left(D g^{-T} \operatorname{det} D g\right)=\operatorname{div} \operatorname{adj} D g^{T} . \tag{2.47}
\end{equation*}
$$

Remark 2.1.21. Subsequently, one can conclude

$$
\begin{equation*}
\int_{\partial \Omega} \psi_{g}^{d}(v) d \mu=\int_{\partial \tilde{\Omega}} v d \mu \tag{2.48}
\end{equation*}
$$

by change of variables and Gauß' theorem. Unfortunately this does not provide a similar result for only some part of the boundary in $H(\operatorname{div}, \Omega)$. One could use this only for a subspace of $H(\operatorname{div}, \Omega)$ where the trace vanishes on parts of the complement of the part of interest. On the other hand, one can restrict the trace operator, but obtaining a trace theorem including a continuous lifting Lemma A.4.3, is not completely straightforward, as one needs to consider the extension of the fractional Sobolev trace space from parts to the whole boundary. This is, however, possible [48].

Following Remark 2.1.21, we avoid using the trace on the whole boundary as well as the use of Gauß theorem and characterize the surface integral over different domains, by the means of transformed normal vectors only. For convenience, we consider only continuously differentiable surfaces as we do not need less regular structures.

Lemma 2.1.22. Let $\hat{\Omega}, \Omega \subset \mathbb{R}^{3}$ such that $\hat{S}=[0,1]^{n-1} \times\{0\} \subset \hat{\Omega}$. Let $f: \hat{\Omega} \rightarrow \Omega$ be a $C^{1}$-diffeomorphism with $\operatorname{det} D f(x)>0$ for every $x \in \hat{S}$ and denote the image of $\hat{S}$ by $S=f(\hat{S})$. Then the surface integral over $S$ is characterized by

$$
\begin{equation*}
\int_{S} \tau_{n_{S}}(v) d \mu=\int_{\hat{s}}\left(\tau_{n_{\hat{S}}} \circ \psi_{Q}^{d}\right)(v) d \mu \tag{2.49}
\end{equation*}
$$
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for every $v \in H^{1}(\Omega)^{n}$.
Proof. We first remark that $S$ is a compact simply connected subset of a smooth manifold and the trace operator $\tau_{n_{s}}: H^{1}(\Omega)^{n} \rightarrow S$ is well-defined. The latter we can conclude constructing a Lipschitz domain $\tilde{\Omega} \subset \Omega$ such that $S \subset \partial \tilde{\Omega}$ and subsequently applying Theorem A.3.12. Therefore, the surface integral is well-defined.

As next step we observe

$$
\begin{align*}
\mathbb{D} D f \mathbb{J}^{T} e_{2} & =\operatorname{adj}(D f) e_{2}  \tag{2.50}\\
\left(e_{1}^{T} D f\right) \times\left(e_{2}^{T} D f\right) & =\operatorname{adj}(D f) e_{3}=\operatorname{adj}(D f)\left(e_{1} \times e_{2}\right), \tag{2.51}
\end{align*}
$$

for $n \in\{2,3\}$ respectively. This allows to express the unit normal as

$$
\begin{equation*}
n_{S}=\frac{\operatorname{adj}(D f) e_{n}}{\left\|\operatorname{adj}(D f) e_{n}\right\|} \tag{2.52}
\end{equation*}
$$

We then argue per definition of the surface measure [73] and direct verification

$$
\begin{equation*}
d S=\sqrt{\operatorname{det} D f^{T} D f} d x=\left\|\operatorname{adj}(D f) e_{n}\right\| d x \tag{2.53}
\end{equation*}
$$

Using this and Eq. (2.52) the surface integral becomes

$$
\begin{align*}
\int_{S} v \cdot n_{S} d S & =\int_{[0,1]^{n-1}} v \circ f \cdot n_{S}\left\|\operatorname{adj}(D f) e_{n}\right\| d x  \tag{2.54}\\
& =\int_{[0,1]^{n-1}} v \circ f \cdot \operatorname{adj}(D f) e_{n} d x  \tag{2.55}\\
& =\int_{[0,1]^{n-1}} \operatorname{adj}(D f)^{T} v \circ f \cdot e_{n} d x  \tag{2.56}\\
& =\int_{\hat{s}} \operatorname{adj}(D f)^{T} v \circ f \cdot n_{\hat{s}} d \mu  \tag{2.57}\\
& =\int_{\hat{s}} \psi_{f}^{d}(v) \cdot n_{\hat{s}} d \mu \tag{2.58}
\end{align*}
$$

for every $v \in C^{\infty}(\Omega)^{n}$.
Considering Lemma 2.1.19 and Theorem A.3.12 we find both integrals in Eq. (2.49) to be
in $\left(H^{1}(\Omega)^{n}\right)^{\prime}$ by

$$
\begin{align*}
\left|\int_{S} \tau_{n_{S}}(v) d \mu\right| & \leq \int_{S}\left|\tau_{n_{S}}(v)\right| d \mu  \tag{2.59}\\
& \leq \sqrt{|S|}\left\|\tau_{n_{S}}(v)\right\|_{0, S}  \tag{2.60}\\
& \leq c \sqrt{|S|} \mid v v \|_{1, \tilde{\Omega}}  \tag{2.6}\\
& \leq c \sqrt{|S|} \mid v v \|_{1, \Omega} \tag{2.62}
\end{align*}
$$

and

$$
\begin{align*}
\left|\int_{\hat{s}}\left(\tau_{n_{\hat{s}}} \circ \psi_{Q}^{d}\right)(v) d \mu\right| & \leq \int_{\hat{s}}\left|\left(\tau_{n_{\hat{s}}} \circ \psi_{Q}^{d}\right)(v)\right| d \mu  \tag{2.63}\\
& \leq \sqrt{|\hat{S}|| | \tau_{n_{\hat{S}}}}\left(\psi_{Q}^{d}(v)\right) \|_{0, \hat{S}}  \tag{2.64}\\
& \leq c \sqrt{|\hat{S}|}\left\|\psi_{Q}^{d}(v)\right\|_{1, \hat{\Omega} \cap \mathbb{R}_{+}^{3}}  \tag{2.65}\\
& \leq \tilde{c} \sqrt{|\hat{S}|\|v\|_{1, \hat{\Omega}}} \tag{2.66}
\end{align*}
$$

for every $v \in H^{1}(\Omega)^{n}$. As the integrals are linear, continuous and coincide on the dense subset $C^{\infty}(\Omega)^{n} \subset H^{1}(\Omega)^{n}$ they already coincide on $H^{1}(\Omega)^{n}$.

Corollary 2.1.23. Let $g: \Omega \rightarrow \mathbb{R}^{n} C^{1}$-diffeomorphism with $\operatorname{det} D g(x)>0$ for every $x \in S$. Let $T=g(S)$ denote the image of $S \subseteq \Omega$. Then the surface integral satisfies

$$
\begin{equation*}
\int_{T} \tau_{n_{T}}(v) d \mu=\int_{S}\left(\tau_{n_{S}} \circ \psi_{g}^{d}\right)(v) d \mu \tag{2.67}
\end{equation*}
$$

for every $v \in H^{1}(g(\Omega))^{n}$.
Proof. $g \circ f$ is a $C^{1}$-diffeomorphism with $\operatorname{det} D(g \circ f)(x)>0$ for every $x \in \hat{S}$. Using Remark 2.1.15 we see

$$
\begin{align*}
\int_{T} \tau_{n_{T}}(v) d \mu & =\int_{\hat{s}}\left(\tau_{n_{\hat{s}}} \circ \psi_{g \circ f}^{d}\right)(v) d \mu  \tag{2.6}\\
& =\int_{S}\left(\tau_{n_{S}} \circ \psi_{f-1}^{d} \circ \psi_{\circ \circ f}^{d}\right)(v) d \mu \tag{2.69}
\end{align*}
$$
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$$
\begin{equation*}
=\int_{S}\left(\tau_{n_{S}} \circ \psi_{g}^{d}\right)(v) d \mu \tag{2.70}
\end{equation*}
$$

The results in Corollary 2.1 .23 can be extended to $H(\operatorname{div}, \Omega)$ in terms of the trace space.
Corollary 2.1.24. The map $\tau_{n_{S}} \circ \psi_{g}^{d}$ is continuous i.e., $\mathcal{B}\left(H(\operatorname{div}, g(\Omega)), H^{-1 / 2}(S)\right)$ and we have

$$
\begin{equation*}
\left\langle\tau_{n_{T}}(u), v\right\rangle=\left\langle\tau_{n_{S}}\left(\psi_{g}^{d}(u)\right), v \circ g\right\rangle \tag{2.71}
\end{equation*}
$$

for every $u \in H(\operatorname{div}, g(\Omega))$ and $v \in H^{1 / 2}(T)$.
Proof. We apply the classical result on the divergence of the contravariant Piola transformation presented e.g., in [38, Thm. 1.7.1.]. This allows us to conclude $\psi_{g}^{d}(v) \in H(\operatorname{div}, \Omega)$ and

$$
\begin{equation*}
\left\|\psi_{g}^{d}(v)\right\|_{H(\operatorname{div}, \Omega)} \leq \tilde{c}\|v\|_{H(\operatorname{div}, g(\Omega))} . \tag{2.72}
\end{equation*}
$$

This implies continuity of $\psi_{g}^{d}: H_{g(\Omega)}(\operatorname{div}, \Omega) \rightarrow H(\operatorname{div}, \Omega)$ due to its linearity. As composition of continuous functions, $\tau_{n_{s}} \circ \psi_{g}^{d}$ is then continuous too.

If me multiply $v$ by some arbitrary $\varphi \in C^{\infty}(g(\Omega))$, Corollary 2.1.23 now reads

$$
\begin{equation*}
\left\langle\tau_{n}(v), \varphi\right\rangle=\left\langle\tau_{n_{S}}\left(\psi_{g}^{d}(v)\right), \varphi \circ g\right\rangle . \tag{2.73}
\end{equation*}
$$

Since $g$ is a diffeomorphism and the space $C^{\infty}$ and therefore $C^{1}$ is dense in $H^{1}$ we conclude the statement.

Remark 2.1.25. Modifying the proof of Lemma 2.1.22 only slightly we obtain a similar statement for the tangential component. Together with Stokes theorem we realize

$$
\begin{equation*}
\int_{T} \tau_{t_{T}}(v) d \mu=\int_{S}\left(\tau_{t_{S}} \circ \psi_{g}^{r}\right)(v) d \mu \tag{2.74}
\end{equation*}
$$

for every $v \in H^{1}(g(\Omega))^{n}$.
Finally, we present another version of Corollary 2.1.23 applied to the $L^{2}(T)$-product.
Lemma 2.1.26. Let $g: \Omega \rightarrow \mathbb{R}^{n} C^{1}$-diffeomorphism with $\operatorname{det} D g(x)>0$ for every $x \in S$. Let $T=g(S)$ denote the image of $S \subseteq \Omega$. Then

$$
\begin{equation*}
\int_{T} u \cdot \operatorname{grad} p d x=\int_{S} \psi_{g}^{d}(u) \cdot \operatorname{grad}(p \circ g) d x \tag{2.75}
\end{equation*}
$$

for all $p \in H^{1}(T)$ and $u \in H^{1}(T)^{n}$.
Proof.

$$
\begin{align*}
\int_{T} u \cdot \operatorname{grad} p d x & =\int_{S}(\operatorname{grad} p) \circ g \cdot(u \circ g) \operatorname{det} D g d x  \tag{2.76}\\
& =\int_{S} \operatorname{grad}(p \circ g)^{T} D g^{-1}(u \circ g) \frac{1}{\operatorname{det} D g^{-1}} d x  \tag{2.77}\\
& =\int_{S} \operatorname{grad}(p \circ g) \cdot \psi_{g}^{d}(u) d x \tag{2.78}
\end{align*}
$$

### 2.1.4 Discrete deRham complex

For the $H^{1}(\Omega), H(\operatorname{curl}, \Omega)$ and $H(\operatorname{div}, \Omega)$-conforming finite elements on affine simplicial grids we recall the famous discrete de Rham complex illustrated by the following commuting diagram Fig. 2.2. $W_{h}^{1}$ denotes the global approximation space of piecewise linear


Figure 2.2: Illustration of the discrete de Rham complex using global Approximations spaces.
and continuous functions, $R_{h}^{N}$ the global approximation space spaced spanned by the transformed basis of the Nédélec element [94] and $D_{h}^{\mathbb{R T}}$ the same but spanned by the transformed basis of the Raviart-Thomas elements and finally $W_{h}^{0}$ the space of piecewise constant functions. The transformation for a single Nédélec element on $K=T_{K}(\hat{K})$ is given by the covariant Piola transformation $\psi_{T_{K}}^{r}$ whereas the transformation for a RaviartThomas element on $K$ is given by the contravariant version $\psi_{T_{K}}^{d}$ c.f. Eqs. (2.16) and (2.17). Furthermore, $I^{\mathbb{R T}}, I^{N}$ and $I^{\mathbb{R T}}$ denote the corresponding interpolation operators.

For the mixed Poisson problem and, therefore, the compatible discretization of Theorem A.5.1 mostly the left and right parts of the commuting diagram are relevant, as we do not compute the vector potential for curl, but aim to compute the velocity field directly.
Remark 2.1.27. On one hand, the above stated properties help to satisfy conservation properties and resemble qualitative features of the exact solution of the above-mentioned
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partial differential equations even in the case of low resolution. This might be especially important in large scale weather simulations, where the grid size is bound due to limitations of computational resources [97, 42, 43]. On the other hand, these properties are valuable when proving stability estimates for the discrete problem. The idea of transferring the geometric properties from the analytical setting into the discrete one, leads to the notion of finite element exterior calculus as presented e.g., in [8].

### 2.2 A compatible pair of reference elements

We present a pair of reference elements for the velocity and pressure variables.
For the pressure element, we use classical bilinear or trilinear Lagrangian finite elements for $n=2$ or $n=3$, respectively. The velocity element is strongly inspired by the RaviartThomas elements [101], but living on the dual grid. More specifically, we use the functionals developed in [101] and polynomial basis functions akin to the ones proposed in [94]. Our choice leads to bounds on both interpolation errors of equal (first) order in corresponding mesh dependent norms.

### 2.2.1 Pressure element

Let $n \in\{2,3\}$. For the pressure reference element we consider Lagrangian finite elements of first order. See e.g., [36,54] for an overview and [6] for question of approximation order on quadrilateral grids. We define the reference element on a reference shape $\hat{K}:=[-1,1]^{n}$ and choose the local polynomial space to be $\mathbb{Q}_{1}$. The functionals are given by the point evaluation

$$
\begin{equation*}
\sigma_{\xi}^{1}: q \rightarrow q(\xi) \tag{2.79}
\end{equation*}
$$

for every $\xi \in \mathcal{N}_{\hat{K}}$. We denote the family of functionals on one element by $\Sigma^{1}:=\left\{\sigma_{\xi}^{1}: \xi \in\right.$ $\left.\mathcal{N}_{\hat{K}}\right\}$. The finite element in the sense of Ciarlet [36] then is given by the triple $\left\{\hat{K}, P_{1}, \Sigma^{1}\right\}$. We recall the shape functions $\theta_{\xi} \in \mathbb{Q}_{1}$, to be uniquely determined by

$$
\begin{equation*}
\sigma_{\xi_{j}}^{1}\left(\theta_{\xi_{i}}^{1}\right)=\delta_{i, j} \quad \forall \xi_{i}, \xi_{j} \in \mathcal{N}_{\hat{K}} \tag{2.80}
\end{equation*}
$$

and collected in the family $\Theta_{\hat{K}}^{1}$. Subsequently, we introduce the local interpolation operator

$$
I_{\hat{K}}^{1}:\left\{\begin{array}{l}
W^{s, p}(\hat{K}) \rightarrow \operatorname{span} \Theta_{\hat{K}}^{1}  \tag{2.81}\\
q \mapsto \sum_{\xi \in \mathcal{N}_{\hat{K}}} \sigma_{\hat{\xi}}^{1}(q) \theta_{\xi}^{1}
\end{array}\right.
$$

where $s>n / p$. This interpolation operator is well-defined due to the Sobolev embedding theorem [2, Chapter 4]. For $s>n / p$ this theorem guarantees a continuous representative for every $f \in W^{s, p}(\hat{K})$ and therefore pointwise evaluation of $f$ is well defined.

### 2.2.2 Velocity element

Having established the pressure element, we introduce a version of the (lowest order) Raviart-Thomas [101] elements defined by curve or surface integrals on the dual grid. The construction of the presented elements therefore shares strong resemblance with these classical elements of the $H(\operatorname{div}, \Omega)$ conforming situation. In contrast to the classical situation the polynomial space is changed. Additionally, we do not aim to impose normal continuity conditions in our approximation spaces as the underlying finite volume method does not expose such properties.

The shift to the dual grid is responsible for an exchange of the role of the primal elementwise differential operators div and curl in the sense that they act on exchanged polynomial spaces. Therefore, one needs to introduce discrete analogues to the divergence operator on the dual grid. This approach shares conceptually some ideas of [116], where the authors consider continuous finite elements on the dual grid, but differ in the sense that we do not introduce the finite element spaces on the dual grid itself and act in a discontinuous context.

Raviart-Thomas elements on quadrilaterals do have some caveats their simplicial counterparts do not possess. The approximation of the (distributional) divergence on bilinear transformations might converge suboptimally [7]. In our case of low order elements this essentially leads to loss of convergence (c.f. [7, Table 2]). The remedy presented in [25] is proposed by the means of the natural divergence, defined via boundary integrals. In the resulting norm, one can achieve optimal convergence rates and additionally this definition is insensitive to the discontinuous nature of our method.

Remark 2.2.1. The following notation allows us to state subsequent results for $n=3$ and still recover the appropriate results for $n=2$ with relative ease.
Let $\pi_{n}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n-1}: x \mapsto \sum_{i=1}^{n-1} x_{i} e_{i}$ be the orthogonal projection onto the plane defined by $x_{n}=0$. Next, let $\iota_{n}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n}: x \mapsto x \oplus 0 e_{n}$ be the canonical embedding into the same plane defined by $x_{n}=0$.
Finally, let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, g: \mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1}$, then $\pi_{n} f \circ \iota_{n}$ is a vector field $\mathbb{R}^{n-1} \rightarrow \mathbb{R}^{n-1}$ and $\iota_{n} g \circ \pi_{n}$ is a vector field $\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.
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Remark 2.2.2. The matrices

$$
\mathbb{J}_{1}=\left(\begin{array}{ccc}
1 & 0 & 0  \tag{2.82}\\
0 & 0 & 1 \\
0 & -1 & 0
\end{array}\right) \quad \mathbb{J}_{2}=\left(\begin{array}{ccc}
0 & 0 & 1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right) \quad \mathbb{J}_{3}=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

are $\pi / 2$-rotations around the coordinate axis $e_{i}$ and satisfy $\mathbb{J}_{i}^{T}=\mathbb{J}_{i}^{-1}$ and $\operatorname{det}\left(\mathbb{J}_{i}\right)=1$ for $i \in\{0,1,2,3\}$.

The following definition of interior faces allows us to use the element wise construction of a classical finite element method without necessarily involving the dual grid. However, the sole use of these geometric objects is their composition to assemble parts of the boundary of a dual grid cell.

Definition 2.2.3 (Interior faces). Let $n=3$ we first consider

$$
R_{i}: \begin{cases}\mathbb{J}_{1}^{i-1} \mathbb{J}_{2} \mathbb{J}_{3} & 1 \leq i \leq 4  \tag{2.83}\\ \mathbb{J}_{2}^{i-1} \mathbb{J}_{1} \mathbb{J}_{3} & 5 \leq i \leq 8 \\ \mathbb{J}_{3}^{i-1} & 9 \leq i \leq 12\end{cases}
$$

and subsequently define the interior faces as rotations of the unit square embedded in $\mathbb{R}^{n}$ i.e., $F_{i}:=R_{i}\left([0,1]^{2} \times\{0\}\right)$.

Lemma 2.2.4. Let $I_{1}=\{1 \ldots 4\}, I_{2}=\{5 \ldots 8\}$ and $I_{3}=\{9 \ldots 12\}$. Then $R_{i}^{T} R_{j}$ satisfies the following identity:

$$
\mathbb{J}_{3}{ }^{i-1} R_{i}^{T} R_{j} \mathbb{J}_{3}^{T j-1}=\begin{array}{c|ccc}
i \backslash j & I_{1} & I_{2} & I_{3}  \tag{2.84}\\
\hline I_{1} & \mathbb{I} & \mathbb{J}_{2}^{T} \mathbb{J}_{1}^{T} \mathbb{J}_{2} \mathbb{J}_{1} & \mathbb{J}^{T} \mathbb{J}_{1}^{T} \\
I_{2} & \mathbb{J}_{1}^{T} J_{2}^{T} \mathbb{J}_{1} \mathbb{J}_{2} & \mathbb{I} & \mathbb{J}_{1}^{T} \mathbb{J}_{2}^{T} \\
I_{3} & \mathbb{J}_{1} \mathbb{J}_{2} & \mathbb{J}_{2} \mathbb{J}_{1} & \mathbb{I}
\end{array} .
$$

Furthermore, $R_{i} e_{3}$ is orthogonal to $R_{j} e_{3}$ if and only if $(i, j) \in\{1 \ldots 12\}^{2} \backslash\left(I_{1}^{2} \cup I_{2}^{2} \cup I_{3}^{2}\right)$.
Proof. We first realize $\mathbb{J}_{3}^{T} \mathbb{J}_{2}^{T} \mathbb{J}_{1} \mathbb{J}_{2} \mathbb{J}_{3}=\mathbb{J}_{3}^{T} \mathbb{J}_{1}^{T} \mathbb{J}_{2} \mathbb{J}_{1} \mathbb{J}_{3}=\mathbb{J}_{3}$, and for $(i, j) \in I_{1}^{2}$ we have

$$
\begin{equation*}
R_{i}^{T} R_{j}=\mathbb{J}_{3}^{T} \mathbb{J}_{2}^{T} \mathbb{J}_{1}^{j-i} \mathbb{J}_{2} \mathbb{J}_{3}=\left(\mathbb{J}_{3}^{T} \mathbb{J}_{2}^{T} \mathbb{J}_{1} \mathbb{J}_{2} \mathbb{J}_{3}\right)^{j-i}=\mathbb{J}_{3}^{j-i} \tag{2.85}
\end{equation*}
$$

Via the same reasoning this holds true for $I_{2}^{2}$ and $I_{3}^{2}$ too. Now let $i \in I_{1}$ and $j \in I_{2}$, then
factoring the powers gives

$$
\begin{align*}
R_{i}^{T} R_{j} & =\mathbb{J}_{3}^{T} J_{2}^{T} \mathbb{J}_{1}^{i-1} \mathbb{J}_{2}{ }^{j-1} \mathbb{J}_{1} \mathbb{J}_{3} \\
& =\left(\mathbb{J}_{3}^{T} J_{2}^{T} \mathbb{J}_{1}^{T} \mathbb{J}_{2} \mathbb{J}_{3}\right)^{i-2}\left(J_{3}^{T} J_{2}^{T} \mathbb{J}_{1}^{T} \mathbb{J}_{2} \mathbb{J}_{1} \mathbb{J}_{3}\right)\left(J_{3}^{T} J_{1}^{T} \mathbb{J}_{2} \mathbb{J}_{1} \mathbb{J}_{3}\right)^{j-2}  \tag{2.86}\\
& =\mathbb{J}_{3}^{T-1}\left(\mathbb{J}_{2}^{T} \mathbb{J}_{1}^{T} \mathbb{I}_{2} \mathbb{J}_{1}\right) \mathbb{J}_{3}^{j-1} .
\end{align*}
$$

Similarly, for we obtain

$$
\begin{equation*}
R_{i}^{T} R_{j}=J_{3}^{T} J_{2}^{T} J_{1}^{T i-1} \mathbb{J}_{3}^{j-1}=\left(\mathbb{J}_{3}^{T} J_{2}^{T} \mathbb{I}_{1}^{T} J_{2} \mathbb{J}_{3}\right)^{i-2}\left(J_{3}^{T} J_{2}^{T} \mathbb{J}_{1}^{T}\right) J_{3}{ }^{j-1}=\mathbb{J}_{3}^{T i-1}\left(\mathbb{J}_{2}^{T} \mathbb{J}_{1}^{T}\right) J_{3}^{j-1} \tag{2.87}
\end{equation*}
$$

for $(i, j) \in I_{1} \times I_{3}$ and

$$
\begin{equation*}
R_{i}^{T} R_{j}=J_{3}^{T} J_{1}^{T} J_{2}^{T i-1} \mathbb{J}_{3}^{j-1}=\left(\mathbb{J}_{3}^{T} J_{1}^{T} \mathbb{J}_{2}^{T} J_{1} J_{3}\right)^{i-2}\left(J_{3}^{T} J_{1}^{T} J_{2}^{T}\right) J_{3}{ }^{j-1}=J_{3}^{T i-1}\left(J_{1}^{T} J_{2}^{T}\right) J_{3}^{j-1} \tag{2.88}
\end{equation*}
$$

for $(i, j) \in I_{2} \times I_{3}$. The other cases follow from transposition as $\left(R_{i}^{T} R_{j}\right)^{T}=R_{j}^{T} R_{i}$. To conclude the second statement, we first observe $\mathbb{J}_{3} e_{3}=\mathbb{J}_{3}^{T} e_{3}=e_{3}$. Subsequently, we conclude

$$
\begin{equation*}
\left(R_{i} e_{3}\right) \cdot\left(R_{j} e_{3}\right)=e_{3}^{T} R_{i}^{T} R_{j} e_{3}=e_{3}^{T} \mathbb{J}_{3}{ }^{i-1} R_{i}^{T} R_{j} J_{3}^{T j-1} e_{3} . \tag{2.89}
\end{equation*}
$$

As $e_{3}^{T} J_{1} J_{2} e_{3}=0, e_{3}^{T} J_{2} \mathbb{J}_{1} e_{3}=0$ and $e_{3}^{T} J_{1}^{T} J_{2}^{T} \mathbb{J}_{1} \mathbb{J}_{2} e_{3}=0$ this already concludes the proof.
Remark 2.2.5. Henceforth, we denote the polynomial space of interest, by

$$
\begin{equation*}
\mathcal{P}^{d}:=\mathbb{Q}_{0,1,1} \times \mathbb{Q}_{1,0,1} \times \mathbb{Q}_{1,0,1} . \tag{2.90}
\end{equation*}
$$

Let $\tilde{\theta}: x \mapsto 1 / 4+x_{1} / 2+x_{2} / 2+x_{1} x_{2}$ and let $\theta_{9}^{d}: x \mapsto \tilde{\theta}(x) e_{3}$, then

$$
\begin{equation*}
\theta_{i}^{d}: x \mapsto R_{i} \theta_{9}^{d}\left(\left(R_{i}^{T}\right) x\right) \tag{2.91}
\end{equation*}
$$

for $i \in\{1, \ldots, 12\}$, form a basis of $\mathcal{P}^{d}$.
Example 2.2.6. Let $n=3$, then the basis constructed in Remark 2.2.5 of $\mathcal{P}^{d}$ is determined
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by the rows of

$$
\theta^{d}=\left(\begin{array}{ccc}
\frac{1}{4}-\frac{x_{2}}{2}-\frac{x_{3}}{2}+x_{2} x_{3} & 0 & 0  \tag{2.92}\\
\frac{1}{4}-\frac{x_{2}}{2}+\frac{x_{3}}{2}-x_{2} x_{3} & 0 & 0 \\
\frac{1}{4}+\frac{x_{2}}{2}+\frac{x_{3}}{2}+x_{2} x_{3} & 0 & 0 \\
\frac{1}{4}+\frac{x_{2}}{2}-\frac{x_{3}}{2}-x_{2} x_{3} & 0 & 0 \\
0 & \frac{1}{4}+\frac{x_{1}}{2}+\frac{x_{3}}{2}+x_{1} x_{3} & 0 \\
0 & \frac{1}{4}+\frac{x_{1}}{2}-\frac{x_{3}}{2}-x_{1} x_{3} & 0 \\
0 & \frac{1}{4}-\frac{x_{1}}{2}-\frac{x_{3}}{2}+x_{1} x_{3} & 0 \\
0 & \frac{1}{4}-\frac{x_{1}}{2}+\frac{x_{3}}{2}-x_{1} x_{3} & 0 \\
0 & 0 & \frac{1}{4}+\frac{x_{1}}{2}+\frac{x_{2}}{2}+x_{1} x_{2} \\
0 & 0 & \frac{1}{4}+\frac{x_{1}}{2}-\frac{x_{2}}{2}-x_{1} x_{2} \\
0 & 0 & \frac{1}{4}-\frac{x_{1}}{2}-\frac{x_{2}}{2}+x_{1} x_{2} \\
0 & 0 & \frac{1}{4}-\frac{x_{1}}{2}+\frac{x_{2}}{2}-x_{1} x_{2}
\end{array}\right)
$$

Remark 2.2.7. The projection of the polynomial space $\mathcal{P}^{d}$ onto the $e_{3}$-plane gives $\pi_{3} \mathcal{P}^{d} \circ \iota_{3}=$ $\mathbb{P}_{0,1} \times \mathbb{P}_{1,0}$. Therefore, $\operatorname{dim}\left(\pi_{3} \mathcal{P}^{d} \circ \iota_{3}\right)=4$.

To obtain a basis for $\mathbb{P}_{0,1} \times \mathbb{P}_{1,0}$ one can choose $2 \pi_{3} \theta_{i}^{d} \circ \iota_{3}$ for $i \in\{1,3,5,7\}$. The elements of this basis are given as rows of the following matrix.

$$
\theta^{d, 2}:=\left(\begin{array}{cc}
-x_{2}+\frac{1}{2} & 0  \tag{2.93}\\
0 & x_{1}+\frac{1}{2} \\
-x_{2}-\frac{1}{2} & 0 \\
0 & x_{1}-\frac{1}{2}
\end{array}\right)
$$

The geometric objects introduced in Definition 2.2.3 constitute the boundary of an intersecting dual grid element. We now use this to define degrees of freedoms akin to those introduced by Raviart and Thomas in their seminal work [101].

Lemma 2.2.8. Let $n=3$ and choose the domain as $V^{\operatorname{div}}(\hat{K})=C^{\infty}(K)^{n} \subset H(\operatorname{div}, K)$. Consider the functionals

$$
\sigma_{i}^{d}:\left\{\begin{array}{l}
V^{\operatorname{div}}(\hat{K}) \rightarrow \mathbb{R}  \tag{2.94}\\
v \mapsto \int_{F_{i}} v \cdot n_{F_{i}} d \mu \quad, \quad \text { for every } i \in\{1, \ldots, 12\} .
\end{array}\right.
$$

Then the family of $\sigma_{i}^{d}$ forms a basis of the algebraic dual space $\left(\mathcal{P}^{d}\right)^{*}$. More specifically, we have $\sigma_{i}^{d}\left(\theta_{j}^{d}\right)=\delta_{i, j}$.

Proof. Let

$$
J_{i}:\left\{\begin{array}{ll}
x \mapsto\left(\mathbb{J}^{T}\right)^{i-1} x & n=2  \tag{2.95}\\
x \mapsto R_{i} x & n=3
\end{array} .\right.
$$

Each of the functionals is linear as they are integrals. By change of variables and Defini-
tion 2.2.3 we identify

$$
\begin{equation*}
\sigma_{i}^{d}(v)=\int_{F_{i}} v \cdot n_{F_{i}} d s=\int_{F_{1}} R_{i}^{T}\left(v \circ R_{i}\right) \cdot n_{F_{1}} d s=\sigma_{d, 1}\left(R_{i}^{T}\left(v \circ R_{i}\right)\right) . \tag{2.96}
\end{equation*}
$$

Since $R_{i}^{T}=R_{i}^{-1}$ and by virtue of Remark 2.2 .5 we conclude

$$
\begin{equation*}
\sigma_{i}^{d}\left(\theta_{j}^{d}\right)=\sigma_{1}^{d}\left(R_{i}^{T} R_{j} \theta_{1} \circ\left(R_{j}^{T} R_{i}\right)\right) . \tag{2.97}
\end{equation*}
$$

Due to Lemma 2.2.4 and Remark 2.2.5 we know

$$
\begin{equation*}
\sigma_{i}^{d}\left(\theta_{j}^{d}\right)=\int_{[0,1]^{2}} e_{3}^{T} R_{i}^{T} R_{j} e_{3}\left(\tilde{\theta} \circ R_{j}^{T} R_{i}\right)\left(x_{1}, x_{2}, 0\right) d x=0 \tag{2.98}
\end{equation*}
$$

for all $(i, j) \notin I_{1}^{2} \cup I_{2}^{2} \cup I_{3}^{2}$. Furthermore, we have

$$
\begin{equation*}
\sigma_{i}^{d}\left(\theta_{j}^{d}\right)=\int_{[0,1]^{2}}\left(\tilde{\theta} \circ \mathbb{J}_{3}^{i-j}\right) d x=\int_{[0,1]^{2}}\left(\tilde{\theta} \circ \mathbb{J}^{i-j}\right) d x \tag{2.99}
\end{equation*}
$$

for every $(i, j) \in I_{1}^{2} \cup I_{2}^{2} \cup I_{3}^{2}$. As the $\pi / 2$-rotations around the $e_{3}$ generate a finite group of only four elements, we are left to prove

$$
\begin{equation*}
\sigma_{i}^{d}\left(\theta_{j}^{d}\right)=\delta_{i j} \tag{2.100}
\end{equation*}
$$

for every $i-j \in I_{1}$. This we do by the following verification. $\tilde{\theta} \circ \mathbb{J}_{3}^{k}$ is an odd function with respect to either one of the axis or both for $k \in\{1 \ldots 3\} . \tilde{\theta} \circ \mathbb{I}$ is positive, therefore the integral does not vanish and one can compute the value to be 1 .

Lemma 2.2.9. Let $n=2$, then the family of functionals defined by $v \mapsto \sigma_{i}^{d}\left(\iota_{3} v \circ \pi_{3}\right)$ for $i \in\{1,3,5,7\}$ forms a basis of the algebraic dual space $\left(\pi_{3} \mathcal{P}^{d} \circ \iota_{3}\right)^{*}$. More specifically, we have $2\left(\sigma_{i}^{d}\right)\left(\iota_{3} \pi_{3} \theta_{j}^{d} \circ\left(\iota_{3} \pi_{3}\right)\right)=\delta_{i, j}$ for every $i, j \in\{1,3,5,7\}$.
Proof. For convenience, we denote $\mathbb{I}_{1,2}=\iota_{3} \pi_{3}$.

$$
\begin{equation*}
\left(\sigma_{i}^{d}\right)\left(\iota_{3} \pi_{3} \theta_{j}^{d} \circ\left(\iota_{3} \pi_{3}\right)\right)=\sigma_{1}^{d}\left(R_{i}^{T} \mathbb{I}_{1,2} R_{j} \theta_{1} \circ\left(R_{j}^{T} \mathbb{I}_{1,2} R_{i}\right)\right) . \tag{2.101}
\end{equation*}
$$

Consulting Lemma 2.2.4 for the above-mentioned indices $i, j \in\{1 \ldots 4\}$ shows $R_{i} \theta_{1}^{d}(x)=$ $R_{i} \tilde{\theta}(x) e_{3} \notin \operatorname{span} e_{3}$. Additionally, $\theta_{1}^{d}$ does not depend on $x_{3}$ and $\sigma_{1}^{d}$ only integrates with
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respect to $x_{1}, x_{2}$ we therefore have

$$
\begin{align*}
\left(\sigma_{i}^{d}\right)\left(\mathbb{I}_{1,2} \theta_{j}^{d} \circ\left(\mathbb{I}_{1,2}\right)\right) & =\sigma_{1}^{d}\left(R_{i}^{T} \mathbb{I}_{1,2} R_{j} \theta_{1}^{d} \circ\left(R_{j}^{T} \mathbb{I}_{1,2} R_{i}\right)\right)  \tag{2.102}\\
& =\sigma_{1}^{d}\left(R_{i}^{T} R_{j} e_{3} \tilde{\theta} \circ\left(R_{j}^{T} \mathbb{I}_{1,2} R_{i}\right)\right)  \tag{2.103}\\
& =\sigma_{1}^{d}\left(R_{i}^{T} R_{j} e_{3} \tilde{\theta} \circ\left(\mathbb{I}_{1,2} R_{j}^{T} \mathbb{I}_{1,2}^{2} R_{i} \mathbb{I}_{1,2}\right)\right)  \tag{2.104}\\
& =\int_{[0,1]^{2}} e_{3} R_{i}^{T} R_{j} e_{3} \tilde{\theta} \circ\left(\mathbb{I}_{1,2} R_{j}^{T} \mathbb{I}_{1,2}^{2} R_{i} \mathbb{I}_{1,2}\right) d x \tag{2.105}
\end{align*}
$$

We check

$$
\tilde{\theta} \circ\left(\mathbb{I}_{1,2} R_{j}^{T} \mathbb{I}_{1,2}^{2} R_{i} \mathbb{I}_{1,2}\right)= \begin{cases}\frac{1}{4}+\frac{1}{2} x_{1} & i=j \in\{1,3\},  \tag{2.106}\\ \frac{1}{4}+\frac{1}{2} x_{2} & i=j \in\{5,7\}, \\ \frac{1}{4}-\frac{1}{2} x_{1} & (i, j) \in\{(1,3),(3,1)\} \\ \frac{1}{4}-\frac{1}{2} x_{2} & (i, j) \in\{(5,7),(7,5)\}, \\ \frac{1}{4} & \text { else }\end{cases}
$$

as well as

$$
e_{3} R_{i}^{T} R_{j} e_{3}= \begin{cases}1 & (i, j) \in\{1,3\}^{2} \cup\{5,7\}^{2}  \tag{2.107}\\ 0 & \text { else }\end{cases}
$$

to subsequently evaluate the integral and obtain a positive, odd (with respect to $1 / 2$ ) or constant integrand multiplied by the corresponding constant scalar.

Proposition 2.2.10. Let $\hat{K}=[-1,1]^{n}$ be a reference shape. For $n=3$ the triple $\left\{\hat{K}, \mathcal{P}^{d}, \sigma^{d}\right\}$ is a finite element as defined by Ciarlet in [36]. Furthermore, the corresponding shape functions are given by $\theta^{d}$.

In the case of $n=2$ the triple $\left\{\hat{K}, \mathbb{P}_{0,1} \times \mathbb{P}_{1,0}, \sigma^{d, 2}\right\}$ is a finite element as defined by Ciarlet in [36]. Where $\sigma^{d, 2}$ denotes the family of $\pi_{3} \sigma_{i}^{d} \circ \iota_{3}$ for $i \in\{1,3,5,7\}$. The corresponding shape functions are given by $\theta^{d, 2}$.

Remark 2.2.11. Whenever the statements are independent of $n \in\{2,3\}$ and in abuse of notation we refer to $\sigma^{d, 2}, \theta^{d, 2}$ and $\pi_{3} \mathcal{P}^{d} \circ \iota_{3}$ by $\sigma^{d}, \theta^{d}$ and $\mathcal{P}^{d}$ respectively. For convenience, we also define $I=\{1 \ldots 4\}$ and $I=\{1 \ldots 12\}$ for $n=2$ and $n=3$ respectively. The family of functionals $\sigma^{d, 2}$ is depicted in Fig. 2.3. The shape functions $\theta^{d, 2}$ we can see in Fig. 2.4.

Remark 2.2.12. One arguably could have found a more straightforward definition, different from the projection onto the $e_{3}$-plane for the case of $n=2$. Nevertheless, this way the unit


Figure 2.3: The degrees of freedom are depicted reference over the reference element $\hat{K}=[-1,1]^{2}$. Hereby the dashed lines show the domain of the corresponding integral and the arrows indicate the unit normal vector.

(a) $\theta_{1}^{d}$

(b) $\theta_{2}^{d}$

(c) $\theta_{3}^{d}$

(d) $\theta_{4}^{d}$

Figure 2.4: Above the shape functions $\theta^{d}$ for $n=2$, are depicted as vector field over the reference element $\hat{K}=[-1,1]^{2}$.
normals are consistent with the three-dimensional case and the definition of the surface integral.

Lemma 2.2.13. Let $n \in\{2,3\}$ Then the functionals $\sigma_{d}$ can be uniquely extended to $H(\operatorname{div}, \hat{K})^{\prime}$.
Furthermore, the local interpolation operator

$$
I_{\hat{K}}^{d}:\left\{\begin{array}{l}
H(\operatorname{div}, \hat{K}) \rightarrow \mathcal{P}^{d}  \tag{2.108}\\
\theta \mapsto \sum_{i \in I} \sigma_{i}^{d}(\theta) \theta_{i}^{d}
\end{array}\right.
$$

is well-defined, a projection onto $\mathcal{P}^{d}$ and bounded i.e., $\mathcal{I}_{\hat{K}}^{d} \in \mathcal{B}\left(H(\operatorname{div}, \hat{K}), L^{2}(\hat{K})^{n}\right)$.
Proof. The extensions of the functionals are well-defined and continuous as discussed in Lemma A.4.3 i.e., $\sigma_{i}^{d} \in H(\operatorname{div}, \hat{K})^{\prime}$. The same line of reasoning allows us to establish

$$
\begin{equation*}
\left\|I_{\hat{K}}^{d} \theta\right\|_{L^{2}(\hat{K})}^{2} \leq c \sum_{i \in I}\left(\sigma_{i}^{d}(\theta)\right)^{2}\left\|\theta_{i}^{d}\right\|_{0}^{2} \leq \tilde{c} \sum_{i \in I}\left(\sigma_{i}^{d}(\theta)\right)^{2} \leq c^{\prime} \sum_{i \in I}\|\theta\|_{H(\operatorname{div}, \hat{K})}^{2} \tag{2.109}
\end{equation*}
$$

which already provides the statement.
Lemma 2.2.14. Let $v \in H^{1}(\hat{K})^{n} \subset H(\operatorname{div}, \hat{K})$, then we have

$$
\begin{equation*}
\left\|v-I_{\hat{K}}^{d}(v)\right\|_{0, \hat{K}} \leq c|v|_{1, \hat{K}} \tag{2.110}
\end{equation*}
$$
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Proof. The proof follows a standard strategy, c.f. [54]. Lemma 2.2.13 implies the continuity of the error i.e.,

$$
\begin{equation*}
F: v \mapsto v-I_{K}^{d}(v) \in \mathcal{B}\left(H^{1}(\hat{K})^{n}, L^{2}(\hat{K})^{n}\right) . \tag{2.111}
\end{equation*}
$$

As next step we prove, $\mathbb{P}_{0}^{n} \subseteq \operatorname{ker} F$. To this end let $k=\left|\operatorname{dim} \mathcal{P}^{d}\right| / n$, we then observe

$$
\begin{equation*}
e_{j}=\sum_{i=(j-1) k+1}^{j k} \theta_{i}^{d} . \tag{2.112}
\end{equation*}
$$

Let $v=\sum_{i=1}^{n} c_{i} e_{i} \in \mathbb{P}_{0}^{n}$, then by linearity of $I_{\hat{\mathrm{K}}}^{d}$ we see $I_{\hat{\mathrm{K}}}^{d} v=v$. Convinced of $\mathbb{P}_{0}^{n} \subseteq \operatorname{ker} F$, we apply the Deny-Lions lemma Lemma B.0.3 for each component to establish the following bound

$$
\begin{align*}
\left\|v-I_{\hat{K}}^{d} v\right\|_{0, \hat{K}} & =\|F(v)\|_{0, \hat{K}}  \tag{2.113}\\
& =\inf _{p \in \mathbb{P}_{0}^{n}}\|F(v+p)\|_{0, \hat{K}}  \tag{2.114}\\
& \leq\|F\|_{\mathcal{B}\left(H^{1}(\hat{K})^{n}, L^{2}(\hat{K})^{n}\right)} \inf _{p \in \mathbb{P}_{0}^{n}}\|v+p\|_{1, \hat{K}}  \tag{2.115}\\
& \leq \tilde{c}|v|_{1, \hat{K}} . \tag{2.116}
\end{align*}
$$

Remark 2.2.15. Although constructed via the normal of curve integrals too, the polynomial approximation spaces change their role in comparison to the classical Raviart-Thomas elements. To convince ourselves that the present elements indeed are different from the original Raviart-Thomas elements we consider $s\left(x_{1}, x_{2}\right)=a x_{2} e_{1}+b x_{1} e_{2}$ where $a, b \in \mathbb{R}$. We denote edges of $\hat{K}=[-1,1]^{2}$ by $\mathcal{E}_{\hat{K}}$. The Raviart-Thomas degrees of freedom $\sigma_{e}^{\mathbb{R} \mathbb{T}}$ then are given by the curve integrals

$$
\begin{equation*}
\sigma_{e}^{\mathbb{R} \mathbb{T}_{0}}: \theta \mapsto \int_{e} \tau_{n_{e}}(\theta) d \mu \quad \forall e \in \mathcal{E}_{\hat{K}} \tag{2.117}
\end{equation*}
$$

By the means of Lemma 2.2.13 we observe $\mathcal{I}_{K}^{d}(s)=s$ first. Subsequently, we realize $I_{K}^{\mathbb{R T}}(s)=0$ due to $\sigma_{e}^{\mathbb{R T}}(s)=0$ for every $e \in \mathcal{E}_{\hat{K}}$. Therefore, the two elements differ.

Lemma 2.2.16. Let $p \in \mathbb{Q}_{n}$ then $\operatorname{grad} p \in \mathcal{P}^{d}$.
Proof. For $n \in\{2,3\}$ this is straightforward to verify when $p$ is expressed by the means of a monomial basis.

Remark 2.2.17. Let $p \in H^{1}(\hat{K})$, then classical vector analysis gives curl grad $p=0$.

### 2.3 Transformed elements

To transfer the results from the reference elements on $\hat{K}$ to more general geometries $K \subset$ $\mathbb{R}^{n}$, we introduce a diffeomorphism on some bounded domain $\Omega \subset \mathbb{R}^{n}$ containing the compact reference element $\hat{K}$. More specifically we assume $T_{K}: \hat{K} \rightarrow K$ with $K=T_{K}(\hat{K})$, $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$. In abuse of notation, we do not mention the surrounding $\Omega$ and only consider the restriction of such a diffeomorphism to $\hat{K}$. Subsequently, we use suitable transformations to map the degrees of freedom as well as the shape functions. In the case of the Lagrangian pressure elements, this transformation is given by Eq. (2.14). The degrees of freedom and shape functions on $K$ are then obtained by (see e.g., [36, 54])

$$
\begin{align*}
\sigma_{K, i} & :=\sigma_{i} \circ \psi_{T_{K}}  \tag{2.118}\\
\theta_{K, i} & :=\psi_{T_{K}}^{-1} \circ \theta_{i} . \tag{2.119}
\end{align*}
$$

Similarly, we use the contravariant Piola transformation from Eq. (2.16) to define degrees of freedom and shape functions for the velocity component on $K$ via

$$
\begin{align*}
& \sigma_{K, i}^{d}:=\sigma_{i}^{d} \circ \psi_{T_{K}}^{d}  \tag{2.120}\\
& \theta_{K, i}^{d}:=\left(\psi_{T_{K}}^{d}\right)^{-1} \circ \theta_{i}^{d} . \tag{2.121}
\end{align*}
$$

They obviously guarantee $\sigma_{K, i}^{d}\left(\theta_{K, j}^{d}\right)=\sigma_{K, i}^{d}\left(\theta_{j}^{d}\right)=\delta_{i, j}$ c.f. Lemmas 2.2.8 and 2.2.9.
In principle, we can choose $\psi_{T_{K}}^{d}$ differently. However, some restrictions occur. On one hand, we have to ensure to obtain a finite element in the sense of Ciarlet [36]. On the other hand it is desirable for the analysis as well as the implementation, to not structurally change the degrees of freedom i.e., preserve their form in terms of boundary integrals. Given these requirements, the transformation is essentially determined to be Eq. (2.16). This is well established (see e.g., the textbook of Ern and Guermond [54]) and, subsequently, we follow the classical strategy with some modifications, to employ the corresponding interpolation results on general (smooth) surfaces and on potentially curved geometries.

Proposition 2.3.1 (Parametric finite element). Let $\left\{\hat{\mathrm{K}}, \mathcal{P}^{d}, \sigma_{d}\right\}$ be the reference finite element introduced in Proposition 2.2.10. Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism, with $K=T_{K}(\hat{K})$ and $\operatorname{det} D T_{K}(x)>0$ for $x \in \hat{K}$. Furthermore, denote the family of functionals and shape functions transformed according to Eqs. (2.16) and (2.120) by $\sigma_{K}^{d}$ and $\theta_{K}^{d}$ respectively. Then $\left\{K, \operatorname{span} \theta_{K}^{d}, \sigma_{K}^{d}\right\}$ is a finite element in the sense of Ciarlet [36].

## 2 Dual grid finite elements

Proof. $K$ is compact with Lipschitz boundary. span $\theta_{K}^{d}$ is a vector space and $\sigma_{K}^{d}$ a basis of its algebraic dual space by construction of Eqs. (2.120) and (2.121).

We aim to characterize the transformed functionals $\sigma_{d}$ by surface integrals.
Lemma 2.3.2. Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism with $K=T_{K}(\hat{K})$ and $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$. Then for $i \in I$ the structure of $\sigma_{i}^{d}$ is preserved under the transformation via $\psi_{T_{K}}^{d}$ i.e., $\sigma_{K, i}^{d}$ satisfies

$$
\begin{equation*}
\left\langle\sigma_{K, i}^{d}(v), \phi\right\rangle=\left\langle\sigma_{i}^{d}\left(\psi_{T_{K}}^{d}(v)\right), \phi \circ T_{K}\right\rangle \tag{2.122}
\end{equation*}
$$

for every $v \in H(\operatorname{div}, K)$ and $\phi \in H^{1 / 2}(K)$. More specifically

$$
\begin{equation*}
\sigma_{K, i}^{d}(v)=\sigma_{i}^{d} \circ \psi_{T_{K}}^{d}(v) \tag{2.123}
\end{equation*}
$$

for every $v \in H^{1}(K)$.
Proof. This is an immediate consequence of Corollaries 2.1.23 and 2.1.24.
Our next step is to introduce the local interpolation operators analogously to the ones on the reference element (c.f. again [54]).
Definition 2.3.3 (Local interpolation). Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism with $K=T_{K}(\hat{K})$ and $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$. Let $w \in H^{1}(K)^{n}$, then the local interpolation operator is given by

$$
\begin{equation*}
\mathcal{I}_{K}^{d}(w):=\sum_{i \in I} \sigma_{K, i}^{d}(w) \theta_{K, i}^{d} \tag{2.124}
\end{equation*}
$$

Lemma 2.3.4. Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism with $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$ and let $g: K \rightarrow \widetilde{K}$ be a $C^{1}$-diffeomorphism with $\widetilde{K}=g(K)$ and $\operatorname{det} D g>0$ for every $x \in K$. Then interpolation and transformation commute i.e.,

$$
\begin{equation*}
\psi_{g}^{d} I_{\widetilde{K}}^{d}(v)=I_{K}^{d} \psi_{g}^{d}(v) \tag{2.125}
\end{equation*}
$$

for every $v \in H(\operatorname{div}, K)$.
Proof. Let $v \in H(\operatorname{div}, \tilde{K})$ be arbitrary. We use Remark 2.1.15 and Definition 2.3.3 to obtain

$$
\begin{equation*}
\psi_{g}^{d} I_{\widetilde{K}}^{d}(v)=\psi_{g}^{d} \sum_{i \in I} \sigma_{\widetilde{\widetilde{K}}}^{d}(v) \theta_{\widetilde{\widetilde{K}}, i}^{d} \tag{2.126}
\end{equation*}
$$

$$
\begin{align*}
& =\psi_{g}^{d} \sum_{i \in I}\left(\sigma_{i}^{d} \circ \psi_{T_{\widehat{K}}}^{d}\right)(v)\left(\psi_{T_{\widehat{K}}}^{d}\right)^{-1} \circ \theta_{i}^{d}  \tag{2.127}\\
& =\sum_{i \in I}\left(\sigma_{i} \circ \psi_{T_{K}}^{d} \circ \psi_{g}^{d}\right)(v)\left(\psi_{g}^{d}\right)^{-1} \circ\left(\psi_{T_{K}}^{d}\right)^{-1} \circ \theta_{i}^{d}  \tag{2.128}\\
& =\sum_{i \in I} \sigma_{K, i}^{d}\left(\psi_{g}^{d}(v)\right) \psi_{T_{K}^{-1}}^{d}\left(\theta_{i}\right)  \tag{2.129}\\
& =I_{K}^{d} \psi_{g}^{d}(v) . \tag{2.130}
\end{align*}
$$

In the following, we adopt the strategy presented in [7]. This allows us to use rather arbitrary geometries without considering their shape explicitly. To this end, we first establish a bound for elements of diameter $h=1$ and scale accordingly afterwards.
Remark 2.3.5. Given any $\mathcal{C}^{1}$-diffeomorphism $T_{K}: \hat{K} \rightarrow K$ with $K=T_{K}(\hat{K})$ and $\operatorname{det} D T_{K}(x)>$ 0 for every $x \in \hat{K}$. Let $S_{K}: x \mapsto h_{K} x$, then $\operatorname{diam}\left(\left(S_{K}^{-1} \circ T_{K}\right)(\hat{K})\right)=1$. Furthermore, we have the following estimates

$$
\begin{equation*}
\left\|\operatorname{adj}\left(D S_{K}^{-1}\right)\right\|_{0, \infty, K}=h_{K}^{n-1}, \quad\left\|D S_{K}^{-1}\right\|_{0, \infty, K}=\frac{1}{h_{K}}, \quad\left\|\left|\operatorname{det} D S_{K}^{-1}\right|^{-1 / 2}\right\|_{0, \infty, K}=\sqrt{h_{K}^{n}} \tag{2.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\operatorname{adj}\left(D S_{K}\right)\right\|_{0, \infty, K}=\frac{1}{h_{K}^{n-1}}, \quad\left\|D S_{K}\right\|_{0, \infty, \tilde{K}}=h_{K}, \quad\left\|\left|\operatorname{det} D S_{K}\right|^{-1 / 2}\right\|_{0, \infty, \tilde{K}}=\frac{1}{\sqrt{h_{K}^{n}}} . \tag{2.132}
\end{equation*}
$$

Lemma 2.3.6. Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism with $K=T_{K}(\hat{K})$, $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$ and $h_{K}=1$. Then there is $c$ such that

$$
\begin{equation*}
\left\|v-I_{K}^{d} v\right\|_{0, K} \leq c|v|_{1, K} \tag{2.133}
\end{equation*}
$$

holds true for every $v \in H^{1}(K)$.
Proof. Let $w:=\psi_{K}^{d}(v)$ then we apply Lemmas 2.1.19 and 2.2.14 as well as the construction of $I_{K}^{d}$ to conclude

$$
\begin{align*}
\left\|v-I_{K}^{d} v\right\|_{0, K} & \leq c_{T_{K}}\left\|\psi_{T_{K}}^{d}\left(v-I_{K}^{d} v\right)\right\|_{0, \hat{K}}  \tag{2.134}\\
& =c_{T_{K}}\left\|\psi_{T_{K}}^{d}(v)-\psi_{T_{K}}^{d}\left(I_{K}^{d} v\right)\right\|_{0, \hat{K}}  \tag{2.135}\\
& =c_{T_{K}}\left\|w-I_{K}^{d} w\right\|_{0, \hat{K}}  \tag{2.136}\\
& \leq c_{T_{K}} c|w|_{1, \hat{K}} \tag{2.137}
\end{align*}
$$
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$$
\begin{equation*}
\leq c_{T_{K}^{-1}} c_{T_{K}} c|v|_{1, K} \tag{2.138}
\end{equation*}
$$

Proposition 2.3.7. Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism with $K=T_{K}(\hat{K})$ and $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$. Then there is $c>0$ depending only on the shape of $K$ such that

$$
\begin{equation*}
\left\|v-I_{K}^{d} v\right\|_{0, K} \leq c h_{K}|v|_{1, K} \tag{2.139}
\end{equation*}
$$

holds true for every $w \in H^{1}(K)$.
Proof. Let $\tilde{K}=\left(S_{K}^{-1} \circ T_{K}\right)(\hat{K})$. Furthermore, for every $v \in H^{1}(K)$ there is $w=\psi_{S_{Q}}^{d}(v) \in H^{1}(\tilde{K})$. Leveraging Remarks 2.1.15 and 2.3.5 and Lemmas 2.1.19 and 2.3.4 we have

$$
\begin{align*}
\left\|v-I_{K}^{d}(v)\right\|_{0, K} & =\left\|\psi_{S_{Q}^{-1}}^{d}(w)-\psi_{S_{Q}^{-1}}^{d}\left(I_{K}^{d}(w)\right)\right\|_{0, K}  \tag{2.140}\\
& \leq h_{K}^{n-1} \sqrt{h_{K}^{n}}\left\|w-I_{K}^{d}(w)\right\|_{0, \tilde{K}}  \tag{2.141}\\
& \leq h_{K}^{n-1} \sqrt{h_{K}^{n}} \tilde{c}|w|_{1, \tilde{K}}  \tag{2.142}\\
& =h_{K}^{n-1} \sqrt{h_{K}^{n}} \tilde{c}\left|\psi_{S_{K}}^{d}(v)\right|_{1, K}  \tag{2.143}\\
& \leq c h_{K}|v|_{1, K}, \tag{2.144}
\end{align*}
$$

where Eq. (2.141) follows from Eq. (2.131) as well as Eq. (2.144) follows from Eq. (2.132).
Having established the approximation properties of the interpolation operator, we aim to investigate the polynomial spaces spanned by $\theta_{K}$ and $\theta_{K}^{d}$.

Lemma 2.3.8. Let $T_{K}: \hat{K} \rightarrow K$ be a $C^{1}$-diffeomorphism with $K=T_{K}(\hat{K})$ and $\operatorname{det} D T_{K}(x)>0$ for every $x \in \hat{K}$. Let $p \in \operatorname{span} \psi_{T_{K}}^{-1}(\theta)$ then

$$
\begin{equation*}
\operatorname{grad} p \in \operatorname{span}\left(\psi_{T_{K}}^{r}\right)^{-1}\left(\theta^{d}\right) . \tag{2.145}
\end{equation*}
$$

Furthermore, there is a $L^{2}(K)$-isomorphism $d_{K}: \operatorname{span}\left(\left(\psi_{T_{K}}^{r}\right)^{-1}\left(\theta^{d}\right)\right) \rightarrow \operatorname{span}\left(\left(\psi_{T_{K}}^{d}\right)^{-1}\left(\theta^{d}\right)\right)$ with constants $c_{1}, c_{2}>0$ independent of diam $K$ such that

$$
\begin{equation*}
c_{1}\|v\|_{0, K} \leq\left\|d_{K} v\right\|_{0, K} \leq c_{2}\|v\|_{0, K} \tag{2.146}
\end{equation*}
$$

Proof. For every $p \in \operatorname{span} \psi_{T_{K}}^{-1}(\theta)$ there is $\hat{p}=p \circ T_{K}$. As $\hat{p} \in \mathbb{Q}_{n}$ we apply Lemma 2.2.16, to
conclude grad $\hat{p} \in \mathcal{P}^{d}$. The chain rule gives

$$
\begin{equation*}
\operatorname{grad} \hat{p}=\operatorname{grad}\left(p \circ T_{K}\right)=D T_{K}^{T}(\operatorname{grad} p) \circ T_{K}=\psi_{T_{K}}^{r}(\operatorname{grad} p), \tag{2.147}
\end{equation*}
$$

which in turn implies $\psi_{T_{K}}^{r}(\operatorname{grad} p) \in \mathbb{Q}_{n}$ and therefore Eq. (2.145).
Obviously $\psi_{T_{K}}^{d-1} \circ \psi_{T_{K}}^{r}$ is an isomorphism with $\operatorname{span} \psi_{T_{K}}^{r}\left(\theta^{d}\right) \rightarrow \operatorname{span} \psi_{T_{K}}^{d}\left(\theta^{d}\right)$, as both transformations are bijective and the spaces are finite dimensional. For the constants, we use the same strategy as discussed for the proof of Proposition 2.3.7 (c.f. also Remark 2.3.5 and Lemma 2.3.6). We split $T_{K}=S_{K} \circ T_{\tilde{K}}$ where $\operatorname{diam} T_{\tilde{K}}(\hat{K})=1$ and $S_{K}: x \mapsto h_{K} x$. As $\psi_{T_{\bar{K}}}^{d-1} \circ \psi_{T_{\bar{K}}}^{r}$ does not depend on diam $K$, we then have

$$
\begin{align*}
\left\|\left(\psi_{T_{K}}^{d-1} \circ \psi_{T_{K}}^{r}\right)(v)\right\|_{0, K} & =\left\|\left(\psi_{S_{K} \circ T_{\tilde{K}}}^{d} \circ \psi_{S_{K} \circ T_{\tilde{K}}}^{r}\right)(v)\right\|_{0, K}  \tag{2.148}\\
& =\left\|\left(\psi_{S_{K}}^{d-1} \circ \psi_{T_{\tilde{K}}}^{d-1} \circ \psi_{T_{\tilde{K}}}^{r} \circ \psi_{S_{K}}^{r}\right)(v)\right\|_{0, K}  \tag{2.149}\\
& \leq h_{K}^{n-1} \sqrt{h_{K}^{n}}\left\|\left(\psi_{T_{\tilde{K}}}^{d-1} \circ \psi_{T_{\tilde{K}}}^{r} \circ \psi_{S_{K}}^{r}\right)(v)\right\|_{0, \tilde{K}}  \tag{2.150}\\
& \leq h_{K}^{n-1} \sqrt{h_{K}^{n}} c_{2}\left\|\psi_{S_{K}}^{r}(v)\right\|_{0, \tilde{K}}  \tag{2.151}\\
& =c_{2}\|v\|_{0, K} \tag{2.152}
\end{align*}
$$

by Lemma 2.1.19. The second estimates follow by the same strategy and the choice

$$
\begin{equation*}
v=\left(\left(\psi_{T_{K}}^{d-1} \psi_{T_{K}}^{r}\right)^{-1}\left(\psi_{T_{K}}^{d-1} \psi_{T_{K}}^{r}\right)\right)(v) . \tag{2.153}
\end{equation*}
$$

Remark 2.3.9. In comparison to Fig. 2.2, the polynomial space induced by the covariant and contravariant transformation originates from the same basis $\theta^{d}$. In this regard the Eq. (2.145) might appear confusing, but actually hints that $\theta^{d}$ is closely related to the basis functions of the Nédélec element [94] on a cube, rather than the Raviart-Thomas analogues (c.f. Remark 2.2.15 and [3]). Furthermore, it is straightforward to verify that the Nédélec basis functions span a subspace of span $\theta_{d}$.

For the case of Cartesian grids, we additionally identify the polynomial space induced by the corresponding transformation and their counterparts on the reference element.
Remark 2.3.10. Let $\mathcal{T}_{h}$ be a Cartesian grid. Let $C \in \mathcal{T}_{h}$ and $T_{C}: \hat{K} \rightarrow C$ denote the transformation discussed in Remark 2.1.9 then $\theta_{C}^{d}$ and $\psi_{T_{C}}^{r}{ }^{-1} \circ \sigma^{d}$ is a basis of $\mathcal{P}^{d}$.

Proof. The Jacobian matrix $D T_{C}$ is constant and of diagonal form. Next we observe that in
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this case $\theta_{i}^{d} \circ T_{C}^{-1} \in \mathcal{P}^{d}$ as we simply scale and shift the coordinates. Multiplication by a constant diagonal matrix obviously does not change the polynomial degree too. Therefore, we find

$$
\begin{equation*}
\theta_{C, i}^{d}(x)=\left(\psi_{T_{C}}^{d-1} \theta_{i}^{d}\right)(x)=\frac{1}{\operatorname{det} D T_{C}} D T_{C}\left(\theta_{i}^{d} \circ T_{C}^{-1}\right)(x) \in \mathcal{P}^{d} \tag{2.154}
\end{equation*}
$$

The second part of the proof follows the same reasoning.
Remark 2.3.11. There is an affine transformation $T_{Q}$ and $i \in I$ such that $\theta_{Q, i}^{d}$ or $\theta_{Q, i}^{r}$ are not element of $\mathcal{P}^{d}$.

Remark 2.3.12. Without additional restriction, we obtain similar results as presented in Proposition 2.3.7 for the pressure element. Unfortunately this is a suboptimal result in the sense that we only bound the $L^{2}(K)$-norm. The classical result indeed gives

$$
\begin{equation*}
\left\|q-\mathcal{I}_{K} q\right\|_{1, K} \leq c h_{K}\|q\|_{2, K} \tag{2.155}
\end{equation*}
$$

even in the isoparametric case [37,62], which therefore is also applicable to the pressure variable in our situation.

The fact that we bound the interpolation error of the pressure to a higher degree, then the velocity variable seems undesirable at this point. As it will turn out in Proposition 2.4.17, we indeed can improve the error estimate of the velocity variable in a mesh dependent analogue to the $H(\operatorname{div}, K)$ norm.

### 2.4 A pair of finite element spaces

Having established the local construction on the reference element and as well as elements induced by smooth transforms thereof, we conveniently are able to construct the global interpolation operators via their local counterparts. For the sake of notation, we introduce the following approximation spaces.

Definition 2.4.1 (Approximation spaces). Let $\mathcal{T}_{h}$ be a grid as introduced in Definition 2.1.1. Then the parametric finite element spaces for the velocity and pressure variable are defined as

$$
\begin{align*}
\mathcal{D}_{h} & :=\left\{v \subset \Omega \times \mathbb{R}^{n}: \psi_{K}^{d-1}\left(\left.v\right|_{K}\right) \in \operatorname{span} \theta^{d}, \forall K \in \mathcal{T}_{h}\right\},  \tag{2.156}\\
\mathcal{W}_{h}^{1} & :=\left\{q \in H^{1}(\Omega): \psi_{K}^{-1}\left(\left.q\right|_{K}\right) \in \operatorname{span} \theta_{K}, \forall K \in \mathcal{T}_{h}\right\}, \tag{2.157}
\end{align*}
$$

$$
\begin{equation*}
\mathcal{W}_{h, 0}^{1}:=\left\{q \in \mathcal{W}_{h}^{1}: \int_{\Omega} q d x=0\right\} . \tag{2.158}
\end{equation*}
$$

Here, elements of $\mathcal{D}_{h}$ are possibly multivalued. Additionally, we define

$$
\begin{align*}
\mathcal{R}_{h} & :=\left\{v \subset \Omega \times \mathbb{R}^{n}: \psi_{T_{K}}^{r-1}\left(\left.v\right|_{K}\right) \in \operatorname{span} \theta^{d}, \forall K \in \mathcal{T}_{h}\right\},  \tag{2.159}\\
\mathcal{W}_{h}^{\prime 0} & :=\left\{q \subset \Omega \times \mathbb{R}: \psi_{T_{K}}^{-1}\left(\left.q\right|_{K}\right) \in \operatorname{span}\{1\}, \forall K \in \mathcal{T}_{h}^{\prime}\right\} . \tag{2.160}
\end{align*}
$$

Considering Remark 2.3.10 we observe the following
Remark 2.4.2. If $\mathcal{T}_{h}$ is a Cartesian grid as introduced in Remark 2.1.9, then $\mathcal{D}_{h}$ and $\mathcal{R}_{h}$ can be identified by

$$
\begin{equation*}
\mathcal{D}_{h}=\mathcal{R}_{h}=\left\{f \in L^{1}(\Omega)^{n}:\left.f\right|_{C} \in \mathcal{P}^{d}, \forall C \in \mathcal{T}_{h}\right\} . \tag{2.161}
\end{equation*}
$$

Analogue simplifications occur in the Cartesian case for the other approximation spaces as well.
Remark 2.4.3. $\mathcal{R}_{h}$ and $\mathcal{D}_{h}$ are not necessarily subspaces of $H^{1}(\Omega)^{n}$ or $H(\operatorname{div}, \Omega)$. This is an immediate consequence of the discontinuous (normal and tangential) traces across the element boundary.

### 2.4.1 Differential operators

For our discretization, we aim to use the coordinate free representation of the divergence div. On one hand, this choice fits the conservation property to the finite volume type discretization discussed in this work. On the other hand, we avoid the issue of deteriorated convergence rates. In the context of low order methods based on Raviart-Thomas interpolation the mimetic divergence $[108,116]$ does achieve convergence $[7,25]$. This will also hold true for our method.

In line with [10] we recall the definition as

$$
\begin{equation*}
\operatorname{DIV}(w)(x):=\lim _{r \rightarrow 0} \frac{1}{\left|B_{r}\right|} \int_{\partial B_{r}(x)} \tau_{n_{\partial B_{r}(x)}}(w) d s \tag{2.162}
\end{equation*}
$$

Remark 2.4.4. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded Lipschitz domain. Then the differential operator in Eq. (2.162) is well-defined on $W^{1,1}(U) \cap W^{1, \infty}(\Omega)$. This is more restrictive than the previously used space $H^{1}(\Omega)$. Nevertheless, any piecewise polynomial function on $\Omega$ satisfies this additional requirement.

## 2 Dual grid finite elements

Remark 2.4.5. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded Lipschitz domain. Let $w \in C^{1}(\Omega)^{n}$. Then $\operatorname{DIV}(w)$ and $\operatorname{div}(w)$ coincide.

Proof. This is an immediate consequence of Gauß' and Stokes' theorem as well as the mean value theorem i.e., for every open ball $B_{r}(x) \subset \Omega$ there is $\xi \in B_{r}(x) \subset \Omega$ with

$$
\begin{align*}
\operatorname{DIV}(w)(x) & =\lim _{r \rightarrow 0} \frac{\int_{\partial B_{r}(x)} \tau_{n_{\partial B_{r}(x)}}(w) d s}{\left|B_{r}\right|}  \tag{2.163}\\
& =\lim _{r \rightarrow 0} \frac{\int_{B_{r}} \operatorname{div}(w) d x}{\left|B_{r}\right|}  \tag{2.164}\\
& =\lim _{r \rightarrow 0} \operatorname{div}(w)(\xi) \frac{\int_{B_{r}}}{\left|B_{r}\right|}  \tag{2.165}\\
& =\operatorname{div}(w)(x) \tag{2.166}
\end{align*}
$$

Definition 2.4.6. Let $\mathcal{T}_{h}$ be a grid as introduced in Definition 2.1.1 and let $\mathcal{T}_{h}^{\prime}$ denote its dual. Let $w \in H^{1}\left(\mathcal{T}_{h}\right)$, the broken Sobolev space introduced in Definition A.6.1. Then we define the discrete analogue (c.f. [25]) to DIV as

$$
\operatorname{DIV}_{h}:\left\{\begin{array}{l}
H^{1}\left(\mathcal{T}_{h}\right) \rightarrow \mathcal{W}_{h}^{\prime 0}  \tag{2.167}\\
w \mapsto \sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \frac{1_{K^{\prime}}}{K^{\prime} \mid} \int_{\partial K^{\prime}} \tau_{\partial \partial K^{\prime}}(w) d s .
\end{array}\right.
$$

The unique extension of this operator (c.f. Lemma A.4.3) to $\mathcal{B}\left(H\left(\operatorname{div}, \mathcal{T}_{h}\right), \mathcal{W}_{h}^{\prime 0}\right)$ is denoted by DIV $_{h}$ too.

As next step, we introduce a mesh dependent semi-norm based on DIV $_{h}$. The following result is a generalization of the work in [3, 118].

Proposition 2.4.7. Let $\mathcal{T}_{h}$ be a grid as defined in Definition 2.1.1, then

$$
\begin{equation*}
|v|_{\operatorname{DIV}_{h}}:=\left\|\operatorname{DIV}_{h} v\right\|_{L^{2}(\Omega)} \tag{2.168}
\end{equation*}
$$

is a semi-norm on $H\left(\operatorname{div}, \mathcal{T}_{h}\right)$.
Proof. DIV $(w)$ is well-defined and determined by integrals i.e. linear operators. We, therefore, obtain homogeneity, and by applying the triangle inequality, we obtain subadditivity
too, since $\|\cdot\|_{L^{2}(T(\Omega))}$ is already a norm.
Remark 2.4.8. In line with $[3,118]$ and again due to the fact that $\|\cdot\|_{L^{2}(\Omega)}$ is a norm on $L^{2}(\Omega)$ we can introduce a norm on $H\left(\operatorname{div}, \mathcal{T}_{h}\right)$ by

$$
\begin{equation*}
\|w\|_{\mathrm{DIV}_{h}}^{2}:=\|w\|_{0}^{2}+|w|_{\mathrm{DIV}_{h}}^{2} . \tag{2.169}
\end{equation*}
$$

### 2.4.2 Global interpolation

In line with standard finite element theory [54], we construct the global interpolation operators by their local counterparts.

Definition 2.4.9 (Global interpolation). Let $\mathcal{T}_{h}$ be a grid as given in Definition 2.1.1 and let $s>n / 2$. Then we define the global interpolation operators via

$$
\mathcal{I}_{h}^{d}:\left\{\begin{array}{l}
H\left(\operatorname{div}, \mathcal{T}_{h}\right) \rightarrow \mathcal{D}_{h}  \tag{2.170}\\
v \mapsto \sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} \mathcal{I}_{K}^{d} v
\end{array} \quad, \quad \mathcal{I}_{h}:\left\{\begin{array}{l}
H^{s}(\Omega) \rightarrow \mathcal{W}_{h}^{1} \\
v \mapsto \sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} I_{K} v .
\end{array}\right.\right.
$$

Additionally, we introduce the lowest order Clement quasi interpolation operator [39, 20, 19] onto the piecewise constant functions $\mathcal{W}_{h}^{\prime 0}$

$$
\mathcal{I}_{T_{h}}^{0}:\left\{\begin{array}{l}
L^{1}(\Omega) \rightarrow \mathcal{W}_{h}^{\prime 0}  \tag{2.171}\\
q \mapsto \sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \mathbb{1}_{K^{\prime}} \operatorname{avg}_{K^{\prime}} q .
\end{array}\right.
$$

Remark 2.4.10. The global approximation space for the pressure variable is conforming to $H^{1}(\Omega)$ i.e., $\mathcal{W}_{h}^{1} \subset H^{1}(\Omega)$.
Remark 2.4.11. The family of tent functions is a basis of $\mathcal{W}_{h}^{1}$. In abuse of notation we denote the basis functions by $\theta_{\xi}$ for every $\xi \in \mathcal{N}_{\mathcal{T}_{h}}$, since each basis function is composed by the shape functions $\theta_{\xi, K}$ for $K \in \mathcal{K}_{\xi, \xi}$. Their support of $\theta_{\xi}$ is included in the union of all elements $K \in \mathcal{K}_{\xi, \xi}$ and $\theta_{\xi}(\xi)=1$.
Remark 2.4.12. One readily observes the following element wise commuting property

$$
\begin{equation*}
I_{K^{\prime}}^{0} \operatorname{avg}_{K^{\prime}} q=\operatorname{avg}_{K^{\prime}} I_{K^{\prime}}^{0} q \tag{2.172}
\end{equation*}
$$

for every $q \in L^{1}(\Omega)$ and $K^{\prime} \in \mathcal{T}_{h}^{\prime}$.
The following result delivers convergence in the mesh dependent norm $\|\cdot\|_{\text {DIV }_{h}}$ and follows the idea of [25] in the conforming setting.

## 2 Dual grid finite elements

Lemma 2.4.13. Let $\mathcal{T}_{h}$ be as given in Definition 2.1.1 and let $\mathcal{T}_{h}^{\prime}$ denote its dual. Then we have

$$
\begin{equation*}
\operatorname{DIV}_{h}\left(I_{h}^{d}(v)\right)=I_{\mathcal{T}_{h}^{\prime}}^{0} \operatorname{DIV}_{h}(v) \tag{2.173}
\end{equation*}
$$

for every $v \in H\left(\operatorname{div}, \mathcal{T}_{h}\right)$. If we assume $v \in H(\operatorname{div}, \Omega)$, we additionally have

$$
\begin{equation*}
\operatorname{DIV}_{h}\left(\mathcal{I}_{h}^{d}(v)\right)=I_{\mathcal{T}_{h}^{\prime}}^{0} \operatorname{div}(v) \tag{2.174}
\end{equation*}
$$

Proof. Using Lemma 2.3.2 we establish the statement for elements of $H^{1}(K)$ first. To this end we see

$$
\begin{align*}
\operatorname{DIV}_{h} \mathcal{I}_{h}^{d}(w) & =\operatorname{DIV} \sum_{K \in \mathcal{T}_{h}} \sum_{i \in I} \sigma_{K, i}^{d}(w) \theta_{K, i}^{d}  \tag{2.175}\\
& =\sum_{K \in \mathcal{T}_{h}} \sum_{K \cap K^{\prime} \neq \emptyset} \frac{\mathbb{1}_{K^{\prime}}}{\left|K^{\prime}\right|} \sum_{i \in I} \sigma_{K, i}^{d}(w) \int_{\partial K^{\prime}} \tau_{n K^{\prime}}\left(\theta_{K, i}^{d}\right) d \mu  \tag{2.176}\\
& =\sum_{K \in \mathcal{T}_{h}} \sum_{K \cap K^{\prime} \neq \emptyset} \frac{\mathbb{1}_{K^{\prime}}}{\left|K^{\prime}\right|} \sum_{T_{K}\left(F_{i}\right) \subseteq \partial K^{\prime}} \sigma_{K, i}^{d}(w)  \tag{2.177}\\
& =\sum_{K \in \mathcal{T}_{h}} \sum_{K \cap K^{\prime} \neq \emptyset} \frac{\mathbb{1}_{K^{\prime}}}{\left|K^{\prime}\right|} \int_{\partial K^{\prime} \cap K} \tau_{\eta \partial K^{\prime}}(w) d \mu  \tag{2.178}\\
& =\sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \sum_{K \cap K^{\prime} \neq \emptyset} \frac{\mathbb{1}_{K}^{\prime}}{\left|K^{\prime}\right|} \int_{\partial K^{\prime} \cap K} \tau_{n \partial K^{\prime}}(w) d s  \tag{2.179}\\
& =\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0}\left(\operatorname{DIV} V_{h} w\right) . \tag{2.180}
\end{align*}
$$

If additionally $w \in H^{1}(\Omega)$, we are able to use Gauß' theorem on $K^{\prime}$ such that

$$
\begin{align*}
\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0}\left(\operatorname{DIV}_{h} w\right) & =\sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \frac{\mathbb{1}_{K^{\prime}}}{\left|K^{\prime}\right|} \sum_{K \cap K^{\prime} \neq \emptyset_{\partial K^{\prime} \cap K}} \int_{n_{\partial K^{\prime}}}(w) d \mu  \tag{2.181}\\
& =\sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \frac{\mathbb{1}_{K^{\prime}}}{\left|K^{\prime}\right|} \int_{\partial K^{\prime}} \tau_{n \partial K^{\prime}}(w) d \mu  \tag{2.182}\\
& =\sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \frac{\mathbb{1}_{K^{\prime}}}{\left|K^{\prime}\right|} \int_{K^{\prime}} \operatorname{div}(w) d \mu  \tag{2.183}\\
& =\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0} \operatorname{div}(w) . \tag{2.184}
\end{align*}
$$

By density of $H^{1}(K)$ in $H(\operatorname{div}, K), H^{1}(\Omega)$ in $H(\operatorname{div}, \Omega)$ and Corollary 2.1.24 we obtain the statements.

Remark 2.4.14. Although not stated in the form of $\mathrm{DIV}_{h}$, and not done locally on a reference element, the interpolation operator provided in [3] is constructed by requiring exactly the aforementioned commuting property.

Corollary 2.4.15. Let $\mathcal{T}_{h}$ be a shape-regular and quasi-uniform family of grids, each one of the form as defined in Definition 2.1.1 and with $\operatorname{diam}(K) \leq h$ for every $K \in \mathcal{T}_{h}$. Then the interpolation error satisfies

$$
\begin{equation*}
\left\|w-\mathcal{I}_{h_{n}}^{d} w\right\|_{\operatorname{DIV}_{h_{n}}} \leq c h_{n}|w|_{H^{1}\left(\mathcal{T}_{h}\right)} \tag{2.185}
\end{equation*}
$$

for every $w \in H^{1}(\Omega)$.
Proof. For every $h>0$ we have

$$
\begin{align*}
\left\|w-\mathcal{I}_{h}^{d} w\right\|_{\operatorname{DIV}_{h}}^{2} & =\left\|w-\mathcal{I}_{h}^{d} w\right\|_{0, \Omega}^{2}+\left\|\operatorname{DIV}_{h} w-\operatorname{DIV}_{h} \mathcal{I}_{h}^{d} w\right\|_{0, \Omega}^{2}  \tag{2.186}\\
& =\left\|w-\mathcal{I}_{h}^{d} w\right\|_{0, \Omega}^{2}+\left\|\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0} \operatorname{DIV}_{h} w-\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0} \operatorname{DIV}_{h} \mathcal{I}_{h}^{d} w\right\|_{0, \Omega}^{2}  \tag{2.187}\\
& =\left\|w-\mathcal{I}_{h}^{d} w\right\|_{0, \Omega}^{2}+\left\|\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0} \mathrm{DIV}_{h} w-\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0} \operatorname{DIV}_{h} w\right\|_{0, \Omega}^{2}  \tag{2.188}\\
& =\left\|w-\mathcal{I}_{h}^{d} w\right\|_{0, \Omega}^{2}  \tag{2.189}\\
& \leq c h|w|_{H^{1}\left(\mathcal{T}_{h}\right)^{\prime}}^{2} \tag{2.190}
\end{align*}
$$

where the last bound follows by Lemma 2.2.14, shape-regularity and quasi-uniformity.
Remark 2.4.16. One helpful conclusion we can gain from Eq. (2.174) is that interpolants of $u \in H(\operatorname{div}, \Omega)$ with $\operatorname{div} u=0$ are divergence free in the discrete sense of $\operatorname{DIV}_{h}$.

Using Corollary 2.4.15 we now are able to state a bound on the global interpolation error. Having Remark 2.3.12 in mind we avoid the question of explicit characterizations of sufficiently shape regular grids and use the implicit definition using the constants of the local interpolation operators. Besides the obvious candidates of sufficiently shape regular families of affine grids also grids consisting of quadrilaterals [37] or cuboids can satisfy the assumptions of the following.

Proposition 2.4.17. Let $\mathcal{T}_{h}$ be a shape-regular, quasi-uniform family of grids, each one of the form as defined in Definition 2.1.1 and with $\operatorname{diam}(K) \leq h$ for every $K \in \mathcal{T}_{h}$. Let $v \in H^{1}(\Omega)$ and $q \in H^{2}(\Omega)$, then the global interpolation error is bound by

$$
\begin{equation*}
\left\|v-\mathcal{I}_{h}^{d} v\right\|_{\operatorname{DIV}_{h}}+\left\|q-\mathcal{I}_{h} q\right\|_{1, \Omega} \leq c h_{K}\left(|v|_{1, \Omega}+|q|_{2, \Omega}\right) \tag{2.191}
\end{equation*}
$$

## 2 Dual grid finite elements

Proof. We simply sum the squares of the element wise estimates Proposition 2.3.7 and Remark 2.3.12 and apply Corollary 2.4.15 obtained by the commuting property of DIV $_{h}$ and $I_{h}^{d}$.

Lemma 2.4.18. Let $\mathcal{T}_{h}$ be a grid as given in Definition 2.1.1, then there is a linear isomorphism $L^{r, d}$ independent of $h$ such that

$$
L^{r, d}:\left\{\begin{array}{l}
\mathcal{R}_{h} \rightarrow \mathcal{D}_{h}  \tag{2.192}\\
v \mapsto \sum_{K \in \mathcal{T}_{h}} \psi_{T_{K}}^{d-1} \circ \psi_{T_{K}}^{r}\left(\left.v\right|_{K}\right) .
\end{array}\right.
$$

Furthermore, $L^{r, d}$ is bounded by a constant $c>0$ independent of $h$ such that

$$
\begin{equation*}
\left\|L^{r, d} v\right\|_{0} \leq c h^{2-n}\|v\|_{0} \tag{2.193}
\end{equation*}
$$

for every $v \in \mathcal{R}_{h}$.
Proof. This map is an isomorphism due to Remark 2.1.15. Every transformation $T_{K}$ can be decomposed in a scaling $S_{K}$ and a deformation $D_{K}$ which does not change the diameter and a constant offset. Without loss of generality, we ignore the offset and assume $T_{K}=S_{K} \circ D_{K}$. For the scaling $S_{K}: x \mapsto h_{K}\left(x-\operatorname{avg}_{K}(x)\right)$ we obtain

$$
\begin{align*}
\psi_{T_{K}}^{d}{ }^{-1} \circ \psi_{T_{K}}^{r} & =\psi_{S_{K}{ }^{-1}}^{d} \psi_{D_{K}-1}^{d} \circ \psi_{D_{K}}^{r} \circ \psi_{S_{K}}^{r}  \tag{2.194}\\
& =\frac{h_{K} \mathbb{I}}{h_{K}^{2}} \circ \psi_{D_{K}{ }^{-1}}^{d} \circ \psi_{D_{K}}^{r} \circ\left(h_{K} \mathbb{I}\right)  \tag{2.195}\\
& =\psi_{D_{K}-1}^{d} \circ \psi_{D_{K}}^{r} . \tag{2.196}
\end{align*}
$$

and as $D_{K}$ is independent of $h_{K}$ therefore $\psi_{T_{K}}^{d} \circ \psi_{T_{K}}^{r}$ and $L^{r, d}$.
The continuity constant can be determined by

$$
\begin{align*}
\left\|L^{r, d} v\right\|_{0}^{2} & =\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(\psi_{T_{K}}^{d-1} \circ \psi_{r, K}(v)\right)^{T} \psi_{T_{K}}^{d-1} \circ \psi_{K}^{r}(v) d x  \tag{2.197}\\
& =\sum_{K \in \mathcal{T}_{h}} \int_{K} v^{T} \frac{\left(D T_{K} D T_{K}^{T} D T_{K} D T_{K}^{T}\right) \circ T_{K}^{-1}}{\operatorname{det}\left(D T_{K} \circ T_{K}^{-1}\right)^{2}} v d x \tag{2.198}
\end{align*}
$$

Splitting the transformation into a pure scaling by $h$ and a transformation to $T_{\tilde{K}}$ with
$\operatorname{diam} \tilde{K}=1$ the last expression can be bound from above by

$$
\begin{equation*}
\sum_{K \in \mathcal{T}_{h}} h_{K}^{4-2 n} c_{K} \int_{K} v^{T} v d x \tag{2.199}
\end{equation*}
$$

where $c_{K}>0$ does not depend on $h$. Subsequently, quasi-uniformity and shape-regularity deliver the statement.

Remark 2.4.19. grad: $\mathcal{W}_{h}^{1} \rightarrow R_{h}$ and the classical identity

$$
\begin{equation*}
\operatorname{curl} \operatorname{grad} q=0 \tag{2.200}
\end{equation*}
$$

is satisfied for every $q \in \mathcal{W}_{h}^{1}$.

## 3 Analysis of the projection step

Henceforth, we investigate the mixed saddle point formulation of the projection step by the means of the approximation spaces and interpolation operators introduced in the previous chapter.

### 3.1 Variational formulation

As first step we introduce the exact formulation and appropriate function spaces for the analytical problem.

### 3.1.1 Analytical problem

Consider the Hilbert spaces $\mathcal{U}=H(\operatorname{div}, \Omega), \mathcal{H}=\left\{q \in H^{1}(\Omega): \int_{\Omega} q=0\right\}$. We aim to state Eq. (1.30) in variational form. To this end we first divide by $c_{p}(P \theta)^{n+1}$, which we assume to be positive almost everywhere. Subsequently, we search for $\pi^{\prime n+1} \in \mathcal{H}$ and $(P v)^{n+1} \in \mathcal{U}$ such that

$$
\begin{align*}
a\left((P v)^{n+1}, w\right)+b_{1}\left(\pi^{\prime n+1}, w\right) & =f(w)  \tag{3.1a}\\
b_{2}\left((P v)^{n+1}, q\right)+c\left(\pi^{\prime n+1}, q\right) & =g(q) \tag{3.1b}
\end{align*}
$$

for every $w \in L^{2}(\Omega)^{n}$ and $q \in L^{2}(\Omega)$. Here we substitute Eq. (1.28c) into Eq. (1.28b) to obtain

$$
\begin{align*}
a\left((P v)^{n+1}, w\right)= & \int_{\Omega} \frac{w^{T} \Sigma_{W}(P v)^{n+1}}{c_{p}(P \theta)^{n+1}} d x+\frac{\Delta t}{2} \int_{\Omega} \frac{f_{0}}{c_{p} \theta^{n+1}}\left(w \times e_{3}\right)^{T}(P v)^{n+1} d x  \tag{3.2a}\\
& -\frac{\Delta t^{2}}{4} \int_{\Omega} w^{T} \frac{g}{c_{p}} \partial_{x_{3}} \bar{\chi} e_{3} \otimes e_{3}(P v)^{n+1} d x \\
b_{1}\left(\pi^{\prime n+1}, w\right)= & \int_{\Omega} w^{T} \frac{\Delta t}{2} \operatorname{grad} \pi^{\prime n+1} d x \tag{3.2b}
\end{align*}
$$

3 Analysis of the projection step

$$
\begin{align*}
b_{2}\left((P v)^{n+1}, q\right) & =\int_{\Omega} \frac{\Delta t}{2} \operatorname{div}(P v)^{n+1} q d x  \tag{3.2c}\\
c(p, q) & =\int_{\Omega} \alpha_{P}\left(\frac{\partial P}{\partial \pi}\right)^{\circ} q \pi^{\prime n+1} d x  \tag{3.2d}\\
f(w) & =\int_{\Omega} \frac{w^{T} \Sigma_{W}(P v)^{*}}{c_{p}(P \theta)^{n+1}}-\frac{\Delta t}{2} \frac{g}{c_{p}}\left(P \chi^{\prime}\right)^{*} w^{T} e_{3} d x  \tag{3.2e}\\
g(q) & =\int_{\Omega} \alpha_{P}\left(\frac{\partial P}{\partial \pi}\right)^{\circ} q \pi^{\prime n} d x . \tag{3.2f}
\end{align*}
$$

Remark 3.1.1. In Eq. (3.2a) there is some $(P v)^{n+1} \in H(\operatorname{div}, \Omega)$ such that $e_{3} \times(P v)^{n+1} \notin$ $H($ div,$\Omega)$. Although not necessary at this point we rotate the test function $w$ instead, using $\left(w \times e_{3}\right)^{T}(P v)^{n+1}=w^{T}\left(e_{3} \times(P v)^{n+1}\right)$, to avoid any confusion and make continuity of $a$ more obvious.

To simplify notation, we henceforth will only investigate the following system. Let $\delta, \omega \in L^{\infty}(\Omega)^{n \times n}$ such that $\delta$ is a symmetric positive definite matrix almost everywhere. Let $\tau=\Delta t / 2>0$ represent the time step parameter, $\alpha_{P} \geq 0$ and let $\zeta \in L^{\infty}(\Omega)$ with ess inf $\zeta>0$. Ignoring the physical meaning of $u, v, p$, we introduce the following bilinear forms

$$
\begin{align*}
& a(u, v)=\int_{\Omega} v^{T}(\delta+\tau \omega) u d x  \tag{3.3a}\\
& b_{1}(p, v)=\int_{\Omega} v^{T} \operatorname{grad} p d x  \tag{3.3b}\\
& b_{2}(u, q)=\int_{\Omega} q \operatorname{div}(u) d x  \tag{3.3c}\\
& c(p, q)=\int_{\Omega} \zeta q p d x . \tag{3.3d}
\end{align*}
$$

Given two continuous linear functionals $f \in \mathcal{U}^{\prime}, g \in \mathcal{H}^{\prime}$, we now search for $u \in \mathcal{U}$ and $p \in \mathcal{H}$ such that Eq. (3.1) is true for every $v \in \mathcal{U}$ and $q \in \mathcal{H}$.

## Discrete problem

For the discretization we aim to generalize a discrete approximation of Eq. (3.1) originally developed by the means of the cell centre finite volume method [113]. For this purpose
we use the discontinuous Petrov Galerkin finite element proposed by Vater and Klein in [118]. They suggest replacing the divergence operator acting on $u$ by boundary integrals around dual cells. More specifically they propose to replace $b_{2}(v, q)$ by the mesh dependent bilinear form

$$
\begin{equation*}
b_{2, h}(v, q)=\int_{\Omega} q \operatorname{DIV}_{h}(v) d x=\sum_{K^{\prime} \in \mathcal{T}_{h}^{\prime}} \operatorname{avg}_{K^{\prime}}(q) \int_{\partial K^{\prime}} \tau_{n_{K^{\prime}}}(v) d \mu \tag{3.4}
\end{equation*}
$$

where $\xi_{K^{\prime}}$ is the node inside the dual cell $K^{\prime}$.
Remark 3.1.2. In contrast to the discontinuous Petrov Galerkin methods introduced by [46, 47] the scheme introduced by [118] is not based on an ultra weak formulation, where all differential operators act only on test functions.
Remark 3.1.3. Henceforth, assume the functions $\delta, \omega$ and $\zeta$ to be piecewise constant on the reference element. In case of the general setting one can extend the following error analysis by introducing additional linear- and bilinear forms $a_{h}, c_{h}, g_{h}$ and $f_{h}$. Under suitable assumptions the error between those and their analytical counterparts can be bound by terms of $O(h)$. This however is out of scope for the present work.

### 3.1.2 Boundary conditions

As we have not yet discussed any boundary conditions, we will do so for two important cases. The first one is determined by an impermeable wall i.e., $u \cdot n_{\partial \Omega}=0$ on $\partial_{n} \Omega$. This is similar to the Neumann boundary condition in the pressure, which are so-called natural boundary conditions. Therefore, we do not impose this boundary condition on the functions $u \in \mathcal{D}_{h}$ directly, but instead apply it to the bilinear form $b_{2, h}$. This is in contrast to the essential Dirichlet boundary conditions on the pressure variable $p \in \mathcal{W}_{h}^{1}$. Therefore, we restrict $\mathcal{W}_{h}^{1}$ to a subspace of functions satisfying the boundary condition at the corresponding part of the boundary. Although we do not consider a Dirichlet boundary explicitly, concerning the second case of periodic boundary conditions, it might help to illustrate that they are a combination of natural and essential boundary conditions. To this end, we consider $\partial_{\text {per }} \Omega \subset \partial \mathcal{T}_{h}$ containing an even number of nodes and identify each node $\xi \in \mathcal{N}_{\partial_{\text {per }} \Omega}$ with a single other node $\xi^{\prime} \in \mathcal{N}_{\partial_{\text {per }} \Omega}$. This identification is done in such a way that for every continuous function $q \in C^{1}(\Omega)$ the periodic extension defined by this identification is continuous. Consequently, the approximation space for the pressure with
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periodic boundary conditions reads

$$
\begin{equation*}
\mathcal{W}_{h, 0, \mathrm{bc}}^{1}=\left\{q \in \mathcal{W}_{h}^{1}: \int_{\Omega} q d x=0: q(\xi)=q\left(\xi^{\prime}\right) \quad \forall \xi \in \mathcal{N}_{\partial_{\operatorname{per} \Omega} \Omega}\right\} . \tag{3.5}
\end{equation*}
$$

Remark 3.1.4. The continuity of the periodic extension is important, as we discretize the pressure by a continuous variable and do not want to have any additional side constraints. Another way of expressing this requirement is that

$$
\begin{equation*}
\operatorname{dim} \mathcal{W}_{h, \mathrm{bc}}^{1}=\operatorname{dim} \mathcal{W}_{h}^{1}-\frac{\left|\mathcal{N}_{\partial_{\mathrm{per} \Omega} \Omega}\right|}{2} . \tag{3.6}
\end{equation*}
$$

The velocity space, however, does not obtain any further restrictions as it is discontinuous across element boundaries.

Similarly to the pressure space we introduce the periodic version of $\mathcal{W}_{h}^{\prime 0}$ via

$$
\begin{align*}
\mathcal{W}_{h, \mathrm{bc}}^{\prime 0} & =\left\{q \in \mathcal{W}_{h}^{\prime 0}: q(\xi)=q\left(\xi^{\prime}\right) \quad \forall \xi \in \mathcal{N}_{\partial_{\mathrm{per}} \Omega}\right\},  \tag{3.7}\\
\mathcal{W}_{h, 0, \mathrm{bc}}^{0} & =\left\{q \in \mathcal{W}_{h}^{\prime 0}: \int_{\Omega} q d x=0: q(\xi)=q\left(\xi^{\prime}\right) \quad \forall \xi \in \mathcal{N}_{\partial_{\mathrm{per}} \Omega}\right\} . \tag{3.8}
\end{align*}
$$

Finally, we observe the mesh dependent bilinear form respecting the boundary conditions to be

$$
\begin{equation*}
b_{2, h}: \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}:(u ; q) \mapsto \sum_{\xi \in \mathcal{N}_{T_{h}}} q(\xi) \tau \sum_{K \in \mathcal{K}_{\xi, \xi}} \sum_{F \in \mathcal{F}_{\mathcal{K}, \xi}, \xi} \int_{F} \tau_{n_{n}}(u) d \mu . \tag{3.9}
\end{equation*}
$$

The proposed discrete problem then is to find $u \in \mathcal{D}_{h}$ and $p \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ such that

$$
\begin{align*}
a(u, v)+\tau b_{1}(p, v) & =f(v)  \tag{3.10a}\\
\tau b_{2, h}(u, q)+\alpha_{P} c(p, q) & =g(q) \tag{3.10b}
\end{align*}
$$

for every $v \in \mathcal{D}_{h}$ and $q \in \mathcal{W}_{h}^{\prime 0}$ as well as arbitrary continuous linear $f:\left(\mathcal{D}_{h},\|\cdot\|_{0}\right) \rightarrow \mathbb{R}$ and $g:\left(\mathcal{W}_{h}^{\prime 0},\|\cdot\|_{0}\right) \rightarrow \mathbb{R}$.

In the following chapters we prove the existence of a unique solution of the approximate solutions provided by Eq. (3.10). In the case of $\alpha_{P}=0$, we also prove convergence towards solutions of Eq. (3.1).

### 3.2 Stability

We aim to prove existence of a unique solution to Eq. (3.10). Since for the case $\alpha_{P}=0$, Eq. (3.10) becomes a generalized saddle point problem, we follow the approach presented in $[96,21,118]$ which is a generalization of the theory developed by Babuška and Brezzi in [ $11,12,28$ ] and briefly summarized in Section A.7.
As it turns out, we have to investigate the properties and relations of the approximation spaces in some detail to prove well-posedness. As far as possible, we use functional analytic arguments instead of relying on concrete discrete reasoning. This, however, is not possible for every bilinear form. Especially in the case of $c$ we need to use the coordinate form. The structure of the following chapter, aligns with the approach to prove each individual LBB-condition Definition A.7.4.
Remark 3.2.1. We denote the associated operators (c.f. Section A.7) for the bilinear forms $a, b_{1}$ and $b_{2, h}$ by $A, B_{1}$ and $B_{2}$, each mapping the approximation space into the topological dual of the test function space. Due to our definition of $b_{1}, b_{2}$ and the order of their arguments, we will give hints on the domain and range of the associated operators whenever there is cause of confusion.
Consulting Section A. 7 again, we first identify the following null spaces

$$
\begin{align*}
& \kappa_{1}=\left\{v \in \mathcal{D}_{h}: b_{1}(q, v)=0 \quad \forall q \in \mathcal{W}_{h, \mathrm{bc}}^{1}\right\}  \tag{3.11}\\
& \kappa_{2}=\left\{v \in \mathcal{D}_{h}: b_{2, h}(v, q)=0 \quad \forall q \in \mathcal{W}_{h}^{\prime 0}\right\} . \tag{3.12}
\end{align*}
$$

### 3.2.1 Properties of the null spaces

Remark 3.2.2. Both null spaces are already determined by a smaller set of test functions i.e.,

$$
\begin{array}{ll}
\kappa_{1}=\left\{v \in \mathcal{D}_{h}: b_{1}(q, v)=0\right. & \left.\forall q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}\right\}, \\
\kappa_{2}=\left\{v \in \mathcal{D}_{h}: b_{2}(v, q)=0\right. & \left.\forall q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime}\right\} . \tag{3.13b}
\end{array}
$$

Proof. $\kappa_{1} \subseteq\left\{v \in \mathcal{D}_{h}: b_{1}(q, v)=0 \quad \forall q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}\right\}$ is clear as $\mathcal{W}_{h, 0, \mathrm{bc}}^{1} \subset \mathcal{W}_{h, \mathrm{bc}}^{1}$. On the other hand we know for each $p \in \mathcal{W}_{h, \mathrm{bc}}^{1}$ there is $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ such that $p-\operatorname{avg}_{\Omega} p=q$ and therefore $\operatorname{grad} p=\operatorname{grad}\left(p-\operatorname{avg}_{\Omega} p\right)=\operatorname{grad} q$. This provides the other inclusion.
Again we obtain $\kappa_{2} \subseteq\left\{v \in \mathcal{D}_{h}: b_{2}(v, q)=0 \quad \forall q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}\right\}$ due to $\mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0} \subset \mathcal{W}_{h}^{\prime 0}$. Let
$q_{c} \equiv c \in \mathbb{R}$ a constant function, then by continuity of $v$ (on every element $K$ ) we obtain

$$
\begin{equation*}
b_{2}\left(v, q_{c}\right)=\sum_{K^{\prime} \in \mathcal{T}_{h^{\prime}}} c \int_{\partial K^{\prime} \backslash \partial \Omega} \tau_{n_{K^{\prime}}}(v) d \mu=0 \tag{3.14}
\end{equation*}
$$

for every $v \in \mathcal{D}_{h}$. As $q \in \mathcal{W}_{h}^{\prime 0}$ if and only if $q-\operatorname{avg}_{\Omega} q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$ we conclude $b_{2}(v, q-$ $\left.\operatorname{avg}_{\Omega} q\right)=b_{2}(v, q)$ for every $v \in \mathcal{D}_{h}$ and every $q \in \mathcal{W}_{h}^{\prime 0}$. Therefore, the remaining inclusion $\kappa_{2} \supseteq\left\{v \in \mathcal{D}_{h}: b_{2}(v, q)=0 \quad \forall q \in \mathcal{W}_{h, 0, b c}^{\prime 0}\right\}$ holds true.

A slightly richer approximation space for velocity variable is given by

$$
\begin{equation*}
\mathcal{U}_{h}:=\left\{v \subset \Omega \times \mathbb{R}^{n}: \psi_{T_{K}}^{d-1}\left(\left.v\right|_{K}\right) \in \mathbb{Q}_{1,1,1}^{n}, \forall K \in \mathcal{T}_{h}\right\} . \tag{3.15}
\end{equation*}
$$

Lemma 3.2.3. Let $u \in \mathcal{U}_{h} / \mathcal{D}_{h}$ then

$$
\begin{equation*}
b_{1}(p, u)=0, \quad b_{2, h}(u, q)=0 \tag{3.16}
\end{equation*}
$$

for every $p \in \mathcal{W}_{h}^{1}$ and $q \in \mathcal{W}_{h}^{\prime 0}$.
Proof. After transformation, using $\psi_{T_{\mathrm{K}}}^{d}$, we consider the reference element $\hat{K}$ only. Let $u \in \mathbb{Q}_{\{1\}^{n}}^{n} / \mathcal{P}^{d}$, then there is $i, j, k \in\{1 \ldots n\}$ with $k \neq i \neq j$ and $u=e_{i} x_{i} f\left(x_{j}, x_{k}\right)$. For every interior face $F_{l}$ we then have

$$
\begin{equation*}
\int_{F_{l}} n_{F_{l}} \cdot e_{i} x_{i} f\left(x_{j}, x_{k}\right) d \mu=0 \tag{3.17}
\end{equation*}
$$

as either the normal $n_{F_{l}}$ is orthogonal to $e_{i}$ or $x \in F_{l}$ implies $x_{i}=0$.
It is straightforward to verify that for every $u \in \mathbb{Q}_{\{1\}^{n}}^{n} / \mathcal{P}^{d}$ and every gradient of a shape function shape $\operatorname{grad} \theta_{\hat{\xi}}$, each term of $u \cdot \operatorname{grad} \theta_{\hat{\xi}}$ is odd in at least one component. Therefore, its integral over $\hat{K}$ vanishes i.e.,

$$
\begin{equation*}
\int_{\hat{K}} u \operatorname{grad} \theta_{\hat{\xi}}=0 \tag{3.18}
\end{equation*}
$$

for every $\hat{\xi} \in \mathcal{N}_{\hat{K}}$.
Remark 3.2.4. As the additional degrees of freedom are included in $\kappa_{1}, \kappa_{2}$ the stability of Eq. (3.10) posed on $\mathcal{U}_{h}$ can be discussed by revisiting the proof of the inf - sup conditions of $a$. However, this out of the scope of this work.

### 3.2.2 Integration by parts

Before being able to state a stability result for the compressible regimes (i.e., $\alpha_{P} \neq 0$ ), we have to investigate a connection between DIV ${ }_{h}^{\prime}$ and the classical gradient grad defined by integration by parts. We start by identification of the $\mathcal{W}_{h}^{\prime 0}$ and $\mathcal{W}_{h}^{1}$ via a (mass) lumping operator treated e.g., in [71, Chapter 2].

Lemma 3.2.5. Let $\mathcal{T}_{h}$ a shape-regular and quasi-uniform family grids as given in Definition 2.1.1. Then

$$
\Lambda:\left\{\begin{array}{l}
\mathcal{W}_{h}^{1} \rightarrow \mathcal{W}_{h}^{\prime 0}  \tag{3.19}\\
q=\sum_{\xi \in \mathcal{N}_{T_{h}}} q_{\xi} \sigma_{\xi} \mapsto \sum_{\xi \in \mathcal{N}_{h}} q(\xi) \mathbb{1}_{K_{\xi}^{\prime}}
\end{array}\right.
$$

is a linear isomorphism with constants $c_{\Lambda}, c_{\Lambda}^{\prime}>0$ and

$$
\begin{array}{ll}
\sup _{p \in \mathcal{W}_{h}^{1} \backslash\{0\}} \frac{\left(\Lambda^{-1}(p), q\right)}{\|p\|_{0}} \geq c_{\Lambda}\|q\|_{0} & \forall q \in \mathcal{W}_{h}^{\prime 0} \\
\sup _{q \in \mathcal{W}_{h}^{\prime 0} \backslash\{0\}} \frac{\left(\Lambda^{-1}(p), q\right)}{\|q\|_{0}} \geq c_{\Lambda}^{\prime}\|p\|_{0} & \forall p \in \mathcal{W}_{h}^{1} . \tag{3.21}
\end{array}
$$

Furthermore, there are constants $c_{i}>0$ independent of h for $i=\{1 \ldots 4\}$ satisfying

$$
\begin{equation*}
\|\Lambda p\|_{0} \leq c_{1}\|p\|_{0} \tag{3.22}
\end{equation*}
$$

for every $p \in \mathcal{W}_{h}^{1}$ and

$$
\begin{equation*}
\left\|\Lambda^{-1} q\right\|_{0} \leq c_{2}\|q\|_{0} \tag{3.23}
\end{equation*}
$$

for every $q \in \mathcal{W}_{h}^{\prime 0}$ and more specifically

$$
\begin{align*}
\left\|\Lambda^{-1} q\right\|_{0} & \leq c_{3} \sqrt{h_{k}^{n}} \sqrt{\sum_{\xi \in \mathcal{N}_{T_{h}}} q_{\xi}^{2}}  \tag{3.24}\\
\|\Lambda p\|_{0} & \leq c_{4} \sqrt{h_{k}^{n}} \sqrt{\sum_{\xi \in \mathcal{N}_{T_{h}}} p_{\xi}^{2}} \tag{3.25}
\end{align*}
$$

Proof. First we observe $\operatorname{dim} \mathcal{W}_{h}^{\prime 0}=\operatorname{dim} \mathcal{W}_{h}^{1}$ as both spaces contain only nodal degrees of freedom and therefore are isomorphic to $\mathbb{R}^{m}$, where $m=\left|\mathcal{N}_{\mathcal{T}_{h}}\right|-\left|\mathcal{N}_{\partial_{\text {per }}}\right|$. The map is linear by construction and as it is finite dimensional $\operatorname{ker} \Lambda=\{0\}$ already provides the existence of a unique inverse. Since $\Lambda$ changes only the basis vectors the former and therefore the latter is true. $\Lambda$ being a linear isomorphism provides existence of two constants $c_{\Lambda}, c_{\Lambda}^{\prime}$ in
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Eqs. (3.20) and (3.21).
We denote the dual control volume around the node $\xi$ by $K_{\xi}^{\prime}$ and observe

$$
\begin{align*}
\|\Lambda p\|_{0}^{2} & =\int_{\Omega}\left(\sum_{\xi \in \mathcal{N}_{T_{h}}} p_{\xi} \mathbb{1}_{K_{\xi}^{\prime}}\right)^{2} d x  \tag{3.26}\\
& =\sum_{\xi \in \mathcal{N}_{T_{h}}} \int_{K_{\xi}^{\prime}} p_{\xi}^{2} d x  \tag{3.27}\\
& =\sum_{\xi \in \mathcal{N}_{\tau_{h}}}\left|K_{\xi}^{\prime}\right| p_{\xi}^{2}  \tag{3.28}\\
& =\sum_{\xi \in \mathcal{N}_{\mathcal{T}_{h}}} \sum_{K \in \mathcal{K}_{\xi, \xi}}\left|K \cap K_{\xi}^{\prime}\right| p_{\xi}^{2} \tag{3.29}
\end{align*}
$$

and therefore there are constants $c_{1}, c_{2}>0$ such that

$$
\begin{equation*}
c_{1} h^{n} \sum_{\xi \in \mathcal{N}_{T_{h}}} p_{\xi}^{2} \leq\|\Lambda p\|_{0}^{2} \leq c_{2} h^{n} \sum_{\xi \in \mathcal{N}_{T_{h}}} p_{\xi}^{2} . \tag{3.30}
\end{equation*}
$$

Next we express the norm in terms of the element-wise mass matrix $\hat{m}_{K} \in \mathbb{R}^{2^{n} \times 2^{n}}$ satisfying

$$
\begin{equation*}
\hat{m}_{K, i, j}=\int_{\hat{K}} \theta_{i} \theta_{j} \operatorname{det} D T_{K} d x \tag{3.31}
\end{equation*}
$$

for every $i, j \in\left\{1 \ldots 2^{n}\right\}$.

$$
\begin{align*}
\|p\|_{0}^{2} & =\int_{\Omega}\left(\sum_{\xi \in \mathcal{T}_{h}} p_{\xi} \theta_{\xi}\right)^{2} d x  \tag{3.32}\\
& =\int_{\Omega}\left(\sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} \sum_{\xi \in \mathcal{N}_{K}} p_{\xi} \theta_{\xi}\right)^{2} d x  \tag{3.33}\\
& =\sum_{K \in \mathcal{T}_{h}} \int_{K}\left(\sum_{\xi \in \mathcal{N}_{K}} p_{\xi} \theta_{\xi}\right)^{2} d x  \tag{3.34}\\
& =\sum_{K \in \mathcal{T}_{h}} \int_{\hat{K}}\left(\sum_{\xi_{i} \in \mathcal{N}_{K}} p_{\xi_{i}} \theta_{i}\right)^{2} \operatorname{det} D T_{K} d x  \tag{3.35}\\
& =\sum_{K \in \mathcal{T}_{h}} \sum_{\xi_{i}, \xi_{j} \in \mathcal{N}_{K}} p_{\xi_{i}} m_{K, i, j} p_{\xi_{j}} \tag{3.36}
\end{align*}
$$

as usual we split the transformation $T_{K}$ into a scaling $S_{K}$ and $T_{\tilde{K}}$ such that $T_{K}=S_{K} T_{\tilde{K}}$ and
$\operatorname{diam} \tilde{K}=1$. Then we observe $m_{K}=h_{K}^{n} m_{\tilde{K}}$. This enables us to provide bounds in terms of smallest and largest eigenvalues i.e.,

$$
\begin{equation*}
h_{K}^{n} \min _{l \in\left\{1 \ldots 2^{n}\right\}} \lambda_{l}\left(m_{\tilde{K}}\right) \sum_{\xi_{i} \in \mathcal{N}_{K}} p_{\xi_{i}}^{2} \leq \sum_{\xi_{i}, \xi_{j} \in \mathcal{N}_{K}} p_{\xi_{i}} m_{K, i, j} p_{\xi_{j}} \leq h_{\mathrm{K}_{l \in\left\{1 \ldots 2^{n}\right.}^{n}}^{\max } \lambda_{l}\left(m_{\tilde{K}}\right) \sum_{\xi_{i} \in \mathcal{N}_{K}} p_{\xi_{i}}^{2} . \tag{3.37}
\end{equation*}
$$

It is straightforward to verify that $m_{\hat{K}}$ is symmetric and has only positive eigenvalues and therefore this applies equally to $m_{K}$. Considering shape-regularity and quasi-uniformity, we collect the contributions of neighbouring cells to each node and obtain two constants $c_{1}, c_{2}>0$ independent of $h$ such that

$$
\begin{equation*}
c_{1} h^{n} \sum_{\xi \in \mathcal{N}_{T_{h}}} p_{\xi}^{2} \leq\|p\|_{0}^{2} \leq h^{n} c_{2} \sum_{\xi \in \mathcal{N}_{T_{h}}} p_{\xi}^{2} . \tag{3.38}
\end{equation*}
$$

Together with Eq. (3.30) we obtain

$$
\begin{equation*}
\tilde{c}_{1}\|\Lambda p\|_{0} \leq\|p\|_{0} \leq \tilde{c}_{2}\|\Lambda p\|_{0} \tag{3.39}
\end{equation*}
$$

and therefore the statement.
Remark 3.2.6. The linear map

$$
\Lambda_{0}:\left\{\begin{array}{l}
\mathcal{W}_{h, 0, \mathrm{bc}}^{1} \rightarrow \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}  \tag{3.40}\\
p \mapsto \Lambda p-\operatorname{avg}_{\Omega}(\Lambda p)
\end{array}\right.
$$

is an isomorphism and its inverse is given by $\Lambda_{0}^{-1}=\Lambda^{-1}-\operatorname{avg}_{\Omega} \Lambda^{-1}$.
Proof. The map is linear since it is a linear combination composed of linear operators. $\Lambda_{0}$ is well-defined as $\Lambda_{0} p \in \mathcal{W}_{h}^{1}$ and

$$
\begin{equation*}
\operatorname{avg}_{\Omega} \Lambda_{0} p=\operatorname{avg}_{\Omega} \Lambda p-\operatorname{avg}_{\Omega} \operatorname{avg}_{\Omega} \Lambda p=0 \tag{3.41}
\end{equation*}
$$

Next we remark that for every constant function $k, \Lambda k=k=\Lambda^{-1} k$. Subsequently, we conclude by

$$
\begin{align*}
\Lambda_{0}^{-1} \Lambda_{0} p & =\Lambda^{-1} \Lambda p-\Lambda^{-1} \operatorname{avg}_{\Omega} \Lambda p-\operatorname{avg}_{\Omega} \Lambda^{-1} \Lambda p+\operatorname{avg}_{\Omega} \Lambda^{-1} \operatorname{avg}_{\Omega} \Lambda p  \tag{3.42}\\
& =p-\operatorname{avg}_{\Omega} \Lambda p-\operatorname{avg}_{\Omega} p+\operatorname{avg}_{\Omega} \Lambda p  \tag{3.43}\\
& =p \tag{3.44}
\end{align*}
$$
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for every $p \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ and

$$
\begin{align*}
\Lambda_{0} \Lambda_{0}^{-1} q & =\Lambda \Lambda^{-1} q-\Lambda \operatorname{avg}_{\Omega} \Lambda^{-1} q-\operatorname{avg}_{\Omega} \Lambda \Lambda^{-1} q+\operatorname{avg}_{\Omega} \Lambda \operatorname{avg}_{\Omega} \Lambda^{-1} q  \tag{3.45}\\
& =q-\operatorname{avg}_{\Omega} \Lambda^{-1} p-\operatorname{avg}_{\Omega} q-\operatorname{avg}_{\Omega} \Lambda^{-1} q  \tag{3.46}\\
& =q \tag{3.47}
\end{align*}
$$

for every $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$.
Remark 3.2.7. We can express the $B_{1}$ by

$$
\begin{equation*}
\left\langle B_{1} \theta_{\xi_{j}}, \theta_{K, i}^{d}\right\rangle=\sum_{K \in \mathcal{K}_{\varepsilon_{j}, \xi_{j}}}\left(G_{K} \tilde{B}_{1}\left(G_{K}^{d}\right)^{T}\right)_{j, i} \tag{3.48}
\end{equation*}
$$

for $i \in\left\{1 \ldots\left|\mathcal{T}_{h}\right|\left|\mathcal{P}^{d}\right|\right\}$ and $j \in\left\{1 \ldots\left|\mathcal{N}_{\mathcal{T}_{h}}\right|\right\}$. For $B_{2}$ this holds true by an analogous sum.
Lemma 3.2.8. Let $\mathcal{T}_{h}$ be a grid as defined by in Definition 2.1.1. Consider the map

$$
L:\left\{\begin{array}{l}
\mathcal{D}_{h} \rightarrow \mathcal{D}_{h}  \tag{3.49}\\
\sum_{K \in \mathcal{T}_{h}} v_{K} \mathbb{1}_{K} \mapsto \sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} L_{K}\left(v_{K}\right)
\end{array}\right.
$$

where $L_{K}=\psi_{T_{K}}^{d-1} \circ \hat{L} \circ \psi_{T_{\mathrm{K}}}^{d}$ and $L_{\hat{K}}(v)=v \circ\left(x \mapsto \frac{2}{3} x\right)$. Then we have an analogue for integration by parts by

$$
\begin{equation*}
\left\langle B_{1} \Lambda^{-1} q, v\right\rangle+\left\langle B_{2} L v, q\right\rangle=0 \tag{3.50}
\end{equation*}
$$

for every $v \in \mathcal{D}_{h}$ and $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$. Furthermore, the operator $L \in \mathcal{B}\left(\mathcal{D}_{h}\right)$ is invertible and the inverse of $L$ is determined element wise by $L_{K}^{-1}(v)=v \circ\left(x \mapsto \frac{3}{2} x\right)$. Finally, the continuity constants of $L, L^{\prime}$ and $L^{-1}$ are independent of $h$.

Proof. We first observe the linearity of $L$ due to its construction via linear maps. Subsequently, we observe the transformed monomial basis being invariant under $L$ i.e., for every $v=\mathbb{1}_{K} \psi_{T_{K}}^{d}(\hat{v}) \in \mathcal{D}_{h}$, where $\hat{v}$ is a monomial vector, we have $L v \in \operatorname{span} v$. As this implies, that the image of a basis under $L$ is a basis again, we conclude $L: \mathcal{D}_{h} \rightarrow \mathcal{D}_{h}$ is bijective.

Besides the fact that every finite dimensional linear mapping is continuous, we have to establish the independence of $h$ for the continuity bounds. Let $v=\sum_{K \in \mathcal{T}_{h}} v_{K} \mathbb{1}_{K} \in \mathcal{D}_{h}$. Furthermore, consider $S_{K}: \hat{K} \rightarrow \tilde{K}: x \mapsto\left(h_{K} / h_{\hat{K}}\right) x$. Then $\operatorname{diam} \tilde{K}=\operatorname{diam} K$ which together with the constant shape and position of $\tilde{K}$ implies that $\tilde{T}_{K}: \tilde{K} \rightarrow K: x \mapsto\left(T_{K} \circ S_{K}^{-1}\right)(x)$ is
independent of $h_{K}$. Subsequently, we realize

$$
\begin{align*}
\left(\psi_{S_{K}}^{d-1} L_{\hat{K}} \psi_{S_{K}}^{d}\right)(v) & =\frac{h}{h^{n}}\left(L_{\hat{K}}\left(\frac{h}{h^{n}}\left(v \circ S_{K}\right)\right)\right) \circ S_{K}^{-1}  \tag{3.51}\\
& =\left(L_{\hat{K}}\left(v \circ S_{K}\right)\right) \circ S_{K}^{-1}  \tag{3.52}\\
& =v\left(\frac{h_{n}}{h_{n}} \frac{3}{2} x\right)  \tag{3.53}\\
& =L_{\hat{K}}(v) . \tag{3.54}
\end{align*}
$$

The element-wise operator now also is independent of $h_{K}$ due to

$$
\begin{equation*}
L_{K}=\psi_{T_{K}}^{d-1} \hat{L} \psi_{T_{K}}^{d}=\psi_{\tilde{T}_{K}}^{d}{ }^{-1} \psi_{S_{K}}^{d-1} \hat{L} \psi_{S_{K}}^{d} \psi_{\tilde{T}_{K}}^{d}=\psi_{\tilde{T}_{K}}^{d-1} \hat{L} \psi_{\tilde{T}_{K}}^{d} . \tag{3.55}
\end{equation*}
$$

Finally, we therefore have constants $l_{K}>0$ independent of $h$ satisfying

$$
\begin{equation*}
\|L v\|_{0}^{2}=\sum_{K \in \mathcal{T}_{h}}\left\|L_{K} v_{K}\right\|_{0, K}^{2} \leq \sum_{K \in \mathcal{T}_{h}} l_{K}^{2}\left\|v_{K}\right\|_{0, K}^{2} \leq \max _{K \in \mathcal{T}_{h}}\left(l_{K}^{2}\right)\left\|v_{K}\right\|_{0}^{2} \tag{3.56}
\end{equation*}
$$

The statement $L^{-1}(v)=\sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} L_{K}^{-1}\left(v_{K}\right)$ follows directly by

$$
\begin{equation*}
\left.L^{-1}(L(v))=\sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} L_{K}^{-1}\left(L_{K}\left(v_{K}\right)\right)=\sum_{K \in \mathcal{T}_{h}} \mathbb{1}_{K} v_{K}\right)=v \tag{3.57}
\end{equation*}
$$

and $L\left(L^{-1}(v)\right)=v$. By completely analogous reasoning as in the case of $L$ we argue the continuity constant of $L^{-1}$ to be independent of $h$. The dual operator of $L$ with regard to $(\cdot, \cdot)_{0}$ is given in terms of the element-wise inverse too i.e.,

$$
\begin{equation*}
\langle L u, v\rangle=\sum_{K \in \mathcal{T}_{h}} \int_{K}(L u)^{T} v d x=\frac{3}{2} \sum_{K \in \mathcal{T}_{h}} \int_{\frac{3}{2} K} u^{T} L_{K}^{-1} v d x=:\left\langle u, L^{\prime} v\right\rangle \tag{3.58}
\end{equation*}
$$

where the latter expression is independent of $h$ again. Therefore, the continuity constant of $L^{\prime}$ is too.

Finally, we prove the statement with regard to integration by parts. As in Remark 3.2.7 we use the element wise representation of $B_{1}, B_{2}$ and $L$, the latter given by

$$
\begin{equation*}
\tilde{L}_{i, j}=\sum_{j \in I}\left(V_{i, j}(2 / 3)^{\operatorname{deg}\left(\theta_{j}^{m}\right)} V_{j, k}^{-1}\right) \tag{3.59}
\end{equation*}
$$

where $V$ is the transformation from $\theta^{d}$ to the monomial basis $\theta^{m}$ and $i, j \in I$. Now we
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have for every global index $i, j \in\left\{1 \ldots|I|\left|\mathcal{T}_{h}\right|\right\}$

$$
\begin{equation*}
L_{i, j}=\sum_{K \in \mathcal{T}_{h}}\left(G_{K}^{d} \tilde{L} G_{K}^{d^{T}}\right)_{i, j} \tag{3.60}
\end{equation*}
$$

Due to the properties of $G_{K}^{d}$ the composition of $B_{2}$ and $L$ then reads

$$
\begin{equation*}
\left\langle B_{2} L u_{i}, \mathbb{1}_{K_{\varepsilon_{j}}^{\prime}}\right\rangle=\sum_{K \in \mathcal{K}_{\varepsilon_{j}, \xi_{j}}}\left(G_{K} \tilde{B}_{2} \tilde{L} G_{K}^{d^{T}}\right)_{j, i} \tag{3.61}
\end{equation*}
$$

for every node $\xi_{j} \in \mathcal{N}_{\mathcal{T}_{h}}$ and global basis $u_{i} \in \mathcal{D}_{h}$. Via direct verification, we observe $\tilde{B}_{2} \tilde{L}_{K}+\tilde{B}_{1}=0$. Subsequently, we establish

$$
\begin{align*}
\left\langle B_{2} L u_{i}, \mathbb{1}_{K_{\varepsilon_{j}}^{\prime}}\right\rangle & =\sum_{K \in \mathcal{K}_{\varepsilon_{j}, \varepsilon_{j}}}\left(G_{K} \tilde{B}_{2} \tilde{L} G_{K}^{d^{T}}\right)_{j, i}  \tag{3.62}\\
& =-\sum_{K \in \mathcal{K}_{\varepsilon_{j}, \varepsilon_{j}}}\left(G_{K} \tilde{B}_{1} G_{K}^{d^{T}}\right)_{j, i}  \tag{3.63}\\
& =-\left\langle B_{1} \theta_{\xi_{j}}, u_{i}\right\rangle \tag{3.64}
\end{align*}
$$

and therefore the missing statement.
Corollary 3.2.9. There are constants $c_{1}, c_{2}$ satisfying

$$
\begin{equation*}
c_{1}\left\|B_{2}^{\prime} q\right\|_{0} \leq \sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q, v\right\rangle\right|}{\|v\|_{0}} \leq c_{2}\left\|B_{2}^{\prime} q\right\|_{0} \tag{3.65}
\end{equation*}
$$

for every $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$.
Proof. We first establish

$$
\begin{align*}
\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q, v\right\rangle\right|}{\|v\|_{0}} & =\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle q, B_{2} L v\right\rangle\right|}{\|v\|_{0}}  \tag{3.66}\\
& =\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{2}^{\prime} q, v\right\rangle\right|}{\left\|L^{-1} v\right\|_{0}}  \tag{3.67}\\
& \geq \sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{2}^{\prime} q, v\right\rangle\right|}{\left\|L^{-1}\right\|\|v\|_{0}}  \tag{3.68}\\
& =\frac{\left\|B_{2}^{\prime} q\right\|_{0}}{\left\|L^{-1}\right\|} \tag{3.69}
\end{align*}
$$

and recall the continuity constant of $L^{-1}$ being independent of $h$. The other direction
follows by

$$
\begin{align*}
\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{2}^{\prime} q, v\right\rangle\right|}{\left\|L^{-1} v\right\|_{0}} & =\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle L^{\prime} B_{2}^{\prime} q, v\right\rangle\right|}{\|v\|_{0}}  \tag{3.70}\\
& =\left\|L^{\prime} B_{2}^{\prime} q\right\|_{0}  \tag{3.71}\\
& \leq\left\|L^{\prime}\right\|\left\|B_{2}^{\prime} q\right\|_{0} \tag{3.72}
\end{align*}
$$

and the same observation.
Lemma 3.2.10. The operator $L$ is self-adjoint on $\mathcal{D}_{h}$, positive definite and the Eigenvalues are independent of $h$.

Proof. - For each shape $K \subset \mathcal{T}_{h}, D T_{K}^{T} D T_{K} \in C^{\infty}\left(\hat{K}, \mathbb{R}^{d x d}\right)$ has only symmetric positive definite images on whole $\hat{K}$. Let $\phi_{K, i}=\mathbb{1}_{K}\left(\left(\psi_{T_{K}}^{d}\right)^{-1} \circ \theta_{i}^{m}\right)$ be a transformed monomial basis function of $\mathcal{P}^{d}$ and degree $n$. Then $\lambda_{K, i}=\left(\frac{2}{3}\right)^{n}$ is an eigenvalue of $L$ and $\phi_{K, i}$ the corresponding eigenfunction.
In case of $d=3$ the algebraic multiplicity of the eigenvalues is 3,6 and 3 for the eigenfunctions originating from the constant, linear and bilinear basis functions respectively. Similarly, for $d=2$ we conclude the algebraic multiplicity of both eigenvalues to be 2 . As all Eigenfunctions $\phi_{K, i}$ are linearly independent we conclude that the geometric multiplicity is the same. Furthermore, the $\phi_{K, i}$ are a (non-orthogonal) Eigenbasis. Therefore, $L$ has only real positive Eigenvalues and is a self-adjoint operator.

Lemma 3.2.11. The element wise operators $L_{K}$ and $\psi_{T_{K}}^{d}$ commute in the following sense i.e.,

$$
\begin{equation*}
\psi_{T_{\mathrm{K}}}^{d} L_{K} v=L_{\hat{K}} \psi_{T_{\mathrm{K}}}^{d} v \tag{3.73}
\end{equation*}
$$

for every $v \in \mathcal{D}_{h}$.
Proof. $\mathrm{L} v \in \mathcal{D}_{h}$ then we have

$$
\begin{equation*}
\left(\psi_{T_{\mathrm{K}}}^{d} L_{K}\right) v=\left(\psi_{T_{\mathrm{K}}}^{d} \psi_{T_{\mathrm{K}}}^{d-1} L_{\hat{\mathrm{K}}} \psi_{T_{\mathrm{K}}}^{d}\right) v=\left(L_{\hat{\kappa}} \psi_{T_{\mathrm{K}}}^{d}\right) v \tag{3.74}
\end{equation*}
$$

by definition of $L_{K}$.
This property now allows us to establish the following interpolation property of $L$.
Lemma 3.2.12. Let $\mathcal{T}_{h}$ be a shape-regular and quasi-uniform family of grids as given in Definition 2.1.1. Then there is a constant $c>0$ independent of $h$ satisfying

$$
\begin{equation*}
\|L v-v\|_{0} \leq c h_{h}\|v\|_{H^{1}\left(\mathcal{T}_{h}\right)} \tag{3.75}
\end{equation*}
$$

## 3 Analysis of the projection step

for every $v \in H^{1}\left(\mathcal{T}_{h}\right)^{n}$.
Proof. We first observe $L_{\hat{K}} v=v$ for every constant $v$. Next we apply Lemma B.0.3 on the reference element $\hat{K}$ i.e.,

$$
\begin{align*}
\left\|L_{\hat{K}} v-v\right\|_{0, \hat{K}} & =\left\|\left(\mathbb{I}-L_{\hat{K}}\right)(v)\right\|_{0, \hat{K}}  \tag{3.76}\\
& =\inf _{u \in \mathbb{P}_{0}}\left\|\left(\mathbb{I}-L_{\hat{K}}\right)(v-u)\right\|_{0, \hat{K}}  \tag{3.77}\\
& \leq\left\|\mathbb{I}-L_{\hat{K}}\right\|_{\mathcal{B}\left(H^{1}(\hat{\mathbb{K}})^{n}, L^{2}(\hat{K})^{n}\right)} \inf _{u \in \mathbb{P}_{0}^{n}}\|v-u\|_{1, \hat{K}}  \tag{3.78}\\
& \leq \hat{c}|v|_{1, \hat{K}} \tag{3.79}
\end{align*}
$$

Using this result and Lemma 3.2.11 we obtain a local estimate

$$
\begin{equation*}
\|L v-v\|_{0, K} \leq c h|v|_{1, K} \tag{3.80}
\end{equation*}
$$

if we follow the proofs of Lemma 2.3.6 and Proposition 2.3.7 line by line, but replace $I_{K}^{d}$ by $L_{K}$. In resemblance of Proposition 2.4 .17 we subsequently conclude the result

$$
\begin{equation*}
\|L v-v\|_{0}^{2}=\sum_{K \in \mathcal{T}_{h}}\|L v-v\|_{0, K}^{2} \leq \sum_{K \in \mathcal{T}_{h}} c_{K}^{2} h_{K}^{2}|v|_{1, K}^{2}=c^{2} h^{2}|v|_{1}^{2} \tag{3.81}
\end{equation*}
$$

for every $v \in \mathcal{D}_{h}$ due to quasi-uniformity and shape-regularity.

### 3.2.3 Coercivity on the null space

Remark 3.2.13. Let $\delta=\sum_{K \in \mathcal{T}_{h}} \psi_{T_{K}}^{d-1} \delta_{K} \psi_{T_{K}}^{d} \mathbb{1}_{K}$ then $M_{\delta}$, i.e. multiplication by $\delta$, and $L$ commute. This also holds true if $\delta$ is matrix valued.

Proof. We first observe

$$
M_{\psi_{T_{K}}^{d}-1 \delta_{K} \psi_{T_{K}}^{d}}=\psi_{T_{K}}^{d-1} M_{\delta_{K}} \psi_{T_{K}}^{d}
$$

and $L_{\hat{K}} M_{\delta_{K}}=M_{\delta_{K}} L_{\hat{K}}$ as $\delta_{K}$ is constant. Therefore,

$$
\begin{aligned}
& M_{\psi_{T_{K}}^{d}-1 \delta_{K} \psi_{T_{K}}^{d}} L_{K}=\psi_{T_{K}}^{d}-1 M_{\delta_{K}} \psi_{T_{K}}^{d} \psi_{T_{K}}^{d-1} L_{\hat{K}} \psi_{T_{K}}^{d} \\
& =\psi_{T_{\mathrm{K}}}^{d-1} M_{\delta_{\mathrm{K}}} L_{\hat{\mathrm{K}}} \psi_{T_{\mathrm{K}}}^{d} \\
& =\psi_{T_{\mathrm{K}}}^{d-1} \psi_{T_{\mathrm{K}}}^{d} \\
& =\psi_{T_{K}}^{d-1} L_{\hat{K}} \psi_{T_{K}}^{d} \psi_{T_{K}}^{d-1} M_{\delta_{K}} \psi_{T_{K}}^{d} \\
& =L_{K} M_{\psi_{T_{K}}^{d}-1} \delta_{K} \psi_{T_{K}}^{d}
\end{aligned}
$$

for every $K \in \mathcal{T}_{h}$. Summing over all elements gives the desired result.
Lemma 3.2.14. Let $\left(\mathcal{T}_{h}\right)_{n \in \mathbb{N}}$ quasi-uniform and shape-regular family of grids as defined in Definition 2.1.1. Let $\delta, \omega \in L^{\infty}(\Omega)^{n \times n}$ be piecewise constant and assume $\delta$ is symmetric and positive definite almost everywhere. Then $a:\left(\mathcal{D}_{h},\|\cdot\|_{0}^{n}\right) \times\left(\mathcal{D}_{h},\|\cdot\|_{0}^{n}\right) \rightarrow \mathbb{R}$ is a continuous bilinear form. Additionally, there exists $\tau_{0}>0$ such that the bilinear form is coercive on whole $\mathcal{D}_{h}$ i.e., there is a constant $c_{a}>0$ independent of $h_{n}$ satisfying

$$
\begin{align*}
& \sup _{u \in \kappa_{2} \backslash\{0\}} \frac{a(u, v)}{\|u\|_{\operatorname{DIV}_{h}}} \geq c_{a}\|v\|_{0} \quad \forall v \in \kappa_{1} \backslash\{0\}  \tag{3.82a}\\
& \sup _{v \in \kappa_{1} \backslash\{0\}} \frac{a(u, v)}{\|v\|_{0}} \geq c_{a}\|u\|_{\mathrm{DIV}_{h}} \quad \forall u \in \kappa_{2} \backslash\{0\} \tag{3.82b}
\end{align*}
$$

and for all $\tau \in\left[0, \tau_{0}\right]$.
Proof. $a$ is bilinear as the real inner product is bilinear. Continuity follows directly from the Cauchy-Schwarz inequality and

$$
\begin{equation*}
|a(u, v)| \leq\|\delta+\tau \omega\|_{\infty}\|u\|_{0}\|v\|_{0}=\|\delta+\tau \omega\|_{\infty}\|u\|_{0}\|v\|_{\operatorname{DIV}_{h}} \tag{3.83}
\end{equation*}
$$

for every $u, v \in \mathcal{D}_{h}$. As $L$ is symmetric, positive definite and commutes with $\delta$, the positive definite and symmetric square root $\sqrt{L}$ exists and commutes with $\delta$ too. Therefore, the first condition follows by

$$
\begin{align*}
\sup _{u \in \kappa_{2} \backslash\{0\}} \frac{a(u, v)}{\|u\|_{\mathrm{DIV}_{h}}} & \geq \frac{a(L v, v)}{\|L v\|_{0}}  \tag{3.84}\\
& =\frac{(\delta L v, v)_{0}+\tau(\omega L v, v)_{0}}{\|L v\|_{0}}  \tag{3.85}\\
& =\frac{(\delta \sqrt{L} v, \sqrt{L} v)_{0}+\tau(\omega L v, v)_{0}}{\|L v\|_{0}}  \tag{3.86}\\
& \geq \frac{\left(c_{\delta} \min \lambda_{i}-\tau\| \| \omega L\| \|_{\infty}\right)\|v\|_{0}^{2}}{\|L v\|_{0}}  \tag{3.87}\\
& \geq \frac{\left(c_{\delta} \min \lambda_{i}-\tau\| \| \omega L\| \|_{\infty}\right)\|v\|_{0}^{2}}{\|L\|\|v\|_{0}}  \tag{3.88}\\
& \geq c_{a}\|v\|_{0} \tag{3.89}
\end{align*}
$$

for every $v \in \mathcal{K}_{1} \backslash\{0\}$. The other condition follows by the same reasoning using $L^{-1}$ and the fact that $\|u\|_{0}=\|u\|_{\text {DIV }}$ for every $u \in \kappa_{2}$.
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### 3.2.4 Stability of the gradient

Lemma 3.2.15. Let $\mathcal{T}_{h}$ denote a shape-regular and quasi-uniform family of grids. Then $b_{1}:\left(\mathcal{W}_{h, 0, \mathrm{bc}}^{1},\|\cdot\|_{1}\right) \times\left(\mathcal{D}_{h},\|\cdot\|_{0}\right) \rightarrow \mathbb{R}$ is a continuous bilinear form and there is $c_{b_{1}}>0$ independent of $h$ such that

$$
\begin{equation*}
\sup _{v \in \kappa_{1}^{1}} \frac{b_{1}(p, v)}{\|v\|_{0}} \geq c_{b_{1}}\|p\|_{1} \tag{3.90}
\end{equation*}
$$

for every $p \in \mathcal{W}_{h, 0, b c}^{1}$.
Proof. $b_{1}$ is a bilinear form by construction via linear operators and a real inner product. We conclude continuity by Cauchy-Schwarz and

$$
\begin{equation*}
\left|b_{1}(p, v)\right| \leq\|\operatorname{grad} p\|_{0}\|v\|_{0} \leq\|p\|_{1}\|v\|_{0} \tag{3.91}
\end{equation*}
$$

Applying the isomorphism $L^{r d}: \mathcal{R}_{h} \rightarrow \mathcal{D}_{h}$ introduced in Lemma 2.4.18 we can choose $v=L^{r, d} \operatorname{grad} p$ and obtain

$$
\begin{align*}
\sup _{v \in \mathcal{D}_{h}} \frac{b_{1}(p, v)}{\|v\|_{0}} & \geq \frac{b_{1}\left(p, L^{r, d}(\operatorname{grad} p)\right)}{\left\|L^{r, d}(\operatorname{grad} p)\right\|_{0}}  \tag{3.92}\\
& =\frac{\sum_{K} \int_{K}\left(\psi_{T_{K}}^{d-1} \psi_{T_{K}}^{r}(\operatorname{grad} p)\right) \cdot \operatorname{grad} p d x}{\left\|L^{r, d}(\operatorname{grad} p)\right\|_{0}}  \tag{3.93}\\
& =\frac{\sum_{K} \int_{K} \frac{1}{\operatorname{det}\left(D T_{K}{ }^{\circ} T_{K}^{-1}\right)} \operatorname{grad} p^{T}\left(D T_{K} D T_{K}^{T}\right) \circ T_{K}^{-1} \operatorname{grad} p d x}{\left\|L^{r d}(\operatorname{grad} p)\right\|_{0}} . \tag{3.94}
\end{align*}
$$

We observe ( $D T_{K} D T_{K}^{T}$ ) being symmetric and positive definite almost everywhere, as all scalar fields are positive almost everywhere and $D T_{K}$ is regular due the assumption $\operatorname{det} D T_{K}>0$. Furthermore, by splitting $T_{K}$ into a pure scaling and $T_{\tilde{K}}$ with diam $\tilde{K}=1$ we have a constant $c_{b_{1}}>0$ independent of $h$ (c.f. Lemma 2.4.18) such that

$$
\begin{align*}
& \sum_{K} \int_{K} \frac{\operatorname{grad} p^{T}\left(D T_{K} D T_{K}^{T}\right) \circ T_{K}^{-1} \operatorname{grad} p}{\operatorname{det}\left(D T_{K} \circ T_{K}^{-1}\right)} d x  \tag{3.95}\\
& \geq \min _{K \in \mathcal{T}_{h}} c_{b_{1, K}} h^{2-n}\|\operatorname{grad} p\|_{0}^{2}
\end{align*}
$$

Subsequently, we apply the Poincaré inequality to obtain a constant $c_{b_{1}}>0$ independent
of $h$ such that

$$
\begin{equation*}
\min _{K \in \mathcal{T}_{h}} c_{b_{1, K}} \operatorname{ess} \inf \frac{1}{\operatorname{det}\left(D T_{K} \circ T_{K}^{-1}\right)}\|\operatorname{grad} p\|_{0}^{2} \geq c_{b_{1}} h^{2-n}\|\operatorname{grad} p\|_{0}\|p\|_{1} . \tag{3.96}
\end{equation*}
$$

In combination with Eq. (3.94) and Eq. (2.193) we obtain

$$
\begin{align*}
\sum_{K} \int_{K} \frac{\operatorname{grad} p^{T}\left(D T_{K} D T_{K}^{T}\right) \circ T_{K}^{-1} \operatorname{grad} p d x}{\operatorname{det}\left(D T_{K} \circ T_{K}^{-1}\right)\left\|L^{r, d} \operatorname{grad} p\right\|_{0}} & \geq \frac{\tilde{c}_{b_{1}} h^{2-n}\|\operatorname{grad} p\|_{0}\|p\|_{1}}{h^{2-n}\|\operatorname{grad} p\|_{0}}  \tag{3.97}\\
& \geq \tilde{c}_{b_{1}}\|p\|_{1} . \tag{3.98}
\end{align*}
$$

Remark 3.2.16. As subspace of $L^{2}(\Omega)$, we can equip $\mathcal{W}_{h}^{1}$ with $\|\cdot\|_{0}$ instead of $\|\cdot\|_{1}$. The inner product space $\left(\mathcal{W}_{h}^{1},(\cdot, \cdot)_{0}\right)$ is a Hilbert space, as it is finite dimensional and therefore closed. This allows us to still apply the framework of abstract saddle point problems, despite the wrong inner product. This choice, however comes at the expense of a stability constant depending on some negative power of $h$.

Lemma 3.2.17. Let $\mathcal{T}_{h}$ a quasi-uniform shape-regular family of grids as given in Definition 2.1.1. Then $b_{1}:\left(\mathcal{W}_{h, 0, \mathrm{bc}}{ }^{1}\|\cdot\|_{0}\right) \times\left(\mathcal{D}_{h},\|\cdot\|_{0}\right) \rightarrow \mathbb{R}$ is a continuous bilinear form and there is $c_{b_{1}}>0$ such that

$$
\begin{equation*}
\sup _{v \in \kappa_{1}^{\perp}} \frac{b_{1}(p, v)}{\|v\|_{0}} \geq c_{b_{1}}\|p\|_{0} \tag{3.99}
\end{equation*}
$$

for every $p \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$.
Proof. See proof of Lemma 3.2.15, but bound $b_{1}$ by an inverse inequality Lemma B.0.4 and

$$
\begin{equation*}
\left|b_{1}(p, v)\right| \leq\|\operatorname{grad} p\|_{0}\|v\|_{0} \leq\|p\|_{1}\|v\|_{0} \leq \frac{c}{h}\|p\|_{0}\|v\|_{0} . \tag{3.100}
\end{equation*}
$$

Furthermore, use the Poincaré inequality to apply

$$
\begin{equation*}
\min _{K \in \mathcal{T}_{h}} c_{b_{1, K}} \operatorname{ess} \inf \frac{1}{\operatorname{det}\left(D T_{K} \circ T_{K}^{-1}\right)}\|\operatorname{grad} p\|_{0}^{2} \geq c_{b_{1}} h^{2-n}\|\operatorname{grad} p\|_{0}\|p\|_{1}, \tag{3.101}
\end{equation*}
$$

instead of Eq. (3.96) and finally conclude

$$
\begin{align*}
\sum_{K} \int_{K} \frac{\beta_{1} \operatorname{grad} p^{T}\left(D T_{K} D T_{K}^{T}\right) \circ T_{K}^{-1} \operatorname{grad} p d x}{\operatorname{det}\left(D T_{K} \circ T_{K}^{-1}\right)\left\|L^{r, d} \operatorname{grad} p\right\|_{0}} & \geq \frac{\tilde{c}_{b_{1}} h^{2-n}\|\operatorname{grad} p\|_{0}\|p\|_{0}}{h^{2-n}\|\operatorname{grad} p\|_{0}}  \tag{3.102}\\
& \geq \tilde{c}_{b_{1}}\|p\|_{0} . \tag{3.103}
\end{align*}
$$

### 3.2.5 Stability of the divergence

Lemma 3.2.18 (c.f. Bochev and Ridzal [25, Lemma 3.2]). The operator $\operatorname{DIV}_{h}: \mathcal{D}_{h} \rightarrow \mathcal{W}_{h}^{\prime 0}$ is surjective and with continuous lifting from $\mathcal{W}_{h}^{\prime 0}$ into $\mathcal{D}_{h}$ i.e., for every $q \in \mathcal{W}_{h}^{\prime 0}$ there is $u_{q} \in \mathcal{D}_{h}$ satisfying $q=\operatorname{DIV}_{h}\left(u_{q}\right)$ and $c>0$ independent of $u_{q}, q$ such that

$$
\begin{equation*}
\left\|u_{q}\right\|_{\operatorname{DIV}_{h}} \leq c\|q\|_{0} . \tag{3.104}
\end{equation*}
$$

Proof. We follow the proof of [25, Lemma 3.2] line by line. We simply exchange the respective function spaces and interpolation operators. We first observe the surjectivity of div : $\mathcal{U} \rightarrow L^{2}(\Omega)$ by solving a Poisson problem (c.f. [27, pp. 135-137]). Now $q^{h} \in \mathcal{W}_{h}^{\prime 0} \subset$ $L^{2}(\Omega)$ and therefore there is $u_{q} \in \mathcal{U}$ such that

$$
\begin{equation*}
\operatorname{div}\left(u_{q}\right)=q^{h} . \tag{3.105}
\end{equation*}
$$

The map $q^{h} \rightarrow u_{q}$ is continuous (c.f. [27, §IV, Remark 1.1]), i.e. $u_{q}$ additionally satisfies

$$
\begin{equation*}
\left\|u_{q}\right\|_{\text {div }} \leq \hat{c}\left\|q^{h}\right\|_{0} \tag{3.106}
\end{equation*}
$$

Furthermore, there is $u_{q}^{h}=\mathcal{I}_{h}^{d} u_{q} \in \mathcal{D}_{h}$ and using the commuting property in Lemma 2.4.13, it satisfies

$$
\begin{equation*}
\operatorname{DIV}_{h}\left(u_{q}^{h}\right)=\operatorname{DIV}_{h}\left(I_{h}^{d} u_{q}\right)=I_{\mathcal{T}_{h}}^{0}, \operatorname{div}\left(u_{q}\right)=\mathcal{I}_{\mathcal{T}_{h}^{\prime}}^{0} q^{h}=q^{h} . \tag{3.107}
\end{equation*}
$$

To establish continuity of the lifting, we consider the analytical property Eq. (3.105), continuity of the interpolation established in Lemma 2.2.13 and Eq. (3.106). We then see

$$
\begin{align*}
\left\|u_{q}^{h}\right\|_{\mathrm{DVV}_{h}}^{2} & =\left\|u_{q}^{h}\right\|_{0}^{2}+\left\|\operatorname{DIV}_{h} u_{q}^{h}\right\|_{0}^{2}  \tag{3.108}\\
& =\left\|\mathcal{I}_{h}^{d} u_{q}\right\|_{0}^{2}+\left\|q^{h}\right\|_{0}^{2}  \tag{3.109}\\
& \leq \tilde{c}\left\|u_{q}\right\|_{\text {div }}^{2}+\left\|q^{h}\right\|_{0}^{2}  \tag{3.110}\\
& \leq c\left\|q^{h}\right\|_{0}^{2}+\left\|q^{h}\right\|_{0}^{2}  \tag{3.111}\\
& =(c+1)\left\|q^{h}\right\|_{0}^{2} . \tag{3.112}
\end{align*}
$$

Lemma 3.2.19. Let $\mathcal{T}_{h}$ a quasi-uniform and shape-regular family of grids as given in Definition 2.1.1. The bilinear form $b_{2, h}:\left(\mathcal{D}_{h} ;\|\cdot\|_{\operatorname{DIV}_{h}}\right) \times\left(\mathcal{W}_{h}^{\prime 0} ;\|\cdot\|_{0}\right) \rightarrow \mathbb{R}$ is continuous and there is a constant
$c_{b_{2}}>0$ independent of $h$ satisfying

$$
\begin{array}{ll}
\sup _{u \in \kappa_{2}^{\perp}} \frac{b_{2, h}(u, q)}{\|u\|_{\operatorname{DIV}_{h}}} \geq c_{b_{2}}\|q\|_{0} & \forall q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0} \\
\sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} b_{2, h}(u, q)>0 & \forall u \in \mathcal{K}_{2}^{\perp} \backslash\{0\} . \tag{3.114}
\end{array}
$$

Proof. Continuity follows by Cauchy-Schwarz and

$$
\begin{equation*}
\left|b_{2, h}(u, q)\right| \leq\left|\left(\operatorname{DIV}_{h} u, q\right)\right| \leq\left\|\operatorname{DIV}_{h} u\right\|_{0}\|q\|_{0} \leq\|u\|_{\operatorname{DIV}_{h}}\|q\|_{0} . \tag{3.115}
\end{equation*}
$$

The statement is trivially satisfied for $q=0$. Let $q \neq 0$, then using Lemma 3.2.18 we have $u_{q} \in \kappa_{2}^{\perp} \subset \mathcal{D}_{h}$ with $\operatorname{DIV}\left(u_{q}\right)=q$. This enables us to establish

$$
\begin{align*}
\sup _{u \in \kappa_{2}^{1}} \frac{b_{2, h}(u, q)}{\|u\|_{\operatorname{DIV}_{h}}} & \geq \frac{b_{2, h}\left(u_{q}, q\right)}{\left\|u_{q}\right\|_{\operatorname{DIV}_{h}}}  \tag{3.116}\\
& \geq \frac{\left(\operatorname{DIV}_{h} u_{q}, q\right)_{0}}{\left\|u_{q}\right\|_{\operatorname{DIV}_{h}}}  \tag{3.117}\\
& \geq \frac{\|q\|_{0}^{2}}{\left\|u_{q}\right\|_{\operatorname{DIV}_{h}}}  \tag{3.118}\\
& \geq \frac{\|q\|_{0}^{2}}{c\|q\|_{0}}  \tag{3.119}\\
& \geq \frac{1}{c}\|q\|_{0} \tag{3.120}
\end{align*}
$$

The second bound follows by

$$
\begin{equation*}
\sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} b_{2, h}(u, q) \geq b_{2, h}\left(u, \operatorname{DIV}_{h} u\right)=\left\|\operatorname{DIV}_{h} u\right\|_{0}^{2}>0 \tag{3.121}
\end{equation*}
$$

for every $u \in \mathcal{K}_{2}^{\perp} \backslash\{0\}$.
Corollary 3.2.20. There is a constant $c=1 / c_{b_{2}}>0$ independent of $h$ such that

$$
\begin{equation*}
\|u\|_{0} \leq c|u|_{\operatorname{Div}_{h}} \tag{3.122}
\end{equation*}
$$

for every $u \in \mathcal{K}_{2}^{\perp}$.
Proof. Let $\iota$ denote the isometric Riesz isomorphism of $L^{2}(\Omega)$ as discussed in Remark A.7.2. The dual operator $B_{2}^{\prime}$ i.e. the negative gradient induced by $\operatorname{DIV}_{h}$ is a linear functional on

## 3 Analysis of the projection step

$\mathcal{D}_{h} \subset L^{2}(\Omega)$. Therefore, $\iota B_{2}^{\prime} \in \mathcal{D}_{h}$ and using the estimate from Lemma 3.2.19 we obtain

$$
\begin{equation*}
\left\|\iota B_{2}^{\prime} q\right\|_{0}=\sup _{v \in \kappa_{2}^{\prime}} \frac{\left\langle B_{2}^{\prime} q, v\right\rangle}{\|v\|_{0}} \geq \sup _{v \in \kappa_{2}^{\prime}} \frac{\left\langle B_{2}^{\prime} q, v\right\rangle}{\|v\|_{\operatorname{DIV}_{h}}} \geq c_{b_{2}}\|q\|_{0} . \tag{3.123}
\end{equation*}
$$

Combining Lemma 3.2.19 and Theorem A.7.5 we realize there is exactly one $q_{v} \in \mathcal{W}_{h, \mathrm{bc}}^{\prime 0}$ for every $v \in \kappa_{2}^{\perp}$ with $v=\iota B_{2}^{\prime} q_{v}$. Using the aforementioned estimate we therefore have

$$
\begin{align*}
\|v\|_{0} & =\left\|\iota B_{2}^{\prime} q_{v}\right\|_{0} \leq \frac{1}{c_{b_{2}}} \frac{\left\|\iota B_{2}^{\prime} q_{v}\right\|_{0}^{2}}{\left\|q_{v}\right\|_{0}}  \tag{3.124}\\
& =\frac{1}{c_{b_{2}}} \frac{\left\langle B_{2}^{\prime} q_{v}, \iota B_{2}^{\prime} q_{v}\right\rangle}{\left\|q_{v}\right\|_{0}}  \tag{3.125}\\
& =\frac{1}{c_{b_{2}}} \frac{\left\langle B_{2} \iota B_{2}^{\prime} q_{v}, q_{v}\right\rangle}{\left\|q_{v}\right\|_{0}}  \tag{3.126}\\
& =\frac{1}{c_{b_{2}}} \frac{\left\langle B_{2} v, q_{v}\right\rangle}{\left\|q_{v}\right\|_{0}}  \tag{3.127}\\
& \leq \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime}} \frac{1}{c_{b_{2}}} \frac{\left\langle B_{2} v, q\right\rangle}{\|q\|_{0}}  \tag{3.128}\\
& =\frac{1}{c_{b_{2}}}\left\|\iota B_{2} v\right\|_{0}  \tag{3.129}\\
& =\frac{1}{c_{b_{2}}}\left\|\operatorname{DIV}_{h} v\right\|_{0} . \tag{3.130}
\end{align*}
$$

Corollary 3.2.21. Under the assumptions of Lemma 3.2.19 there is a constant $c>0$ independent of $h$ satisfying

$$
\begin{equation*}
\sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{0}} \frac{b_{2, h}(v, q)}{\|q\|_{0}} \geq c\|v\|_{\operatorname{Div}_{h}} \tag{3.131}
\end{equation*}
$$

for every $v \in \kappa_{2}^{\perp}$.
Proof.

$$
\begin{equation*}
\sup _{q \in \mathcal{W}_{h, 0, b c}^{\prime 0}} \frac{b_{2, h}(v, q)}{\|q\|_{0}} \geq \frac{b_{2, h}\left(v, \operatorname{DIV}_{h} u\right)}{\left\|\operatorname{DIV}_{h} v\right\|_{0}}=\left\|\operatorname{DIV}_{h} v\right\|_{0} \geq c\|v\|_{\operatorname{DIV}_{h}} \tag{3.132}
\end{equation*}
$$

### 3.2.6 The pseudo-incompressible regime

Proposition 3.2.22 (c.f. Süli [113]). The Poisson problem DIV grad $p=-g$ with Neumann and periodic boundary conditions in the sense of $b_{1}, b_{2}$ has unique solution $p \in \mathcal{W}_{h, 0, \text { bc }}^{1}$ for every right-hand side $g \in \mathcal{W}_{h, \mathrm{bc}}^{\prime 0}$. More specifically there is exactly one $(u ; p) \in \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ for every $g \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime \prime}$ such that

$$
\begin{align*}
\langle u, v\rangle+\left\langle B_{1} p, v\right\rangle & =0,  \tag{3.133}\\
\left\langle B_{2} u, q\right\rangle & =\langle g, q\rangle \tag{3.134}
\end{align*}
$$

for every $q \in \mathcal{W}_{h, 0, b c}^{\prime 0}$ and $v \in \mathcal{D}_{h}$.
Proof. Due to Lemmas 3.2.14, 3.2.15 and 3.2.19 and the fact that $\mathbb{I}$ commutes with $L$ we can apply the stability result in [21, Thm. 2.1].

Proposition 3.2.23 (c.f. Vater and Klein [118]). Let $\alpha_{P}=0$, then the mixed saddle point problem Eq. (3.10) with Neumann and periodic boundary conditions in the sense of $a, b_{1}, b_{2}$ has unique solution $p \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ for every right-hand side. More specifically there is exactly one $(u ; p) \in \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ for every $(f ; g) \in\left(\mathcal{D}_{h} ;\|\cdot\|_{0}\right)^{\prime} \times\left(\mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0} ;\|\cdot\|_{0}\right)^{\prime}$ such that

$$
\begin{align*}
\langle A u, v\rangle+\tau\left\langle B_{1} p, v\right\rangle & =\langle f, v\rangle  \tag{3.135a}\\
\tau\left\langle B_{2} u, q\right\rangle & =\langle g, q\rangle \tag{3.135b}
\end{align*}
$$

for every $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$ and $v \in \mathcal{D}_{h}$. Furthermore, this solution satisfies

$$
\begin{align*}
\|u\|_{\mathrm{DVV}_{h}} & \leq \frac{1}{c_{a}}\|f\|_{\mathcal{D}_{h^{\prime}}}+\frac{1}{\tau c_{b_{2}}}\left(1+\frac{\|a\|}{c_{a}}\right)\|g\|_{\mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}}  \tag{3.136}\\
\|p\|_{1} & \leq \frac{1}{\tau c_{b_{1}}}\left(1+\frac{\|a\|}{c_{a}}\right)\|f\|_{\mathcal{D}_{h^{\prime}}}+\frac{\|a\|}{\tau^{2} c_{b_{2}} c_{b_{1}}}\left(1+\frac{\|a\|}{c_{a}}\right)\|g\|_{\mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} . \tag{3.137}
\end{align*}
$$

Proof. Due to Lemmas 3.2.14, 3.2.15 and 3.2.19, we can apply the stability result in [21, Thm. 2.1].

Corollary 3.2.24. Let $g=0$, then the solution obtain in Proposition 3.2.23 and denoted by ( $u ; p$ ) satisfies $u \in \kappa_{2}$ and therefore $\left(\operatorname{grad} p, L^{-1} u\right)_{0}=0$.

### 3.2.7 Error estimates

After establishing existence and uniqueness of the discrete solution, we aim to prove consistency.

Remark 3.2.25. As consequence of Theorem A.3.12 and the Cauchy-Schwarz inequality, $b_{2, h}: \mathcal{U} \cap H^{1}(\Omega)^{n} \times L^{2}(\Omega) \rightarrow \mathbb{R}:(u ; q) \mapsto b_{2}(u, q)$ is well-defined and continuous.

Although the following results can be generalized to $u \in \mathcal{U}$ we avoid doing so, as in this case we do not have an upper bound in terms of a positive power of $h$ on the best approximation $\inf _{v_{v_{h}} \in \mathcal{D}_{h}}\left\|u-v_{h}\right\|_{0}$ available.

Proposition 3.2.26. The operator $B_{2}^{\prime} \Lambda: \mathcal{W}_{h}^{1} \rightarrow \mathcal{D}_{h}^{\prime}$ is a consistent approximation to $B_{1}: \mathcal{W}_{h}^{1} \rightarrow$ $\mathcal{D}_{h}^{\prime}$ i.e., there is a constant $c>0$ independent of $h$ satisfying

$$
\begin{equation*}
\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} p+B_{2}^{\prime} \Lambda p, v\right\rangle\right|}{\|v\|_{0}} \leq c h\|v\|_{H^{1}\left(\mathcal{T}_{h}\right)} \tag{3.138}
\end{equation*}
$$

for every $p \in \mathcal{W}_{h}^{1}$.
Proof.

$$
\begin{align*}
& \sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q+B_{2}^{\prime} q, v\right\rangle\right|}{\|v\|_{0}}  \tag{3.139}\\
= & \sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q+\left(\mathbb{I}-L^{\prime}+L^{\prime}\right) B_{2}^{\prime} q, v\right\rangle\right|}{\|v\|_{0}}  \tag{3.140}\\
\leq & \sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q+L^{\prime} B_{2}^{\prime} q, v\right\rangle\right|}{\|v\|_{0}}+\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle\left(\mathbb{I}-L^{\prime}\right) B_{2}^{\prime} q, v\right\rangle\right|}{\|v\|_{0}}  \tag{3.141}\\
= & \sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q, v\right\rangle+\left\langle q, B_{2} L v\right\rangle\right|}{\|v\|_{0}}+\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{2}^{\prime} q,(\mathbb{I}-L) v\right\rangle\right|}{\|v\|_{0}}  \tag{3.142}\\
\leq & 0+\left\|B_{2}^{\prime} q\right\| \sup _{v \in \mathcal{D}_{h}} \frac{\|(\mathbb{I}-L) v\|_{0}}{\|v\|_{0}} \tag{3.143}
\end{align*}
$$

Therefore, there is a constant $c>0$ independent of $h$ satisfying

$$
\begin{equation*}
\sup _{v \in \mathcal{D}_{h}} \frac{\left|\left\langle B_{1} \Lambda^{-1} q+B_{2}^{\prime} q, v\right\rangle\right|}{\|v\|_{0}} \leq c h\|v\|_{H^{1}\left(\mathcal{T}_{h}\right)} . \tag{3.144}
\end{equation*}
$$

We conclude by substitution $q=\Lambda p$.
We observe the following straightforward, but crucial consistency results in
Lemma 3.2.27. Let $u \in \mathcal{U} \cap H^{1}(\Omega)^{n}$ with $b_{2}(u, q)=0$ for every $q \in L^{2}(\Omega)$ then

$$
\begin{equation*}
b_{2, h}\left(u, q_{h}\right)=0 \quad \forall q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0} . \tag{3.145}
\end{equation*}
$$

Proof. By assumption, we have

$$
\begin{equation*}
b_{2}\left(u, q_{h}\right)=0 \quad \forall q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0} . \tag{3.146}
\end{equation*}
$$

As every element $q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$ is a linear combination of indicator functions $\mathbb{1}_{K^{\prime}}$ with support $K^{\prime} \in \mathcal{T}_{h}^{\prime}$ and $b_{2}$ is linear in the second argument we only need to prove

$$
\begin{equation*}
b_{2, h}\left(u, \mathbb{1}_{K}\right)=0 \quad \forall K^{\prime} \in \mathcal{T}_{h}^{\prime} . \tag{3.147}
\end{equation*}
$$

For this sake we first realize $\left.u\right|_{K^{\prime}} \in H^{1}\left(K^{\prime}\right)^{n}$. Subsequently, we apply Gauß' theorem (c.f. Theorem A.3.15 and [62, (2.17)] for the extension to $H(\operatorname{div}, \Omega)$ ) to conclude

$$
\begin{align*}
b_{2, h}\left(u, \mathbb{1}_{K^{\prime}}\right) & =\int_{\partial K^{\prime}} \tau_{n_{\partial \mathcal{K}^{\prime}}}(u) d x  \tag{3.148}\\
& =\int_{K^{\prime}} \operatorname{div} u d x  \tag{3.149}\\
& =b_{2}\left(u, \mathbb{1}_{K^{\prime}}\right)=0 . \tag{3.150}
\end{align*}
$$

Corollary 3.2.28. Let $u \in \mathcal{U} \cap H^{1}(\Omega)^{n}$ such that $b_{2}(u, q)=0$ for every $q \in L^{2}(\Omega)$, then

$$
\begin{equation*}
\inf _{u_{h} \in \mathcal{K}_{2}}\left\|u-u_{h}\right\|_{\operatorname{DIV}_{h}}=\inf _{v_{h} \in \mathcal{D}_{h}}\left\|u-v_{h}\right\|_{0} . \tag{3.151}
\end{equation*}
$$

Proof. We first realize $u \in \kappa_{2} \cap \mathcal{U} \cap H^{1}(\Omega)^{n}$ by virtue of Lemma 3.2.27. Next we recall that $v_{h} \in \mathcal{D}_{h}$, as element of $L^{2}(\Omega)$ can be uniquely decomposed into two parts. One element of $\kappa_{2}$ and the other element of the orthogonal complement $\kappa_{2}^{\perp}$. Subsequently, we see

$$
\begin{align*}
\inf _{u_{h} \in \mathcal{K}_{2}}\left\|u-u_{h}\right\|_{\mathrm{DIV}_{h}} & =\inf _{u_{h} \in \mathcal{K}_{2}}\left\|u-u_{h}\right\|_{0}  \tag{3.152}\\
& =\inf _{v_{h} \in \mathcal{D}_{h}}\left\|u-\left(v_{h}-v_{h, \kappa_{2}^{\perp}}\right)\right\|_{0}  \tag{3.153}\\
& \leq \inf _{v_{h} \in \mathcal{D}_{h}}\left(\left\|u-v_{h}\right\|_{0}+\left\|v_{h, \kappa_{2}^{2}}\right\|_{0}\right)  \tag{3.154}\\
& =\inf _{v_{h} \in \mathcal{D}_{h}}\left\|u-v_{h}\right\|_{0} \tag{3.155}
\end{align*}
$$

## 3 Analysis of the projection step

The lower bound follows by

$$
\begin{align*}
\inf _{v_{h} \in \mathcal{D}_{h}}\left\|u-v_{h}\right\|_{0} & =\inf _{\substack{v_{h, \kappa_{2}} \in \mathcal{K}_{2} \\
v_{h, \kappa_{2}} \in \kappa_{2}^{\perp}}}\left\|u-\left(v_{h, \kappa_{2}^{\perp}}+v_{h, \kappa_{2}}\right)\right\|_{0}  \tag{3.156}\\
& \leq \inf _{\substack{v_{h, \kappa_{2}} \in \mathcal{K}_{2} \\
v_{h, \kappa_{2}}^{\perp} \in \kappa_{2}^{\perp}}}\left\|v_{h, \kappa_{2}^{\perp}}\right\|_{0}+\left\|u-v_{h, \kappa_{2}}\right\|_{0}  \tag{3.157}\\
& =\inf _{u_{h} \in \kappa_{2}}\left\|u-u_{h}\right\|_{0} . \tag{3.158}
\end{align*}
$$

Proposition 3.2.29. Let $\mathcal{T}_{h}$ be a quasi-uniform and shape-regular family of grids as given in Definition 2.1.1. Let $(u ; p) \in\left(\mathcal{U} \cap H^{1}(\Omega)^{n}\right) \times H^{2}(\Omega)$ be a solution to the analytical problem Eq. (3.1). Then the approximate solution of Proposition 3.2.23, denoted by $\left(u_{h} ; p_{h}\right)$ satisfies

$$
\begin{align*}
\left\|u-u_{h}\right\|_{\operatorname{DIV}_{h}} & \leq\left(1+\frac{\|a\|}{c_{a}}\right) c h\|u\|_{1}  \tag{3.159}\\
\left\|p-p_{h}\right\|_{1} & \leq \frac{\|a\|}{c_{b_{1}}}\left(1+\frac{\|a\|}{c_{a}}\right) c \frac{h}{\tau}\|u\|_{1}+\left(1+\frac{\left\|b_{1}\right\|}{c_{b_{1}}}\right) c h\|p\|_{1} \tag{3.160}
\end{align*}
$$

for a constant $c>0$ independent of $a, b_{1}, b_{2}, h$ and $\tau$.
Proof. We follow the standard procedure presented in [27, p. II.2.2]. The following holds true for every $v_{h} \in \kappa_{2}$ uniformly due to Eq. (3.82) as well as for every $q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$.

$$
\begin{align*}
\left\|u-u_{h}\right\|_{\operatorname{DIV}_{h}} & \leq\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\left\|v_{h}-u_{h}\right\|_{\operatorname{DIV}_{h}}  \tag{3.161}\\
& \leq\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\frac{1}{c_{a}} \sup _{w_{h} \in \kappa_{1}} \frac{a\left(u_{h}-v_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{0}}  \tag{3.162}\\
& =\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\frac{1}{c_{a}} \sup _{w_{h} \in \kappa_{1}} \frac{a\left(-v_{h}, w_{h}\right)+f\left(w_{h}\right)}{\left\|w_{h}\right\|_{0}}  \tag{3.163}\\
& =\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\frac{1}{c_{a}} \sup _{w_{h} \in \kappa_{1}} \frac{a\left(u-v_{h}, w_{h}\right)+\tau b_{1}\left(p-p_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{0}}  \tag{3.164}\\
& =\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\frac{1}{c_{a}} \sup _{w_{h} \in \kappa_{1}} \frac{a\left(u-v_{h}, w_{h}\right)+\tau b_{1}\left(p-q_{h}, w_{h}\right)}{\left\|w_{h}\right\|_{0}}  \tag{3.165}\\
& \leq\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\frac{\|a\|}{c_{a}}\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\tau \frac{\left\|b_{1}\right\|}{c_{a}}\left\|p-q_{h}\right\|_{1} . \tag{3.166}
\end{align*}
$$

Consulting Corollary 3.2.28 we therefore obtain

$$
\begin{equation*}
\left\|u-u_{h}\right\|_{\operatorname{DIV}_{h}} \leq\left(1+\frac{\|a\|}{c_{a}}\right)_{v_{h} \in \mathcal{D}_{h}}\left\|u-v_{h}\right\|_{\operatorname{DIV}_{h}}+\tau \frac{\left\|b_{1}\right\|}{c_{a}} \inf _{q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}}\left\|p-q_{h}\right\|_{1} \tag{3.167}
\end{equation*}
$$

By assumption we have

$$
\begin{equation*}
a\left(u-u_{h}, v_{h}\right)+\tau b_{1}\left(p-p_{h}, v_{h}\right)=0 \tag{3.168}
\end{equation*}
$$

for every $v_{h} \in \mathcal{D}_{h}$. Let $q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}{ }^{1}$ then by Lemma 3.2.15

$$
\begin{align*}
\left\|p-p_{h}\right\|_{1} & \leq\left\|p-q_{h}\right\|_{1}+\left\|q_{h}-p_{h}\right\|_{1}  \tag{3.169}\\
& \leq\left\|p-q_{h}\right\|_{1}+\frac{1}{c_{b_{1}}} \sup _{v_{h} \in \kappa_{1}^{\perp}} \frac{b_{1}\left(q_{h}-p_{h}, v_{h}\right)}{\left\|v_{h}\right\|_{0}}  \tag{3.170}\\
& =\left\|p-q_{h}\right\|_{1}+\frac{1}{\tau c_{b_{1}}} \sup _{v_{h} \in \kappa_{1}^{\perp}} \frac{a\left(u-u_{h}, v_{h}\right)+\tau b_{1}\left(p-q_{h}, v_{h}\right)}{\left\|v_{h}\right\|_{0}}  \tag{3.171}\\
& \leq\left\|p-q_{h}\right\|_{1}+\frac{\|a\|}{\tau c_{b_{1}}}\left\|u-u_{h}\right\|_{\mathrm{DIV}_{h}}+\frac{\left\|b_{1}\right\|}{c_{b_{1}}}\left\|p-q_{h}\right\|_{1} . \tag{3.172}
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
& \left\|p-p_{h}\right\|_{1}+\left\|u-u_{h}\right\|_{\operatorname{DIV}_{h}} \\
& \leq\left(1+\frac{\|a\|}{c_{a}}+\frac{\|a\|}{\tau c_{b_{1}}}\right) \inf _{v_{h} \in \mathcal{D}_{h}}\left\|u-v_{h}\right\|_{\mathrm{DIV}_{h}}+\left(1+\frac{\left\|b_{1}\right\|}{c_{b_{1}}}+\tau \frac{\left\|b_{1}\right\|}{c_{a}}\right)_{q_{h} \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}} \inf \left\|p-q_{h}\right\|_{1} \tag{3.173}
\end{align*}
$$

and by Proposition 2.4.17 we conclude the statement bounding the best approximation error from above by the specific choice of the interpolated solution in the sense of Proposition 2.4.17.

### 3.2.8 The compressible regimes

Remark 3.2.30. As the finite dimension of $\mathcal{W}_{h}^{\prime 0}$ and $\mathcal{W}_{h}^{1}$ coincide, they are obviously isomorphic. This fact, however, does not give any hint how the two subspaces of $L^{2}(\Omega)$ are oriented in the terms of the inner product $(\cdot, \cdot)_{0}$. The following lemma implies that the $L^{2}(\Omega)$ projection

$$
\left\{\begin{array}{l}
\mathcal{W}_{h}^{1} \rightarrow \mathcal{W}_{h}^{\prime 0}  \tag{3.174}\\
p \mapsto \sum_{\xi_{i} \in N_{T_{h}}}\left(p, \mathbb{1}_{K_{\varepsilon_{i}}^{\prime}}\right)_{0} \mathbb{1}_{K_{\varepsilon_{i}}^{\prime}}
\end{array}\right.
$$

## 3 Analysis of the projection step

already provides such an isomorphism and therefore the spaces are not orthogonal to each other.

Lemma 3.2.31. Let $\zeta \in L^{\infty}(\Omega)$ positive almost everywhere. The matrix $c_{i, j}=\left(\zeta \theta_{\xi_{i}}, \mathbb{1}_{K_{\varepsilon_{j}^{\prime}}}\right)_{0}$ is symmetric and positive definite. More specifically there is $c_{c}>0$ independent of $h$ such that

$$
\begin{equation*}
\sum_{\xi_{i}, \xi_{j} \in \mathcal{N}_{T_{h}}} r_{i} r_{j} c_{i, j} \geq c_{c}\|r\|^{2} \tag{3.175}
\end{equation*}
$$

for every $r \in \mathbb{R}^{\left|\mathcal{N}_{T_{h}}\right|}$.
Proof. Let $r, s \in r \in \mathbb{R}^{\left|\mathcal{N}_{T_{h}}\right|}$ be arbitrary. We transform to the reference element by

$$
\begin{align*}
\sum_{\xi_{i}, \xi_{j} \in \mathcal{N}_{T_{h}}} r_{i} s_{j}\left(\zeta \theta_{\xi_{i}}, \mathbb{1}_{K_{\xi_{j}}^{\prime}}\right)_{0} & =\sum_{K \in \mathcal{T}_{h}} \sum_{\xi_{i}, \xi_{j} \in N_{K}} r_{i} s_{j} \int_{K} \zeta \theta_{\xi_{i}} \mathbb{1}_{K_{\xi_{j}}^{\prime}} d x  \tag{3.176}\\
& =\sum_{K \in \mathcal{T}_{h}} \sum_{\xi_{i}, \xi_{j} \in N_{K}} r_{i} s_{j} \int_{\hat{K}}\left(\zeta \theta_{\xi_{i}} \mathbb{1}_{K_{\varepsilon_{j}}^{\prime}} \circ T_{K} \operatorname{det} D T_{K} d x .\right. \tag{3.177}
\end{align*}
$$

As both basis functions are positive almost everywhere, we can use the mean value theorem to find constants $c_{K}$ for each element $K$ with

$$
\begin{equation*}
0<\operatorname{ess} \inf \zeta<c_{K}<\operatorname{ess} \sup \zeta \tag{3.178}
\end{equation*}
$$

such that

$$
\begin{align*}
& \sum_{K \in \mathcal{T}_{h}} \sum_{\xi_{i}, \zeta_{j} \in N_{K}} r_{i} s_{j} \int_{\hat{K}}\left(\zeta \theta_{\xi_{i}} \mathbb{1}_{K_{\xi_{j}}}\right) \circ T_{K} \operatorname{det} D T_{K} d x  \tag{3.179}\\
= & \sum_{K \in \mathcal{T}_{h}} c_{K} h^{n} \sum_{\xi_{i}, \zeta_{j} \in \mathcal{N}_{K}} r_{i} s_{j} \int_{\hat{K}} \theta_{\xi_{i}} \circ T_{K} \mathbb{1}_{K_{\varepsilon_{j}}^{\prime}} \circ T_{K} d x  \tag{3.180}\\
= & \sum_{K \in \mathcal{T}_{h}} c_{K} h^{n} \sum_{i, j=1}^{\left|N_{K}\right|} r_{i} s_{j}\left(G_{K} \tilde{C} G_{K}^{T}\right)_{i, j} \tag{3.181}
\end{align*}
$$

where $G_{K} \in \mathbb{R}^{\left|\mathcal{N}_{T_{h}}\right| \times 2^{n}}$ transforms from a local index to a global one and

This element-wise matrix is symmetric and therefore the assembled one is so too. Furthermore, the element-wise matrix has only positive eigenvalues, the smallest of them being $1 / 8$ and when choosing $r=s$ we have

$$
\begin{align*}
\sum_{K \in \mathcal{T}_{h}} c_{K} h^{n} \sum_{i, j=1}^{\left|\mathcal{N}_{K}\right|} r_{i} r_{j}\left(G_{K} \tilde{C} G_{K}^{T}\right)_{i, j} & \geq \sum_{K \in \mathcal{T}_{h}} \frac{c_{K}}{8} h^{n} \sum_{i=1}^{\left|\mathcal{N}_{K}\right|} r_{i}^{2}\left(G_{K} G_{K}^{T}\right)_{i, i}  \tag{3.183}\\
& \geq \sum_{K \in \mathcal{T}_{h}} \frac{c_{K}}{8} h^{n} \sum_{\xi_{i} \in \mathcal{N}_{K}} r_{i}^{2} \tag{3.184}
\end{align*}
$$

As the square of every coefficient appears in the sum at least once, there is a constant $c>0$ independent of $h$ such that

$$
\begin{equation*}
(\zeta p, q)_{0} \geq c \operatorname{essinf}(\zeta) h^{n} \sum_{i=1}^{\left|\mathcal{N}_{\mathcal{T}_{h}}\right|} q_{i}^{2} . \tag{3.185}
\end{equation*}
$$

Corollary 3.2.32. The identity

$$
\begin{equation*}
c(p, q)=c\left(\Lambda^{-1} q, \Lambda p\right) \tag{3.186}
\end{equation*}
$$

as well as

$$
\begin{equation*}
c(p, q)^{2} \leq c(p, \Lambda p) c\left(\Lambda^{-1} q, q\right) \tag{3.187}
\end{equation*}
$$

holds for every $q \in \mathcal{W}_{h}^{\prime 0}$ and $p \in \mathcal{W}_{h}^{1}$.
Proof. The first statement follows from the symmetry established in Lemma 3.2.31. Following an idea of [27, Thm. 1.2], we establish the estimate by considering Lemma 3.2.31 and the non-negative

$$
\begin{equation*}
0 \leq c\left(p+s \Lambda^{-1} q, \Lambda p+s q\right) \tag{3.188}
\end{equation*}
$$

for every $s \in \mathbb{R}$. This implies

$$
\begin{align*}
0 & \leq c\left(p+s \Lambda^{-1} q, \Lambda p+s q\right)  \tag{3.189}\\
& =c(p, \Lambda p)+s c\left(\Lambda^{-1} q, \Lambda p\right)+s c(p, q)+s^{2} c\left(\Lambda^{-1} q, q\right)  \tag{3.190}\\
& =c(p, \Lambda p)+2 s c(p, q)+s^{2} c\left(\Lambda^{-1} q, q\right) \tag{3.191}
\end{align*}
$$

for every $s \in \mathbb{R}$. Considering Lemma 3.2.31 again we additionally realize $c\left(\Lambda^{-1} q, q\right)>0$ and $c(p, \Lambda p)$ for every $q \in \mathcal{W}_{h}^{\prime 0}$ and $p \in \mathcal{W}_{h}^{1}$. Therefore, $c(p, q)=0$ trivially satisfies the
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required statement. Now let $c(p, q) \neq 0$ then the choice

$$
\begin{equation*}
s=-\frac{c(p, \Lambda p)}{c(p, q)} \tag{3.192}
\end{equation*}
$$

gives

$$
\begin{equation*}
c(p, q) \leq c(p, \Lambda p) c\left(\Lambda^{-1} q, q\right) \tag{3.193}
\end{equation*}
$$

after simple algebraic manipulation.
Proposition 3.2.33. Let $\zeta \in \mathbb{R}, \alpha_{P}>0$ and let $h>0$ be sufficiently small, then problem Eq. (3.10) with Neumann and (potentially) periodic boundary conditions in the sense of a, $b_{1}, b_{2}, c$ has unique solution $p \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ for every right-hand side. More specifically there is exactly one $(u ; p) \in \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ for every $(f ; g) \in\left(\mathcal{D}_{h} ;\|\cdot\|_{0}\right)^{\prime} \times\left(\mathcal{W}_{h, 0, b c}^{\prime 0} ;\|\cdot\|_{0}\right)^{\prime}$ such that

$$
\begin{align*}
\langle A u, v\rangle+\tau\left\langle B_{1} p, v\right\rangle & =\langle f, v\rangle  \tag{3.194}\\
\tau\left\langle B_{2} u, q\right\rangle+\langle C p, q\rangle & =\langle g, q\rangle \tag{3.195}
\end{align*}
$$

for every $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$ and $v \in \mathcal{D}_{h}$.
Proof. For convenience, we denote

$$
\begin{equation*}
\mathcal{B}((u ; p),(v ; q))=a(u, v)+\tau b_{1}(p, v)+\tau b_{2}(u, q)+c(p, q) . \tag{3.196}
\end{equation*}
$$

We aim to apply Theorem A. 7.5 to the combined problem

$$
\begin{equation*}
\mathcal{B}((u ; p),(v ; q))=f(v)+g(q) . \tag{3.197}
\end{equation*}
$$

The linear forms $f, g$ are continuous functionals by definition and $\mathcal{B}$ due to Lemmas 3.2.14, 3.2.15 and 3.2.19 i.e., there is a constant $\|B\| \geq 0$ obeying

$$
\begin{equation*}
|\mathcal{B}((u ; p),(v ; q))| \leq\|\mathcal{B}\| \sqrt{\|p\|_{1}^{2}+\|u\|_{\operatorname{DIV}_{h}}^{2}} \sqrt{\|q\|_{0}^{2}+\|v\|_{0}^{2}} \tag{3.198}
\end{equation*}
$$

for every $u, v \in \mathcal{D}_{h}, p \in \mathcal{W}_{h, 0, \mathrm{bc}}^{1}$ and $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$.
Next we observe $\Lambda^{-1} q-\operatorname{avg}_{\Omega} q \in \mathcal{W}_{h, 0, \text { bc }}^{1}$ and realize $b_{1}\left(\Lambda^{-1} q-\operatorname{avg}_{\Omega} q, v\right)=b_{1}\left(\Lambda^{-1} q, v\right)$ as the gradient of every constant function vanishes. As $\zeta \in \mathbb{R}$ we also have

$$
\begin{equation*}
c\left(\operatorname{avg}_{\Omega} \Lambda^{-1} q, q\right)=\zeta \operatorname{avg}_{\Omega}\left(\Lambda^{-1} q\right)(1, q)_{0}=0 . \tag{3.199}
\end{equation*}
$$

Now we can choose a specific pair $(u ; p)=\left(L v ; \Lambda_{0}^{-1} q\right)$ and consider Lemma 3.2.8 to find

$$
\begin{align*}
& \sup _{(u, p) \in \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}} \mathcal{B}((u ; p),(v ; q))  \tag{3.200}\\
\geq & a(L v, v)+\tau b_{1}\left(\Lambda^{-1} q, v\right)+\tau b_{2}(L v, q)+c\left(\Lambda^{-1} q-\operatorname{avg}_{\Omega} \Lambda^{-1} q, q\right)  \tag{3.201}\\
= & a(L v, v)-a(L v, v)+a(v, v)+0+c\left(\Lambda^{-1} q, q\right)-c\left(\operatorname{avg}_{\Omega} \Lambda^{-1} q, q\right) \geq  \tag{3.202}\\
= & a(v, v)+c\left(\Lambda^{-1} q, q\right)-|a(L v-v, v)|-0 \tag{3.203}
\end{align*}
$$

for every $v \in \mathcal{D}_{h}$ and $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$. Similarly to the proof of Lemma 3.2.14 there is a bound $\|a\|$ independent of $h$ such that $|a(w, v)| \leq\|a\|\|w\|_{0}\|v\|_{0}$. This in turn allows another lower bound of Eq. (3.202) by the means of Lemma 3.2.12 and

$$
\begin{align*}
& a(v, v)+c\left(\Lambda^{-1} q, q\right)-|a(L v-v, v)|  \tag{3.204}\\
& \geq c_{a}\|v\|_{0}^{2}+\zeta c_{c}\|q\|_{0}^{2}-\|a\|\|L v-v\|_{0}\|v\|_{0}  \tag{3.205}\\
& \geq c_{a}\|v\|_{0}^{2}+c_{c}\|q\|_{0}^{2}-\|a\|\|v\|_{0} c_{1} h  \tag{3.206}\\
& \geq c_{a}\|v\|_{0}\left(\|L v\|_{0}-\left|\|L v\|_{0}-\|v\|_{0}\right|\right)+c_{c}\|q\|_{0}^{2}-\|a\|\|v\|_{0} c_{1} h  \tag{3.207}\\
& \geq c_{a}\|v\|_{0}\left(\|L v\|_{0}-c_{3} h\right)+c_{c}\|q\|_{0}^{2}-\|a\|\|v\|_{0} c_{1} h \tag{3.208}
\end{align*}
$$

Therefore there is $h_{0}>0$ such that

$$
\begin{equation*}
\sup _{(u, p) \in \mathcal{D}_{h} \times W_{h, 0, \mathrm{bc}}^{1}} \mathcal{B}((u ; p),(v ; q)) \geq \tilde{c}_{a}\|v\|_{0}\|u\|_{0}+\tilde{c}_{c}\|p\|_{0}\|q\|_{0} \tag{3.209}
\end{equation*}
$$

for every $h \in\left(0, h_{0}\right], v \in \mathcal{D}_{h}$ and $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$. As in finite dimensional spaces all norms are equivalent we obtain a constant, depending on $h$ (c.f. Lemma B.0.4) and satisfying

$$
\begin{equation*}
\sup _{(u, p) \in \mathcal{D}_{h} \times W_{h, 0, b c}^{1}} \frac{\mathcal{B}((u ; p),(v ; q))}{\sqrt{\|u\|_{\mathrm{DIV}_{h}}^{2}+\|p\|_{1}^{2}}} \geq c \sqrt{\|v\|_{0}^{2}+\|q\|_{0}^{2}} \tag{3.210}
\end{equation*}
$$

for every $h \leq h_{0}, v \in \mathcal{D}_{h}$ and $q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}$.
Our last step is to prove the second condition of Definition A.7.4. To this end we recall $L: \mathcal{D}_{h} \rightarrow \mathcal{D}_{h}$ is bijective and therefore.

$$
\begin{equation*}
\sup _{(v, q) \in \mathcal{D}_{h} \times W_{h, 0, \mathrm{bc}}^{1}} \frac{\mathcal{B}((u ; p),(v ; q))}{\sqrt{\|v\|_{0}^{2}+\|q\|_{0}^{2}}}=\sup _{(\tilde{v}, q) \in L \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}} \frac{\mathcal{B}((u ; p),(\tilde{v} ; q))}{\sqrt{\|\tilde{v}\|_{0}^{2}+\|q\|_{0}^{2}}} \tag{3.211}
\end{equation*}
$$
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$$
\begin{equation*}
=\sup _{(v, q) \in \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}} \frac{\mathcal{B}((u ; p),(L v ; q))}{\sqrt{\|L v\|_{0}^{2}+\|q\|_{0}^{2}}} \tag{3.212}
\end{equation*}
$$

Choosing $q=\Lambda p-\operatorname{avg}_{\Omega} \Lambda p, v=u$ we deduce

$$
\begin{align*}
& \sup _{(v, q) \in \mathcal{D}_{h} \times W_{h, 0, \mathrm{bc}}^{1}} \frac{\mathcal{B}((u ; p),(L v ; q))}{\sqrt{\|L v\|_{0}^{2}+\|q\|_{0}^{2}}}  \tag{3.213}\\
& \geq a(v, L u)+b_{1}(p, L u)+b_{2}(u, \Lambda p)+c\left(p, \Lambda p-\operatorname{avg}_{\Omega} \Lambda p\right)  \tag{3.214}\\
& \geq c_{a}\|u\|_{0}^{2}+c_{c}\|p\|_{0}^{2}-\|a\|\|L u-u\|_{0}\|u\|_{0}  \tag{3.215}\\
& \geq \tilde{c}_{a}\|u\|_{0}^{2}+\tilde{c}_{c}\|p\|_{0}^{2} \tag{3.216}
\end{align*}
$$

as before for every $u \in \mathcal{D}_{h}$ and $p \in \mathcal{W}_{h, 0, b c}^{1}$. Also, along the same lines we obtain a constant $c^{\prime}>0$, depending on $h$ and such that

$$
\begin{equation*}
\sup _{(u, p) \in \mathcal{D}_{h} \times \mathcal{W}_{h, 0, \mathrm{bc}}^{1}} \frac{\mathcal{B}((u ; p),(v ; q))}{\sqrt{\|v\|_{0}^{2}+\|q\|_{0}^{2}}} \geq c^{\prime} \sqrt{\|u\|_{\mathrm{DIV}_{h}}^{2}+\|p\|_{1}^{2}} \tag{3.217}
\end{equation*}
$$

Proposition 3.2.34. Let $(u ; p)$ the solution provided by Proposition 3.2.33 and let $h_{0}>0$ be sufficiently small, then there is $c>0$ independent of $h \in\left(0, h_{0}\right]$ with

$$
\begin{equation*}
\|p\|_{1}+\|u\|_{0} \leq c\|f\|_{0} \tag{3.218}
\end{equation*}
$$

Proof. Let ( $u ; p$ ) be the solution to Eq. (3.10). We follow the ideas of [27, Thm. 1.2] and decompose the solution $u=u_{\kappa_{2}}+u_{\kappa_{2}^{\perp}}$. Lemma 3.2.15 gives

$$
\begin{align*}
\|p\|_{1} & \leq \frac{1}{c_{b_{1}}} \sup _{v \in \mathcal{D}_{h}} \frac{b_{1}(p, v)}{\|v\|_{0}}  \tag{3.219}\\
& =\frac{1}{c_{b_{1}}} \sup _{v \in \mathcal{D}_{h}} \frac{\langle f, v\rangle-a(u, v)}{\|v\|_{0}}  \tag{3.220}\\
& \leq \frac{1}{c_{b_{1}}}\|a\|\|u\|_{\operatorname{DIV}_{h}}+\sup _{v \in \mathcal{D}_{h}} \frac{\langle f, v\rangle}{\|v\|_{0}} . \tag{3.221}
\end{align*}
$$

Due to Lemma 3.2.8 we have

$$
\begin{equation*}
a\left(u, L^{-1} u\right)+c(p, \Lambda p-\operatorname{avg} \Lambda p)=f\left(L^{-1} u\right)+g(\Lambda p-\operatorname{avg} \Lambda p) \tag{3.222}
\end{equation*}
$$

by summing both equations Eq. (3.10) and choosing the test functions appropriately. This additionally implies

$$
\begin{align*}
& \quad a\left(u, L^{-1} u\right)+c(p, \Lambda p-\operatorname{avg} \Lambda p)  \tag{3.223}\\
& \leq \sup _{v \in \mathcal{D}_{h}} \frac{f(v)}{\|v\|_{0}}\left\|L^{-1} u\right\|_{0}+\sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{g(q)}{\|q\|_{0}}\|\Lambda p-\operatorname{avg} \Lambda p\|_{0}  \tag{3.224}\\
& \leq \sup _{v \in \mathcal{D}_{h}} \frac{f(v)}{\|v\|_{0}}\left\|L^{-1}\right\|\|u\|_{0}+\sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{g(q)}{\|q\|_{0}}(\|\Lambda\|+\|\operatorname{avg} \Lambda\|)\|p\|_{0} . \tag{3.225}
\end{align*}
$$

Now consider the orthogonal decomposition of $u$. We apply Corollary 3.2.21 and see

$$
\begin{align*}
\left\|u_{\kappa_{2}^{\prime}}\right\|_{\operatorname{DIV}_{h}} & \leq \frac{c_{b^{\prime}}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{b_{2, h}\left(u_{\kappa_{2}^{\prime}}, q\right)}{\|q\|_{0}}  \tag{3.226}\\
& =\frac{c_{b^{\prime}}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{\langle g, q\rangle-c(p, q)}{\|q\|_{0}}  \tag{3.227}\\
& \leq \frac{c_{b^{\prime}}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime}} \frac{|\langle g, q\rangle|}{\|q\|_{0}}+\frac{c_{b^{\prime}}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{|c(p, q)|}{\|q\|_{0}}  \tag{3.228}\\
& \leq \frac{c_{b^{\prime}}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{|\langle g, q\rangle|}{\|q\|_{0}}+\frac{c_{b^{\prime}}^{\prime}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{\sqrt{c(p, \Lambda p) c\left(\Lambda^{-1} q, q\right)}}{\|q\|_{0}}  \tag{3.229}\\
& \leq \frac{c_{b^{\prime}}}{\tau} \sup _{q \in \mathcal{W}_{h, 0, \mathrm{bc}}^{\prime 0}} \frac{|\langle g, q\rangle|}{\|q\|_{0}}+c_{2} \sqrt{c(p, \Lambda p)} \sqrt{\|c\|} \tag{3.230}
\end{align*}
$$

for some constants $c_{2}>0$ determined by Eq. (3.23). On the orthogonal complement of $\kappa_{2}$ we leverage Eq. (3.82) such that

$$
\begin{align*}
\left\|u_{\kappa_{2}}\right\|_{\text {DIV }_{h}} & \leq \frac{1}{c_{a}} \sup _{v \in \kappa_{1}} \frac{a\left(u_{\kappa_{2}}, v\right)}{\|v\|_{0}}  \tag{3.231}\\
& =\frac{1}{c_{a}} \sup _{v \in \kappa_{1}} \frac{a\left(u-u_{\kappa_{2}^{\prime}}, v\right)}{\|v\|_{0}}  \tag{3.232}\\
& =\frac{1}{c_{a}} \sup _{v \in \kappa_{1}} \frac{f(v)-a\left(u_{\kappa_{2}^{1}}, v\right)}{\|v\|_{0}}  \tag{3.233}\\
& =\frac{\|a\|}{c_{a}}\left\|u_{\kappa_{2}}\right\|_{\operatorname{DIV}_{h}}+\sup _{v \in \kappa} \frac{f(v)}{\|v\|_{0}} . \tag{3.234}
\end{align*}
$$

Combining Eqs. (3.219) and (3.223) and the recently established bound on $u=u_{\kappa_{2}}+u_{\kappa_{2}^{1}}$ we find some constant $\mathfrak{C}>0$ which is bound only by the constants in the aforementioned
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estimates and satisfying

$$
\begin{equation*}
a\left(u, L^{-1} u\right)+c(p, \Lambda p-\operatorname{avg} \Lambda p) \leq \mathbb{C}(\sqrt{c(p, \Lambda p)}+1) \tag{3.235}
\end{equation*}
$$

For sufficiently small $h \in\left(0, h_{0}\right]$ we know $a\left(u, L^{-1} u\right)>0$ as $a(u, u)>0$ and due to Lemma 3.2.12 therefore we also have

$$
\begin{equation*}
c(p, \Lambda p)=c(p, \Lambda p-\operatorname{avg} \Lambda p) \leq \mathscr{C}(\sqrt{c(p, \Lambda p)}+1) \tag{3.236}
\end{equation*}
$$

such that $c(p, \Lambda p)$ is bounded uniformly (with respect to $h$ ) by a constant. Subsequently, we find a bound on $u$ by combining Eqs. (3.226) and (3.231) which ultimately gives the bound on $p$.

Remark 3.2.35. Given the a-priori estimate, an error estimate [27, Prop. 2.11] is in reach, however out of scope of this work.

Remark 3.2.36. To avoid the rather restrictive assumption on $\zeta$ and still be able to follow the presented strategy of proof, we would have to find a lower bound $c_{c}(h)$ for $c\left(p, \Lambda_{0} p\right)>$ $c_{c}$, which is either non-negative or $\lim _{h \rightarrow 0} c_{c}(h)=0$. The latter can be achieved by the approximation properties of $\mathcal{I}_{\mathcal{T}_{h}}^{0}$, in $\|\cdot\|_{0}$ and continuity of $\operatorname{avg}_{\Omega}: L^{2}(\Omega) \rightarrow \mathbb{R}$. Furthermore, we would have to refine estimate Corollary 3.2.32 to be applicable to $\Lambda_{0}$ instead of $\Lambda$.

## 4 <br> Conclusion and future plans

In summary, we provided a refined analysis of the ideas developed by Vater and Klein [118], an appropriate interpolation operator and extend the method to quadrilateral and cuboid meshes in two and three spatial dimensions respectively. We prove stability and a bound on the approximation error in suitable mesh dependent norms for the pseudoincompressible case, but only stability for the compressible scenario. This analysis does apply to the hydrostatic situation as well as to the general case. Furthermore, we established orthogonality of the projection in the incompressible case.

In the following the author would like to point out future plans and context of the presented results.

- Currently, a reference implementation for the presented general grid geometries is still under development and should supplement the presented work by numerical experiments.
- The missing error estimate in the compressible situation is somewhat unsatisfying. However, as our method is non-conforming the a priori estimate Proposition 3.2.34 alone is not sufficient to provide an estimate in line with [27] and therefore further work is required to resolve this issue.
- So far we provide only lowest order elements. Despite the fact that for Cartesian grids we expect second order convergence in the pressure variable (c.f. [113]), the estimate for the momentum variable does require further investigation. Furthermore, the question arises if the current numerical method can be extended to a higher order setting. To the knowledge of the author a positive answer to this question requires at least the restriction to affine grids, as one cannot establish the interpolation error in the required higher order semi-norms otherwise. The issue can be pinned to Lemma 2.1.19, which in our case is only stated for the full Sobolev norms or the concrete case of $|\cdot|_{1, p, \Omega}$. When considering quadrilaterals and cuboids, affine grids are, however, rather restrictive with respect to domain geometry. Nevertheless, this might be a worthwhile pursuit in context of the next open question.


## 4 Conclusion and future plans

- In context of the original goals and motivation, the arguably most intriguing question concerns the interplay between the bespoke advection method of [16] and the projection established in the work at hand. Here, the goal is to obtain a bound on the advected momentum variable in terms of the original state and the discrete divergence of the advecting field. Initial research hints at the averaging operator, which the authors of the aforementioned work apply to the advecting field.
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## Appendices

## $\AA$ Function spaces

Throughout this chapter we denote a bounded domain $\Omega \subseteq \mathbb{R}^{n}$ and its boundary $\Gamma$. The outer normal vector onto the boundary is denoted by $\left.v\right|_{\Gamma}$ and for $n=2$ the tangential vector of the boundary is denoted by $\left.t\right|_{\Gamma}$.

Borrowing the function spaces from the treatment of the Stokes equation

$$
\begin{align*}
v \Delta u+\operatorname{grad} p & =f \\
\operatorname{div} u & =0 \tag{A.1}
\end{align*}
$$

we follow [62] and introduce the (classical) Lebesgue and Sobolev spaces.

## A. 1 Lebesgue spaces

Let $\Omega \subseteq \mathbb{R}^{n}$ be open and bounded and let $p \in[1, \infty)$. Then the space of $p$-integrable functions is given by equivalence classes of Lebesgue measurable functions $\Omega \rightarrow \mathbb{R}$ that satisfy

$$
\begin{equation*}
\|f\|_{L^{p}(\Omega)}:=\left(\int_{\Omega}|f|^{p} d x\right)^{1 / p}<\infty . \tag{A.2}
\end{equation*}
$$

Here, the equivalence classes are given by the identification of functions that coincide almost everywhere. The map (A.2) is a norm on these functions and the resulting normed space, denoted by $L^{p}(\Omega)$ is a Banach space. In the special case of $p=2$ on can equip the space with the classical $L^{2}(\Omega)$ inner product

$$
\begin{equation*}
(f, g):=\int_{\Omega} f g d x \tag{A.3}
\end{equation*}
$$

to obtain a Hilbert space.
Remark A.1.1. For the vector valued case $f, g \in L^{2}(\Omega)^{n}$ it is common to use the same symbols to denote the inner product

$$
\begin{equation*}
(f, g):=\int_{\Omega} f \cdot g d x \tag{A.4}
\end{equation*}
$$

## A Function spaces

which then naturally induces the norm

$$
\begin{equation*}
\|f\|_{L^{2}(\Omega)^{n}}:=\sqrt{(f, f)}=\sqrt{\sum_{i=1}^{n}\left\|f_{i}\right\|_{L^{2}(\Omega)}^{2}} . \tag{A.5}
\end{equation*}
$$

Lemma A.1.2. Let $\omega \in L^{\infty}(\Omega)$ with $\operatorname{ess} \inf \omega>0$, then $L^{2}(\Omega)$ equipped with the inner product

$$
\begin{equation*}
(f, g)_{\omega}:=(\omega f, g) \tag{A.6}
\end{equation*}
$$

is a Hilbert space. Furthermore, the norms induced by $(\cdot, \cdot)$ and $(\cdot, \cdot)_{\omega}$ are equivalent i.e.,

$$
\begin{equation*}
\operatorname{ess} \inf (\sqrt{\omega})\|f\|_{0} \leq\|f\|_{\omega, 0} \leq \operatorname{ess} \sup (\sqrt{\omega})\|f\|_{0} \quad \forall f \in L^{2}(\Omega) \tag{A.7}
\end{equation*}
$$

Definition A.1.3. Let $f \in L^{1}(\Omega)$ and let $C \subset \Omega$ then the average of $f$ over $C$ given by

$$
\begin{equation*}
f_{C}=\frac{1}{|C|} \int_{C} f d x \tag{A.8}
\end{equation*}
$$

where $|C|$ denotes the Lebesgue measure of $C$.
Lemma A.1.4. Let $p \in[1, \infty)$ and let $f \in L^{p}(\Omega)$, then

$$
\begin{equation*}
\|\operatorname{avg} f\|_{0} \leq c\|f\|_{0} \tag{A.9}
\end{equation*}
$$

Remark A.1.5. As we only consider bounded domains we have

$$
\begin{equation*}
L^{q}(\Omega) \subset L^{p}(\Omega), \tag{A.10}
\end{equation*}
$$

for every combination $1 \leq p<q \leq \infty$. Therefore, the average is well-defined on $L^{p}(\Omega)$, for every $p \in[0, \infty]$.

## A.1.1 Surface measure

Let $\mathcal{M} \subset \mathbb{R}^{n}$ be a $(n-1)$ dimensional $C^{1}$ manifold. In the following we introduce the notion of the surface measure and the corresponding space $L^{p}(\mathcal{M})$.

As we only require to discuss relatively simple manifolds we present the result only for the case where $M$ can be covered by one diffeomorphic chart $\varphi: B_{r}(0) \rightarrow \mathcal{M}$ for some radius $r>0$. In this case the surface measure of a set $A$, element of the mapped
$n$ - 1 -dimensional Borel sigma algebra on $\mathcal{M}$, is given [73] by

$$
\begin{equation*}
\mu(A)=\int_{\varphi^{-1}(A)} \sqrt{\operatorname{det} D \varphi(s)^{T} D \varphi(s)} d \lambda(s) . \tag{A.11}
\end{equation*}
$$

Therefore, the surface integral of $f: \mathcal{M} \rightarrow \mathbb{R}$ over compatible set $S \subset \mathcal{M}$ (see before) is given by

$$
\begin{equation*}
\int_{S} f d \mu=\int_{\varphi^{-1}(S)} f \circ \phi(s) \sqrt{\operatorname{det} D \varphi(s)^{T} D \varphi(s)} d \lambda(s) . \tag{A.12}
\end{equation*}
$$

This surface integral gives rise to the definition of $L^{p}(S)$ which consists of all the Borelmeasurable functions with $\int_{S}|f|^{p} d \mu \leq \infty$.
Remark A.1.6. As Eq. (A.12) relates the surface integral with usual Lebesgue integral these spaces behave exactly as their previously defined counterparts.

## A. 2 Distributions

Let $\Omega \subset \mathbb{R}^{n}$ be open and bounded, then the space of compactly supported infinitely often differentiable functions from $\Omega$ into the real numbers is denoted by

$$
\begin{equation*}
\mathcal{D}(\Omega):=\left\{\phi \in C^{\infty}(\Omega): \operatorname{supp} \phi \subset \Omega \wedge \operatorname{supp} \phi=\overline{\operatorname{supp} \phi}\right\} . \tag{A.13}
\end{equation*}
$$

As it turns out, we can approximate every member of $L^{p}(\Omega)$ by a sequence of such functions.
Lemma A.2.1. Let $p \in[1, \infty)$, then $\mathcal{D}(\Omega)$ is dense in $L^{p}(\Omega)$.
The dual space of $\mathcal{D}(\Omega)$ i.e., the space of all linear continuous functionals $\mathcal{D}(\Omega) \rightarrow \mathbb{R}$ are the distributions ${ }^{1} \mathcal{D}^{\prime}(\Omega)$. Some distributions $\Lambda_{f} \in \mathcal{D}^{\prime}(\Omega)$ allow for a locally integrable representation $f \in L^{1}(\Omega)_{\mathrm{loc}}$ via

$$
\begin{equation*}
\Lambda_{f}(\phi)=\int_{\Omega} \phi f d x \tag{A.14}
\end{equation*}
$$

If applicable, we henceforth identify the distribution $\Lambda_{f}$ and $f$.

[^0]
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Definition A.2.2 (Distributional derivative). One defines the distributional derivative $g \in \mathcal{D}^{\prime}(\Omega)$ of $f \in \mathcal{D}^{\prime}(\Omega)$ via the duality pairing $\langle f, \phi\rangle:=f(\phi)$ such that

$$
\begin{equation*}
\left\langle D^{\alpha} f, \phi\right\rangle=(-1)^{|\alpha|}\left\langle f, D^{\alpha} \phi\right\rangle \quad \forall \phi \in \mathcal{D}(\Omega) \tag{A.15}
\end{equation*}
$$

If additionally $f \in C^{1}$, then this coincides with the well known integration by parts

$$
\begin{equation*}
\left(D^{\alpha} f, \phi\right)=(-1)^{|\alpha|}\left(f, D^{\alpha} \phi\right) \quad \forall \phi \in \mathcal{D}(\Omega) \tag{A.16}
\end{equation*}
$$

As e.g., shown in [105], one can do calculus with the distributional derivative. Therefore, we can define the vector calculus operators by just replacing the classical differential by the distributional derivative.

Definition A.2.3 (Distributional vector calculus). Let $f \in \mathcal{D}^{\prime}(\Omega)$ and $g \in \mathcal{D}^{\prime}(\Omega)^{n}$, then the distributional gradient, and divergence are given by

$$
\begin{align*}
\operatorname{grad} f & :=\sum_{i=1}^{n} e_{i} D^{e_{i}} f  \tag{A.17}\\
\operatorname{div} g & :=\sum_{i=1}^{n} D^{e_{i}} g_{i} . \tag{A.18}
\end{align*}
$$

For $n=2, n=3$ we additionally define

$$
\operatorname{curl} g:=D^{e_{1}} g_{2}-D^{e_{2}} g_{1}, \quad \operatorname{curl} g:=\left(\begin{array}{l}
D^{e_{2}} g_{3}-D^{e_{3}} g_{2}  \tag{A.19}\\
D^{e_{3}} g_{1}-D^{e_{1}} g_{3} \\
D^{e_{1}} g_{2}-D^{e_{2}} g_{1}
\end{array}\right) \text { respectively. }
$$

The following Lemma is a direct consequence of the definition of the distributional derivative.

Lemma A.2.4. Let $f \in \mathcal{D}^{\prime}(\Omega)^{n}$, then distributional divergence is characterized by $g \in \mathcal{D}^{\prime}(\Omega)$ such that

$$
\begin{equation*}
\langle g, \phi\rangle=-\sum_{i=0}^{n}\left\langle f_{i},(\operatorname{grad} \phi)_{i}\right\rangle \quad \forall \phi \in \mathcal{D}(\Omega) . \tag{A.20}
\end{equation*}
$$

## A. 3 Sobolev spaces

In this section we introduce Sobolev spaces. Each of them is the subspace of $L^{p}(\Omega)$, whose elements distributional derivatives are again in $L^{p}(\Omega)$.

Definition A.3.1 (Sobolev spaces). Let $\Omega \subseteq \mathbb{R}^{n}$ be a domain and let $k \in \mathbb{N}$ and $p \in[1, \infty)$, then we define the norm

$$
\begin{equation*}
\|f\|_{k, p}:=\left(\sum_{|\alpha| \leq k}\left\|D^{\alpha} f\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}, \tag{A.21}
\end{equation*}
$$

and introduce the following spaces

$$
\begin{align*}
W^{k, p}(\Omega) & :=\left\{f \in L^{p}(\Omega): D^{\alpha} f \in L^{p}(\Omega), \forall \alpha:|\alpha| \leq k\right\}  \tag{A.22}\\
H^{k, p}(\Omega) & :={\overline{C^{k}}}^{\|} \cdot \|_{k, p}  \tag{A.23}\\
H_{0}^{k, p}(\Omega) & :=\overline{\mathcal{D}(\Omega)}_{\|\cdot\|_{k, p}} . \tag{A.24}
\end{align*}
$$

Lemma A.3.2 (Poincare [55]). Let $v \in H_{0}^{1, p}(\Omega)$ then there is a constant $C_{1}>0$ depending only on the domain $\Omega$ and $p \in[1, \infty)$ such that

$$
\begin{equation*}
\left\|v-v_{\Omega}\right\|_{L^{p}(\Omega)} \leq c_{1}\|\operatorname{grad} v\|_{L^{p}(\Omega)} . \tag{A.25}
\end{equation*}
$$

Let $v \in H_{0}^{1, p}(\Omega)$ then there is another constant $C_{2}>0$ depending only on the domain $\Omega$ and $p \in[1, \infty)$ such that

$$
\begin{equation*}
\|v\|_{L^{p}(\Omega)} \leq c_{2}\|\operatorname{grad} v\|_{L^{p}(\Omega)} \tag{A.26}
\end{equation*}
$$

Remark A.3.3. Using the preceding Poincare inequality one concludes that the semi-norm

$$
\begin{equation*}
|f|_{1, p}:=\left(\sum_{|\alpha|=k}\left\|D^{\alpha} f\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} \tag{A.27}
\end{equation*}
$$

is a norm on $H_{0}^{1, p}(\Omega)$.
Theorem A.3.4 ([2, Theorem 3.3]). Let $k \in \mathbb{N}$ and $p \in[1, \infty)$, then $W^{k, p}(\Omega)$ equipped with the norm $\|\cdot\|_{k, p}$ is a Banach space.

Theorem A.3.5 ( $H=W$ [92]). Let $\Omega \subseteq \mathbb{R}^{n}$ be a domain, $k \in \mathbb{N}$ and $p \in[1, \infty)$, then the definitions introduced above coincide i.e.,

$$
\begin{equation*}
H^{k, p}(\Omega)=W^{k, p}(\Omega) \tag{A.28}
\end{equation*}
$$

Remark A.3.6. In the special case $p=2$ we denote the Sobolev spaces by $H^{k}(\Omega)$ and
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introduce a shortened notation by

$$
\begin{equation*}
\|f\|_{k}:=\|f\|_{H^{k}(\Omega)} . \tag{A.29}
\end{equation*}
$$

Additionally, we obtain a similar result to Theorem A.3.5 for smooth functions on the closure of Lipschitz domains.

Theorem A.3.7 ([2, Thereom 3.22]). Let $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain, $k \in \mathbb{N}$ and $p \in[1, \infty)$ then $\mathcal{D}(\bar{\Omega})$ is dense in $W^{k, p}(\Omega)$.

Definition A.3.8 (Fractional Sobolev Spaces). Let $s \leq 0$ and $\sigma \in(0,1)$ with $k=\lfloor s\rfloor$ and $s=k+\sigma$ then we generalize the notion of a Sobolev space using the norm

$$
\begin{equation*}
\|f\|_{s, p}=\left(\|f\|_{k, p}^{p}+\sum_{|\alpha|=k} \int_{\Omega} \int_{\Omega} \frac{\left|D^{\alpha} f(x)-D^{\alpha} f(y)\right|^{p}}{\|x-y\|^{n+\sigma p}}\right)^{1 / p} \tag{A.30}
\end{equation*}
$$

and define

$$
\begin{equation*}
W^{s, p}(\Omega):=\left\{f \in L^{p}(\Omega):\|f\|_{s, p}<\infty\right\} . \tag{A.31}
\end{equation*}
$$

Remark A.3.9. Let $s>0$, then one again can define appropriate spaces $H^{s}(\Omega)$ via the Fourier transformation on the whole space and subsequent restriction to $\Omega$. On Lipschitz domains we can conclude the equivalence $W^{s, 2}(\Omega)=H^{s}(\Omega)$.

Remark A.3.10. Let $s>0$ ). We denote the dual space of $H^{s}(\Omega)$ by $H^{-s}(\Omega)$. The operator norm on $H^{-s}(\Omega)$ is given as

$$
\begin{equation*}
\|\cdot\|_{H^{-s}(\Omega)}:=\sup _{\|f\|_{H^{s}(\Omega)}=1}\langle\cdot, f\rangle \tag{A.32}
\end{equation*}
$$

Remark A.3.11. Generally elements of $H^{-s}(\Omega)$ are only in $\mathcal{D}^{\prime}(\Omega)$. If $f^{\prime} \in H^{-s}(\Omega)$ additionally satisfies $f \in L^{2}(\Omega)$ then we have

$$
\begin{equation*}
\langle f, \cdot\rangle=(f, \cdot) . \tag{A.33}
\end{equation*}
$$

The preceding Definition A.3.8 and Theorem A.3.7 enables us to define a trace operator which allows the evaluation at the boundary. A priori, the elements of $W^{k, p}(\Omega) \subset L^{p}(\Omega)$ do not allow a well-defined point evaluation. Nevertheless, we can evaluate in the sense of some dual space.

Theorem A.3.12 (Trace theorem [60]). Let $p \in(1, \infty)$. Let $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain then
the trace operator

$$
\tau_{\Gamma}:\left\{\begin{array}{l}
\mathcal{D}(\bar{\Omega}) \rightarrow W^{1-1 / p, p}(\Gamma)  \tag{A.34}\\
\left.v \mapsto v\right|_{\gamma}
\end{array}\right.
$$

can be uniquely extended to $\mathcal{B}\left(W^{1, p}(\Omega), W^{1-1 / p, p}(\Gamma)\right)$. Furthermore, for every $f W^{1-1 / p, p}(\Gamma)$ there is at least one $v \in W^{1, p}(\Omega)$ with $\tau(v)=f$ and

$$
\begin{equation*}
\|v\|_{W^{1, p}(\Omega)} \leq c\|f\|_{W^{1-1 / p, p}(\Omega)}, \tag{A.35}
\end{equation*}
$$

where $c>0$ is independent of $f$ and $v$.
In the following we adapt this result to the situation in the presented work.
Corollary A.3.13. Assume the situation of Theorem A.3.12. Consider a Borel measurable set (c.f. Eq. (A.12)) $S \subset \Gamma$ then the restricted trace

$$
\tau_{S}\left\{\begin{array}{l}
\mathcal{D}(\bar{\Omega}) \rightarrow H^{1 / 2}(S)  \tag{A.36}\\
\left.v \mapsto v\right|_{S}
\end{array}\right.
$$

can be uniquely extended to $\mathcal{B}\left(H^{1}(\Omega), H^{1 / 2}(S)\right)$. Furthermore, there is at least one $v \in H^{1}(\Omega)$ with $\tau_{s}(v)=f$ and

$$
\begin{equation*}
\|v\|_{H^{1}(\Omega)} \leq c\|f\|_{H^{1 / 2}(S)}, \tag{A.37}
\end{equation*}
$$

where $c>0$ is independent of $f$ and $v$.
Proof. We first observe

$$
\begin{equation*}
\left.\tau_{\Gamma}(v)\right|_{S}=\tau_{S}(v) \tag{A.38}
\end{equation*}
$$

by density i.e., by

$$
\begin{equation*}
\left(\tau_{\Gamma}(\varphi), v\right)_{S}=\left(\tau_{S}(\varphi), v\right)_{S} \tag{A.39}
\end{equation*}
$$

for every $v \in H^{1 / 2}(S)$, and $\varphi \in \mathcal{D}(\bar{S})$. We also have $\|v\|_{H^{1 / 2}(S)} \leq\|v\|_{H^{1 / 2}(\Gamma)}$ for every $v \in H^{1 / 2}(\Gamma)$. Therefore, we conclude

$$
\begin{equation*}
\left\|\tau_{S}(v)\right\|_{H^{1 / 2}(S)} \leq\left\|\tau_{\Gamma}(v)\right\|_{H^{1 / 2}(\Gamma)} \leq c\|v\|_{H^{1}(\Omega)} . \tag{A.40}
\end{equation*}
$$

Minor modifications of [48, Lem.5.1, Lem.5.2 and Thm 5.4] show the continuous embedding of $W^{s, p}(S)$ in $W^{s, p}(\Gamma)$ for $s \in(0,1), p \in[1, \infty)$. Therefore, we have for every $v \in W^{s, p}(S)$ some $w_{v} \in W^{s, p}(\Gamma)$ such that $\left.w_{v}\right|_{S}=v$ and there is $c>0$ independent of $v$
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with

$$
\begin{equation*}
\|v\|_{W^{s, p}(\Gamma)} \leq c\|v\|_{W^{s, p}(S)} . \tag{A.41}
\end{equation*}
$$

In combination with Theorem A.3.12 we obtain some $u_{v} \in W^{1,2}(\Omega)$ with

$$
\begin{equation*}
\tau_{S}\left(u_{v}\right)=\left.\tau_{\Gamma}\left(u_{v}\right)\right|_{S}=\left.w_{v}\right|_{S}=v \tag{A.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{v}\right\|_{W^{1,2}(\Omega)} \leq \tilde{c}\|v\|_{W^{1 / 2,2}(S)} \tag{A.43}
\end{equation*}
$$

for every $v \in W^{1 / 2,2}(S)$. The constant $\tilde{c}>0$ is independent of $v$.
Remark A.3.14. Every bounded smooth manifold is part of the boundary of a Lipschitz domain.

Theorem A.3.15 (Gauß-Green-Ostrogradski). Let $n \in \mathbb{N}, \Omega \subset \mathbb{R}^{n}$ be a Lipschitz domain and let $\Gamma$ denote its boundary. Let $p \in[1, \infty)$ and $u \in H^{1, p}(\Omega)^{n}$ then

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} u d x=\int_{\Gamma} \tau_{\Gamma}(u) \cdot n_{\Gamma} d x . \tag{A.44}
\end{equation*}
$$

Proof. As $\Omega$ is bounded, the continuous differentiable functions $C^{1}(\Omega)$ are dense in $H^{1, p}(\Omega)$. For every sequence $\left(u_{k}\right)_{k \in \mathbb{N}}$ with $u_{k} \in C^{1}(\Omega)$ and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|u_{k}-u\right\|_{1}=0 \tag{A.45}
\end{equation*}
$$

the classical result

$$
\begin{equation*}
\int_{\Omega} \operatorname{div} u_{k} d x=\int_{\Gamma} u_{k} \cdot n_{\Gamma} d x \tag{A.46}
\end{equation*}
$$

is true. Applying Hölder's inequality we obtain

$$
\begin{equation*}
\left|\int_{\Omega} \operatorname{div} u-\operatorname{div} u_{k} d x\right| \leq c\left\|u-u_{k}\right\|_{1, p} \tag{A.47}
\end{equation*}
$$

as well as we obtain

$$
\begin{equation*}
\left|\int_{\Gamma}\left(u_{k} \tau_{\Gamma}(u)\right) \cdot n_{\Gamma} d x\right| \leq c\left\|u-u_{k}\right\|_{W^{1, p}(\Omega)} \tag{A.48}
\end{equation*}
$$

Passing to the limit delivers the desired result.

## Lemma A.3.16.

$$
\begin{equation*}
\operatorname{ker} \tau_{\Gamma}=H_{0}^{1}(\Omega) \tag{A.49}
\end{equation*}
$$

For the treatment of the following Neumann boundary value problem of the weighted Poisson equation i.e.,

$$
\begin{align*}
-\operatorname{div}(\rho \operatorname{grad} u(x)) & =f(x) \quad x \in \Omega  \tag{A.50a}\\
\frac{\partial u}{\partial n}(x) & =g \quad x \in \Gamma \tag{A.50b}
\end{align*}
$$

one considers the weak formulation

$$
\begin{equation*}
(\operatorname{grad} u, \operatorname{grad} v)_{\rho}=(f, v) \quad \forall v \in H^{1}(\Omega) \tag{A.51}
\end{equation*}
$$

As it turns out, the standard space $H^{1}(\Omega)$ is not the right choice to obtain well-posedness of Eq. (A.51). The crucial ingredient to apply the Lax-Milgram theorem is the coercivity of the bilinear form on the left-hand side. This property in our case requires an estimate of the type

$$
\begin{equation*}
\|u\|_{0} \leq c\|\operatorname{grad} u\|_{0} \tag{A.52}
\end{equation*}
$$

which is not true on $H^{1}(\Omega)$, but on the subspace $H_{0}^{1}(\Omega)$. As we do want to allow for non-zero boundary values, this is not the correct choice either. The remedy is the use of the subspace

$$
\begin{equation*}
H_{*, 0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega): \int_{\Omega} v d x=0\right\} \tag{A.53}
\end{equation*}
$$

Remark A.3.17. As null space of a bounded linear map, $H_{*, 0}^{1}(\Omega)$ is closed and as closed subspace of the Hilbert space $H^{1}(\Omega)$ again a Hilbert space equipped with the same inner product and norm. Furthermore, for every element $v \in H^{1}(\Omega)$ we find a real number $r:=\operatorname{avg}_{\Omega} v \in \mathbb{R}$ and $v_{0} \in H_{*, 0}^{1}(\Omega)$ such that $\left\|v-\left(v_{0}+r\right)\right\|_{0}=0$. In other words $H_{*, 0}^{1}(\Omega)$ is the factor space containing the equivalence classes of functions in $H^{1}(\Omega)$ which differ only by a real number i.e., which have the same gradient almost everywhere or equivalently

$$
\begin{equation*}
\left\|\operatorname{grad}(v)-\operatorname{grad}\left(v_{0}\right)\right\|_{0}=0 . \tag{A.54}
\end{equation*}
$$

Theorem A.3.18. Let $f \in L^{2}(\Omega)$ such that $\int_{\Omega} f d x=0$ then Eq. (A.51) has a unique solution $u$ with

$$
\begin{equation*}
\|u\|_{1} \leq c\|f\|_{0} \tag{A.55}
\end{equation*}
$$

Proof. This is a classical result therefore we omit some details. We first restate the problem
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by

$$
\begin{align*}
(\operatorname{grad} u, \operatorname{grad} v)_{\rho} & =(f, v) & & \forall v \in H^{1}(\Omega)  \tag{A.56}\\
\Leftrightarrow\left(\operatorname{grad} u, \operatorname{grad}\left(v-v_{\Omega}\right)\right)_{\rho} & =\left(f,\left(v-v_{\Omega}\right)\right) & & \forall v \in H^{1}(\Omega)  \tag{A.57}\\
\Leftrightarrow(\operatorname{grad} u, \operatorname{grad} w)_{\rho} & =(f, w) & & \forall w \in H_{*, 0}^{1}(\Omega) \tag{A.58}
\end{align*}
$$

As both sides are bounded, Eq. (A.7) and by the virtue of the Poincaré inequality Eq. (A.25), we can now apply the Lax-Milgram theorem to obtain a unique $u \in H_{*, 0}^{1}(\Omega)$ satisfying Eq. (A.58) and

$$
\begin{equation*}
\|u\|_{1} \leq c\|f\|_{0} . \tag{A.59}
\end{equation*}
$$

Since $H_{*, 0}^{1}(\Omega) \subset H^{1}(\Omega)$ the equivalence of Eq. (A.51) and Eq. (A.58) concludes the proof.
Remark A.3.19. The condition $\int_{\Omega} f d x$ is necessary as one can easily see by $v \equiv 1$, which is in $H^{1}(\Omega)$ on bounded domains.
Remark A.3.20. For the vector valued case we again use the straightforward construction from Remark A.1.1.

## A. 4 Sobolev spaces for divergence and rotation

It turns out that for use of the vector calculus operators div and curl one does not need the full regularity of $H^{1}(\Omega)$ to stay in $L^{2}(\Omega)$. In resemblance of Definition A.3.1 we introduce the following spaces.

Definition A.4.1. Let $n \in \mathbb{N}$ and $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain. We introduce the Hilbert spaces

$$
\begin{align*}
H(\operatorname{div}, \Omega) & :=\left\{f \in L^{2}(\Omega)^{n}: \operatorname{div} f \in L^{2}(\Omega)\right\}  \tag{A.60}\\
H_{0}(\operatorname{div}, \Omega) & :={\overline{\mathcal{D}(\Omega)^{n}}}^{H(\operatorname{div}, \Omega)} \tag{A.61}
\end{align*}
$$

and their inner product

$$
\begin{equation*}
(u, v)_{H(\operatorname{div}, \Omega)}:=(u, v)+(\operatorname{div} u, \operatorname{div} v) \tag{A.62}
\end{equation*}
$$

As in the case of classical Sobolev spaces we can characterize the elements of $H(\operatorname{div}, \Omega)$ by functions smooth up to the boundary.

Lemma A.4.2. Let $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain, then

$$
\begin{equation*}
H(\operatorname{div}, \Omega)={\overline{\mathcal{D}(\bar{\Omega})^{n}}}^{H(\operatorname{div}, \Omega)} \tag{A.63}
\end{equation*}
$$

Using a minor modification to the classical result (see e.g., [62]) we can evaluate an element from $H(\operatorname{div}, \Omega)$ at some sufficiently smooth surface inside the domain.

Lemma A.4.3. Let $\Omega \subseteq \mathbb{R}^{n}$ be a bounded Lipschitz domain and let $S$ smooth $n-1$-manifold inside a compact set $K \subset \Omega$. Then we can extend the normal trace on $S$

$$
\tau_{n_{S}}:\left\{\begin{array}{l}
\mathcal{D}(\bar{\Omega})^{n} \rightarrow \mathcal{D}(S)  \tag{A.64}\\
\left.v \mapsto v\right|_{S} \cdot n_{S}
\end{array}\right.
$$

to $\mathcal{B}\left(H(\operatorname{div}, \Omega), H^{-1 / 2}(S)\right)$.
Proof. Let

$$
\begin{equation*}
\Omega_{a}^{b}=\left\{y \in \mathbb{R}^{n}: \exists x \in S, \xi \in[-a, b]: y=x+\xi n_{S}(x)\right\} . \tag{A.65}
\end{equation*}
$$

As $S$ is a compact set inside the open set $\Omega$, there is $\varepsilon>0$ such that

$$
\begin{equation*}
\Omega_{0}^{\varepsilon} \subset \Omega_{\varepsilon}^{\varepsilon} \subset \Omega . \tag{A.66}
\end{equation*}
$$

Obviously $S$ is contained in the boundary of this new set i.e., $S \in \partial \Omega_{0}^{\varepsilon}$. For every $v \in$ $H(\operatorname{div}, \Omega)$ and Lipschitz domain $\tilde{\Omega} \subset \Omega$ we have $v \in H_{\tilde{\Omega}}(\operatorname{div}, \Omega)$ and $\|v\|_{H_{\tilde{\Omega}}(\operatorname{div}, \Omega)} \leq$ $\|v\|_{H(\operatorname{div}, \Omega)}$. After integration by parts and the use of the Cauchy-Schwarz inequality we therefore obtain

$$
\begin{align*}
\left|\int_{S} \phi v \cdot n_{S} d S\right|= & \left|\int_{\partial \Omega_{\varepsilon}^{\varepsilon}} \phi v \cdot n_{S} d S-\int_{\partial \Omega_{0}^{\varepsilon}} \phi v \cdot n_{S} d S\right|  \tag{A.67}\\
\leq & \left|\int_{\Omega_{\varepsilon}^{\varepsilon}} \phi \operatorname{div}(v) d x\right|+\left|\int_{\Omega_{\varepsilon}^{\varepsilon}} v \cdot \operatorname{grad} \phi d x\right| \\
& +\left|\int_{\Omega_{0}^{\varepsilon}} \phi \operatorname{div}(v) d x\right|+\left|\int_{\Omega_{0}^{\varepsilon}} v \cdot \operatorname{grad} \phi d x\right|  \tag{A.68}\\
& \leq\|\phi\|_{L^{2}\left(\Omega_{\varepsilon}^{\varepsilon} \varepsilon\right.}\|\operatorname{div}(v)\|_{L^{2}\left(\Omega_{\varepsilon}^{\varepsilon}\right)}+\|\operatorname{grad} \phi\|_{L^{2}\left(\Omega_{\varepsilon}^{\varepsilon}\right)}\|v\|_{L^{2}\left(\Omega_{\varepsilon}^{\varepsilon}\right)}  \tag{A.69}\\
& +\|\phi\|_{L^{2}\left(\Omega_{0}^{\varepsilon}\right)}\|\operatorname{div}(v)\|_{L^{2}\left(\Omega_{0}^{\varepsilon}\right)}+\|\operatorname{grad} \phi\|_{L^{2}\left(\Omega_{0}^{\varepsilon}\right)}\|v\|_{L^{2}\left(\Omega_{0}^{\varepsilon}\right)}  \tag{A.70}\\
\leq & 2\|v\|_{H(\operatorname{div}, \Omega)}\|\phi\|_{H^{1}(\Omega)} \tag{A.71}
\end{align*}
$$
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for every $v \in \mathcal{D}(\bar{\Omega})^{n}$ and $\phi \in \mathcal{D}(\bar{\Omega})$. Since the $\mathcal{D}(\bar{\Omega})$ is dense in $H^{1}(\Omega)$, we obtain the same result for every $\phi \in H^{1}(\Omega)$.

Next we use Corollary A.3.13 (c.f. also [62]) to conclude there is $\varphi \in H^{1 / 2}(S)$ with $\tau_{S}(\varphi)=\phi$ and

$$
\begin{equation*}
\left|\int_{S} \varphi v \cdot n_{S} d S\right| \leq c\|v\|_{H(\operatorname{div}, \Omega)}\|\phi\|_{H^{1}(\Omega)} \leq \tilde{c}\|v\|_{H(\operatorname{div}, \Omega)}\|\varphi\|_{H^{1 / 2}(S)} \tag{A.72}
\end{equation*}
$$

Therefore, we have

$$
\begin{align*}
\left\|\tau_{S}(v)\right\|_{H^{-1 / 2}(S)} & =\sup _{\phi \in H^{1 / 2}(S)} \frac{\left\langle\tau_{S}(v), \phi\right\rangle}{\|\phi\|_{H^{1 / 2}(S)}}  \tag{A.73}\\
& =\sup _{\phi \in H^{1 / 2}(S)} \frac{\left(\tau_{S}(v), \phi\right)_{L^{2}(S)}}{\|\phi\|_{H^{1 / 2}(S)}}  \tag{A.74}\\
& \leq \tilde{c}\|v\|_{H(\operatorname{div}, \Omega)} \tag{A.75}
\end{align*}
$$

i.e., the $\tau_{S}$ is continuous. The trace is furthermore linear and therefore there is a unique extension of $\tau_{S}$ to $\mathcal{B}\left(H(\operatorname{div}, \Omega), H^{-1 / 2}(S)\right)$.

Lemma A.4.4. Let $\Omega \subseteq \mathbb{R}^{n}$ be Lipschitz domain, then we can identify the elements with vanishing trace by

$$
\begin{equation*}
H_{0}(\operatorname{div}, \Omega)=\left\{f \in H(\operatorname{div}, \Omega):\left.f \cdot n\right|_{\Gamma}=0\right\} \tag{A.76}
\end{equation*}
$$

Remark A.4.5. We denote the closed subspace of divergence free elements of $H_{0}(\operatorname{div}, \Omega)$ by

$$
\begin{equation*}
H_{0,0}(\operatorname{div}, \Omega):=\left\{f \in H_{0}(\operatorname{div}, \Omega): f \in \operatorname{ker} \operatorname{div}\right\} . \tag{A.77}
\end{equation*}
$$

Lemma A.4.6 (Gauss). For every $v \in H(\operatorname{div}, \Omega)$ and every $q \in H^{1}(\Omega)$ we have

$$
\begin{equation*}
(p, \operatorname{div} v)+(\operatorname{grad} p, v)=\left(\tau_{\Gamma} p, \tau_{\nu} v\right)_{L^{2}(\Gamma)} . \tag{A.78}
\end{equation*}
$$

Corollary A.4.7. Let $\omega \in \Omega$ and let $u \in H(\operatorname{div}, \Omega)$ then

$$
\begin{equation*}
\int_{\omega} \operatorname{div} u d x=\int_{\partial \omega} \tau_{v_{\omega}}(u) d x . \tag{A.79}
\end{equation*}
$$

Lemma A.4.8. The orthogonal complement of $H_{0,0}(\operatorname{div}, \Omega)^{\perp}$ are exactly the gradient fields of $L^{2}(\Omega)^{n}$ i.e.,

$$
\begin{equation*}
H_{0,0}(\operatorname{div}, \Omega)^{\perp}=\left\{q \in L^{2}(\Omega): \exists p \in H^{1}(\Omega): q=\operatorname{grad} p\right\} \tag{A.80}
\end{equation*}
$$

$H_{0,0}(\operatorname{div}, \Omega)$ is closed and for every $v \in H_{0,0}(\operatorname{div}, \Omega)$ there is a sequence of $\phi_{k} \in \mathcal{D}(\Omega) \cap$ $H_{0,0}(\operatorname{div}, \Omega)$ such that $\lim _{k \rightarrow \infty}\left\|v-\phi_{k}\right\|_{0}$. Furthermore, for every $v \in H_{0,0}(\operatorname{div}, \Omega)^{\perp}$ there is a sequence of $\phi_{k} \in \mathcal{D}(\Omega) \cap H_{0,0}(\operatorname{div}, \Omega)^{\perp}$ such that $\lim _{k \rightarrow \infty}\left\|v-\phi_{k}\right\|_{0}$.

Definition A.4.9. Let $n \in\{2,3\}$, and $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain. We introduce the spaces

$$
\begin{align*}
H(\operatorname{curl}, \Omega) & :=\left\{f \in L^{2}(\Omega)^{n}: \operatorname{curl} f \in L^{2}(\Omega)^{n}\right\}  \tag{A.81}\\
H_{0}(\operatorname{curl}, \Omega) & :={\overline{\mathcal{D}(\Omega)^{n}}}^{H(\operatorname{curl}, \Omega)} \tag{A.82}
\end{align*}
$$

and their norm by

$$
\begin{equation*}
\|f\|_{H(\operatorname{curl}, \Omega)}:=\left(\|f\|_{0}^{2}+\|\operatorname{curl} f\|_{0}^{2} .\right)^{1 / 2} \tag{A.83}
\end{equation*}
$$

Again we can characterize the elements of $H(\operatorname{curl}, \Omega)$ by functions smooth up to the boundary.

Lemma A.4.10. Let $n \in\{2,3\}$ and $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain, then

$$
\begin{equation*}
H(\operatorname{curl}, \Omega)={\overline{\mathcal{D}(\bar{\Omega})^{n}}}^{H(\operatorname{curl}, \Omega)} . \tag{A.84}
\end{equation*}
$$

Lemma A.4.11. Let $n \in\{2,3\}$ and let $\Omega \subseteq \mathbb{R}^{n}$ be a Lipschitz domain, then we can extend the tangential derivative

$$
\tau_{t}:\left\{\begin{array}{ll}
\mathcal{D}(\Omega)^{2} & \rightarrow H^{-1 / 2}(\Gamma)  \tag{A.85}\\
v & \left.\rightarrow v \cdot t\right|_{\Gamma}
\end{array} \quad \tau_{t}: \begin{cases}\mathcal{D}(\Omega)^{3} & \rightarrow H^{-1 / 2}(\Gamma) \\
v & \rightarrow v \times\left. v\right|_{\Gamma}\end{cases}\right.
$$

uniquely to $\mathcal{B}\left(H(\operatorname{curl}, \Omega), H^{-1 / 2}(\Gamma)\right)$.
Lemma A.4.12. Under the assumptions of the preceding lemma we have

$$
\begin{equation*}
\operatorname{ker} \tau_{t}=H_{0}(\operatorname{curl}, \Omega) . \tag{A.86}
\end{equation*}
$$

## A. 5 Helmholtz decomposition

Helmholtz [67] introduces the decomposition of a smooth three-dimensional vector field into an irrotational component governed by a potential and a solenoidal part. This decomposition, also known as the Helmholtz decomposition, is crucial for the analysis of the
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incompressible Navier-Stokes and Euler equations [86] as well as for numerical approximation of their solutions [62, 34]. On compact domains, the decomposition is generalized by Weyl [120] based on the work of Hodge [68]. In the introductory part in [107] one can find a more detailed overview over the historical development and [23] provides a rather recent review on the Helmholtz decomposition focused on perspective of applications.
On bounded connected Lipschitz domains, one can state the result for Sobolev spaces as presented in [62]. Henceforth, we refer to the latter version which is stated in the following.

Theorem A.5.1 (Helmholtz-Hodge-Weyl decomposition). Let $\Omega$ be a bounded, connected, but not necessarily simply connected, Lipschitz domain. Then for every $v \in L^{2}(\Omega)^{3}$ there is the orthogonal decomposition

$$
\begin{equation*}
v=\operatorname{curl} \phi+\operatorname{grad} q, \tag{A.87}
\end{equation*}
$$

where $q \in H^{1}(\Omega) / \mathbb{R}$ is the only solution of

$$
\begin{equation*}
(\operatorname{grad} q, \operatorname{grad} \mu)=(v, \operatorname{grad} \mu) \quad \forall \mu \in H^{1}(\Omega)^{3} \tag{A.88}
\end{equation*}
$$

and $\phi \in H^{1}(\Omega)^{3}$ with $\operatorname{curl} \phi \in\left\{v \in H_{0}(\operatorname{div}, \Omega): \operatorname{div} v=0\right\}$. If $\Omega$ is additionally simply connected, then $\phi$ is uniquely determined in $H(\operatorname{curl}, \Omega)$.

## A. 6 Broken Sobolev spaces

As this work considers discontinuous functions, the classical Sobolev spaces are not necessarily an appropriate analytical framework. As usual in discontinuous Galerkin methods [49], we consider these spaces element wise. For this purpose we recall the following broken Sobolev spaces.

Definition A.6.1. Let $\mathcal{T}_{h}$ be a grid as given in Definition 2.1.1 and let $n \in\{2,3\}$, then

$$
\begin{align*}
H^{1}\left(\mathcal{T}_{h}\right) & :=\left\{f \in L^{2}(\Omega):\left.\operatorname{grad} f\right|_{K} \in L^{2}(K)^{n} \quad \forall K \in \mathcal{K}\right\}  \tag{A.89}\\
H\left(\operatorname{div}, \mathcal{T}_{h}\right) & :=\left\{f \in L^{2}(\Omega)^{n}:\left.\operatorname{div} f\right|_{K} \in L^{2}(K) \quad \forall K \in \mathcal{K}\right\}  \tag{A.90}\\
H\left(\operatorname{curl}, \mathcal{T}_{h}\right) & :=\left\{f \in L^{2}(\Omega)^{n}:\left.\left.\operatorname{curl} f\right|_{K} \in L^{2}(K) \vee \operatorname{curl} f\right|_{K} \in L^{2}(K)^{n} \quad \forall K \in \mathcal{K}\right\} \tag{A.91}
\end{align*}
$$

Remark A.6.2. Equipped with the norms

$$
\begin{align*}
\|f\|_{H^{1}\left(\mathcal{T}_{h}\right)}:=\|f\|_{0}+\sum_{K \in \mathcal{T}_{h}}\left\|\left.\operatorname{grad} f\right|_{K}\right\|_{0},  \tag{A.92}\\
\|f\|_{H\left(\operatorname{div}, \mathcal{T}_{h}\right)}:=\|f\|_{0}+\sum_{K \in \mathcal{T}_{h}}\left\|\left.\operatorname{div} f\right|_{K}\right\|_{0}, \tag{A.93}
\end{align*}
$$

$$
\begin{equation*}
\|f\|_{H\left(\operatorname{curl}, \mathcal{T}_{h}\right)}:=\|f\|_{0}+\sum_{K \in \mathcal{T}_{h}}\left\|\left.\operatorname{curl} f\right|_{K}\right\|_{0}, \tag{A.94}
\end{equation*}
$$

$H^{1}\left(\mathcal{T}_{h}\right), H(\operatorname{div}, \mathcal{K})$ and $H(\operatorname{curl}, \mathcal{K})$ are Banach spaces (see e.g., [49]).
The question when a Sobolev space contains its broken counterpart can be characterized by the question of the continuity properties across the element boundaries.
Remark A.6.3. Let $\Omega=\bigcup_{K \in \mathcal{T}_{h}} K$ the domain and denote its boundary by $\Gamma$. Every $f \in$ $H(\operatorname{div}, \mathcal{K}) \cap H^{1}(\mathcal{K})$ is in $H(\operatorname{div}, \Omega)$ if and only if the normal jump across the elements vanishes (see e.g., [49]). This we can readily see by

$$
\begin{align*}
\langle\operatorname{div} u, \phi\rangle & =-\int_{\Omega} u \operatorname{grad} \phi \\
& =\sum_{K \in \mathcal{T}_{h}} \int_{K} \phi \operatorname{div} u d x-\int_{\partial K} \phi u \cdot v d x \\
& =\sum_{K \in \mathcal{T}_{h}} \int_{K} \phi \operatorname{div} u d x-\int_{\Gamma} \phi u \cdot v_{\Gamma} d x-\sum_{E \in \mathcal{E}} \int_{E} \llbracket u \rrbracket_{E} \cdot v_{E} \phi d x  \tag{A.95}\\
& =\sum_{K \in \mathcal{T}_{h}} \int_{K} \phi \operatorname{div} u d x-\sum_{E \in \mathcal{E}} \int_{E} \llbracket u \rrbracket_{E} \cdot v_{E} \phi d x \quad \forall \phi \in \mathcal{D}(\Omega) .
\end{align*}
$$

For the spaces $H^{1}\left(\mathcal{T}_{h}\right)$ and $H\left(\right.$ curl, $\left.\mathcal{T}_{h}\right)$ one obtains similar conditions for jumps in every and tangential direction respectively.

## A. 7 Abstract framework: Saddle point problem

Let $\left(X,(\cdot, \cdot)_{X},\left(Y,(\cdot, \cdot)_{Y}\right)\right.$ be Hilbert spaces. Let furthermore be $b: X \times Y \rightarrow \mathbb{R}$ a continuous bilinear form i.e., linear in both arguments and

$$
\begin{equation*}
|b(x, y)| \leq\|b\|\|x\|\|y\| \quad \forall x \in X, y \in Y \tag{A.96}
\end{equation*}
$$

where

$$
\begin{equation*}
\|b\|:=\sup _{\substack{x \in X:\|x\| x=1 \\ y \in Y:\|y\|_{Y}=1}} b(x, y) . \tag{A.97}
\end{equation*}
$$

Remark A.7.1. Each bounded bilinear form $b: X \times Y \rightarrow \mathbb{R}$ uniquely determines a bounded operator $B \in \mathcal{B}\left(X, Y^{\prime}\right)$ by

$$
B:=\left\{\begin{array}{l}
X \rightarrow Y^{\prime}  \tag{A.98}\\
x \mapsto b(x, \cdot)
\end{array}\right.
$$
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$B$ is linear due to the linearity of $b$ in the first argument. The bound on $b$ implies continuity of $B$ as

$$
\begin{equation*}
\|B x\|_{Y^{\prime}}=\sup _{\substack{y \in Y \\\|y\|_{Y}=1}} b(x, y) \leq\|b\|\|x\|_{X} \tag{A.99}
\end{equation*}
$$

Using the same construction on the other variable one obtains the transpose operator $B^{t}: Y \rightarrow X^{\prime}$ which is uniquely determined by

$$
\begin{equation*}
\langle B x, y\rangle_{Y^{\prime} \times Y}=\left\langle x, B^{\prime} y\right\rangle_{X \times X^{\prime}} \quad \forall x \in X, y \in Y . \tag{A.100}
\end{equation*}
$$

Remark A.7.2. The Riesz representation theorem allows identification the dual of $L^{2}(\Omega)$ by itself. In light of a Hilbert space $Z \subset L^{2}(\Omega)$ it is important to distinguish between the dual operator, defined by the duality product and the adjoint operator defined by the respective inner product. In general both do not coincide. However, $L^{2}(\Omega)$ is contained in $Z^{\prime}$ in the sense of the Riesz representation theorem. Therefore, sufficiently regular elements allow for the following identification

$$
\begin{equation*}
\left\langle x^{\prime}, \cdot\right\rangle_{Z^{\prime} \times Z}=\left(z^{\prime}, \cdot\right)_{0} . \tag{A.101}
\end{equation*}
$$

Remark A.7.3. Let $X, Y, Z$ be finite dimensional Hilbert spaces, with basis elements $a_{i}, b_{i}, c_{i}$ respectively. Let $T: X \rightarrow Y \prime, S: Y \rightarrow Z^{\prime}$ be linear operators, with matrix representations

$$
\begin{equation*}
T_{i, j}=\left\langle T a_{i}, b_{j}\right\rangle_{Y^{\prime} \times Y}, \quad S_{j, k}=\left\langle S b_{j}, c_{k}\right\rangle_{Z^{\prime} \times Z} \tag{A.102}
\end{equation*}
$$

for every $i \in\{1 \ldots \operatorname{dim} X\}, j \in\{1 \ldots \operatorname{dim} Y\}$ and $k \in\{1 \ldots \operatorname{dim} Z\}$. Then we can express the composition of $S$ and $T$ by

$$
\begin{equation*}
\left\langle S_{\iota T} x, z\right\rangle_{Z^{\prime} Z}=\sum_{i=1}^{\operatorname{dim} X} \sum_{j=1}^{\operatorname{dim} Y} \sum_{k=1}^{\operatorname{dim} Z} \gamma_{k} c_{i} S_{j, k} T_{i, j} \alpha_{i} a_{i} \tag{A.103}
\end{equation*}
$$

for every $x=\sum_{i=1}^{\operatorname{dim} X} \alpha_{i} a_{i} \in X$ and $y=\sum_{j=1}^{\operatorname{dim} Z} \gamma \gamma_{j} c_{i} \in Z$, where $\iota$ denotes the Riesz isomorphism.
If $T^{-1}$ exists then its matrix representation is $T_{i, j}^{-1}$.
Let $f \in X^{\prime}, g \in Y^{\prime}$ and $a: X \times X \rightarrow \mathbb{R}$ be a continuous symmetric positive semi definite bilinear form i.e., as before, but additionally we assume

$$
\begin{equation*}
a(x, y)=a(y, x) \text { and } a(x, x) \geq 0 \quad \forall x, y \in X \tag{A.104}
\end{equation*}
$$

The critical points of the Lagrangian functional

$$
\begin{equation*}
\mathcal{L}(x, y)=\frac{1}{2} a(x, x)-f(x)+b(x, y)-g(y) \tag{A.105}
\end{equation*}
$$

are given by the solution $\left(x^{*} ; y^{*}\right)$ of the problem

$$
\begin{align*}
a\left(x^{*}, x\right)+b\left(x, y^{*}\right) & =f(x) \quad \forall x \in X,  \tag{A.106a}\\
b\left(x^{*}, y\right) & =g(y) \quad \forall y \in Y . \tag{A.106b}
\end{align*}
$$

Each of the critical points $\left(x^{*} ; y^{*}\right)$ is a saddle point i.e., satisfies

$$
\begin{equation*}
\mathcal{L}\left(x^{*}, y\right) \leq \mathcal{L}\left(x^{*}, y^{*}\right) \leq \mathcal{L}\left(x, y^{*}\right) \quad \forall x \in X, y \in Y . \tag{A.107}
\end{equation*}
$$

The first inequality in Eq. (A.107) is trivially fulfilled as we obtain even equality by Eq. (A.106b). The second inequality follows by the first variation of Eq. (A.106a) with respect to $x$ and the fact that $A$ is positive semi definite. For this reason the system Eq. (A.106) is called a saddle point problem. One can also state the problem on the level of operators, which becomes especially useful if one considers a finite dimensional setting, where the operators $A, B, B^{\prime}$ become matrices and directly tell the structure of the system matrix one has to invert numerically as

$$
\left(\begin{array}{ll}
A & B^{\prime}  \tag{A.108}\\
B & 0
\end{array}\right)\binom{x}{y}=\binom{f}{g}
$$

In both cases, the infinite dimensional and the finite dimensional setting, we would like to learn about solvability of the linear system at hand. Well-posedness of the abstract problem Eq. (A.106) is proven in the seminal work by Brezzi [28]. Similarly, Nicolaides [96] provides criteria for the well-posedness of generalized saddle point problems Eq. (A.116).
In both cases, the classical Eq. (A.106) and the generalized saddle point problems Eq. (A.116), the famous Ladyzenskaja-Babuška-Brezzi (LBB) inf-sup condition ${ }^{2}$ turns out to be the crucial criterion to determine if the problem is well-posedness.

Definition A.7.4 (Ladyzenskaja-Babuška-Brezzi). Let $X, Y$ be Hilbert spaces and let $c: X \times$ $Y \rightarrow \mathbb{R}$ a continuous bilinear form then c satisfies the LBB condition if there is a positive

[^1]
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constant $\gamma_{c}>0$ such that

$$
\begin{align*}
& \sup _{y \in Y} \frac{c(x, y)}{\|y\|_{Y}} \geq \gamma_{c}\|x\|_{X} \quad \forall x \in X \backslash\{0\},  \tag{A.109a}\\
& \sup _{x \in X} c(x, y)>0 \quad \forall y \in Y \backslash\{0\} . \tag{A.109b}
\end{align*}
$$

Theorem A.7.5 (Babuška [12]). Let the assumptions be as in Definition A.7.4 and let $f \in X^{\prime}$ and c fulfil the LBB condition then the problem

$$
\begin{equation*}
c\left(x^{*}, y\right)=f(y) \quad \forall y \in Y \tag{A.110}
\end{equation*}
$$

can be solved uniquely, and the solution can be bound by

$$
\begin{equation*}
\left\|x^{*}\right\|_{X} \leq \gamma_{c}^{-1}\|f\| . \tag{A.111}
\end{equation*}
$$

Proof. We follow the reasoning presented in [29]. Let $C \in \mathcal{B}\left(X, Y^{\prime}\right)$ denote the associated operator. Condition Eq. (A.109a) implies

$$
\begin{equation*}
\|C x\|_{Y^{\prime}}=\sup _{y \in Y} \frac{c(x, y)}{\|y\|_{Y}} \geq \gamma_{c}\|x\|_{X} . \tag{A.112}
\end{equation*}
$$

Therefore, any Cauchy sequence $\left(y_{n}\right)_{n \in \mathbb{N}}$ in $\operatorname{ran}(C)$ implies the sequence of preimages $\left(x_{n}\right)_{n \in \mathbb{N}}$ with $C x_{n}=y_{n}$ to be a Cauchy sequence too. Since $X$ is complete there exists a limit $x^{*} \in X$ and which gives $y=C x \in \operatorname{ran}(C)$. Therefore, the range of $C$ is closed i.e., $\overline{\operatorname{ran}(C)}=\operatorname{ran}(C)$, and we can apply Banach's closed range theorem.

Additionally, Eq. (A.112) implies $\operatorname{ker} C=\{0\}$ i.e., $C$ is injective. Due to the closed range theorem this is equivalent to $\operatorname{ran}\left(C^{\prime}\right)=X$ i.e., $C^{\prime}$ is surjective.

Condition Eq. (A.109b) implies injectivity of $C^{\prime}: Y \rightarrow X^{\prime}$ and applying the closed range theorem again this gives surjectivity of $C$ and therefore the existence of $C^{-1}$.

Using Eq. (A.112) again we obtain

$$
\begin{equation*}
\left\|C^{-1} y\right\|_{X} \leq \gamma_{C}\left\|C C^{-1} y\right\|_{Y^{\prime}}=\|y\|_{Y^{\prime}} \tag{A.113}
\end{equation*}
$$

for every $y \in Y^{\prime}$. The solution to Eq. (A.110) now is given by $x^{*}=C^{-1} f$.
Remark A.7.6. The proof of Theorem A.7.5 allows us to highlight the reasons for the two parts of Eq. (A.109). The first i.e., Eq. (A.109a) provides injectivity and the bound on the inverse. The second i.e., Eq. (A.109b) surjectivity.

Instead of Eq. (A.109) one can equivalently ask for two inf - sup conditions, but often it is not necessary to have the second constant available.
Remark A.7.7. The converse of Theorem A.7.5 is also true. Let $C: X \rightarrow Y^{\prime}$ be a linear isomorphism with

$$
\begin{equation*}
\left\|C^{-1} y^{\prime}\right\|_{X} \leq \gamma\left\|y^{\prime}\right\|_{Y} \tag{A.114}
\end{equation*}
$$

for every $y^{\prime} \in Y^{\prime}$. Therefore, we also have

$$
\begin{equation*}
\|x\|_{X}=\left\|C^{-1} C x\right\|_{X} \leq \gamma\|C x\|_{Y^{\prime}} \tag{A.115}
\end{equation*}
$$

for every $x^{\prime} \in X^{\prime}$, which in turn implies Eq. (A.109a). Now we apply the closed range theorem and the surjectivity of $C$ gives the injectivity of $C^{\prime}$, hence Eq. (A.109b).
Definition A.7.8 (Generalized saddle point problem). Let $i \in\{1,2\}$ and let $X_{i}, Y_{i}$ be Hilbert spaces and $f \in X_{1}^{\prime}$ as well as $g \in Y_{2}^{\prime}$. Furthermore, let $a: X_{2} \times X_{1} \rightarrow \mathbb{R}, b_{1}: X_{1} \times Y_{1} \rightarrow \mathbb{R}$ and $b_{2}: X_{2} \times Y_{2} \rightarrow \mathbb{R}$ bounded bilinear forms. $\left(x^{*}, y^{*}\right) \in\left(X_{2}, Y_{1}\right)$ is a solution to the generalized saddle point problem if it satisfies

$$
\begin{align*}
a\left(x^{*}, x\right)+b_{1}(x, p)=f(x) & \forall x \in X_{1},  \tag{A.116a}\\
b_{2}\left(x^{*}, y\right) & =g(y) \tag{A.116b}
\end{align*} \quad \forall y \in Y_{2} .
$$

The associated null spaces are

$$
\begin{equation*}
\kappa_{i}:=\left\{x \in X_{i}: b_{i}(x, y)=0, \forall y \in Y_{i}\right\} \tag{A.117}
\end{equation*}
$$

for $i \in\{1,2\}$.
Theorem A.7.9 (Well-posedness [28, 96, 21]). Let $a, b_{1}, b_{2}$, $f$ and $g$ be given as in Definition A.7.8. If $b_{1}$ and $b_{2}$ satisfy $E q$. (A.109a) and $\left.a\right|_{\kappa_{2} \times \kappa_{1}}$ satisfy Eq. (A.109), then the generalized saddle point problem Eq. (A.116) has unique solution $\left(x^{*} ; y^{*}\right) \in X_{2} \times Y_{1}$. This solution is bounded by

$$
\begin{align*}
& \|x\|_{X_{2}} \leq \frac{1}{\gamma_{a}}\|f\|_{X_{1}^{\prime}}+\frac{c}{\gamma_{b_{2}}}\|g\|_{Y_{2}^{\prime}}  \tag{A.118}\\
& \|y\|_{Y_{1}} \leq \frac{c}{\gamma_{b_{1}}}\|f\|_{X_{1}^{\prime}}+\frac{c\|a\|}{\gamma_{b_{2}} \gamma_{b_{1}}}\|g\|_{Y_{2}^{\prime}} \tag{A.119}
\end{align*}
$$

where $c=\left(\|a\| / \gamma_{a}+1\right)$.
The framework partly introduced above, proved to be useful [17] and especially in the context of partial differential equations related to the Stokes equation it forms the foundation for the analytical and numerical treatment [62].

## B Finite Element Method

Definition B.0.1 (Finite Elements in the sense of Ciarlet). Besides a compact set with Lipschitz boundary $K \subset \mathbb{R}^{n}$, a finite element as defined by Ciarlet [36] contains additionally a function space $P$ containing elements $p: K \rightarrow \mathbb{R}^{m}$ and the local degrees of freedom $\Sigma$ a basis of $\mathcal{B}(P, \mathbb{R})$. For each finite element one can obtain the so-called shape functions $\Theta$ determined by $\sigma_{i}\left(\theta_{j}\right)=\delta_{i j}$. Given the shape functions $\Theta$ as well as $\Sigma$ we are able to map them via $T_{k}$ to an arbitrary grid cell. For every $C \in C, \theta \in \Theta$ and $\sigma \in \Sigma$ we therefore define

$$
\begin{align*}
& \sigma_{C_{k}}: f \mapsto \sigma\left(f \circ T_{k}\right)  \tag{B.1}\\
& \theta_{C_{k}}:=\theta \circ T_{k}^{-1} . \tag{B.2}
\end{align*}
$$

Remark B.0.2. For arbitrary meshes the transformed shape function is not always a polynomial again.[54]

The following useful and classical lemma is presented as in [54, Lemma B.67].
Lemma B.0.3 (Deny-Lions). Let $\Omega$ be a Lipschitz domain. Let $l \geq 0$ and $1 \leq p \leq \infty$, then there exists $c>0$ such that

$$
\begin{equation*}
\inf _{q \in \mathbb{P}_{l}}\|v+q\|_{W^{l+1, p}(\Omega)} \leq c|v|_{W^{l+1, p}(\Omega)} \tag{B.3}
\end{equation*}
$$

Lemma B.0.4. Let $\left.\mathcal{T}_{h_{n}}\right)_{n \in \mathbb{N}}$ be a family of shape regular quasi uniform grids with $h_{n}>0$ for every $n \in \mathbb{N}$. Then there is $c>0$ independent of $h_{n}$ satisfying

$$
\begin{equation*}
\|\operatorname{grad} q\|_{0} \leq c \frac{1}{h_{n}}\|q\|_{0} \tag{B.4}
\end{equation*}
$$

for every $q \in \mathcal{W}_{h}^{1}$.

## Zusammenfassung

Diese Arbeit untersucht die Stabilitäts und Approximationseigenschaften der Anwendung des Zell-Knoten Finite Volumen Verfahrens auf eine elliptische partielle Differentialgleichung zweiter Ordnung welche auf Gittern diskretisiert wird, welche aus bilinearen Bildern von Quadraten oder trilinearen Bildern von Würfel bestehen. Diese Gleichung entsteht aus der Semi-Diskretisierung des Projektionsschrittes einer semi-impliziten Finiten Volumen Methode zweiter Ordnung, welche sowohl das pseudo-inkompressible als auch das kompressible Regime der Euler Gleichungen auflösen kann.

Infolgedessen wird das gemischte Sattelpunktsproblem untersucht, das durch die pseudo inkompressible Divergenzbedingung und die für die kompressiblen Effekte verantwortlichen Quellterme bestimmt wird untersucht. Im pseudo-inkompressiblen Fall wird Stabilität und eine a-priori Fehlerabschätzung für den Projektionsschritt bewiesen, im kompressiblen Fall zumindest Stabiltät. Zu diesem Zweck wird eine Interpretation der diskreten Flussvariablen im Sinne einer unstetige Galerkin Methode und führen einen Raviart-Thomas Interpolationsoperator auf den dualen Kontrollvolumina, welche die Knoten des primären Gitters umschließen, eingeführt. Hierbei wird die natürliche Divergenz über das Integral des Flusses durch den Rand der dualen Kontrollvolumina definiert.


[^0]:    ${ }^{1} \mathrm{~A}$ concise, but rigorous introduction on the matter of distributions is presented in the excellent textbook by Rudin [105].

[^1]:    ${ }^{2}$ Babuška used inf-sup conditions in [11, 12] to generalize the Lax-Milgram theorem. Brezzi applied these techniques to the abstract saddle point structure in [28]. Ladyzenskaja stated and proved the inf-sup somewhat hidden condition to be true for the Stokes problem [83].

