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Abbreviations 

BOLD: blood-oxygen-level-dependent 

CAPS: Cardiff Anomalous Perception Scale 

CW/CCW: clock/counter-clock-wise 

DCM: dynamic causal modeling 

fMRI: functional magnetic responence imaging 

FOV: field of view 

FWE: family-wise error 

GLM: general linear model 

HGF: hierarchical gaussian filter 

IFC: inferior frontal cortex 

IFG: inferior frontal gyrus 

IPL/SPL: inferior/superior parietal lobulus 

MAT: matched ambiguous transition 

MRT: matched replay transition 

PANNS: Positive and Negative Symptom Scale 

PDI: Peters Delusions Inventory 

PE: prediction error 

PMF: posterior-medial frontal gyrus 

ROI: region of interest 

SMA: supplementary motor area 

SCZ: schizophrenia 

SPM: statistical parametric mapping 

TMS: transcranial magnetic stimulation 
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1. Introduction 

The stream of conscious experience portrays a world that appears clear, stable, structured, and rich in 
detail1. Yet, while phenomenal consciousness seems to unfold without effort, the underlying mechanism 
is in fact one of the greatest mysteries of our time1–11. 

Consider the quality of conscious experiences in relation to the underlying information that is provided 
by the senses. In vision, we perceive objects and scenes that are typically characterized by a high degree 
of detail and a stable three-dimensional structure across the whole visual field1,12. Yet this experience of 
detail and stability surpasses the quality of the sensory data by far: For example, the eyes only gather 
fine-grained data at the central degree of the visual field, which changes in location at every saccade12. 
In addition, to infer the location and shape of objects in our three-dimensional sensory environment, the 
central nervous system combines the ambiguous and incomplete information from the two eyes in a 
computation that is, in itself, subject to noise13,14. 

Given these exemplary sources of uncertainty in perception, all signals detected by the senses are 
inevitably compatible with a multitude of conflicting conscious experiences15. The difficult task for the 
brain is thus to select the interpretation that is most likely to align with reality15–20, while suppressing 
all competing alternatives21. In concert with its additional functions, the central nervous system requires 
approximately 20 Watts22 (W) to execute the neural processes that generate these highly informative 
and usually veridical conscious experiences. In comparison, a contemporary console uses more than 200 
W to render state-of-the-art video-games23, whose graphics are still far inferior to the richness of human 
phenomenal consciousness. 

1.1 The computational principles of perceptual inference 

How does the brain accomplish the task of generating unambiguous conscious experiences from 
ambiguous sensory information so efficiently and swiftly? According to the influential concept of 
perceptual inference24, a computational principle pioneered by Hermann von Helmholtz24, conscious 
experiences reflect hypotheses or predictions about the most likely cause of sensory stimulation15–21. 

In the process of determining the causes of sensory stimulation24, the brain is thought to behave much 
like a scientist who formulates and tests hypotheses about the environment: At the time of each 
measurement, the scientist’s devices provide only noisy and incomplete pieces of information. Over 
time, however, the scientist gradually updates her predictions about the environment to better fit the 
available data. By accumulating her knowledge and refining her hypotheses, the scientist will thereby 
achieve a highly detailed picture of reality which far surpasses the quality of information associated with 
each individual measurement. 

With respect to the construction of phenomenal consciousness, the analogy of the scientist highlights 
that unambiguous conscious experiences are driven not only be the ambiguous external data collected 
by the senses, but are decisively shaped by internal predictions about the statistical properties of the 
sensory environment15–20,25. In computational terms, the set of the predictions used for perceptual 
inference are often referred to as a generative model that emulates the causes of sensory information18,25. 

In analogy to Bayes theorem, it is proposed that the brain uses the generative model to produce internal 
predictions, reflecting the prior probability of a specific cause c of sensory stimulation (p(c)). The 
internal predictions are then integrated with the incoming sensory data that reflect the likelihood (i.e., 
the probability of the data given a specific cause of sensory stimulation s, p(s|c)). The result of this 
integration yields the posterior probability of a specific cause of sensory stimulation given the data18,25 
(p(c|s), Figure 1A). Based on the probabilistic integration of prior and likelihood, the generative model 
generates conscious experiences by selecting the cause of sensory stimulation that is associated with 
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the highest posterior probability15–20,25. Along this line of thought, conscious experiences therefore 
reflect controlled hallucinations26, i.e., internal predictions that are continuously aligned with the 
sensory data. 

  

Figure 1. A. Conscious experience as perceptual inference. According to Bayes rule, perceptual inference integrates an 
internal prediction about the causes c of sensory information s (e.g., the prior probability of the presence of an object in the 
environment, p(c)) with the state’s likelihood (i.e., the probability of sensory information s given c, p(s|c)) into the posterior 
probability of a cause of sensory information (the probability of c given s, p(c|s), equation 1). In this example, an observer 
expects the presence of a stimulus at step 1 (prior log ratio of 2). Sensory information, in turn, speaks against the presence 
of a stimulus (log likelihood ratio of -2). The posterior turns into the prior for the subsequent time step (vertical dashed lines, 
equation 2). Over time, the posterior approaches the true cause of sensory stimulation, which is, in this example, the absence 
of a stimulus (posterior log ratio at step 3 of -1.8). B. Predictive coding. Hierarchical predictive coding is one way to 
implement Bayesian perceptual inference. In this algorithm, predictions are sent from higher levels to lower levels via 
feedback connections. At each levels, internal predictions are compared against incoming data, starting at the sensory organs. 
In case of mismatch, prediction errors are fed forward from lower to higher levels. These errors induce updates to the model 
that continuously align the internal predictions with the incoming data. C. Strong and weak priors. There are a least two 
ways to hallucinate a stimulus: When internal predictions receive too much weight, posterior estimates are drawn away from 
conflicting sensory information (strong priors, upper panel). When prediction errors receive too much weight, posterior 
estimates are driven toward noisy fluctuations in the incoming data (weak prior, lower panel). Both scenarios may cause 
hallucinatory experiences (i.e., false alarms caused by positive posterior log ratios). 

How can biological neural networks instantiate Bayesian perceptual inference? In the algorithm of 
hierarchical predictive coding27–31, signals that are detected by the senses travel along a hierarchy of 
ascending processing levels (Figure 1B). Each level compares the external sensory information that is 
fed forward from lower levels with internal predictions that are fed back from higher levels. In case of a 
mismatch, each processing level generates a prediction error that is fed forward to the next higher level, 
inducing updates to the network that improve the alignment between internal predictions and external 
sensory information27–31. Crucially, the neural signals that carry predictions and prediction errors 
encode the respective precision of internal and external information: When the sensory environment is 
highly predictable, predictive signals have a stronger impact on inference30,31. Conversely, prediction 
errors drive larger changes in internal predictions when sensory signals are more reliable30,31. 
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From the buildings blocks of neurons that represent either predictions or prediction errors, hierarchical 
predictive coding27–31 creates a generative and probabilistic model of the sensory environment that 
increases in complexity from lower to higher levels31. Hierarchical predictive coding thereby explains 
how the brain generates unambiguous and informative conscious experiences from highly ambiguous 
sensory data15–20,25. Moreover, the compression the incoming information into prediction errors reduces 
the bandwidth of perceptual processing, explaining the energy-efficiency of the brain in constructing 
highly informative conscious experiences despite the ambiguity inherent in sensory data22,29. 

While predictive coding is only one algorithm capable of instantiating perceptual inference32, a growing 
body of empirical evidence has suggested that the central nervous system may indeed realize perceptual 
inference via hierarchical predictive coding30,33. What has so far remained most controversial, however, 
is whether the predictive processes that shape conscious experiences are confined within primary 
sensory cortex or, alternatively, require supramodal brain activity in prefrontal cortex34,35. 

1.2 Hallucinations as alterations in perceptual inference 

The above section illustrates how conscious experiences can be thought of as controlled hallucinations, 
i.e., internal predictions that are continuously aligned with the sensory data26. Hierarchical predictive 
coding may thereby serve adaptive functions for the central nervous system, such as stabilizing 
conscious experiences against uninformative fluctuations in sensory information, or reducing the 
overall energy demands of perception36–38. At the same time, however, relying on generative models 
may come at a cost, since imbalances in cortical feedback-feedforward loops may lead to uncontrolled 
hallucinations, i.e., internal predictions to diverge from the true cause of sensory stimulation39–44. 

How can altered perceptual inference lead to the experience of hallucinations? In general, hallucinations 
represent vivid and often detailed conscious experiences that occur in the absence of a corresponding 
external stimulus. They frequently occur in patients suffering from psychotic disorders such as 
schizophrenia, but are also found drug-induced states and across the neuro-psychiatric spectrum, such 
as in delirium, depression, mania, post-traumatic stress disorder, Parkinson’s and Parkinson’s Plus 
syndroms or Alzheimer’s disease42. Hallucinations can even be found in the healthy population at a 
frequency of up to 50%42. 

Neuroimaging experiments based on symptom capture (i.e., hallucinators indicating the presence of 
hallucinatory experiences via button-press during a recording of brain activity) found that hallucinatory 
experiences correlate with increased neural activity in sensory networks dedicated to object 
recognition41,45,46. Importantly, electrical stimulation of these areas is known to induce comparable 
conscious experiences in the corresponding modality47. Like electrical stimulation, internal predictions 
are also capable of causing neural activity in sensory cortices48–50 along with the respective conscious 
experiences50–52. Therefore, alterations in hierarchical predictive coding may provide a promising 
neurocomputational account of hallucinations40–42. 

The idea that aberrant predictive processes may cause hallucinatory experiences has been backed up by 
recent experiments on induced hallucinations in humans39 and mice44. These studies created ambiguity 
regarding the presence of a target by titrating the presented stimuli to the psychophysical threshold. 
The authors then induced strong internal predictions about the presence of the target via cross-modal 
conditioning39 or manipulations of signal probability44. In these signal detection paradigms, induced 
hallucinations are then defined as false alarms that occur when participants perceive spurious signals in 
sensory noise44. 

A growing body of evidence illustrates that such false alarms provide a valid phenotype for clinical 
hallucinations: Induced hallucinations occur more frequently in individuals who are prone to 
hallucinations39,44. Moreover, induced hallucinations correlate with neural activity in areas that overlap 
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with the correlates of hallucinatory experiences observed during symptom capture39,41,45,46. Finally, 
induced hallucinations can be triggered by enhancing dopamine44,53, the primary molecular 
endophenotype of psychosis54, and by ketamine44, a NMDA-receptor antagonist that is used to model 
psychotic symptoms in healthy participants55. 

Yet while the general link between hallucinations and altered perceptual inference has gained growing 
empirical support, the neurocomputational mechanism underlying hallucinatory experiences is still 
heavily debated. Within the field of computational psychiatry56–58, proponents of the so-called strong 
prior account posit that hallucinations are caused by relying too heavily on internal predictions42 (Figure 
1C, upper panel). According to this view, hallucinatory experiences occur because the impact of 
predictive feedback on perceptual inference is enhanced relative to the impact of prediction errors. As 
suggested by work on induced hallucinations in humans and mice, this over-reliance on strong internal 
prediction may sculpt noisy sensory information into hallucinatory experience39,44. 

The weak prior account, in turn, argues for the opposite scenario: In this view, hallucinatory experiences 
may occur because internal predictions receive too little weight relative to prediction errors40,59. When 
predictive feedback is reduced, neural activity at lower levels of cortical processing is left unexplained59. 
Such a failure of prediction-based attenuation of noise may cause perceptual inference to be driven by 
excessive prediction errors, thereby creating the neural substrate for hallucinatory experiences41,45,46,59 
(Figure 1C, lower panel). In line with the weak prior account, patients suffering from schizophrenia seem 
to be less susceptible to contextual effects in visual illusions51 and to sensory attenuation in force-
matching experiments60, arguing for attenuated predictive feedback in people who experience 
hallucinations. 

How could the discrepancy between strong and weak priors be resolved? Recent work has argued that, 
when prediction errors escalate due to attenuated predictive signaling at lower levels, overly strong 
internal predictions may arise at higher levels of the cognitive hierarchy as a compensatory 
mechanism40–42. This situation may lead to circular inference, where sensory information that is 
reverberated between adjacent levels of processing, ultimately creating hallucinatory experiences61. So 
far, however, all of the outlined neurocomputational accounts of hallucinations - the circular as well as 
the strong and weak prior account - await empirical confirmation. 

1.3 Bistable perception as a tool to study the behavioral and neural correlates of perceptual 
inference in health and disease 

The above sections summarize how hierarchical predictive coding may explain how the brain generates 
unambiguous conscious experiences from ambiguous sensory information, and how alterations in the 
process may lead to psychotic symptoms such as hallucinations. In the following, I will outline how the 
phenomenon of bistable perception62 can be used to investigate the behavioral and neural correlates of 
perceptual inference in health and disease. 

Bistable perception occurs when observers view an ambiguous stimulus that is compatible with two 
mutually exclusive interpretations, typically resulting in transitions between the two possible conscious 
experiences62–65 (Figure 2A). Transitions between the two occur spontaneously and in the absence of 
any change in visual stimulation62–65. Importantly, these transitions mark a process by which our 
perceptual system establishes an unambiguous conscious experience in the light of ambiguous sensory 
information21,66. Thereby, bistable perception highlights a fundamental aspect of perceptual inference: 
As our brains do not have direct access to the events in the world, they constantly face the task of 
inferring the most likely cause of the ambiguous data registered by the senses. Transitions in bistable 
perception hence provide a unique window onto the nature of conscious experience21,67,68 and its neural 
correlates34,35. 
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Figure 2. A. Bistable stimuli. Bistable perception arises when sensory information is compatible with two mutually-
exclusive perceptual interpretations. Well-known examples include the Necker Cube (left panel), which can be seen in two 
spatial orientations, or binocular rivalry (middle panel), where the two eyes are presented with conflicting images that induce 
spontaneous transitions of experience between the monocular stimuli. During structure-from-motion (right panel), dots 
moving in 2D cause the illusion of a 3D object that rotates around a vertical axis. Over time, observers experience spontaneous 
transitions in the perceived direction of rotation. Importantly, the structure-from-motion stimulus can be partially 
disambiguated by adding a 3D signal to a subset of its dots (highlighted in red) using filter glasses. Increasing the number of 
disambiguated dots increases the signal-to-ambiguity ratio of the stimulus. Videos of the ambiguous and partially 
disambiguated stimuli are available on “https://veithweilnhammer.github.io/reveal/Consciousness 
/Content/RDK_Ambiguity_immediate.mp4” and “.../RDK_Graded_immediate.mp4”. B. The role of inferior frontal cortex in 
bistable perception. Spontaneous transitions during bistable perception activate not only feature-selective regions in visual 
cortex, but also supra-modal areas in parietal and prefrontal cortex (i.e., the so-called frontoparietal network). Most 
consistently, previous research has shown increased activity in the IFC (i.e., the anterior insula and the adjacent inferior 
frontal gyrus) at the time of perceptual transitions during bistable perception. It has so far remained controversial whether 
IFC activity is a down-stream consequence of perceptual transitions realized at the level of feature-selective regions in visual 
cortex such as V5/hMT+ for motion (the feedforward model), or, alternatively, represents the cause of perceptual transitions 
during bistable perception (the feedback model). A hybrid model based on hierarchical predictive coding model proposes 
that, due to stimulus ambiguity, perceptual inference can never fully account for the sensory data. This triggers a prediction 
error signal that is fed forward from feature-selective regions in visual cortex to IFC. Following the prefrontal accumulation 
of prediction errors, feedback from IFC is thought to trigger a change in conscious experience, thereby temporarily reducing 
the prediction error. C. Prediction errors during bistable perception. During bistable structure-from-motion, observers 
perceive spontaneous transitions in direction of rotation (green line), alternating between left- and rightward motion of the 
front-surface (icons on the right). For fully ambiguous stimuli (upper panel; grey dotted line), prediction errors (black solid 
line) accumulate while perception remains constant (i.e. during a perceptual phase), until a change in conscious experience 
leads to a reduction in prediction errors. For partially disambiguated structure-from-motion stimuli (lower panel), conscious 
experience can either be congruent or incongruent with the available sensory information. When conscious experience is 
congruent with the disambiguating stimulus information, prediction errors are attenuated (blue line) and transitions in 
conscious experience occur less frequently (i.e., longer phase durations). Conversely, when conscious experience is 
incongruent with the disambiguating stimulus information, prediction errors are enhanced (red line) and transitions in 
conscious experience occur more frequently (i.e., shorter phase durations). 

Over the past two decades, the controversy regarding the implication of prefrontal brain activity in 
conscious experience34,35 has therefore reverberated in research on the neural processes involved in 
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perceptual transitions during bistability69,70. Functional neuroimaging in humans has pointed to a key 
role of the right inferior frontal cortex (IFC), a region that is consistently more active at the time of 
perceptual transitions during bistability as compared to perceptual events evoked by changes in visual 
stimulation69 (often referred to as replay71). However, the precise role of the IFC in bistable perception 
is still a matter of debate. So far, it has remained elusive whether activity in this area constitutes a 
potential cause67,72,73 or rather the consequence69,71,74 of spontaneous changes in the contents of 
conscious experience (see Figure 2B). Progress on the neural correlates of bistable perception is 
intimately tied to elucidating the role of prefrontal brain activity in consciousness. 

Previous theoretical and empirical work has suggested that the opposing views of IFC activity during 
bistable perception may be reconciled within the framework of hierarchical predictive coding21,69,75. The 
predictive coding model of bistable perception21 is built on the general assumption that conscious 
experience represents the posterior prediction regarding the most likely cause of the available sensory 
information, i.e., the hypothesis that is best at minimizing prediction errors21. However, if the available 
sensory information is fully ambiguous and hence equally compatible with two (mutually exclusive) 
interpretations, a prediction based on one of two will never fully account for sensory information21. 
According to the predictive coding model of bistable perception, residual evidence for the alternative 
perceptual hypothesis thus constitutes a prediction error. This prediction error accumulates over time 
and thereby destabilizes the current conscious experience21, eventually resulting in a transition to the 
alternative conscious experience21 (see Figure 2B and C). Crucially, predictive coding therefore 
understands perceptual transitions during bistable perception as an attempt to minimize prediction 
errors by re-attributing the sensory input to the alternative interpretation of the stimulus21. 

It has repeatedly been suggested that predictive processing can help us to understand the functional 
significance of frontal activity during bistable perception66,69 (Figure 2C). Previous work has proposed 
that the reported transition-related activity in the IFC may reflect the accumulation of prediction errors 
in a process that culminates in a perceptual transition69. This notion may resolve the above-mentioned 
cause-or-consequence controversy on transition-related IFC activity: On the one hand, activity in the IFC 
may reflect the build-up of prediction errors that originate from early processing stages and propagate 
up the hierarchy to frontal cortex in a feedforward manner. On the other hand, the IFC may in turn 
engender a feedback modulation of activity in visual cortex that facilitates a perceptual transition, 
thereby minimizing prediction errors21,73. 

In sum, progress in the long-standing debate regarding the role of prefrontal brain areas in bistable 
perception is therefore highly relevant for the inferential processes that give rise to conscious 
experience21,67,68. Elucidating the neural correlates of bistable perception will therefore expand our 
understanding of the neurobiological underpinnings of consciousness34,35,76. Given the prominent role 
of perceptual inference in contemporary theories on the origin of psychotic symptoms, bistable 
perception also represents an important experimental paradigm in the context of computational 
psychiatry56–58, particularly with respect to a neurocomputational explanation of psychotic symptoms77–

79. Experiments that modulate internal predictions and externally-driven prediction errors during 
bistable perception37 will therefore be instrumental in deciphering the neurocomputational 
underpinnings of hallucinations. 
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2. Publications 

2.1 A predictive coding account of bistable perception – a model-based fMRI study 

Weilnhammer VA, Stuke H, Hesselmann G, Sterzer P, Schmack K. PLOS Computational Biology 13, 
e1005536 (2017). DOI: https://doi.org/10.1371/journal.pcbi.1005536 

The neural correlates of bistable perception are highly relevant for understanding how the central 
nervous system generates the contents of conscious experience21,34,35,68,76. Previous research has shown 
that neural activity in supra-modal brain regions within the so-called frontoparietal network66,69 is 
enhanced at the time of transitions in conscious experience during bistable perception. Crucially, 
functional magnetic resonance imaging (fMRI) results from my dissertation thesis revealed that effective 
connectivity from prefrontal to visual cortex is enhanced at the time of transitions in conscious 
experience during bistable perception, suggesting a causal role of frontoparietal cortex in resolving 
sensory ambiguities73. Here, we asked whether neural activity in frontoparietal cortex can be explained 
in terms of hierarchical predictive coding27–31. We developed a predictive coding model of bistable 
perception21 that can be fitted to behavioral data, i.e., when participants report the content of conscious 
experience using button-presses. Prediction errors derived from the computational model (Figure 2C) 
correlated with BOLD-activity in the inferior frontal cortex (IFC, the anterior insula and the adjacent 
inferior frontal gyrus). This finding suggests that the active role of frontoparietal cortex during bistable 
perception73 is be linked to the representation of prediction errors21,80. 

The following text corresponds to the abstract of the article80: 

“In bistable vision, subjective perception wavers between two interpretations of a constant ambiguous 
stimulus. This dissociation between conscious perception and sensory stimulation has motivated 
various empirical studies on the neural correlates of bistable perception, but the neurocomputational 
mechanism behind endogenous perceptual transitions has remained elusive. Here, we recurred to a 
generic Bayesian framework of predictive coding and devised a model that casts endogenous perceptual 
transitions as a consequence of prediction errors emerging from residual evidence for the suppressed 
percept. Data simulations revealed close similarities between the model’s predictions and key temporal 
characteristics of perceptual bistability, indicating that the model was able to reproduce bistable 
perception. Fitting the predictive coding model to behavioural data from an fMRI-experiment on bistable 
perception, we found a correlation across participants between the model parameter encoding 
perceptual stabilization and the behaviourally measured frequency of perceptual transitions, 
corroborating that the model successfully accounted for participants’ perception. Formal model 
comparison with established models of bistable perception based on mutual inhibition and adaptation, 
noise or a combination of adaptation and noise was used for the validation of the predictive coding 
model against the established models. Most importantly, model-based analyses of the fMRI data revealed 
that prediction error time-courses derived from the predictive coding model correlated with neural 
signal time-courses in bilateral inferior frontal gyri and anterior insulae. Voxel-wise model selection 
indicated a superiority of the predictive coding model over conventional analysis approaches in 
explaining neural activity in these frontal areas, suggesting that frontal cortex encodes prediction errors 
that mediate endogenous perceptual transitions in bistable perception. Taken together, our current 
work provides a theoretical framework that allows for the analysis of behavioural and neural data using 
a predictive coding perspective on bistable perception. In this, our approach posits a crucial role of 
prediction error signalling for the resolution of perceptual ambiguities.” 
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Abstract

In bistable vision, subjective perception wavers between two interpretations of a constant

ambiguous stimulus. This dissociation between conscious perception and sensory stimula-

tion has motivated various empirical studies on the neural correlates of bistable perception,

but the neurocomputational mechanism behind endogenous perceptual transitions has

remained elusive. Here, we recurred to a generic Bayesian framework of predictive coding

and devised a model that casts endogenous perceptual transitions as a consequence of

prediction errors emerging from residual evidence for the suppressed percept. Data simula-

tions revealed close similarities between the model’s predictions and key temporal charac-

teristics of perceptual bistability, indicating that the model was able to reproduce bistable

perception. Fitting the predictive coding model to behavioural data from an fMRI-experiment

on bistable perception, we found a correlation across participants between the model

parameter encoding perceptual stabilization and the behaviourally measured frequency of

perceptual transitions, corroborating that the model successfully accounted for participants’

perception. Formal model comparison with established models of bistable perception based

on mutual inhibition and adaptation, noise or a combination of adaptation and noise was

used for the validation of the predictive coding model against the established models. Most

importantly, model-based analyses of the fMRI data revealed that prediction error time-

courses derived from the predictive coding model correlated with neural signal time-courses

in bilateral inferior frontal gyri and anterior insulae. Voxel-wise model selection indicated a

superiority of the predictive coding model over conventional analysis approaches in explain-

ing neural activity in these frontal areas, suggesting that frontal cortex encodes prediction

errors that mediate endogenous perceptual transitions in bistable perception. Taken

together, our current work provides a theoretical framework that allows for the analysis of

behavioural and neural data using a predictive coding perspective on bistable perception. In

this, our approach posits a crucial role of prediction error signalling for the resolution of per-

ceptual ambiguities.
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Universitaetsmedizin Berlin and the Berlin Institute

of Health; German Federal Ministry of Education

and Research within the framework of the e:Med

research and funding concept (01ZX1404A to KS);

German Research Foundation (grants HE 6244/1-2

to GH, STE 1430/7-1 to PS); KS is a participant in
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Author summary

In bistable vision, perception spontaneously alternates between two different interpreta-

tions of a constant ambiguous stimulus. Here, we show that such spontaneous perceptual

transitions can be parsimoniously described by a Bayesian predictive coding model. Using

simulated, behavioural and fMRI data, we provide evidence that prediction errors stem-

ming from the suppressed stimulus interpretation mediate perceptual transitions and cor-

relate with neural activity in inferior frontal gyrus and insula. Our findings empirically

corroborate theorizations on the relevance of prediction errors for spontaneous percep-

tual transitions and substantially contribute to a longstanding debate on the role of frontal

activity in bistable vision. Therefore, our current work fundamentally advances our mech-

anistic understanding of perceptual inference in the human brain.

Introduction

During bistable perception, observers experience fluctuations between two mutually exclusive

interpretations of a constant ambiguous input. Remarkably, percepts evoked by ambiguous sti-

muli usually closely resemble the experience of unambiguous objects and thus illustrate the

constructive nature of perception. However, the mechanisms driving transitions in bistable

perception remain poorly understood.

Previous neuroimaging work [4, 5, 6, 7, 8, 9, 10] has sought to distill the neural processes

underlying bistable perception by recurring to a ‘replay’ condition, in which physical stimulus

changes mimic the perceptual alternations induced by ambiguous stimuli. This approach

revealed a right-lateralized assembly of fronto-parietal areas whose activity is specifically

enhanced during endogenously evoked transitions (ambiguity) as compared to exogenously

evoked transitions (replay) [4, 5, 7, 9].

However, the functional role of fronto-parietal areas in bistable perception is a matter of

ongoing debate. According to one view, transitions in bistable vision are primarily a result of

adaptation and inhibition within visual cortex, while switch-related activations in fronto-pari-

etal areas reflect a mere ‘feedforward’ consequence of neural events at sensory processing levels

[6, 10]. Another view proposes that fronto-parietal areas may be involved in stabilizing and

destabilizing perception, thus causally contributing to perceptual switching via ‘feedback’

mechanisms [4, 5, 11, 7]. Here, we sought to resolve this debate by using model-based fMRI to

empirically test a theoretical model that has the potential to integrate these two seemingly con-

tradictory views of perceptual bistability.

From a theoretical perspective, endogenous transitions might be explained by framing per-

ception as an inferential process generating and testing hypotheses about the most likely causes

of sensory stimulation [12, 13, 14]. Such processes can be elegantly implemented by hierarchical

predictive coding [15, 16, 17]. Here, ‘predictions’ encoded at higher levels are compared against

‘sensory input’ represented at lower levels, while a mismatch between the two elicits a predic-

tion error, updating higher-level predictions [15]. Such belief-updating schemes can be trans-

lated onto Bayes’ rule, where prior distributions (‘predictions’) are combined with likelihood

distributions (’sensory input’) into posterior distributions in a sequential manner [16, 18].

Here, we tested whether this framework provides a mechanistic explanation for perceptual

transitions and related neural activity during bistable perception. We devised a computational

model that formalizes perceptual decisions (i.e., decisions that define the content of conscious

perception, as indicated by participants’ response) to be performed on the basis of posterior

probability distributions. This model is a modification of an approach introduced by [19], who
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propose that perceptual time-courses during bistable perception result from samples drawn

subsequently from a posterior distribution. The authors implement a memory decay favoring

recent over older samples as well as stationary prior capturing the effect of context on bistable

perception. Our model, in turn, posits that the shape of the posterior distribution changes

dynamically over time in response to prediction errors emerging from the currently suppressed

interpretation of the ambiguous input. Importantly, this model has the potential to integrate

feedforward and feedback mechanisms in bistable perception: The prediction errors arising

from sensory processing levels may be propagated up to higher-level brain areas in a feedfor-

ward fashion. The registration of prediction errors in higher-level brain areas leads to an updat-

ing of predictions that may in turn drive perceptual switching through a feedback mechanism.

To test this hypothesis, we began with data simulations to establish that our model’s predic-

tions match the key characteristics of perceptual bistability. We proceeded by fitting our

model to behavioural data from a fMRI experiment on bistable perception [7].

In this experiment, participants viewed a Lissajous figure [42] rotating either clockwise (as

viewed from above, i.e. movement of the front surface to the left) or counter-clockwise (vice

versa) and indicated their current perception via button-presses. Participants were presented

with alternating blocks of ambiguous and disambiguated Lissajous figures: In the ambiguous

condition, we presented bistable Lissajous figures which elicited spontaneous (endogenous)

alternations in perception. In the disambiguated (’replay’) condition, we mimicked the endog-

enous perceptual time-course by introducing exogenous perceptual switches. Ambiguous and

disambiguated stimuli were constructed by presenting two Lissajous figures separately to the

two eyes: In the ambiguous condition, both eyes received identical stimulation. In the replay

condition, the two Lissajous figures were slightly phase-shifted against each other, biasing per-

ception in the direction of the phase shift.

Having inverted our predictive coding approach based on behavioural data from this exper-

iment, we investigated whether our model accurately explains individual perceptual time-

courses during ambiguous and replay stimulation.

In a supplementary analysis (see S2 Text), we furthermore compared our model to three

established models of bistable perception: Firstly, we tested an oscillator model [1], which is

based on mutual inhibition between to competing neural populations coding for the alterna-

tive perceptual outcomes during bistable perception. Here, the currently dominant population

suppresses activity in the alternative population. However, due to adaptation in the dominant

population, this relation reverses over time, leading to regular oscillations in perception. Sec-

ondly, we constructed a noise-driven attractor model of bistable perception [2]. In this frame-

work, internal and external sources of noise trigger transitions between two stable states in an

attractor network, representing the two perceptual interpretations associated with a bistable

stimulus. Thirdly, we tested an intermediate model [3], which contains both adaptive processes

and noise. We validated our approach against these models by the use of Bayesian Model

Comparison [20].

We then conducted a model-based fMRI-analysis [21] based on the predictive coding

model to test whether prediction errors account for transition-related neural activity during

bistability. Additionally, we compared the model-based fMRI analysis with conventional fMRI

analyses using a Posterior Probability Map (PPM) approach [22].

Methods

Theoretical background

Our Bayesian modelling approach draws on the view that perception is an inferential process

in which perceptual decisions are based on posterior distributions [13]. According to Bayes’
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rule, the posterior combines information in the current sensory data (likelihood) with infor-

mation from previous visual experience (prior) in a probabilistically optimal manner. Cru-

cially, this posterior at a given moment becomes a prior for the current perceptual decision,

which entails a prediction error signal that influences on the prior at the next moment.

Hence, the posterior not only provides the basis for current perception, but also shapes future

perception.

In line with previous theorizations [12], we reasoned that the ambiguous likelihood pro-

vides equally strong sensory evidence for two different percepts. We further hypothesized that

the current percept establishes an implicit prior belief about similar percepts in the future,

thereby contributing to stability of visual perception. The application of Bayes’ rules combines

the likelihood for ambiguous stimuli with the stability prior into a posterior that represents

stronger evidence for the dominant percept, but still contains residual evidence for the sup-

pressed percept. While the stronger evidence for the dominant percept will again favor this

percept for the upcoming perceptual decision, the residual evidence for the suppressed percept

is equivalent to a prediction error that leads to an update of the stability prior.

Over time, the stability prior is weakened and the posterior shifts towards the suppressed

percept, paralleled by an escalating prediction error. When the residual evidence for the sup-

pressed percept equals the evidence for the dominant percept, the prediction error reaches a

maximum and a perceptual transition is most likely to occur. Once such a transition has

occurred, the process starts over again, minimizing the current prediction error.

Please note that our approach was influenced by the work of [19], who argue that bistable

perception is a product of Bayesian decision making in ambiguous sensory environments.

They study the effects of viewpoint context on perception of the Necker Cube and propose

that bistable perception arises from sampling a bimodal posterior distribution. Here, the sam-

ple with the highest ‚weight’ determines the content of conscious perception. Key elements of

their model are (1), a stationary prior, whose precision reflects interindividual differences in

the effects of viewpoint context on perception of the Necker Cube and (2), a memory decay

that discounts the weight associated with a sample drawn from the posterior distribution by its

age and influences on the length of individual phase durations.

In contrast to [19], our model does not assume a specific memory decay process, but con-

trols the length of phase durations by means of the dynamically updated stability prior. In anal-

ogy to the stationary viewpoint prior in [19], our model captures the influence of additional

sensory evidence on perceptual decisions using a ‚stereodisparity’ distribution, whose preci-

sion determines the effectiveness of disambiguation.

Please refer to to the mathematical appendix (see S1 Text) for a complete description, to Fig

1 for a step-by-step illustration of our approach and to Table 1 for a summary of model param-

eters and quantities. For computational expediency, we assume Gaussian probability distribu-

tions defined by mean and variance (or inverse precision).

Model simulation

To test whether our model is able to reproduce the temporal dynamics of bistable perception,

we used it to generate perceptual time-courses from some ambiguous visual input such as the

Lissajous figure. We assumed a sampling rate of 0.33 Hz, which was chosen to be close to the

average overlap frequency in the behavioural experiment (see below), and simulated for a total

of 6 � 105 seconds. To model the ambiguous visual input, the impact of the stereodisparity

weight was suppressed by setting μstereo = 0.5 and πstereo = 0. We further assumed fixed values

for the precision πinit, which was set to 3.5 to match the posterior parameter value from our

behavioural modelling (see Modelling analysis of behavioural data).
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Fig 1. Modelling procedures. A. In the modelling approach illustrated here, we capture the temporal

dynamics of bistable perception by changes in a continuously updated stability prior, which is combined with a

bimodal likelihood representing the sensory input (see ‘feedback’ arrow). Under ambiguous viewing

conditions, the likelihood contains equivalent evidence for both perceptual interpretations of the bistable

stimulus. The mean of the prior ‘perceptual stability’ is defined by μstability, which corresponds to the preceding

Predictive coding and bistable perception
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Experimental procedures

To examine whether our prediction error model might account for bistable perception and

associated neural activity in human observers, we used data from an fMRI experiment apply-

ing the Lissajous figure. Results from conventional analyses but not from behavioural model-

ling or model-based fMRI (see below) have been reported previously [7].

Participants. Twenty right-handed participants (11 female, mean age: 28, range: 21 -34)

took part in this study, which was conducted at the Berlin Center for Advanced Neuroimaging

(BCAN), Charité Universitätsmedizin Berlin, Campus Mitte. All participants had normal or

corrected-to-normal vision, were naive to the purpose of the study, and provided informed

written consent. The study was approved by the ethics committee of Charité Universitätsmedi-

zin Berlin, Campus Mitte.

Stimulus. We presented stimuli generated with Psychophysics Toolbox 3 [23] running

under Matlab 2007b (Mathworks inc.) on a 60 Hz Sanyo LCD projector, on which participants

viewed alternating blocks of ambiguous and corresponding replay stimulation. In ambiguous

blocks, we displayed two identical moving Lissajous figures formed by the intersection of two

perpendicular sinusoids (x(t) = sin(3t) and y(t) = sin(6t + δ); with δ increasing from 0 to 2π),

perceptual decision y(t − 1) (here centered around ‘1’ for counter-clockwise rotation of the Lissajous figure).

The impact of the prior on the bimodal likelihood is determined by its precision (the inverse of variance)

πstability. If a new perceptual decision was adopted at the preceding overlapping configuration of the Lissajous

figure, this precision is set to πinit. Otherwise, πstability is repeatedly updated by a prediction error signal. This

signal results from residual evidence for the alternative explanation of the bistable stimulus and is given by the

difference between P(θ > 0.5) and the current perceptual decision y(t) (see ‘feedforward’ arrow). In this

example, the prediction error signal stems from remaining evidence for clockwise rotation (centered around

‘0’), as the current perceptual decision represents counter-clockwise rotation (y(t) = 1) of the stimulus.

Overtime, the stability prior is weakened, which is accompanied by an increasing probability for a novel

transition in perception. B. Here, we depict the temporal evolution of the stability prior (left panel) and the

corresponding posterior (right panel) at three successive overlapping configurations of the Lissajous figure

(dark to light blue). As the precision of the stabilizing prior is gradually reduced, the posterior relaxes to

equivalent probability for both perceptual interpretations of the stimulus. This is accompanied by escalating

prediction error signals and increased likelihood for a perceptual transition. C. Furthermore, our approach

accounts for additional sensory evidence, which is realized by a stereodisparity signal and used to

disambiguate the Lissajous figure in the ‘replay’ condition. To this end, we introduce a ‘stereodisparity’

distribution (characterized by mean μstereo and precision πstereo), which serves as a weight on the bimodal

likelihood. In the ambiguous condition (left panel), μstereo is centered around 0.5 and is thus uninformative with

regard to the two perceptual interpretations of the stimulus. In the replay condition (right panel), μstereo is

centered around ‘0’ or ‘1’ (depending on the direction of stereodisparity). The strength of the bias in the

direction of either percept introduced by the stereodisparity signal scales with the precision πstereo.

https://doi.org/10.1371/journal.pcbi.1005536.g001

Table 1. Summary of model parameters and quantities.

Name Explanation

Sensory Stimulation μstereo Mean of sensory stimulation

Responses y Binary perceptual decision

Model Parameters πinit Initial precision of stability prior

πstereo Initial precision of stability prior

ζ Inverse decision temperature of the reponse model

Model Quantities ypredicted Predicted perceptual response

μstability Mean of the stability prior

πstability Precision of the stability prior

μm Mean of the joint prior

πm Precision of the joint prior

P(θ > 0.5) Probability of perceiving counter-clockwise rotation

https://doi.org/10.1371/journal.pcbi.1005536.t001
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separately to the two eyes. In replay blocks, a disambiguated version of the Lissajous figure

mimicked the perceptual time-course participants had experienced during the preceding

ambiguous block. To this end, the two dichoptically presented Lissajous figures were phase-

shifted against each other by an offset of 0.04˚. This disparity cue was used to disambiguate the

stimulus, biasing participants perceived direction of rotation in the direction of the phase shift.

All stimuli subtended 2.05˚ visual angle.

We achieved dichoptic stimulation by placing a custom build cardboard divider between

the mirror attached to the head-coil and the screen at the end of the scanners bore [24]. Partic-

ipants wore prism glasses to facilitate fusion between to two eyes. All screens contained a fixa-

tion mark at the center and fusion frames surrounding the stimuli.

Task. Participants were instructed to indicate the perceived direction of rotation of the

Lissajous figure by pressing a left (index finger; for clockwise rotation of the stimulus, i.e.

movemement of the front surface to the left) or right (ring finger) button with their right

hand, responding to the first perceived direction after stimulation onset and to all additional

perceptual transitions. Furthermore, they reported unclear or mixed percepts by pressing a

middle button (middle finger) on a standard MRI button box.

In order to titrate individual percept durations to approximately 10 s, we adjusted the rota-

tional speed of the stimulus for every participant to one of three levels (’overlap’ frequency

0.24, 0.30, and 0.40 Hz) based on a psychophysical experiment prior to the fMRI session. In

the fMRI experiment, participants were presented with three experimental runs, each contain-

ing 8 pairs of ambiguity and replay separated by 10 s fixation. Block duration amounted to

42.8, 40.90, or 41 s, depending on the individually adjusted speed. After completion of the

fMRI experiment, participants answered a debriefing questionnaire (A: Did you have the
impression that some blocks were different from others? B: Did you perceive the transitions as
instantaneous or prolonged? C: Were you able to tell the direction of rotation of the Lissajous fig-
ure at all times during the experiment?).

fMRI acquisition and preprocessing

We recorded BOLD images by T2-weighted gradient-echo echo-planar imaging (FOV 192, 33

slices, TR 2000 ms, TE 30 ms, flip angle 78˚, voxel size 3 x 3 x 3 mm, interslice gap 10 percent)

on a 3T MRI scanner (Tim Trio, Siemens). The number of volumes amounted to 402 (0.15

Hz and 0.2 Hz) or 415 (0.12 Hz) volumes, respectively. We used a T1-weighted MPRAGE

sequence (FOV 256, 160 slices, TR 1900 ms, TE 2.52 ms, flip angle 9˚, voxel size 1 x 1 x 1 mm)

to acquire anatomical images.

Image preprocessing (standard realignment, coregistration, normalization to MNI stereo-

tactic space using unified segmentation, spatial smoothing with 8 mm full-width at half-maxi-

mum isotropic Gaussian kernel) was carried out with SPM8 (http://www.fil.ion.ucl.ac.uk/spm/

software/spm8).

Modelling analysis of behavioural data

To probe whether our predictive coding model might explain perceptual time-courses during

bistable perception in human observers, we fitted our model to the behavioural data collected

during the fMRI experiment. We optimized our model for the prediction of perceptual out-

comes, i.e. on the perception of clockwise or counter-clockwise rotation as indicated by the

individual participants. To this end, participants’ responses were aligned to the overlapping

stimulus configurations of the Lissajous figure (’overlaps’). This refers to timepoints during

presentation when fore- and background of the stimulus cannot be discerned (i.e. depth-sym-

metry) [25, 26]. Depending on the rotational speed of the stimulus and the associated ‘overlap’
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frequency, sampling rates varied across participants between 0.24 Hz and 0.40 Hz (see above).

We first constructed models incorporating all combinations of the likelihood weight ‘stereo-

disparity’ and prior ‘perceptual stability’, yielding a total of 4 behavioural models (behavioural

model 1: no stereodisparity, no perceptual stability; behavioural model 2: no stereodisparity,

perceptual stability; behavioural model 3: stereodisparity, no perceptual stability; behavioural

model 4: stereodisparity, perceptual stability) to be compared. The respective precision of

these distributions was optimized for the prediction of perceptual outcomes based on posterior

distributions using a free energy minimization approach [27]. This method minimises the sur-

prise about the individual participants’ data, thereby maximising log-model evidence.

For model inversion, precisions were modelled as log-normal distributions. πinit and πstereo

were either estimated as free parameters (πinit: prior mean of log(3) and prior variance of 5;

πstereo: prior mean of log(5) and prior variance of 5) or fixed to zero (thereby effectively remov-

ing the distribution from the model). We kept z, which represents the inverse decision temper-

ature in the response model represented by Equation 11 (see Mathematical Appendix, S1

Text), fixed to 1, since we did not have a particular a-priori hypothesis regarding this parame-

ter. Please note that when choosing z as a free parameter (prior mean of log(1), prior variance

of 1), results remained almost identical. Parameters were optimised using quasi-Newton Broy-

den-Fletcher-Goldfarb-Shanno minimisation as implemented in the HGF4.0 toolbox (TAPAS

toolbox, http://www.translationalneuromodeling.org/hgf-toolbox-v3-0/).

After identifying the optimal model using Random Effects Bayesian model selection [20], as

implemented in SPM12 (http://www.fil.ion.ucl.ac.uk/spm/software/spm12/), we analyzed its

posterior parameters with regard to the respective precision of the prior distributions using

classical frequentist statistics. Since parameters were estimated in log-space, we report the geo-

metric mean (i.e. the arithmetic mean in log-space).

In a supplementary analysis (see S2 Text), we further compared the explanatory power of

our predictive coding model with established models of bistable perception. To this end, we

implemented models of bistable perception belonging to three different classes ([1] as an

example of so-called oscillator models based on mutual inhibition and self-adaptation between

two competing neuronal populations, [2] as a representative of noise-driven attractor models

and [3] as an intermediate model), which can be fitted to experimental data. We conducted a

Random Effects Bayesian Model Comparison [20] between the established models and our

predictive coding model in order to probe the validity of our approach.

Model-based fMRI data analysis

To examine the neural correlates of prediction error time-courses from our model, we con-

ducted model-based fMRI analyses [21] in SPM12. We adopted a general-linear-model-

(GLM-) approach, constructing a total of three models:

The design matrix of the first GLM (the ‘PE model’) represented prediction error trajecto-

ries timepoint by timepoint. To this end, the regressor ‘transitions’ and the regressor ‘overlaps’

were modelled as stick functions. Furthermore, we extracted the individual ‘Prediction Error’

time-course for every participant and run and used its absolute value as a parametric modula-

tor for the regressor ‘overlaps’.

In order to enable a comparison to the conventional approach of analysing fMRI data on

bistable perception, we constructed a second GLM that dissociated between transition-related

activity specific to bistable perception and the replay condition [4, 5, 6, 7, 9, 10]. In addition to

the regressor ‘overlaps’, the design matrix of this ‘Conventional model’ contained ambiguous

and replay transitions represented by stick functions.
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To further investigate the specificity of the prediction error trajectories and their neural

correlates, we constructed a third GLM that took into account the presence of ambiguity

inherent to the bistable condition. The design matrix contained the regressors ‘transitions’ as

well the regressor ‘overlaps’ modelled as stick functions. Here, however, we used a box-car

function being 1 for ambiguous and 0 for ‘replay’ blocks as a parametric modulator of the

regressor ‘overlaps’. Hence, this ‘Block model’ only differs from the ‘PE model’ in the values of

the parametric modulator and serves to investigate whether correlations with the prediction

error (which we assumed to be higher in the bistable condition) merely correspond to ambigu-

ity per se.

All further analyses were conducted for all models in parallel: regressors were convolved

with the canonical hemodynamic response function as implemented in SPM12. We added six

rigid-body realignment parameters as nuisance covariates and applied high-pass filtering at 1/

128 Hz.

In a first step, we tested which of the three models accounted best for the measured BOLD

signal. Therefore, we conducted a voxel-wise model comparison of the ‘PE model’ with the

‘Conventional model’ and the ‘Block model’, as described in [22]. In brief, this technique uses

Bayesian statistics for the construction of ‘Posterior Probability Maps’ (PPMs) and ‘Exceed-

ance Probability Maps’ (EPMs), which enable the calculation of log-evidence maps for each

participant and model separately. On a second level, these log-evidence maps can be com-

bined, thereby enabling voxel-wise model inference at the group level. Using the ‘Bayesian 1st

level’ procedure for model estimation, we constructed log-evidence maps for every participant

and model separately and compared the ‘PE model’ to the other models on a group level using

exceedance probabilities computed with Random Effects analyses.

In a second step, we aimed to identify regions in which prediction error trajectories (‘PE

model’), ambiguity per se (‘Block model’) or ambiguous as compared to replay transitions

(‘Conventional model’) were correlated with the recorded BOLD signals. To this end, we esti-

mated single-participant statistical parametric maps, then created contrast images for the

parametric regressor against baseline (‘PE model’ and ‘Block model’) or ambiguous against

replay transitions (‘Conventional model’). These were entered into voxel-wise one-sample t-

tests at the group level. Voxels were considered statistically significant if they survived family-

wise-error (FWE) correction for all voxels in the brain at p< 0.05. Anatomic labeling of cluster

peaks was performed using the SPM Anatomy Toolbox Version 1.7b [28].

In order to further visualize our results, we extracted eigenvariate time-courses (without

adjustment for effects of interest) from spherical ROIs (radius: 3 mm) around peak voxels

from clusters for the contrast ‘Prediction Error vs baseline’ (thresholded at p< 0.05) corre-

sponding to left IFG (peak voxel: [-54 2 22]), right IFG (peak voxel: [51 8 10]), left insula (peak

voxel: [-30 20 10]) and right insula (peak voxel: [33 23 7]). These time-courses were extracted

for ambiguous stimulation only. The time-courses for all perceptual phases were aligned with

the respect to the end of the perceptual phase and averaged within and across observers.

Results

Model simulation

To test whether our predictive coding model was able to reproduce perceptual switching in

bistable perception, we used the model to generate perceptual time-courses during simulated

viewing of an ambiguous stimulus.

The distribution of perceptual phase durations followed a sharp rise and slow fall (Fig 2)

typical for bistable stimuli [29, 30]. Mean and median simulated phase durations were 10.40

and 10.00 seconds, closely matching the results from behavioural analysis (see Modelling
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analysis of behavioural data). As illustrated by exemplary time-courses of model parameters,

the prediction error PE (Fig 2A) increases over time while one percept is dominant and is

reduced once a new percept is adopted, reflecting the accumulation of evidence from the sup-

pressed percept. The variance (1/πstability) of the prior ‘perceptual stability’ (Fig 2C) increases

over a perceptual phase as a function of the prediction error. In line with the hypothesized role

of prediction errors in driving perceptual transitions, the prediction error PE and, hence, the

variance 1/πstability are maximal when the posterior P(θ> 0.5) relaxes to 0.5 (Fig 2B), thereby

increasing the probability of a new perceptual transition.

Modelling analysis of behavioural data

To investigate whether our model is able to explain the dynamics of perceptual bistability in

human observers, we fitted our model to behavioural data collected from 20 healthy partici-

pants during an fMRI experiment, in which participants viewed ambiguous and unambiguous

(replay) versions of a rotating Lissajous stimulus. As reported previously, perceptual transi-

tions occurred on average every 9.3 seconds in the ambiguity condition and neither block-by-

block ratings nor debriefing after the experiment revealed differences in perceived appearance

between the ambiguity and the replay condition [7].

We first performed a model comparison with other models that lacked the key conceptual

elements of our model. By eliminating either the likelihood weight ‘stereodisparity’ or the

Fig 2. Simulating perceptual decisions during ambiguous stimulation. Data were simulated using πinit of 3.5 at a sampling

rate of 0.33 Hz for a total of 6*105 seconds. The distribution of phase durations followed a sharp rise and slow fall resembling a

gamma-distribution. The insets A-C show simulated perceptual time-courses (grey dotted lines) next to updated model quantities

(black solid lines). A: Prediction errors increase during a dominance phase and are reduced by perceptual transitions. B: Bistable

perception can be conceived as resulting from subsequent sampling from a bimodal probability distribution [19], the weight of which

is expressed by P(θ > 0.5). This weight is close to 0 or 1 at the beginning of a dominance phase (low transition probability) and

gradually relaxes to 0.5 (high transition probability). C: The variance (inverse precision) of the prior distribution ‘perceptual stability’

increases as a consequence of prediction errors and is set to 1/πinit after a transition in perception.

https://doi.org/10.1371/journal.pcbi.1005536.g002
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prior ‘perceptual stability’ or both from the model, we constructed three additional models

which we compared to our model using Random Effects Bayesian Model Selection. Our model

(i.e. behavioural model 4) was identified as a clear winning model with a protected exceedance

probability of 99.96%, demonstrating that the incorporation of both the likelihood weight

‘stereodisparity’ and the prior ‘perceptual stability’ best explained participants’ perception.

From this model, we extracted the parameters for πinit and πstereo and averaged across runs

and participants (Fig 3A). We predicted average prediction errors to be lower in replay as com-

pared to the ambiguous condition, since the presented stereodisparity reduces the ambiguity

left in the experimental display, and hence, the residual evidence for suppressed percept. Con-

sistently, mean prediction errors were significantly higher in the ambiguous condition than in

the replay condition (0.36 +/- 0.03 vs. 0.26 +/- 0.02, mean +/- s.e.m., p< 10−6, t19 = 7.06, two-

sample t-test, Fig 3B), providing support for a correct implementation of our predictive coding

model.

Given that πinit describes the strength of the initial stabilization after a switch in perception,

we expected this parameter to be related to the frequency of perceptual transitions. In line with

this, model parameter estimates πinit were negatively correlated with perceptual transition fre-

quencies across participants (ρ = −0.88, p< 10−7, Pearson correlation, Fig 3C), providing a

Fig 3. Posterior model parameters. A: The geometric mean (i.e. the arithmetic mean in log-space) of posterior πinit and πstereo,

averaged across runs and participants, and standard error of the mean. B: Mean prediction errors averaged across runs and

participants for ambiguous and replay blocks and standard error of the mean. Prediction errors were significantly decreased during

replay stimulation (two-sample t-test, p < 10−6, t19 = 7.69). C: Average transition probabilities correlated significantly with average πinit

for individual participants (ρ = −0.88, p < 10−7, Pearson correlation), providing a sanity check for model fit. D: Transition probabilities

from run 3 were predictive of posterior πinit averaged over run 1 and 2. The significant Pearson correlation between the two independent

measures (ρ = −0.76, p < 10−4) illustrates the predictive power of the model.

https://doi.org/10.1371/journal.pcbi.1005536.g003
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sanity check for model fit. Notably, this correlation was also significant when we correlated

model parameter estimates for πinit averaged over run 1 and 2 with perceptual transition fre-

quencies from run 3 (ρ = −0.76, p = 10−4, Fig 3D), corroborating that our model successfully

accounted for observers’ perception evoked by an ambiguous stimulus.

We furthermore validated our approach by comparing our predictive coding model to

established models of bistable perception from three different classes: oscillator models [1],

attractor models [2] and intermediate models [3] (see Supplementary Methods in S2 Text).

Data simulations indicated that all established models, similar to our predictive coding model,

were able to produce spontaneous transitions in perception and a typical gamma-like distribu-

tion of perceptual phase durations (see Supplementary Results and Fig. A-C in S2 Text). Fitting

of the behavioural data further showed that both the oscillator and the intermediate, similar to

our predictive coding model, adequately accounted for the observers’ perceptual decisions

during bistable perception (see Supplementary Results and Fig. D-I in S2 Text). In order to

validate our approach, we conducted a Bayesian Model Comparison, which showed that our

predictive coding model compared to these established models was best in explaining the

behavioural data collected during this experiment (see Fig. J in S2 Text).

Please note that we did not carry out these analysis to demonstrate a superiority of our

approach over these earlier models, which were initially conceived mainly for binocular rivalry

and not for the prediction of behavioural responses during presentation of the Lissajous figure

(a specific type of structure-from-motion stimulus). On the contrary, we aimed at probing the

validity of our approach and tried to ascertain that the predictive coding approach was at least

equivalent to existing models of bistable perception.

Model-based fMRI analysis

One central aim of our study was to gain mechanistic insight into the neural processes under-

lying transition-related activity during bistable perception. We therefore performed both a

model-based fMRI analysis suitable to identify the neural correlates of modelled prediction

errors (‘PE model’), and, for the purpose of comparison, a conventional analysis (‘Conven-

tional model’) dissociating between ambiguous and replay transitions as well as a ‘Block

model’ accounting for effects of ambiguity per se.

To test the validity of these models, we first searched for voxels that were more active during

visual stimulation as compared to baseline (‘overlaps vs. baseline’). For the ‘PE model’, this

analysis revealed significant clusters (p< 0.05, FWE-corrected across the whole brain) bilater-

ally in middle occipital cortex (right: [39 -9 1], T = 10.21; left: [-30 -94 1], T = 13.30), in V5/

hMT+ (right: [45 -70 1], T = 11.61; left: [-45 -73 4], T = 14.09), as well as in superior parietal

cortex (right: [27 -49 58], T = 10.26; left: [-36 -46 -61], T = 8.62). The same analyses for the

‘Conventional model’ and the ‘Block model’ yielded virtually identical results (see Tables 2–4),

confirming the comparability between all three models.

We then investigated which voxels were more active during perceptual transitions as com-

pared to baseline (‘transitions vs. baseline’, Fig 4A): For the ‘PE model’, we found significant

activations of motor-related areas in left precentral gyrus ([-36 -16 67], T = 12.23) extending to

left postcentral gyrus ([-63 -19 25], T = 8.62) as well as significant clusters in regions previously

associated with transition-related activity during bistable perception: right inferior frontal

gyrus ([54 17 13], T = 7.96), right inferior parietal lobulus (54 -37 52, T = 9.32) and right mid-

dle frontal gyrus ([39 44 31], T = 7.57). Additional clusters were located in bilateral posterior-

medial frontal gyrus (right: [6 2 67], T = 9.50; left: [-6 2 55], T = 12.63). Again, repeating this

analysis for the ‘Block model’ and the ‘Conventional model’ yielded qualitatively very similar
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results as in the ‘PE model’ (see Tables 5–7), thereby providing further evidence for the validity

and comparability of all three models.

To formally test whether the modelled prediction error explains the BOLD signal better

than the conventional comparison of ambiguous with replay perceptual switches (‘Conven-

tional model’), or the mere ambiguity of the visual display (the ‘Block model’), we performed a

PPM analysis [22] to compute voxel-wise exceedance probability maps for the ‘PE model’

against the ‘Conventional model’ and the ‘Block model’ (Fig 4C). We restricted this analysis to

areas of the fronto-parietal cortex, which be delineated by intersecting the statistical-paramet-

ric maps for ‘transitions vs. baseline’ thresholded at p< 0.05 FWE for all three models consid-

ered. Remarkably, when applying a conservative threshold of an exceedance probability of

γ = 99% and a cluster size of n> 10 voxels, we found clusters in right insula ([39 26 -2]) and

right inferior frontal gyrus ([51 14 1]) to show strong evidence for the ‘PE model’ as compared

Table 4. ‘Block model’: Overlaps vs baseline.

Cluster T MNI Region

1 T = 11.60 42 -70 -2 R Middle Temporal Gyrus

T = 10.96 30 -91 -5 R Inferior Occipital Gyrus

T = 10.26 39 -79 1 R Middle Occipital Gyrus

2 T = 10.19 27 -52 61 R Superior Parietal Lobule

T = 10.10 30 -46 55 R Postcentral Gyrus

T = 8.89 21 -58 58 R Superior Parietal Lobule

3 T = 11.78 -27 -52 55 L Inferior Parietal Lobule

T = 8.36 -36 -46 61 L Superior Parietal Lobule

https://doi.org/10.1371/journal.pcbi.1005536.t004

Table 2. ‘PE model’: Overlaps vs baseline.

Cluster T MNI Region

1 T = 11.61 45 -70 1 R Middle Temporal Gyrus

T = 10.94 30 -91 -5 R Inferior Occipital Gyrus

T = 10.21 39 -79 1 R Middle Occipital Gyrus

2 T = 10.26 27 -49 58 R Superior Parietal Lobule

T = 0.22 30 -46 55 R Postcentral Gyrus

T = 8.93 21 -58 58 R Superior Parietal Lobule

3 T = 11.96 -27 -52 55 L Inferior Parietal Lobule

T = 8.62 -36 -46 61 L Superior Parietal Lobule

https://doi.org/10.1371/journal.pcbi.1005536.t002

Table 3. ‘Conventional model’: Overlaps vs baseline.

Cluster T MNI Region

1 T = 11.64 42 -70 -2 R Middle Temporal Gyrus

T = 10.92 30 -91 -5 R Inferior Occipital Gyrus

T = 10.22 39 -79 1 R Middle Occipital Gyrus

2 T = 10.17 27 -52 61 R Superior Parietal Lobule

T = 10.09 30 -49 58 R Superior Parietal Lobule

T = 8.90 21 -58 58 R Superior Parietal Lobule

3 T = 11.82 -27 -52 55 L Inferior Parietal Lobule

T = 8.35 -36 -46 61 L Superior Parietal Lobule

https://doi.org/10.1371/journal.pcbi.1005536.t003
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to the ‘Block model’ and the ‘Conventional model’. Additional clusters were located in right

posterior medial frontal gyrus ([6 5 49]) as well as left precentral gyrus ([-36 -16 52]).

Conversely, for the exceedance probability map of the ‘Conventional model’ compared

against ‘Block model’ and ‘PE model’, no voxels survived the conservative threshold used in

the main experiment. For the exceedance probability map of the ‘Block model’ compared

against the ‘Conventional model’ and ‘PE model’, we found clusters in bilateral inferior parie-

tal lobule at an exceedance probability of 99% and a cluster size > 10.

Fig 4. Model-based fMRI results from standard GLM (A, B) and PPM (C) analyses. GLMs are displayed using FWE

correction at p < 0.05. For PPM results, we show voxels above an exceedance probability of 99% with a cluster size n > 10.

A: 2-level contrast for ‘Transition vs. baseline’ showing activations left pre- and postcentral gyrus, right inferior frontal gyrus,

right inferior parietal lobulus and right middle frontal gyrus with qualitatively equivalent results for all models. B: ‘PE vs.

baseline’ (‘PE model’) yielded activations in bilateral insulae and inferior frontal gyri. We found no whole-brain correctable

voxels for ‘Ambiguity vs. baseline’ (‘Block model’) nor for ‘Ambiguous vs. replay transitions’ (‘Conventional model’). C:

Group exceedance probability maps with right insula, right inferior frontal gyrus, right posterior-medial frontal gyrus as well

as left precentral gyrus showed strongest evidence for the ‘PE model’ as compared to the control models.

https://doi.org/10.1371/journal.pcbi.1005536.g004
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For our central analysis aimed at identifying the neural correlates of modelled prediction

errors, we searched for voxels in which BOLD activity was related to the parametric modulator

of the ‘PE model’ that encoded prediction error trajectories from our Bayesian model of bis-

table perception (Fig 4B). We found significant clusters (p< 0.05, FWE-corrected across the

whole brain) in bilateral insulae (right: [33 23 7], T = 7.24; left: [-30 20 10], T = 7.88) and

Table 5. ‘PE model’: Transitions vs baseline.

Cluster T MNI Region

1 T = 12.23 -36 -16 67 L Precentral Gyrus

T = 8.74 -51 -28 43 L Inferior Parietal Lobule

T = 8.28 -57 -28 34 L SupraMarginal Gyrus

2 T = 11.19 42 2 46 R Precentral Gyrus

T = 9.73 42 8 40 R Middle Frontal Gyrus

T = 7.71 15 5 13 R Caudate Nucleus

T = 7.96 54 17 13 R IFG (p. Opercularis)

3 T = 12.63 -6 2 55 L Posterior-Medial Frontal

T = 9.50 6 2 67 R Posterior-Medial Frontal

4 T = 9.42 60 -40 43 R SupraMarginal Gyrus

5 T = 6.70 42 26 -5 R Insula

6 T = 7.03 -18 -97 -8 L Inferior Occipital Gyrus

7 T = 6.50 -27 -88 -2 L Middle Occipital Gyrus

https://doi.org/10.1371/journal.pcbi.1005536.t005

Table 7. ‘Block model’: Transitions vs baseline.

Cluster T MNI Region

1 T = 14.71 -6 -1 55 L Posterior-Medial Frontal

T = 12.58 -42 -22 58 L Postcentral Gyrus

T = 12.57 -36 -16 67 L Precentral Gyrus

T = 10.51 -42 -7 4 L Insula Lobe

T = 9.65 42 8 37 R Middle Frontal Gyrus

2 T = 10.17 60 -40 43 R SupraMarginal Gyrus

T = 9.57 51 -40 55 R Inferior Parietal Lobule

3 T = 6.89 33 -61 43 R Angular Gyrus

4 T = 6.71 -18 -97 -8 L Inferior Occipital Gyrus

https://doi.org/10.1371/journal.pcbi.1005536.t007

Table 6. ‘Conventional model’: Transitions vs baseline.

Cluster T MNI Region

1 T = 14.73 -6 -1 55 L Posterior-Medial Frontal

T = 12.88 -36 -16 67 L Precentral Gyrus

T = 10.33 -42 -7 4 L Insula Lobe

2 T = 10.11 60 -40 43 R SupraMarginal Gyrus

T = 9.57 51 -40 55 R Inferior Parietal Lobule

3 T = 7.97 42 44 28 R Middle Frontal Gyrus

4 T = 7.30 39 -46 40 R Inferior Parietal Lobule

5 T = 6.80 -21 -94 -8 L Inferior Occipital Gyrus

6 T = 6.82 33 -58 43 R Angular Gyrus

https://doi.org/10.1371/journal.pcbi.1005536.t006
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bilateral inferior frontal gyri (right: [51 8 10], T = 6.89; left: [- 54 2 22], T = 6.67). These regions

are located in close anatomical proximity to frontal regions previously suggested to mediate

perceptual transitions in bistable perception [4, 5, 7].

In order to further visualize the correlation between modelled prediction error and BOLD

activity, we extracted eigenvariate time-courses from right insula, left insula, right IFG as well

as left IFG and averaged across perceptual phase durations and observers. As expected, these

time-courses showed a gradual increase towards a transition in perception (Fig 5), nicely mir-

roring the build-up of prediction error during a perceptual phase.

Discussion

In this work, we present a Bayesian predictive coding model for bistable perception, which

rests on the basic assumption that prediction errors are elicited by the unexplained alternative

interpretation of an ambiguous stimulus and represent the driving force behind perceptual

transitions during bistable perception. We found that this model is able to reproduce key tem-

poral characteristics of human bistable perception and that it explains observers’ behaviour

during a bistable perception experiment. Our central finding shows that modelled prediction

errors correlate with BOLD activity in bilateral insulae and bilateral inferior frontal gyrus.

Remarkably, our PPM analysis revealed that modelled prediction errors best accounted for

Fig 5. Average eigenvariate time-courses. For visualization, we extracted eigenvariate time-courses from

right insula, left insula, right IFG and left IFG (A–D), aligned all phase durations to the timepoint of the

upcoming perceptual transition and averaged within and across observers. In analogy to modelled prediction

error trajectories, mean eigenvariate time-courses (± standard error of the mean) showed a gradual increase

towards a transition in perception.

https://doi.org/10.1371/journal.pcbi.1005536.g005
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BOLD activity as compared to mere occurrence of endogenous perceptual transitions or ambi-

guity of the visual display in these frontal regions. Hence, our current results suggest that

prediction errors might provide the mechanistic basis for perceptual switching in bistable per-

ception and offer a novel interpretation of frontal activity in bilateral insulae as well as the

right inferior frontal gyrus during bistable perception.

The functional significance of enhanced frontal brain activity for transitions during bist-

ability as compared to an unambiguous control condition is a matter of ongoing debate: Some

authors proposed that non-sensory higher-level brain regions are actively implicated in resolv-

ing the perceptual conflict during bistable perception, thus mediating perceptual transitions

[4, 31, 5, 11, 7]. Others have argued that perceptual conflicts are resolved primarily in sensory

brain areas and that activity in frontal and parietal regions reflects the registration and/or

report of perceptual transitions, rather than their cause [6, 8, 10]. For a detailed discussion of

this debate, see “Brascamp, Sterzer, Blake and Knapen, Multistable perception and the role of

frontoparietal cortex in perceptual inference, Annual Review of Psychology, in press.”

Here, we provide further evidence for an active implication of frontal regions in bistable

perception by functionally relating these regions to a prediction error signal. Hence, our work

is in line with hybrid models that suggest bistable perception to arise from an interplay

between lower-level sensory and higher-level non-sensory areas [32, 12, 11]. In this context, it

might be speculated that prediction errors are computed in frontal regions based on feedfor-

ward signals from visual and parietal cortex; and that these prediction errors, in turn, modulate

activity in visual cortex via feedback signals.

In addition to the prediction error, the stability prior represents an essential element of our

predictive coding model of bistable perception, since its initial precision determines the fre-

quency of perceptual transitions. The notion of such a stability prior is supported by experi-

mental work on serial dependence in visual perception: In an orientation-judgement task, [33]

showed that perceived orientation was biased by recently observed stimuli and reasoned that

the visual system might use past experiences as predictors of present perceptual decisions,

thereby incorporating representations of the continuity of the visual environment. Corrobo-

rating these results in a fMRI experiment, [34] found that orientation signals in early visual

cortex were biased towards previous perceptual decisions. At this point, however, we can only

speculate about the neural correlates of the stability prior from our model: In recent work on

the role of parietal cortex in bistable perception, [35] and [9] have proposed a functional segre-

gation of the superior parietal lobulus (SPL), which they deduced from differential effects of

grey matter volume on perceptual dominance durations and analyses of effective connectivity

on the basis of fMRI. By interpreting their results in a Bayesian framework, the authors argued

that posterior SPL might represent a prediction error, while the anterior SPL would entertain a

perceptual prediction.

A key advantage of our predictive coding model of bistable perception is that it allows us to

treat ambiguous and replay stimulation within the same framework. By formalizing the disam-

biguating factor as a weight on a bimodal likelihood distribution, such models can be used to

investigate perceptual transitions under varying degrees of ambiguity, thus dissolving the arti-

ficial dichotomy between the two conditions. Hence, such models provide a new perspective

on how the brain might resolve perceptual conflicts despite the ambiguity inherent in every

sensory signal and offer a generic tool for quantifying the contribution of different contextual

factors on perceptual outcomes.

The major strength of predictive coding models for bistable perception, however, lies in

their ability to parsimoniously link different levels in the description of perceptual dynamics in

ambiguous visual environments: On a computational level, prediction errors constitute the

driving force behind perceptual transitions and are substantially reduced by additional sensory
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information (such as stereodisparity) during replay. On a neural level, casting frontal activity

during rivalry in terms of prediction error signals nicely relates to increased transition-related

activity [4, 5, 9] and connectivity [7]. On a theoretical level, viewing perceptual transitions as

means of reducing prediction errors places bistable perception in the context of Bayesian theo-

ries of the brain [16, 36, 27, 37], and in particular the free-energy principle [13]. According to

the latter, agents strive for a reduction of their model’s free energy, which translates onto a

minimization of squared prediction errors in predictive coding schemes. When sensory infor-

mation is constantly ambiguous, one possibility to reduce free energy is to update beliefs about

the world, which ultimately corresponds to the adoption of a new percept.

However, given that the Lissajous differs in some aspects from other types of bistable sti-

muli, one has to consider important limitations regarding the generalization of our findings:

While being physically ambiguous for all angles of rotation, transitions almost exclusively

occur at overlapping stimulus configurations, which is similar to the behaviour of some types

of random dot kinematograms [26] or intermittent presentation of bistable stimuli [38] and

accompanied by a reduced incidence of mixed percepts or incomplete transitions. Since these

phenomena are present in many other forms of bistable perception and significantly affect

frontoparietal activity during perceptual transitions [6], our current imaging results can only

be interpreted in relation to the specific stimulus used here.

A similar limitation applies to the behavioural modelling presented in this manuscript: Pre-

vious work on computational modelling of bistable perception has focused on a variety of

mechanisms at the heart of spontaneous perceptual transitions: Oscillator models have focused

on mutual inhibition between two competing neuronal populations combined with slow adap-

tation of the currently dominant population [1]. [39] have studied the differential effects of

short and long interruptions in intermittent bistable perception for binocular rivalry and

structure-from-motion and presented a model based on adaptive processes, cross-inhibition

and neural baseline levels. Importantly, this model also accounts for the possibility of volun-

tary control via attentional processes interacting with early processing stages.

Alternative approaches view noise as the underlying cause of perceptual transitions [2].

Importantly, models belonging to this class have also taken account of the aforementioned

mixed percepts and incomplete transitions during binocular rivalry [40].

Further models have related transitions in perception to a combination of adaptation and

noise [3]. In this vein, [41] have argued for a neurodynamic mechanism at the bifurcation

between adaptation- and noise-driven processes to be the basis for perceptual transitions dur-

ing binocular rivalry.

The majority of the models mentioned above has been developed for continuous presenta-

tion of binocular rivalry or ambiguous structure-from-motion, while [39] have also studied

paradigms with intermittent presentation. As noted above, such stimuli differ significantly

from the Lissajous figure used in our current study, which shares aspects with intermittent

stimulation due to the existence of overlapping configurations facilitating transitions in per-

ception. Hence, future theoretical and empirical work is needed to probe our modelling

approach on paradigms such as binocular rivalry and ambiguous structure-from-motion for

both continuous and intermittent presentation and to extend the predictive coding model in

order to account for top-down attentional control as well as interactions at earlier processing

stages.

Taken together, our current work provides theoretical and empirical evidence across differ-

ent levels for a driving role of prediction errors in bistable perception, thereby shedding new

light on an ongoing debate about the neural mechanisms underlying bistable perception and,

more generally, opening up a novel computational perspective on the mechanisms governing

perceptual inference.
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2.2 The neural correlates of hierarchical predictions for perceptual decisions 

Weilnhammer VA, Stuke H, Sterzer P, Schmack K. The Journal of Neuroscience 38, 5008–5021 (2018). 
DOI: https://doi.org/10.1523/JNEUROSCI.2901-17.2018 

The above publication links neural activity during bistable perception to prediction-error related 
activity in the frontoparietal network80. I a next step, we sought to map the neural correlates of internal 
predictions that are relevant for deciphering the most likely cause of ambiguous sensory information. In 
this study, we used cross-modal associative learning to induce internal predictions about a bistable 
apparent-motion stimulus81. Importantly, the reliability of the relation between auditory cues and visual 
targets changed unpredictably over time30,31. At the level of behavior, we found that the participants’ 
conscious experience was strongly biased by internal predictions derived from cross-modal associative 
learning and perceptual history. At the neural level, we observed that predictions about the reliability of 
the cue-target association were reflected by BOLD-responses in supra-modal regions such as 
orbitofrontal cortex and hippocampus, while the lower-level conditional target probabilities correlated 
by BOLD-responses in retinotopic visual cortex. These findings corroborate that the brain uses 
hierarchical predictions in the resolution of sensory ambiguity. 

The following text corresponds to the abstract of the article50: 

“Sensory information is inherently noisy, sparse, and ambiguous. In contrast, visual experience is usually 
clear, detailed, and stable. Bayesian theories of perception resolve this discrepancy by assuming that 
prior knowledge about the causes underlying sensory stimulation actively shapes perceptual decisions. 
The CNS is believed to entertain a generative model aligned to dynamic changes in the hierarchical states 
of our volatile sensory environment. Here, we used model-based fMRI to study the neural correlates of 
the dynamic updating of hierarchically structured predictions in male and female human observers. We 
devised a crossmodal associative learning task with covertly interspersed ambiguous trials in which 
participants engaged in hierarchical learning based on changing contingencies between auditory cues 
and visual targets. By inverting a Bayesian model of perceptual inference, we estimated individual 
hierarchical predictions, which significantly biased perceptual decisions under ambiguity. Although 
“high-level” predictions about the cue–target contingency correlated with activity in supramodal 
regions such as orbitofrontal cortex and hippocampus, dynamic “low-level” predictions about the 
conditional target probabilities were associated with activity in retinotopic visual cortex. Our results 
suggest that our CNS updates distinct representations of hierarchical predictions that continuously 
affect perceptual decisions in a dynamically changing environment. 
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Sensory information is inherently noisy, sparse, and ambiguous. In contrast, visual experience is usually clear, detailed, and stable.
Bayesian theories of perception resolve this discrepancy by assuming that prior knowledge about the causes underlying sensory stimu-
lation actively shapes perceptual decisions. The CNS is believed to entertain a generative model aligned to dynamic changes in the
hierarchical states of our volatile sensory environment. Here, we used model-based fMRI to study the neural correlates of the dynamic
updating of hierarchically structured predictions in male and female human observers. We devised a crossmodal associative learning
task with covertly interspersed ambiguous trials in which participants engaged in hierarchical learning based on changing contingencies
between auditory cues and visual targets. By inverting a Bayesian model of perceptual inference, we estimated individual hierarchical predic-
tions, which significantly biased perceptual decisions under ambiguity. Although “high-level” predictions about the cue–target contingency
correlated with activity in supramodal regions such as orbitofrontal cortex and hippocampus, dynamic “low-level” predictions about the
conditional target probabilities were associated with activity in retinotopic visual cortex. Our results suggest that our CNS updates distinct
representations of hierarchical predictions that continuously affect perceptual decisions in a dynamically changing environment.

Key words: Bayesian brain theory; hippocampus; orbitofrontal cortex; predictive coding; sensory predictions; visual perception

Introduction
When dealing with complex and volatile environments, agents are
faced with uncertainties introduced by imprecise sensory signals
(“perceptual uncertainty”), the known stochasticity of predictive re-
lationships within a stable environment (“expected uncertainty”), or

changes in the statistical properties of the environment that com-
promise predictions based on previous experience (“unexpected
uncertainty”; Yu and Dayan (2005)).

To make adaptive inferences about the causes of uncertain
information, the brain recurs to learned predictions, which are
thought to match the hierarchical structure of the world (Friston,
2005). For instance, when estimating the flight trajectory of the
shuttlecock during a badminton match, the current shuttlecock
position depends on previous shuttlecock positions and this de-
pendence of current on previous positions in turn depends on the
current wind situation. Sensory signals indicating the current
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Significance Statement

Bayesian theories posit that our brain entertains a generative model to provide hierarchical predictions regarding the causes of
sensory information. Here, we use behavioral modeling and fMRI to study the neural underpinnings of such hierarchical predic-
tions. We show that “high-level” predictions about the strength of dynamic cue–target contingencies during crossmodal associa-
tive learning correlate with activity in orbitofrontal cortex and the hippocampus, whereas “low-level” conditional target
probabilities were reflected in retinotopic visual cortex. Our findings empirically corroborate theorizations on the role of hierar-
chical predictions in visual perception and contribute substantially to a longstanding debate on the link between sensory predic-
tions and orbitofrontal or hippocampal activity. Our work fundamentally advances the mechanistic understanding of perceptual
inference in the human brain.
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shuttlecock position may be noisy (e.g., due to partial occlusion),
resulting in “perceptual uncertainty”. Furthermore, expected un-
certainty arises from the known irregularity of the shuttlecock
trajectory within stable wind conditions, whereas unexpected un-
certainty results from changes in wind conditions that affect the
relation between successive shuttlecock positions. To deal with
these uncertainties, a badminton player cannot only rely on sen-
sory signals generated by the shuttlecock, but also requires a
“high-level” prediction about the likely shuttlecock trajectory
given the current wind condition, which he or she can then use to
generate a “low-level” prediction about the current shuttlecock
position based on previous positions. Here, we investigated how
such hierarchically related predictions are updated and main-
tained in the brain.

Hierarchical predictions can be elegantly formalized by Bayes-
ian predictive coding. Bayesian theories propose that our brain
entertains a predictive model of the environment, enabling infer-
ence and learning under uncertainty (Knill and Pouget, 2004; Yu
and Dayan, 2005; Behrens et al., 2007; Hohwy et al., 2008; Nassar
et al., 2010; Payzan-LeNestour et al., 2013). These perspectives
are tightly related to hierarchical predictive coding schemes (Rao
and Ballard, 1999; Lee and Mumford, 2003), which assume that
predictions are serially implemented across hierarchical levels and
that prediction errors are generated in cases of mismatch between
predictions and incoming signals. Please note that, here, we do not
use the term “predictive coding” in its narrow sense for the specific
instantiation of top-down predictions proposed by Rao and Bal-
lard (1999), but in its broader sense referring to hierarchical pre-
dictive models aiming at the minimization of prediction errors
(Clark, 2013) or free energy (Friston, 2005).

To investigate the neural implementation of hierarchical pre-
dictions, we devised a crossmodal associative learning task (Fig. 1,
Schmack et al. (2016)) in which participants made inferences
about volatile cue–target associations. In brief, we presented par-
ticipants with flashing dot quartets that elicited the perception of
either clockwise (CW) or counterclockwise (CCW) tilt motion.
These dot quartets were preceded by auditory cues that probabi-
listically predicted the tilt direction of the upcoming visual target.
Over time, observers learned the relation between auditory and
visual stimuli, whereas cue–target contingencies changed unpre-
dictably at times unknown to the participants. Crucially, percep-
tually ambiguous dot quartets equally compatible with CW and
CCW tilt were covertly interspersed in the sequence of visual
stimulation. In relation to the example of the badminton match,
the CW or CCW tilting dot quartet (i.e., the visual target stimulus)
corresponds to the current shuttlecock position. The auditory cue in
our experiment corresponds to the current wind condition in the
badminton example. That is, by introducing changes in cue–target
association, our paradigm induces varying degrees of predictability
of the visual target given the cue, akin to changes in predictability of
the shuttlecock position due to changing wind conditions. More-
over, perceptual uncertainty is introduced by the use of ambiguous
visual stimuli, akin to perceptual uncertainty caused by, for example,
temporary partial occlusion of the shuttlecock.

We used computational modeling in a Bayesian framework
(Mathys et al., 2014a) to estimate hierarchically related predic-
tions on a trial-by-trial basis. Correlating these trialwise estimates
with fMRI time courses allowed us to dissociate the neural cor-
relates of “high-level” predictions regarding the coupling of tones
and visual stimuli from “low-level” predictions regarding the
probability of binary perceptual outcomes.

Materials and Methods
Participants
Twenty-five participants took part in the experiment, which was con-
ducted with informed written consent and approved by the local ethics
committee. One participant had to be excluded because of not following
the experimental instructions correctly. A second participant was ex-
cluded due to excessive movement inside the scanner (5 mm maximum
average translational movement across runs. All remaining participants
(N � 23, age 19 –34 years, mean 25.6 years, 14 female) had normal or
corrected-to-normal vision and no prior psychiatric or neurological
medical history.

Experimental procedures
Main experiment. In this fMRI experiment, we aimed at disentangling the
neural representations of continuously updated hierarchical predictions.
To this end, participants performed an associative reversal learning task
(Fig. 1A) similar to Schmack et al. (2016), which induced changing ex-
pectations about visual stimuli. High or low tones were coupled with
subsequently presented CW or CCW tilting dot pairs, which could be
either unambiguous or ambiguous with regard to the direction of tilt. On
unambiguous trials, tilt direction was determined by a motion streak, yield-
ing a clear impression of the corresponding movement. The association of
tones with tilting directions was probabilistic (75% correct and 12.5% incor-
rect associations with 12.5% ambiguous trials, see below) with contingencies
changing unpredictably every 16–32 trials. Ambiguous trials used the phe-
nomenon of apparent motion (Muckli et al., 2005; Sterzer et al., 2006; Sterzer
and Kleinschmidt, 2007) to induce the percept of tilting movement and were
covertly interspersed in the experimental sequence (12.5% of all trials). Here,
the motion streak was omitted and the physical visual stimulus was hence
uninformative with regard to the direction of tilt.

During the main experiment, participants completed a total of 576
trials, which were divided into 9 individual runs of varying length with a
medium duration of �9 min. Visual and auditory stimuli were produced
using MATLAB 2014b (The MathWorks) and Psychophysics Toolbox 3.
Frames were projected at 60 Hz using a Sanyo LCD projector (resolution
1024 � 768 pixels) on a screen placed at 60 cm viewing distance at the
Trim Trio Siemens 3T fMRI scanner’s bore.

Auditory stimuli were presented binaurally at �15 dB (relative to
maximum intensity) using MRI-compatible headphones powered by
MR-ConFon hardware. At the beginning of every trial (Fig. 1B), a high
(576 Hz) or low (352 Hz) tone was presented for a total of 300 ms. Immedi-
ately afterwards, participants indicated their prediction about whether the
upcoming visual stimulus would tilt CW or CCW by pressing a left or
right button on a standard MRI button box using the index and middle
fingers of their right hand. The prediction screen was displayed for 1 s
and consisted of 2 single arrows (displayed at 2.05° eccentricity right and
left of fixation and turning from white to red after the response). The
offset between the prediction screen and the onset of the visual stimuli
was jittered between 100 and 300 ms (mean offset: 200 ms). Visual stim-
uli consisted of two light-gray dots of 1.2° diameter presented simulta-
neously at an eccentricity of 4.01° on the vertical (starting position) or
horizontal (final position) meridian. The circumference of the tilting
movement was depicted by a dark-gray circular streak of 1.2° width,
which was displayed throughout the trial. Starting and final dot positions
were presented for 600 ms, separated by trajectories of 33 ms duration.

On unambiguous trials, the tilting direction was defined by motion
streaks (upper right and lower left quadrant for CW tilt, upper left and
lower right for CCW tilt). On ambiguous trials, no motion streak was
presented and visual stimuli were compatible with CW and CCW tilt.
Immediately after presentation of the visual stimulus, participants re-
ported their perception by pressing a left or right button using the index
and middle finger of their right hand. The video response screen con-
sisted of two double arrows (displayed at 2.05° eccentricity right and left
of fixation and turning from white to red after response) and was pre-
sented for 1 s. Trials were separated by fixation intervals jittered between
0.5 and 2.5 s (mean fixation interval: 1.5 s) and amounted to a mean
duration of 5.25 s each.

Perceptual rating. Subsequent to the main experiment, we aimed at
assessing the perceptual quality of ambiguous and unambiguous trials in
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an additional perceptual rating experiment, which was performed during
the anatomical scan. Here, trial structure was identical to the main ex-
periment. However, the video response screen was followed by a confi-
dence rating (offset to perceptual response jittered between 100 and 300
ms, mean offset: 200 ms), which displayed a 4-point scale where 1 � very
sure, 2 � rather sure, 3 � rather unsure, and 4 � very unsure with regard
to the visual percept for a total of 1 s. Participants reported their rating
using the index, middle, ring and little finger of the right hand. The

selected rating turned from white to red after response. In total, partici-
pants rated their perceptual confidence for a total of 60 trials.

Localizer. Given that the binary perceptual outcomes of the visual
target were spatially separated, our design enabled us to investigate how
activity in retinotopic stimulus representations in primary visual cortex
would relate to predictive processes evoked during the main experiment.
To identify voxels corresponding to CW or CCW tilt, we conducted two
localizer scans (Fig. 1C) at the end of experimental session. The first

A

B

C

Figure 1. A, Experimental paradigm. In this experiment, we coupled CW (motion trajectory highlighted in red) or CCW (motion trajectory highlighted in blue) tilting dot pairs (visual targets) with
high or low tones (auditory cues), which were predictive of the upcoming visual stimulus at a contingency of 75%. Importantly, the association between tones and visual stimuli reversed
unpredictably for the participants every 16 –32 trials. Furthermore, 12.5% of tilting dot pairs were ambiguous with regard to the perceived direction of tilt. Such test trials enabled us to quantify the
influence of predictions formed during crossmodal associative learning on visual perception. B, Trial structure: Main experiment. After presentation of a high (576 Hz) or low pitch (352 Hz) auditory
cue, participants indicated their predicted tilting direction. After presentation of the visual target (which could be either unambiguous or ambiguous), participants reported their perception. In an
additional perceptual rating experiment, this sequence was followed by a rating on the certainty associated with the perceptual response. C, Trial structure: Localizer. At the end of the fMRI
experiment, we conducted localizer sessions mapping the meridians and the dot trajectories of CW and CCW tilt, respectively. Checkerboards were flickered in the respective areas eight times for 15 s
in alternation while participants performed a challenging change detection task at fixation.
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localizer was designed to map the dot trajectories. Black-and-white
checkerboards covering the circular dot trajectories from the main
experiment were flickered at a frequency of 8 Hz in each visual field quad-
rant, but did not cover the starting and final position of the dot pairs. Spe-
cifically, the upper right and lower left (CW tilt) as well as the upper left and
lower right quadrant (CCW tilt) were flickered in alternating sequence for
15 s each for a total of 8 repetitions separated by 5 s of fixation.

The second localizer was conducted with identical temporal structure,
but mapped the vertical and horizontal meridian spanning over starting
and final dot positions. For both localizers, checkerboards were scaled by
the cortical magnification factor and participants performed a fixation
task, responding to color changes in the fixation dot (alternating between
white and red in unpredictable intervals) with their right index finger.

Behavioral analysis
The behavioral analysis outlined here is directed at the influence of the
current cue–target association on perceptual decisions under ambiguity.
In previous work using a similar experimental design with a different
visual stimulus (Schmack et al., 2016), we found that in addition to a
main effect of “associative learning,” perceptual history also had an in-
fluence on perceptual decisions under ambiguity in the form of “prim-
ing” and “sensory memory.” Whereas “priming” refers to the influence
of the immediately preceding trial on the current trial, the term “sensory
memory” (Pearson and Brascamp, 2008) is defined by the influence of
the preceding ambiguous trial on the current ambiguous trial and there-
fore acts over longer timescales. In our current work, we used an opti-
mized experimental design with a different visual stimulus that we
expected to maximize the effect of associative learning while minimizing
the effects of perceptual history. Nevertheless, in our behavioral analyses,
we considered not only the main effect of associative learning but also the
effects of priming and sensory memory to account for variance of no
interest caused by perceptual history.

Conventional analysis. To establish that prior predictions acquired
during the course of the experiment biased perceptual decision under
ambiguity, we performed a series of conventional behavioral analyses,
which furthermore served as a validation for our inverted Bayesian
model (see below). Our central interest was in the effect of learned tone–
target associations on perceptual decisions under ambiguity. We there-
fore calculated the proportion of ambiguous percepts congruent to the
currently prevalent hidden contingency (associative learning) averaged
across runs and participants. Given our previous findings suggesting
additional effects of perceptual history on perceptual decisions under
ambiguity, we further quantified the proportion of trials perceived in
congruence with the preceding unambiguous trial (priming) or the pre-
ceding ambiguous trial (sensory memory; Schmack et al., 2016).

We further investigated the effectiveness of the disambiguation by
calculating the proportion of unambiguous trials perceived according to
the disambiguation and averaged across runs and participants.

To assess the results from our perceptual rating experiment, we calcu-
lated the proportion of trials rated as 1 � very sure, 2 � rather sure, 3 �
rather unsure, and 4 � very unsure for unambiguous and ambiguous
trials separately and averaged across participants. To assess a potential
mediation of the effect of predictions on perceptual decision under
ambiguity by perceptual uncertainty, we conducted an across-parti-
cipants correlation between average perceptual ratings and the pro-
portion of ambiguous trials perceived according to the current cue–
target contingency.

Finally, correlating the metrics for the strength of the impact of learned
associations on perceptual decisions under ambiguity between conven-
tional and model-based behavioral analyses allowed us to validate our
Bayesian modeling approach.

Bayesian modeling. To investigate the neural correlates of hierarchical
predictions, we adopted a Bayesian modeling approach (implemented
previously in Schmack et al., 2016), which allows for the estimation of
individual trial-by-trial model quantities such as the dynamic and con-
tinuously updated “high-level” prediction about the association between
auditory cues and visual target or the inferred “low-level” conditional
probability of a binary visual outcome given a specific auditory cue.

Our model, which is defined in detail in the section “Mathematical
model description,” frames perception as an inferential processes in
which perceptual decisions are based on posterior distributions. Ac-
cording to Bayes’ rule, such posterior distributions are derived from
likelihood distributions representing the sensory evidence, and prior
distributions, which, in the context of this experiment, can be used to
formalize expectations about perceptual outcomes.

Crucially, here, we were interested in such perceptual expectations or
priors that are formed by associative learning; that is, the subjects’ con-
tinuously updated inference on the probabilistic coupling between tones
and visual stimuli (please note that this is not equivalent to the hidden
contingency used for conventional analysis, which is in principle un-
known to the participant). As indicated by our previous work (Schmack
et al., 2016), perception might be further influenced by priors that are
derived from perceptual history: priming (the influence of a visual per-
cept on the subsequent trial) and sensory memory (the influence of the
visual percept in an ambiguous trial on the subsequent ambiguous trial).
Inclusion of these priors based on perceptual history into a model helps
to explain away additional variance of no interest. Please note that the factors
of associative learning and priming constitute potential priors for perceptual
decisions on all trials regardless of ambiguity, whereas sensory memory is
defined as a prior for perceptual decisions under ambiguity only.

All of these priors (associative learning, priming, and sensory mem-
ory) can be modeled by Gaussian probability distributions, which are
defined by their respective mean and precision (the inverse of vari-
ance). Importantly, the precision term represents the impact of a
prior on the posterior distribution and thus relates to its influence on
visual perception.

In the analysis presented here, we fitted our model on two behavioral
responses given by our participants: The prediction of upcoming tilting
direction yprediction (which we hypothesized to depend on the conditional
probability of tilting direction given the tone as expressed by the prior
distribution “associative learning”) and the perceived tilting direction
yperception (which we reasoned to be based on a specific combination of
the prior distributions “associative learning”, “priming”, “sensory mem-
ory”, and the likelihood-weight “disambiguation”). Therefore, our
model is divided into two interacting parts: a “contingency” model,
which was built to model the inferred association between tones and CW
or CCW tilt and used to extract “high-level” model quantities, and a
“perceptual” model, which was designed to predict the participants’ per-
ceptual choices and enabled us to assess “low-level” model quantities.

To determine which factors drive perceptual predictions relevant for
perceptual decisions under ambiguity, we used Bayesian model selection.
In addition to the factor “associative learning”, which we were interested
in primarily, we considered the additional factors “priming and sensory
memory” to allow for models that account for the variance caused by
perceptual history. We constructed behavioral models incorporating all
combinations of the prior distributions “associative learning” (A),
“priming” (P), and “sensory memory” (S), whereas all models consid-
ered incorporated the distribution “disambiguation”, which adjusts the
weight of the fixed bimodal likelihood. This yielded a total of eight be-
havioral models to be compared (A-P-S-, A-P-S�, A-P�S-, A-P�S�,
A�P-S-, A�P-S�, A�P�S-, A�P�S�), which were optimized for the
prediction of both behavioral responses using a free energy minimization
approach. This allowed us to compare the behavioral models using ran-
dom effects Bayesian model selection (Stephan et al., 2009). We used a
version of the hierarchical Gaussian filter for binary inputs (Mathys et al.,
2014a, 2014b), as implemented in the HGF 4.0 toolbox (distributed
within the TAPAS toolbox translationalneuromodeling.org/tapas/), for
model optimization and SPM12 (http://www.fil.ion.ucl.ac.uk/spm/) for
model selection.

After identifying the optimal model using Bayesian model selection, we
analyzed its posterior parameters using classical frequentist statistics and
extracted model quantities for model-based fMRI. To test for a relation
between fMRI activity and “high-level” predictions, we extracted the abso-
lute cross-model prediction �̂2 from the contingency model. To account for
additional variance in the BOLD signal, we further extracted the precision of
the absolute cross-model prediction �̂2 and the precision-weighted cross-
modal prediction error ��2� from the contingency model.
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To investigate the relationship between fMRI activity and “low-level”
predictive processes, we assessed the dynamic stimulus-specific predic-
tion �a (i.e., the inferred conditional probability of CW tilt given the
tone) and its analog 1 � �a (i.e., the inferred conditional probability of
CCW tilt given the tone) from the perceptual model. To capture addi-
tional variance in the recorded BOLD signal, we furthermore extracted
the following model quantities from the perceptual model: the posterior
probability of CW tilt P(�1) and CCW tilt P(�0), the choice prediction
error �choice and the perceptual prediction error ��q�.

Please see the section “Mathematical model description” for a detailed
definition of our modeling procedures. Figure 2A provides a graphical
illustration of the modeling approach. We provide exemplary time courses

for “high-” and “low-level” model quantities in Figure 2B. Table 1 provides
a summary of model quantities and model parameters, including prior
mean and variance for inversion as well as average posterior parameter
estimates across participants.

Mathematical model description
Here, we applied a Bayesian modeling approach to assess the continuous
updating of predictions about the causes of sensory input and their im-
pact on perceptual decisions under ambiguity. We devised a model that
was inverted on two behavioral responses given by the participants: The
prediction of upcoming tilting direction yprediction and the perceived tilt-
ing direction yperception. With this, we inferred on model parameters that

Figure 2. Hierarchical Gaussian filter. A, The behavioral model consists of a standard hierarchical Gaussian filter for binary perceptual outcomes (contingency level), representing the inferred
association between tones and tilting directions during the experiment. This part of the model is coupled to the perceptual level, which determines the influence of prior predictions derived from
previous cue–target associations as well as priming and sensory memory on perceptual decisions. B, Exemplary model quantities for one individual participant and run. The top displays the time
course of the “high-level” prediction �2, its variance (i.e., the inverse precision �2) as well as the precision-weighted “high-level” prediction error �2. The middle panel shows the sigmoid transform
of the “high-level” prediction s(�2), the time course of the underlying contingency (black dotted line) as well as inputs and responses (both transformed on the level of the contingency between
auditory cues and visual targets). The bottom displays the “low-level” conditional probability of CW tilt (in blue) as well as the “low-level” posterior probability of CW tilt (in black).
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govern the updates in model quantities belonging to two different inter-
acting parts of our model: A “contingency” model dealing with the in-
ferred contingencies between concurring auditory and visual stimuli and
a “perceptual” model, which integrates different sources of prior and
likelihood information to predict individual perceptual choices.

Perceptual model. At each time point t, the two alternative visual per-
cepts are predicted on the basis of a posterior probability distribution
over �:

� � � 	 0.5: CW tilt

 0.5: CCW tilt (1)

Participants responded with button presses indicating the current visual
percept as follows:

yperception�t� � � 1: CW tilt
0: CCW tilt (2)

Based on previous work (Schmack et al., 2016), we formalized a number
of prior distributions that could influence on participants’ perception,
considering separate contributions of priming, sensory memory, and
associative learning. The latter was driven by the co-ocurrence of the
direction of tilt (see above) and the pitch of the preceding tone, which
was defined as follows:

��t� � � 1: high pitch
0: low pitch (3)

To map the dynamic inference on the contingency between tones � and
perceived direction of tilt y, we constructed a three-level hierarchical
Gaussian filter (Mathys et al. (2014b), see below for details), which re-
ceived the conjunction of tone and posterior probability of tilt direction
as input. From here, we extracted first level prediction �̂1�t�, which rep-
resents the inferred contingency over tones and rotations. This was trans-
formed into the conditional probability of CW tilt given the tone as
follows:

�a�t� � � �̂1�t�: for ��t� � 0
1 � �̂1�t�: for ��t� � 1 (4)

This defines the mean of the prior distribution “associative learning”
(associative learning � N(�a, �a

�1)), while �a represents its precision.
Please note that the conditional probability of CCW tilt is given by 1 � �a.
We refer to these model quantities as “low-level perceptual predictions”.

Likewise, the mean of the prior distribution “priming” (priming
�N(�p, �p

�1)) in trial t was defined by the visual percept in the preced-
ing trial:

Table 1. Summary of model parameters and quantities

Name Explanation Inversion

Sensory Stimulation �dis Mean of sensory stimulation
� High- or low-pitch tone

Responses yprediction Binary prediction
yperception Binary perceptual decision

Model Parameters Prior mean Prior variance Posterior
Perceptual Model �a Associative precision 0.5 1 1.6052 	 0.0456

�p Priming precision 0.5 1 0 	 0
�s Sensory memory precision 0.5 1 0.6138 	 0.0511
�dis Disambiguation precision 1.5 0 1.5 	 0

Contingency Model 2 Learning rate of 2nd level �1.28 1 �0.0483 	 0.0713
3 Learning rate of 3rd level �6.14 1 �6.6800 	 0.0469
�2 Coupling strength between 3rd and 2nd level 1 0 1 	 0
�2/3

0 Initial mean of 2nd/3rd level 0/1 0/0 0/1
�2

0 Initial variance of 2nd level 4.6413 1 4.5739 	 0.0536
�3

0 Initial variance of 3rd level 4 1 3.3315 	 0.0536
Response Mapping � Inverse decision temperature (response model) 1 0 1

Selected Model Quantities
Predicted Responses ŷprediction Model prediction on yprediction

ŷperception Model prediction on yperception

Perceptual Model �a Inferred conditional probability of CW-tilt (“low-level” prediction)
�q Perceptual prediction error
�choice Choice prediction error
P(�1 ) Posterior probability of perceiving CW-tilt

Contingency Model �̂2 and �̂2 Prior mean (“high-level” prediction) and precision of 2nd level
�2 Precision-weighted (“high-level”) contingency prediction error

Table 2. Model-based fMRI Results with thresholds p < 0.05, FWE, for ��2̂� and p < 0.001, uncorr., for �a

��̂2�
Region Hem. x y z T Region Hem. x y z T

Mid. Orbital Gy. R 6 40 �10 11.04 Post. Hippocampus R 10 �40 5 7.65
Mid. Orbital Gy. L �4 50 �8 11.44 Post. Hippocampus L �7 �42 5 8.70
Caudate Nucleus L �7 18 �8 9.06 Precuneus R 8 �50 8 6.49
Insula R 43 �12 5 11.01 Precuneus L �4 �54 12 9.04
Precentral Gy. R 16 �24 78 9.61 Postcentral Gy. R 48 �12 35 6.50
Post. med. frontal Gy. R 10 �17 78 7.95 Postcentral Gy. L �20 �30 72 7.05
�a

Region Hem. x y z T Region Hem. x y z T

Rolandic Operculum L �60 3 5 4.47 Inf. Temporal Gy. L �42 �62 �10 3.70
Inf. Occipital Gy. L �42 �70 �8 3.79 Caudate Nucleus L �14 6 15 4.29
Inf. Frontal Gy. R 48 38 0 3.89 Caudate Nucleus R 18 �17 20 4.27
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�p�t� � yperception�t � 1� (5)

The mean of the prior distribution “sensory memory” (sensory me-
mory � N(�s, �s

�1)) in trial t was defined by the visual percept in the
preceding ambiguous trial ta:

�s�t� � ypreception�ta� (6)

In addition to these prior distributions, we defined the disambiguation (i.e.,
the presence of motion streaks along the trajectory of tilt) by means of the
likelihoodweight“disambiguation”(disambiguation � N(�dis, �dis

�1)) intrial t:

�dis�t�� 1: CW �disambiguation�
0.5: CW/CCW �ambiguous�
0: CCW �disambiguation�

(7)

To predict the perceptual outcomes, we derived the posterior distribu-
tion with respect to CW or CCW tilt from the model. This distribution
results from a weighting of a bimodal likelihood distribution by a com-
bination of prior distributions such as “associative learning”, “priming”,
“sensory memory”, as well as the likelihood weight “disambiguation”.

For a specific combination of these prior distributions, a joint prior
distribution with mean �m and variance �m can be calculated by adding
up the means of influencing factors relative to their respective precision:

�m�t� �
�a�a�t� � �p�p�t� � �s�s�t�

�m
(8)

�m � �a � �p � �s (9)

This joint prior distribution (described by �m and �m) as well as the
disambiguation (defined by �dis and �dis) is used to adjust the density
ratio of the posterior for the two peak locations �0 � 0 and �1 � 1:

r�t� �
P��1�t��

P��0�t��

� exp�� �1 �
�m�m�t� � �dis�dis�t�

�m � �dis
� 2

� � �0 �
�m�m�t� � �dis�dis�t�

�m � �dis
� 2

2 � ��m � �dis�
�2

�
(10)

P��1� �
1

r�t� � 1
(11)

P(�1) denotes the posterior probability of CW tilt. Therefore, 1 � P(�1)
represents the posterior probability of CCW tilt. For simplicity, we refer
to P(�1) and P(�0) as “low-level” posteriors.”

The model prediction ŷPerception on the participants percept is given by
applying a unit sigmoid function with inverse decision temperature � �
1 to P(�1):

ŷPerception �
P��1�

�

P��1�
� � �1 � P��1��

� (12)

From here, we extracted a “perceptual prediction error”, which was
given by:

�q � P��1� � yperception (13)

In addition, we defined a “choice prediction error”, which was obtained
by subtracting the inferred conditional probability of CW tilt given the
tone (i.e., �a) from the actual perceptual outcome yperception:

�choice � �a � yperception (14)

Contingency model. To extract the inferred trial-by-trial prediction
�1̂ �t�, we used a version of the three-level hierarchical Gaussian filter
(Mathys et al., 2011). The input to the HGF modeling the inferred con-
tingency between auditory and visual stimuli was defined by the
following:

Input�t� � �P��1�t�� � ��t�� (15)

Table 3. Explorative model-based fMRI Results. Statistical thresholds are p < 0.05 FWE for the regressors “Tone”, “Tile”, ��2̂�, ��q� and ��2� as well as p < 0.001 uncorr. for
the remaining regressors

Tilt Tone
Region Hem. x y z T Region Hem. x y z T

Inf. Occipital Gy. R 38 �74 �12 12.30 Sup. Temporal Gy. R 53 �14 0 14.29
Inf. Occipital Gy. L �37 �84 �5 11.75 Sup.Temporal Gy. L �60 �42 15 12.06
Mid. Occipital Gy. R 30 �92 0 12.60 Cerebelum (VI) R 33 �62 �28 12.54
Mid. Occipital Gy. L �22 �97 �2 11.49 Cerebelum (VI) L �30 �67 �28 9.20
Fusiform Gy. R 30 �72 �18 12.81 Thalamus R 8 �12 2 8.64
Fusiform Gy. L �32 �77 �18 15.10 Thalamus L �7 �17 0 9.82
Lingual Gy. R 23 �90 �5 14.45 Post. med. frontal Gy. R 8 23 52 7.47
hMTI�/V5 R 50 �70 5 12.29 Post. med. frontal Gy. L �7 3 55 7.28

Precentral L �37 �17 55 7.78
Insula R 30 23 �2 7.06

��2̂�
Region Hem. x y z T Region Hem. x y z T

Heschls Gy. R 43 �22 8 7.65 Insula L �44 0 �2 6.52
Heschls Gy. L �37 �27 10 6.48 Postcentral Gy. R 23 �37 72 7.11

��q� ��2�
Region Hem. x y z T Region Hem. x y z T

Insula L �32 26 5 8.29 Precentral Gy. R 46 6 28 7.89
Mid. Temporal Gy. L �50 �60 2 6.93
Precentral Gy. R 46 6 28 7.89 Inf. Parietal Lob. R 46 �50 50 7.31
Inf. Parietal Lob. L �40 �80 22 7.54 Inf. Parietal Lob. L �50 �47 55 7.02
Insula L �32 26 5 5.81 Sup. Parietal Lob. R 6 �67 48 6.48
Inf. Frontal Gy. L �47 16 30 5.20 Caudate Nucleus R 13 0 20 5.25
�choice P(� � 1)
Region Hem. x y z T Region Hem. x y z T

Inf. Occipital Gy. L �42 �77 �10 5.25 Sup. Occipital Gy. R 20 �97 28 4.21
- Posterior-medial frontal Gy. L �12 18 60 4.55
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Please note that, due to the lack of a stereodisparity cue in ambiguous
trials, P(�1(t)) is closer to 0 or 1 on unambiguous trials. Therefore, up-
dates in the inferred contingency are smaller in ambiguous cases and the
HGF implemented here specifically takes differences in perceptual cer-
tainty between ambiguous and unambiguous trials into account.

Likewise, the participants’ prediction was defined as follows:

yprediction�t� � � �1 � ��t��: CW tilt
�0 � ��t��: CCW tilt (16)

The posterior of the first level �1(t) is set to be equal to Input(t):

�1�t� � Input�t� (17)

The second-level prediction of the HGF models the tendency of the first
level toward �1(t) � 1 and is given by the following:

�2�t� � �2̂�t� �
1

�2�t�
� �1�t� (18)

�2̂�t� � �2�t � 1� (19)

Please note that we refer to the strength of the second-level prediction
��2̂�t�� as the crossmodal or “high-level” prediction. The precision of the
second-level prediction evolves according to the following:

�2�t� � �2̂�t� �
1

�1̂�t�
(20)

The first-level prediction �1̂ is defined by a logistic sigmoid transform of
the second-level prediction �2 as follows:

�1̂�t� � s��2�t � 1�� (21)

The difference between the first level prediction �1 �t� and first-level
posterior �1(t) yields a prediction error �1(t) as follows:

�1�t� � ��t� � �̂1�t� (22)

Crucially, �1(t) is combined with the second level precision 
2, yielding
the precision-weighted “high-level” prediction error �2(t), which up-
dates second-level prediction �̂2�t� as follows:

�2�t� �
1

�2
� �1�t� (23)

The precision of the prediction on the first and second level evolve ac-
cording to the following:

�1̂�t� �
1

�1̂�t� � �1 � �1̂�t��
(24)

�2̂�t� �
1

�2�t� � exp��2 � �3�t � 1� � 2�
(25)

The volatility prediction error �2 governs the update to the third level of
the HGF and is given by the following:

�2�t� � � 1

�2�t�
� ��2�t� � �2̂�t��

2� � �2̂�t� � 1; (26)

The third-level prediction �3̂�t� and its precision �3̂�t� are defined by the
following:

�3̂�t� � �3�t � 1�; (27)

�3̂�t� �
1

�3�t � 1� � 3
; (28)

Finally, the third level posterior �3(t) and its precision �3(t) are given by
the following:

w2�t� � �2̂�t� � exp��2 � �3�t � 1� � 2� (29)

�3�t� � �3̂�t� � 0.5 � �2
2 � w2�t� � �w2�t�

� �2 � w2�t� � 1� � �2�t�� (30)

The model prediction ŷPrediction on the participants’ predicted tilting di-
rection of the upcoming visual stimulus is given by applying a unit sig-
moid function with inverse decision temperature � � 1 to �1̂ as follows:

ŷPrediction �
�1̂

�

�1̂
� � �1 � �1̂�

�
(31)

Finally, combining the two log-likelihoods of ŷPrediction and ŷPerception given
the actual responses yPrediction and yPerception yields the modeling cost.
From here, the precision of the prior distributions can be optimized via
the minimization of free energy (which represents a lower bound on the
log-likelihood) with regard to the predicted responses.

As an optimization algorithm, we chose the quasi-Newton Broyden-
Fletcher-Goldfarb-Shanno minimization (as implemented in the HGF
4.0 toolbox). To assess the evidence for existence of the prior distribu-
tions “associative learning”, “priming” and “sensory memory”, their pre-
cisions were either estimated as free parameters in the perceptual model
or fixed to zero (thereby effectively removing a prior distribution from
the model). The precision of the prior distribution “disambiguation” was
always estimated as a fixed parameter; therefore, this yielded 2 3 � 8
models.

The prior distributions for �a, �p, and �s had a mean of 0.5 and a
variance of 1 when the corresponding parameter was estimated and �a,
�p, and �s were set to 0 when they were not estimated. �dis was fixed to
1.5. Parameters from the HGF were defined as follows: �2, 0 � 0; �3, 0 �
1; �2, 1 � log(4.6413); �3, 1 � log(4); �2, 0 � 1; 2, 1 � �1.28; 3, 1 �
�6.14; �, 0 � 1. Indices denote the level of the HGF.

Model inversion was performed separately for each run of the experi-
ment and estimated models were compared using Bayesian model selec-
tion (fixed effects on the subject level and random effects on the group
level) as implemented in SPM12. From the winning model, we extracted
posterior parameters and averaged across runs and participants.

fMRI
Acquisition and preprocessing. We recorded BOLD images by T2-
weighted gradient-echo echoplanar imaging (TR 2500 ms, TE 25 ms,
voxel size 2.5 � 2.5 � 2.5 mm) on a 3T MRI scanner (Tim Trio; Sie-
mens). The number of volumes amounted to �1330 volumes for the
main experiment and 220 volumes for the localizers. We used a T1-
weighted MPRAGE sequence (voxel size 1 � 1 � 1 mm) to acquire
anatomical images. Image preprocessing (slice timing with reference to
the middle slice, standard realignment, coregistration, normalization to
MNI stereotactic space using unified segmentation, spatial smoothing
with 8 mm full-width at half-maximum isotropic Gaussian kernel) was
performed with SPM12 (http://www.fil.ion.ucl.ac.uk/spm/software/
spm12).

General linear models (GLMs)
Whole-brain analysis. To probe the potential neural correlates of predic-
tive processes in the main experiment, we conducted a model-based
fMRI approach using model quantities from the inverted behavioral
model. Here, we aimed at disentangling the neural representation of the
crossmodal “high-level” prediction ��2̂� from the “low-level” prediction
�a. In addition, we considered a number of model-based regressors of no
interest.

The “high-level” prediction ��2̂� describes the individual participants’
estimate in the predictive strength of the auditory cue with regard to the
visual target on a trial-by-trial basis. Due to changes in the contingencies
between auditory cues and visual targets at time points unknown to the
participants, such estimates in the predictive strength varied during
the course of the experiment. Importantly, this quantity is orthogonal to
the specific direction being predicted at a given trial.

In turn, the “low-level” prediction �a describes the inferred condi-
tional probability of CW tilt given the tone, which ranges from 0 to 1. Its
computation is contingent on the participants current estimate for the
“high-level” prediction, whereas the two entities ��2̂� and �a are orthog-
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onal to each other. This is because the conditional probabilities are de-
fined on a stimulus-level (with regard to CW and CCW tilt), whereas the
“high-level” prediction describe the strength of the overall contingen-
cies. Importantly, because the conditional probabilities sum up to 1,
the conditional probability of CCW tilt is given by 1 � �a.

Next to these quantities of interest, we considered a number of regres-
sors to account for additional variance of no interest. Here, we included
�2̂, which represents the precision of the “high-level” prediction �2̂ and
describes how persistent a participant’s belief in the audiovisual contin-
gency is over time as well as in the light of potentially contradictory
evidence. Furthermore, we took the absolute precision-weighted predic-
tion error ��2� into account, which describes the update in the “high-
level” prediction �2̂. It is larger for unexpected visual stimuli and for
situations in which the participant has an imprecise belief about the
current cue–target contingency. On the level of the visual stimuli, in turn,
we considered the “low-level” prediction error �choice, which is given by
the difference between the actual visual outcome and the conditional
probability of CW tilt. We also considered the “low-level” posterior
probability of CW tilt P(�1), which results from the integration of the
visual stimulation and the prior predictions (i.e., “associative learning”,
“priming”, “sensory memory”). This entity predicts visual perception on
a trial-by-trial basis. Last, we considered the remaining evidence for the
alternative visual percept in the posterior distribution as the perceptual
prediction error �q (for an in-depth discussion of the quantity, see also
Weilnhammer et al., 2017).

The GLM contained the regressors tone and tilt, which were repre-
sented by stick functions and temporally aligned to the presentation of
the auditory cue and to the onset of the tilting movement (regardless of
direction or ambiguity).

Furthermore, the tone regressor was parametrically modulated by our
two model quantities of interest: the crossmodal “high-level” prediction
��2̂� as well as the “low-level” prediction �a (i.e., the inferred conditional
probability of CW tilt given the tone). To account for additional vari-
ance, we included the precision of the “high-level” prediction �2̂ as a
further regressor.

The tilt regressor, in turn, accounted for additional variance and was
modulated by the “high-level” prediction error ��2� as well as the “low-
level” perceptual posterior P(�1(t)), the “low-level” choice prediction
error �choice, and the absolute perceptual prediction error ��q�. All model
trajectories were extracted separately for each experimental run from the
winning model of our Bayesian model comparison.

Regressors were convolved with the canonical hemodynamic response
function as implemented in SPM12. Please note that the regressors of
interest �2̂ and �a were placed at the last positions of the design matrix.
To ensure that our design was able to segregate between regressors of
interest and regressors of no interest, we computed the colinearity be-
tween the SPM regressors and averaged across participants. The highest
values of colinearity for the cue-related regressor of interest �2̂ (i.e., the
“high-level” prediction) with target-related regressors were 0.50 	 0.02
for the “high-level” prediction error �2 and 0.4414 	 0.03 for the percep-
tual prediction error �q. The highest values of collinearity for the cue-
related regressor of interest �a (i.e., the “low-level” prediction) with
target-related regressors were 0.57 	 0.02 for the “low-level” prediction
error �choice and 0.46 	 0.04 for the perceptual posterior P(�1).

We added six rigid-body realignment parameters as nuisance covari-
ates and applied high-pass filtering at 1/128 Hz. We estimated single-
participant statistical parametric maps and created contrast images
which were entered into voxelwise one-sample t tests at the group level.
Anatomic labeling of cluster peaks was performed using the SPM Anat-
omy Toolbox Version 1.7b. We assessed our data across the whole brain
reporting voxels surviving FWE correction at p � 0.05.

ROI analysis. We hypothesized that the “low-level” conditional stim-
ulus probabilities would correlate with BOLD activity in retinotopic rep-
resentations of the motion trajectories during CW and CCW tilt in
primary visual cortex across all trials. To test this idea, we defined the
correlates of the trajectories of CW and CCW tilt (which are highlighted
in red and blue in Fig. 1A) by intersecting contrast images obtained from
both the localizer and the main experiment:

From the localizer experiment, we estimated single-participant GLMs
that contained box-car regressors representing the presentation of check-
erboards over the upper-right and lower-left trajectories for CW tilt and
lower-right and upper-right quadrant for CCW tilt and computed statis-
tical parametric maps as well as contrast images for “CW tilt � CCW tilt”
(and vice versa), thresholded at p � 0.05, uncorrected.

To only select voxels that were highly specific for CW and CCW tilt in
the main experiment, we estimated a second set of single-subject GLMs
from the main experiment, containing CW and CCW tilt for ambiguous
and unambiguous trials separately, and computed single subject para-
metric maps as well as contrast images for “CW tilt � CCW tilt” (and vice
versa) for unambiguous trials only, thresholded at p � 0.05, uncorrected.
Please note that these contrasts are orthogonal to all predictive factors
and are thus apt for the definition of functional ROIs (see also Friston et
al., 2010).

ROIs were then defined by intersecting the respective contrast images
for “CW tilt � CCW tilt” and “CCW tilt � CW tilt”. Parameter estima-
tion was performed using MARSBAR (marsbar.sourceforge.net/) with a
design identical to whole-brain analyses. Specifically, we investigated the
correlation of activity in retinotopic representations of the motion tra-
jectories on all trials with the “low-level” prediction of tilt direction �a

(i.e., the conditional probability of CW tilt given the tone) and 1 � �a

(i.e., the conditional probability of CCW tilt given the tone). Please note
that the design matrix contained information about the posterior P(�1)
and thus the actual sensory information. Therefore, any correlation be-
tween the BOLD signal and �a and 1 � �a will be due to variance that is
explained by “low-level” predictions independently of the sensory stim-
ulation per se.

Results
Behavioral analysis
Conventional analysis
Assessing the potential effect of crossmodal predictions on percep-
tual decisions under ambiguity, we found that 82.61 	 3.87% of all
ambiguous trials were perceived according to the currently prev-
alent hidden contingency (p � 10�5, T � 11.4494, one-sided
test). The effect of priming on ambiguous trials (53.62 	 0.98%;
p � 0.0013, T � 3.6858) was substantially smaller, whereas con-
ventional analyses discarded a significant impact of sensory
memory on perceptual responses under ambiguity (52.90 	
2.59%; p � 0.2757, T � 1.1178, Fig. 3B). As expected, 97.46 	
0.62% of all unambiguous trials were perceived according to the
disambiguation.

We proceeded by evaluating a potential mediating role of per-
ceptual uncertainty for the influence of associative learning on
perceptual decisions under ambiguity. Here, our rating experiment
indicated that the majority of unambiguous trials (67.20 	 5.09%)
elicited very clear motion percepts. Such very clear motion per-
cepts were less frequent for ambiguous trials (31.59 	 6.00%; Fig.
3A). There was no significant across-subject correlation between
the average perceptual certainty at ambiguous trials and the
proportion of ambiguous trials perceived according to the
currently prevalent hidden contingency (� � 0.1238, p �
0.5735).

In brief, conventional analyses indicated that the crossmodal
associations significantly affected perceptual decisions under
ambiguity, whereas we could not observe a relation between the
strength of this effect and perceptual uncertainty.

Bayesian modeling
To infer the participants’ trial-by-trial prediction about the cross-
modal association and to quantify its impact for perceptual decisions
under ambiguity, we conducted a Bayesian modeling approach.
First, we used Bayesian model selection between models incorporat-
ing all combinations of the factors “associative learning”, “prim-
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ing”, and “sensory memory” to establish which factors were likely
to affect visual perception.

Random effects Bayesian model comparison indicated evi-
dence for an influence of the factors “associative learning” and
“sensory memory” by identifying model 6 as a clear winning
model at an protected exceedance probability of 97.77% (Fig.
3C). This is also reflected by model family comparison, which
yielded clear evidence for a contribution of the factors “associa-
tive learning” (exceedance probability for associative learning
models: 99.99%) and “sensory memory” (exceedance probability
for sensory memory models: 94.86%), while rejecting a signifi-
cant influence of priming on perceptual decisions (exceedance
probability for priming models: 2.93%).

To assess the winning model on a parameter level, we ex-
tracted posterior model parameters from the perceptual model
and averaged across runs and participants (Fig. 3D). Consistent
with conventional analyses of the contributing factors, the effect
(i.e., precision) of associative learning on visual outcomes (1.5862 	
0.0607) was enhanced compared with sensory memory (0.6612 	
0.0708; Fig. 3D).

Bayesian model comparison and posterior parameter esti-
mates paralleled the results from conventional analysis by show-
ing that the learned crossmodal association was most influential
in biasing perceptual decisions at ambiguous trials, whereas the
effects of perceptual history (sensory memory and priming) were
estimated to be much smaller or negligible.

As an indication of successful inversion of our Bayesian model,
�a (as the metric for the strength of the impact of crossmodal asso-
ciations on ambiguous trials) was highly correlated with the propor-
tion of ambiguous trials perceived according to the currently
prevalent hidden contingency (� � 0.5208, p � 0.0108; Fig. 3E). In
analogy to conventional analyses, we did not observe a significant
correlation between posterior HGF parameters describing the
strength of the influence of associative learning on perceptual
outcomes (i.e., �a) with perceptual certainty at ambiguous trials
as indicated by the independent perceptual rating experiment
(� � – 0.0184, p � 0.9338). With this, we corroborated a signifi-
cant impact of predictions on perceptual decisions regardless of
perceptual uncertainty and ensured successful inversion of our
model.

Figure 3. Behavioral analysis. A, Perceptual rating. Participants tended to report a higher perceptual certainty at disambiguated trials (bottom) compared with ambiguous trials (top).
B, Conventional analyses. Here, we show the proportion of ambiguous trials perceived according to the current hidden contingency (associative learning, p � 10 �5, T � 11.4494, one-sided test),
the preceding unambiguous trial (priming, p � 0.0013, T � 3.6858, one-sided ttest) and preceding ambiguous trial (sensory memory, p � 0.2757, T � 1.1178). Overall, the current cue–target
association most strongly affected perceptual decisions under ambiguity, whereas the effect of priming was much smaller and conventional statistics discarded a significant impact of sensory
memory. C, Bayesian model comparison. Random effects Bayesian model selection indicated that the model incorporating the factors “associative learning” (�A) and “sensory memory” (�S) best
explained the behavioral data collected in this experiment at a protected exceedance probability of 97.77%. This is reflected by the Bayesian model family comparison shown in the inset (A�
99.99%, P�2.93%, S�94.86% exceedance probabilities). D, Posterior model parameters extracted from the winning model of our Bayesian model comparison. In analogy to conventional analysis
of the contributing factors, we found a stronger influence of “associative learning” (as expressed by �a) than for “sensory memory” (�s). “Priming” (�p) is not displayed because it was not part of
the winning model. E, Correlation between conventional metrics and inverted model quantities. The fraction of ambiguous trials perceived according to the currently prevalent hidden contingency
was highly correlated with �a (� � 0.5208, p � 0.0108, Pearson correlation), indicating successful model inversion. *p � 0.05, ***p � 0.001.
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In brief, our behavioral analysis indicate a major influence of
predictions driven by crossmodal associative learning next to a
minor influence by predictions derived from perceptual history
such as sensory memory and priming.

fMRI
GLMs
Whole-brain analysis. Having identified the optimal behavioral
model, we aimed at identifying the neural correlates of “high-
level” versus “low-level” predictions while considering additional
model quantities as regressors of no interest. Because these entities
served as parametric modulators for the onsets of the auditory cue
and the visual target, respectively, we first mapped the contrasts
“tone � baseline” and “tilt � baseline”. As expected, “tone �
baseline” yielded significant clusters in bilateral superior tempo-
ral gyrus, cerebellum, and thalamus as well as bilateral posterior
medial frontal gyrus, left precentral gyrus, and insula, whereas the
contrast “tilt � baseline” showed significant activations in bilat-
eral inferior and middle occipital gyrus, right inferior temporal

gyrus (V5/hMT�), bilateral putamen, and right lingual gyrus, as
well as bilateral fusiform gyrus (FWE, p � 0.05).

For the main focus of whole-brain analysis, we found that the

“high-level” cross modal prediction ��2̂� correlated with activity
in supramodal brain regions such as bilateral middle orbital
gyrus, bilateral rolandic operculum, bilateral Heschl’s gyrus,
right superior medial frontal gyrus, left caudate nucleus, bilateral
postcentral gyrus, right precentral gyrus and right insula. More-
over, ��2̂� was also associated with activity in bilateral posterior
hippocampus at the intersection to the precuneus and bilateral
precuneus (Fig. 4A, p � 0.05 FWE).

In contrast, “low-level” predictions (i.e., �a) were not signifi-
cantly related to activity in any region of the brain when applying
the same rigorous threshold (p � 0.05, FWE). However, consis-
tent with the results of the ROI analyses described below, “low-
level” predictions as expressed by �a correlated with activity in
occipital cortex at a more liberal statistical threshold (p � 0.001,
uncorrected).

Figure 4. Imaging analyses. A, Whole-brain results. The time course of the “high-level” prediction about the cue–target contingency correlated with activity in bilateral medial orbital gyrus,
posterior hippocampus at the intersection to the precuneus, precuneus, postcentral gyrus, as well as right insula, precentral gyrus, posterior medial frontal gyrus, and left caudate nucleus ( p � 0.05,
FWE). B, ROI-based analysis. Activity in retinotopic representation of the visual targets (i.e., the tilt trajectories for CW an CCW tilt) was related to the inferred conditional probability of CW (�a) and
CCW (1 � �a) at the time of cue onset ( p � 0.0011, t(23) � 3.7585, one-sided t test).
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The remaining parametric regressors (�̂2, ��2�, �choice, ��q� and
P��1�) were added to the GLM to account for additional variance
in the BOLD signal and corroborated previous neuroimaging
results. The stability of the “high-level” prediction �2̂, which de-
termines how stable a given “high-level” prediction is over time,
correlated with activity right Heschl’s gyrus as well as left insula
and right postcentral gyrus (p � 0.05, FWE). Further explorative
analyses indicated that the “high-level” precision-weighted con-
tingency prediction errors (��2�) correlated with activity in poste-
rior medial frontal cortex, right middle frontal gyrus, inferior
parietal lobulus, left insula, and right caudate nucleus (p � 0.05,
FWE), which overlaps with results from Iglesias et al. (2013).

In turn, “low-level” perceptual prediction errors (��q�) were
associated with BOLD activity in areas such as left insula, right
precentral gyrus, and left middle temporal gyrus (p � 0.05,
FWE), which is consistent with results from Weilnhammer et al.
(2017). As expected, “low-level” choice prediction errors (�choice)
and the posterior probability of CW tilt P(�1) were associated
with activity in occipital cortex.

ROI-based analysis. We furthermore examined how BOLD
responses in retinotopic representations of motion trajectories of
CW and CCW tilt across all trials would relate to conditional
probabilities of the visual targets as defined by the inverted be-
havioral model. To account for interindividual variability in the
retinotopic organization of visual cortex, our approach was based
on ROIs that were functionally defined for each individual. As
predicted, we found that the “low-level” prediction parametrized
by the conditional probabilities of CW tilt �a and CCW tilt 1 � �a

were significantly correlated with BOLD time courses in voxels
corresponding to the respective trajectories of CW and CCW tilt
(p � 0.0011, t(23) � 3.7585, one-sided one-sample t test).

The “high-level” prediction ��2̂� was not related to BOLD time
courses in retinotopic stimulus representations. In an explorative
analysis, we found that the posterior probabilities of CW tilt P(�1)
and CCW tilt P(�0) � 1 � P(�1) were related to activity in voxels
corresponding to the respective trajectories of CW and CCW tilt
(p � 10�7, t(14) � 9.0292, two-sided one-sample t test). This
result is expected given that this posterior also contains informa-
tion of the sensory stimulation per se (CW tilt or CCW tilt).
When assessing the remaining parameters of our GLM as a neg-
ative control, we did not find any significant correlation to reti-
notopic BOLD data for the choice prediction error �choice, the
absolute perceptual prediction error ��q�, or the absolute “high-
level” prediction error ��2�.

In sum, ROI-based analyses indicated that primary visual cor-
tex implements “low-level” predictions encoding conditional vi-
sual stimulus probabilities as opposed to “high-level” predictions
encoding crossmodal cue–stimulus associations.

Discussion
In this work, we studied the neural correlates of dynamically
updated prior predictions and their effect on perceptual decisions
in a crossmodal associative learning experiment. Crucially, this
task required participants to engage in hierarchical learning to
represent both the dynamically changing strength of cue–target
associations as well as conditional target probabilities given a
specific cue. Due to the existence of covertly interspersed ambig-
uous trials, our paradigm enabled us to study processes involved
in perceptual inference with regard to the combination of sensory
information with conditional target probabilities and prior influ-
ences from perceptual history such as priming and sensory mem-
ory. Thereby, our paradigm afforded the dissociation between
“high-level” predictions about the strength of cue–target associ-

ations and “low-level” predictions about both the conditional
probability of the binary visual outcome.

Conventional and model-based behavioral analyses indicated
that participants successfully engaged in hierarchical associative
learning. Here, perceptual decisions under ambiguity were strongly
biased by changing cue–target associations. This is consistent with
our previous results from an analogous behavioral experiment using
ambiguous structure-from-motion spheres (Schmack et al., 2016).
Both in the current and in the previous study, individual percep-
tual uncertainty ratings of ambiguous stimuli were not correlated
to the size of the impact introduced by crossmodal associative
learning. To our minds, this is most likely because the ambiguous
trials elicited bistable perception while participants did not have
metacognitive access to the ambiguity of the visual stimuli.

However, there is an ongoing debate about the interaction of
bistable perception and perceptual uncertainty (Knapen et al.,
2011). Strikingly, in the current version of the experiment using
ambiguous apparent motion stimuli, the impact of associative
learning was substantially greater than in our previous study
using ambiguous spheres (Schmack et al., 2016). This intended
difference might arise because the stimulus interpretations induced
by apparent motion in our present experiment were characterized by
lower perceptual certainty compared with ambiguous spheres and
might thus be more susceptible to prior predictions. We believe that
future studies are needed to investigate how perceptual decisions
under ambiguity and their modulation by prior predictions might
interact with differing levels of perceptual uncertainty.

Although conventional statistics did not show evidence for a
significant contribution of sensory memory to perceptual deci-
sions under ambiguity, the winning model from Bayesian model
comparison statistics incorporated a minor impact of the factor
sensory memory. This discrepancy is most likely to be caused by
differences in the statistical approaches. In Bayesian analysis, the
factor sensory memory is embedded within a generative model
and evaluated in terms of protected exceedance probability, whereas
conventional statistics look at all factors in isolation.

Importantly, our model-based fMRI results indicate that
“high-level” predictions are related to activity in supra-modal
brain areas such as middle orbital gyrus, insula, posterior medial
frontal gyrus, postcentral gyrus, as well as the posterior hip-
pocampus extending into the precuneus. These findings suggest
that activity in such regions tracks an individual participant’s
trial-by-trial belief in the strength of the cue–target association.
In the context of the present experiment, our results suggest
that activity in these brain areas may determine the stability over
time of learned associations between auditory cues and visual
targets.

Therefore, increased activity in these areas reflects a currently
strong “high-level” prediction. In this case, the participant
strongly relies on past experiences for the prediction of future
outcomes. Furthermore, an unexpected visual outcome is rather
attributed to the inherent stochasticity of the experiment, that is,
expected uncertainty, and has therefore relatively little effect on
the currently assumed cue– outcome contingency. In contrast,
decreased activity in these brain areas reflects a currently weak
“high-level” prediction. In this case, the participant is unsure
about the prevalent cue– outcome contingency and therefore
only weakly relies on past experiences for the prediction of future
outcomes. Furthermore, unexpected visual outcomes have a rel-
atively strong affect the assumed cue–target contingency.

In more general terms, our results suggest that activity in re-
gions such as middle orbital gyrus, insula, posterior medial fron-
tal gyrus, postcentral gyrus, and posterior hippocampus encode
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the strength of an agents belief in the statistical dependencies
within the environment. With regard to the example of a bad-
minton game, this would translate to how strongly the current
wind condition is believed to be stable and therefore taken into
account when estimating the trajectory of the shuttlecock.

The encoding of the “high-level” prediction in these regions is
consistent with results from closely related experiments on unex-
pected and expected uncertainty (Payzan-LeNestour et al., 2013).
Here, the probability of a change in the statistical properties of the
experimental environment (i.e., the negative “high-level” predic-
tion) was negatively correlated with activity in left insula, bilateral
postcentral gyrus, left hippocampus, as well as posterior cingulate
cortex and left middle temporal gyrus. Furthermore, placebo ex-
periments related activity in orbitofrontal cortex to the build-up
and maintenance of predictions regarding sensory outcomes
(Petrovic et al., 2002; Wager et al., 2004). Finally, a recent exper-
iment using behavioral modeling and muscimol inactivation in
rats has revealed a potential implication of both the orbitofrontal
cortex as well as the dorsal hippocampus in model-based plan-
ning (Miller et al., 2017). This is interesting because behavior
associated with model-based planning relates to relying on a
“high-level” prediction about the statistical properties of the
environment.

Another important functional aspect of brain areas coding for
the “high-level” prediction could be the instantiation of the effect
of predictions on sensory processing through feedback processes.
Consistent with our results, regions in the orbitofrontal cortex
have repeatedly been discussed as mediators for the effect of pre-
dictions on sensory processing (Bar et al., 2006; Kveraga et al.,
2007; Summerfield and Koechlin, 2008). Moreover, studies on
the role of predictions for perceptual inference in healthy partic-
ipants and patients with paranoid schizophrenia have highlighted
the impact of feedback processes from orbitofrontal cortex to
sensory areas on the modulation of perceptual decisions under
ambiguity by prior knowledge (Schmack et al., 2013, 2017).

In contrast to “high-level” predictions about the strength of
the association between cue and target, “low-level” predictions
about the conditional probabilities of binary perceptual out-
comes at the time of cue presentation were reflected by retino-
topic representations of the visual stimulus. This finding provides
a potential neural correlate for the influence of predictions on
perceptual decisions. One might speculate that this phenomenon
is mediated by similar feedback mechanisms as those involved in
spatial- or feature-based attention, which are known to modulate
brain activity in primary visual cortex (Gandhi et al., 1999; Pos-
ner and Gilbert, 1999).

In relation to work by Iglesias et al. (2013), who focused on
hierarchical precision-weighted prediction errors, our study extends
these findings by looking more closely at the neural correlates of
hierarchical predictions, which are key elements of hierarchical pre-
dictive coding schemes. The computation of conditional target
probabilities represented in primary visual cortex is contingent on
the inferred cue–target association reflected by activity in regions
such as the orbitofrontal cortex, hippocampus, and precuneus.
This suggests an interplay between “high-level” and “low-level”
regions in human cortex via feedback connections, which might
mediate the influence of prior knowledge on perceptual deci-
sions. Therefore, the aforementioned regions and the effective
connectivity between them will be interesting targets for the in-
vestigation of aberrant predictive processes in neuropsychiatric
disorders such as schizophrenia (Adams et al., 2013; Powers et al.,
2017).

Together, our results suggest that observers flexibly use dy-
namic predictions derived from hierarchical associative learning
adapted to a volatile environment to perform perceptual infer-
ence. Our imaging analyses indicate that “high-level” predictions
about cue–target associations are represented in supramodal brain
regions such as orbitofrontal cortex and hippocampus, whereas
“low-level” conditional target probabilities are associated with activ-
ity in primary visual areas, providing a potential neural correlate for
the influence of prior knowledge on perceptual decisions.
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2.3 Psychotic experiences in schizophrenia and sensitivity to sensory evidence 

Weilnhammer VA, Röd L, Eckert A, Stuke H, Sterzer. Schizophrenia bulletin 46, 927–936 (2020). DOI: 
https://doi.org/10.1093/schbul/sbaa003 

The above publications characterize bistable perception in terms of the interplay between internal 
predictions that are generated by learning50 and prediction errors that are driven by external sensory 
information80. Importantly, previous research has proposed that imbalances between predictions and 
prediction errors may contribute to the experience of psychotic symptoms40–42. In this study, patients 
suffering from paranoid schizophrenia and matched healthy controls indicated their conscious 
experience at varying level of signal-to-ambiguity in partially disambiguated Lissajous figures (Figure 
2C). Relative to controls, patients were more sensitive to prediction errors driven by external sensory 
information. The sensitivity toward prediction errors correlated with the severity of hallucinatory 
experiences in patients. These results therefore argues in favor of the weak prior account hallucinations 
(Figure 1C). 

The following text corresponds to the abstract of the article43: 

“Perceptual inference depends on an optimal integration of current sensory evidence with prior beliefs 
about the environment. Alterations of this process have been related to the emergence of positive 
symptoms in schizophrenia. However, it has remained unclear whether delusions and hallucinations 
arise from an increased or decreased weighting of prior beliefs relative to sensory evidence. To 
investigate the relation of this prior-to-likelihood ratio to positive symptoms in schizophrenia, we 
devised a novel experimental paradigm which gradually manipulates perceptually ambiguous visual 
stimuli by disambiguating stimulus information. As a proxy for likelihood precision, we assessed the 
sensitivity of individual participants to sensory evidence. As a surrogate for the precision of prior beliefs 
in perceptual stability, we measured phase duration in ambiguity. Relative to healthy controls, patients 
with schizophrenia showed a stronger increment in congruent perceptual states for increasing levels of 
disambiguating stimulus evidence. Sensitivity to sensory evidence correlated positively with the 
individual patients’ severity of perceptual anomalies and hallucinations. Moreover, the severity of such 
experiences correlated negatively with phase duration. Our results indicate that perceptual anomalies 
and hallucinations are associated with a shift of perceptual inference toward sensory evidence and away 
from prior beliefs. This reduced prior-to-likelihood ratio in sensory processing may contribute to the 
phenomenon of aberrant salience, which has been suggested to give rise to the false inferences 
underlying psychotic experiences.” 
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Perceptual inference depends on an optimal integration of 
current sensory evidence with prior beliefs about the envi-
ronment. Alterations of this process have been related to the 
emergence of positive symptoms in schizophrenia. However, 
it has remained unclear whether delusions and hallucin-
ations arise from an increased or decreased weighting of 
prior beliefs relative to sensory evidence. To investigate the 
relation of this prior-to-likelihood ratio to positive symp-
toms in schizophrenia, we devised a novel experimental 
paradigm which gradually manipulates perceptually am-
biguous visual stimuli by disambiguating stimulus informa-
tion. As a proxy for likelihood precision, we assessed the 
sensitivity of individual participants to sensory evidence. 
As a surrogate for the precision of prior beliefs in percep-
tual stability, we measured phase duration in ambiguity. 
Relative to healthy controls, patients with schizophrenia 
showed a stronger increment in congruent perceptual states 
for increasing levels of disambiguating stimulus evidence. 
Sensitivity to sensory evidence correlated positively with 
the individual patients’ severity of perceptual anomalies 
and hallucinations. Moreover, the severity of such experi-
ences correlated negatively with phase duration. Our re-
sults indicate that perceptual anomalies and hallucinations 
are associated with a shift of perceptual inference toward 
sensory evidence and away from prior beliefs. This reduced 
prior-to-likelihood ratio in sensory processing may con-
tribute to the phenomenon of aberrant salience, which has 
been suggested to give rise to the false inferences under-
lying psychotic experiences.

Key words: psychosis/Bayesian perceptual inference/
predictive coding/bistable perception

Introduction

When perceiving our surroundings, we are confined to in-
herently noisy and ambiguous sensory representations of 

the environment. However, conscious experience usually 
provides us with an unequivocal impression of our world. 
According to Bayesian theories,1–3 our brain bridges this 
gap by actively employing beliefs to interpret sensory 
information and forms a hypothesis (or posterior prob-
ability distribution, figure  1A) about the cause of cur-
rent sensory data.4 Along this line of thought, conscious 
experience represents a controlled hallucination, that is 
concurrently being shaped by internally generated beliefs 
(prior distributions) and constrained by external sensory 
information (the likelihood distribution).5

Alterations in the relative weighting (or precision6) of 
prior and likelihood may lead to false (or dysfunctional) 
inferences7–9: If  prior precision is overestimated relative 
to the likelihood (increased prior-to-likelihood ratio, 
figure 1B), inference will be driven too strongly by prior 
beliefs and violations of prior beliefs by sensory data (ie, 
prediction errors) will be overly attenuated. In contrast, a 
decreased prior-to-likelihood ratio (figure 2C) will lead to 
a stronger weighting of the sensory data, thus instigating 
aberrant prediction errors.

Previous work has discussed both increases and de-
creases of the prior-to-likelihood ratio in relation to 
cognitive and perceptual anomalies in psychosis-prone in-
dividuals and patients with schizophrenia (Scz, for review, 
see10 and11). Interestingly, delusions have often been re-
lated to a decreased prior-to-likelihood ratio,8,12–16 whereas 
studies on hallucinations have pointed to an increased 
prior-to-likelihood ratio.17–22 As it seems unlikely that de-
lusions and hallucinations, 2 frequently co-occurring 
symptom domains, should be due to opposing alterations 
in inference, it was recently proposed that these apparently 
contradictory findings may be reconciled within the frame-
work of hierarchical predictive coding1,2,23: The prior-to-
likelihood ratio may indeed be generally reduced at low 
levels, eg, in early sensory areas, leading to aberrant sali-
ence of sensory stimuli and the emergence of delusions.24,25 
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In contrast, higher-level priors may become overly precise 
in an attempt to compensate for aberrant salience and con-
tribute to the emergence of hallucinations.10,11,26

In the present study, we tested the hypothesis that psy-
chotic experiences in Scz are related to a decreased prior-
to-likelihood ratio at low hierarchical levels. We asked 
whether the precision of the likelihood mapping between 
the causes of sensations and the sensory consequences 
was elevated in Scz relative to healthy controls. This pre-
cision is often referred to as sensory precision, where an 
elevated precision is sometimes attributed to a failure of 
sensory attenuation. Moreover, we tested whether such a 
stronger weighting of sensory evidence is associated with 
the experience of delusions, hallucinations, or both.

We developed a novel experimental paradigm based on 
bistable perception, ie, the spontaneous alternation between 
2 perceptual states that occurs when sensory information 
is ambiguous.27 Predictive coding posits that the dynamics 

of bistability reflect the 2 components of the prior-to-
likelihood ratio28,29: The current perceptual state represents 
the best hypothesis (ie, the prior) about the cause of sensory 
information (ie, the likelihood). Due to ambiguity, neither 
of the 2 mutually exclusive perceptual hypotheses can fully 
account for the sensory data. Hence, a prediction error ac-
cumulates and eventually leads to a perceptual transition.

Here, we induced the phenomenon of graded ambi-
guity by parametrically manipulating the available sen-
sory evidence for the 2 alternative perceptual hypotheses 
of an ambiguous Lissajous figure (see figure  2A and 
Supplementary Video 1). When a perceptual hypothesis 
is congruent to disambiguating stimulus evidence, pre-
diction errors should be reduced and perceptual tran-
sitions to the incongruent perceptual states less likely. 
Incongruence, in turn, should lead to enhanced predic-
tion errors and increased probability of a transition to 
the congruent perceptual state. In sum, the probability 
of perceptual states congruent with disambiguating stim-
ulus evidence should vary with the individual partici-
pants’ sensitivity to sensory evidence. Thus, it serves as a 
proxy for the prior-to-likelihood ratio.

We studied the sensitivity to disambiguating stimulus 
evidence in patients with paranoid Scz and a matched 
control group. Under the assumption of a decreased 
prior-to-likelihood ratio in psychosis, we expected an in-
creased sensitivity to disambiguating stimulus evidence in 
patients with Scz. We furthermore hypothesized a positive 
correlation of sensitivity to disambiguating stimulus ev-
idence with the severity of delusions and hallucinations.

Methods

Participants

We excluded 1 control due to impaired stereovision, 3 
controls due to elevated scores for Cardiff Anomalous 
Perception Scale (CAPS) and Peters Delusion Inventory 
(PDI) (threshold/scores ≥ 3 SDs above the group’s mean), 
1 control due to reduced frequency of congruent percep-
tual states (frequency ≤ 3 SDs below the mean computed 
across groups in any of the conditions D1–D7), and 1 
patient who did not complete the experiment. The final 
sample was matched for gender, age, and handedness 
(see table  1) and consisted of 23 patients (International 
Classification of Diseases 10: F20.0, 18 male, age = 37.13 ± 
2.42) recruited from in- and out-patient services at Charité 
Universitétsmedizin Berlin and 23 control participants 
(17 male, age = 33.57  ± 1.74 y). All participants had 
(corrected-to-)normal vision, were naive to the purpose of 
the study, and gave informed, written consent prior to the 
experiment authorized by the Charité Ethics Committee.

Questionnaires and Clinical Rating

Participants completed the 40-item PDI30 to quantify 
delusional ideation13,14,17,31–33 and the 32-item CAPS34 to 

Fig. 1. The prior-to-likelihood ratio in Bayesian perceptual 
inference. Perceptual inference depends on the ratio of prior and 
likelihood precision. (A) Here, we depict a reference scenario 
with optimal precision estimates (Gaussian distributions, 
variance in white, mean of the posterior in black). (B) Changes 
in these estimates of precision may lead to alterations in 
perception. In case of an overestimation of prior precision and/
or underestimation of likelihood precision, the posterior is shifted 
toward the prior. (C) By analogy, an overestimation of likelihood 
precision and/or underestimation of prior precision is associated 
with a shift of the posterior toward the likelihood. 
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Fig. 2. Behavioral experiment. (A) In the main experiment, we measured the individual participants’ sensitivity to disambiguating 
stimulus evidence as a proxy for the prior-to-likelihood ratio. To visualize relevant variables, the lower panel displays typical perceptual 
responses in an ambiguous block and the corresponding partially disambiguated block. (B) To probe potential differences in stereovision, 
we determined individual stereo-disparity thresholds in an independent stereoacuity test.

Table 1. Sample Characteristics 

Group N Female Smoking Stat Age ED CAPS PDI PANSS: P N G DOI CPZe

    Mean 33.6 77 6.7 22 NA NA NA NA NA
Controls 23  6 10 SD 8.4 40 9.2 28 NA NA NA NA NA
    Mean 37.1 75 65.0 139 18.4 19.4 33 15 190
Patients 23 5 15 SD 11.6 44 50.1 80 6.3 8.2 10 12 172

Note: Patients with Scz scored higher than controls on the PDI (patients: 138.83 ± 16.64 SEM, controls: 21.87 ± 5.75, Welch 2-sample 
t-test: T(27) = 6.64, P = 3.81 × 10−7) and CAPS (patients: 64.96 ± 10.45, controls: CAPS of 6.65 ± 1.91, T(23) = 5.49, P = 1.32 × 10−5). 
One patient received a typical antipsychotic, 18 patients were prescribed an atypical antipsychotic, and 4 were without medication.
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measure perceptual anomalies. Reported scores reflect 
sums over questionnaire subscales. We assessed clin-
ical symptom severity using the Positive and Negative 
Syndrome Scale (PANSS).35

Behavioral Experiments

Apparatus. We presented all stimuli using a mirror ster-
eoscope placed in front of a 98PDF-CRT-Monitor (60 
Hz, 1042 × 768 pixels, 59.50 cm viewing distance, 30.28 
pixels per degree visual angle; °) using Psychtoolbox 336 
and Matlab R2007b (MathWorks).

Main Experiment. The main experiment (figure 2A) as-
sessed the modulation of perceptual states by levels of 
disambiguating stimulus evidence. In 3 runs (10.52 min 
each), participants viewed 7 pairs of ambiguous and 
partially disambiguated versions of a rotating discon-
tinuous Lissajous figure (see Supplementary Video 1) 
presented in blocks of 40.08 s each, separated by 5 s of 
fixation. We randomly placed 300 dots (0.05°) on the 
stimulus waveform (2.05° × 2.05°) defined by the perpen-
dicular intersection of 2 sinusoids [x(t) = sin(A ∗ t) and 
y(t) = cos(B ∗ t + δ) with A = 3, B = 6, and δ increasing 
from 0 to 2π at 6.80 s per revolution and 6 revolutions 
per block]. We relocated the dots at a probability of 0.02 
per frame. Stimuli were surrounded by rectangular fusion 
frames and presented on the background of random-dot 
noise (700 dots of 0.05°, 1.98°/s speed, changes in motion 
direction at 1 Hz). We displayed a fixation cross in the 
center of the visible screen (0.10°).

During ambiguous blocks, we presented identical 
Lissajous figures to the 2 eyes. Participants indicated 
changes in the perceived direction of rotation by pressing 
the left (rotation of the front surface to the left, right index 
finger), right (rotation to the right, right ring finger), or 
down (unclear direction of rotation, right middle finger) 
arrow key on a standard USB keyboard.

The indicated direction of rotation in an ambiguous 
block determined the time-points of changes in sensory 
evidence in the upcoming disambiguated block. To add 
additional sensory evidence (graded disambiguation) to 
the Lissajous figure, we shifted a proportion of the stim-
ulus dots by a δ of  0.02π in the corresponding direc-
tion between monocular channels. Crucially, we varied 
the amount of disambiguating stimulus evidence across 
7 conditions (D1: 1.25%, D2: 3.75%, D3: 8.75%, D4: 
16.25%, D5: 26.25%, D6: 50.00%, and D7: 100.00% of 
dots disambiguated). Each condition appeared once per 
run and in random order. Participants reported changes 
in the perceived direction of rotation as well as unclear 
perceptual states.

Stereoacuity. We assessed stereo-disparity thresholds in 
an independent stereoacuity test (similar to37, figure 2B). 
To this end, we presented a number of 5000 dots (each at 

0.15°) within a square of 11 × 11°. We attached a stereo-
disparity signal to dots lying on a Landolt C, ie, a circle 
(1.37° radius, 2.06° width) with a 90° gap located at the 
left, top, right, or bottom. Following 5 s of fixation and 
1 s of stimulus presentation, participants reported the lo-
cation of the gap in the Landolt C by pressing the up-, 
down-, left-, or right-arrow key (response interval = 2 s). 
Fixation crosses (0.10°) were presented in the center of 
visible screen.

Participants performed 2 runs of  40 trials each. At 
each trial, we determined the amount of  presented 
stereo disparity based on the response from the previous 
trial by a 2-up-1-down staircase procedure (correct re-
sponse: decrease in the available stereo disparity by 1 
step; incorrect response: increase by 2 steps, initial step 
size: 0.001°, reduction to 0.0005° after first reversal). The 
initial stereo disparity was 0.0045° in run 1 and 0.0005° 
in run 2.

Analyses

Main Experiment. For the main experiment, we based 
our analyses on perceptual transitions reported by the 
participants. Because perceptual transitions occur at 
overlapping configurations of the Lissajous figure,29,38–41 
we corrected the timing of each perceptual transition 
to the time of the overlap preceding the corresponding 
button press. This decomposed the perceptual time 
course into a sequence of discrete perceptual states (left-
ward, rightward, and unclear rotation of the front sur-
face, 3.40 s inter-overlap interval).

As variable-of-interest (see figure 2A), we computed the 
proportion of congruent perceptual states (ie, perceptual 
states perceived in congruence with the disambiguating 
stimulus evidence) for all parametric levels of disambig-
uation (D1–D7). This variable served as a proxy for the 
prior-to-likelihood balance during graded ambiguity. In 
addition, we determined individual perceptual stability in 
terms of average phase duration (ie, time spent between 2 
perceptual transitions). As potential confounds, we com-
puted the probability of unclear perceptual states for all 
conditions (ambiguity and D1–D7) separately and abso-
lute perceptual bias42 (ie, the absolute difference between 
the probability of both perceptual states and chance level) 
in ambiguous blocks. Within participants, we averaged all 
dependent variables across runs.

We performed group-level statistics using mixed 
ANOVA (within-subject factor: levels of disambiguating 
stimulus evidence D1–D7; between-subject factor: diag-
nostic group). Given heteroscedasticity between groups 
for congruent perceptual states (Levene test: P = .043), 
we used a linear mixed-effects (nlme R-package) model. 
The diagnostic group and disambiguating stimulus evi-
dence defined fixed effects. Individual participants de-
fined random effects. Weights were adjusted to account 
for unequal variance between groups.
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We further fitted a set of  functions [linear: 
y = a + b ∗ x; exponential: y = c ∗ exp(g ∗ x); sigmoid: 
y = 0.5 + (0.5 − l)/(1 + exp(−(x − m)/n)] to the pro-
portion of  congruent perceptual states across condi-
tions D1–D7. After identifying the exponential fit by 
means of  the highest adjusted R2, we compared indi-
vidual growth rates as surrogates for the sensitivity to 
sensory evidence between groups. Because the number 
of  free parameters (ie, complexity) in these models was 
fixed, the measure of  accuracy can be treated as model 
evidence (ie, we performed a simple form of  model com-
parison). Due to non-normality (Kolmogorov-Smirnov 
test: P < .0001), we used bootstrapping (R-dabestr43) to 
estimate confidence intervals (CI) for between-group dif-
ferences in growth rates (see Supplementary Materials 1 
for analyses of  the linear fit) and perceptual bias.

In Supplementary Materials 2, we provide post hoc 
simulation analyses to illustrate the relation of our psy-
chophysical approach to the predictive coding model of 
bistable perception.29

Stereo Disparity. We determined stereo-disparity 
thresholds by computing the average of  presented 
stereo disparity at trials following the third reversal 
of  each run and averaged across runs. Due to non-
normality (Kolmogorov-Smirnov test: P < .0001), we 
probed a potential between-group difference by boot-
strapping CIs.

Correlative Analyses. Finally, we asked whether 
individual questionnaire scores (PDI and CAPS; 
Bonferroni-corrected) correlated with the sensitivity to 
sensory evidence and average phase duration. In addi-
tion, we tested correlations with the PANSS subitems 
P1 (delusions) and P3 (hallucinations). Control ana-
lyses probed potential correlations to perceptual bias, 
unclear perceptual states, stereoacuity, as well as nega-
tive and general PANSS subscales (see Supplementary 
Materials 1 for median split analyses of  CAPS/P3 
and complete correlograms). Due to non-normality 
(Kolmogorov-Smirnov tests P < .0001 for all vari-
ables), we computed standard Spearman correlations. 
To correct for potential confounds that may influence 
performance in the Lissajous task and/or the severity 
of  psychotic experiences, we assessed partial correla-
tion coefficients. Such factors comprised stereoacuity 
(due to its potential influence on graded ambiguity, see 
above), the participants’ age (due to its impact on bi-
stable perception44), as well as the duration of  illness 
and chlorpromazine equivalents as measures of  disease 
severity. To ascertain specificity for the dimensions of 
psychotic experience, we also included scores on the 
alternative questionnaire (for correlations with PDI/
CAPS), the respective alternative PANSS subitems (for 
correlations with P1/P3) and PANSS subscales (general 
and negative).

Results

Main Experiment

The nlme R-package model indicated a main effect of 
disambiguating stimulus evidence on the fraction of con-
gruent perceptual states [F(6) = 15.16, P = 6.44 × 10−15

], but no main effect of group [F(1) = 0.02, P = .88]. 
Importantly, we observed a significant interaction be-
tween diagnostic group and disambiguating stimulus 
evidence [F(6) = 2.52, P = .02, see figure  3A]. Mixed 
ANOVA yielded qualitatively identical results.

The change in the fraction of congruent perceptual 
states across D1–D7 was best fit by an exponential func-
tion (adjusted R2 = 0.39 ± 0.10, best fit in 70% of Scz 
patients and 65% of controls) as compared with linear 
(adjusted R2 = 0.38 ± 0.10) and sigmoid (adjusted 
R2 = 0.10 ± 0.10) functions. Sensitivity to additional sen-
sory evidence as expressed by the growth rate of the expo-
nential function was equal to 0.06 ± 0.01 in patients and 
0.02 ± 0.02 in controls. Bootstrapping revealed a bord-
erline significant difference between patients and con-
trols (95% CI = 0.004 to −0.08, see figure 3B). Analysis 
of the linear fit yielded qualitatively identical results (see 
Supplementary Materials 1).

Mixed ANOVA did not yield a main effect of group or 
disambiguating stimulus evidence nor a between-factor 
interaction for the proportion of unclear perceptual states 
(patients: 0.01 ± 0.001; controls: 0.004 ± 0.001) or phase 
duration (patients: 21.25 ± 0.35 s; controls: 21.56 ± 0.36 s; 
see Supplementary Materials 1). Furthermore, we did not 
observe a significant between-group difference with re-
gard to perceptual biases in ambiguity (patients: 0.09 ± 
0.02, controls: 0.10 ± 0.02, 95% CI = −0.06 to 0.04).

Stereoacuity

Stereo-disparity thresholds amounted to 0.003 ± 0.001° in 
patients and 0.003 ± 0.001° in controls with no significant 
between-group difference (95% CI = –0.002 to 0.001).

Correlative Analyses

Within patients, sensitivity to disambiguating stimulus 
evidence correlated positively with the CAPS (R = 0.51, 
P = .02; figure 4). This was corroborated by the respec-
tive partial correlation (R = 0.55, P = .03, see above). 
Similarly, there was a significant correlation of the sen-
sitivity parameter to PANSS subitem P3 (standard cor-
relation: R = 0.52, P = .01; partial correlation: R = 0.52, 
P = .04). We did not observe a significant association 
between sensitivity to disambiguating stimulus evidence 
and PDI (standard correlation: R = 0.36, P = .19; partial 
correlation: R = −0.35, P = .19) or P1 (standard corre-
lation: R = 0.35, P = .11; partial correlation: R = 0.07, 
P = .78). Analyses of the linear fit yielded qualitatively 
identical results.
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Furthermore, we observed a significant negative cor-
relation of average perceptual phase duration with the 
CAPS (standard correlation: R = −0.54, P = .01; partial 
correlation: R = −0.64, P = .01) and a trendwise correla-
tion to P3 (standard correlation: R = −0.39, P = .07; par-
tial correlation: R = −0.46, P = .07). We did not find a 
significant association of phase duration to PDI or P1 
in standard (PDI: R = −0.21, P = .68; P1: R = −0.26, 
P = .23) or partial correlations (PDI: R = −0.35, P = .19; 
P1: R = −0.21, P = .44).

Confirmatory analyses indicated a significant posi-
tive correlation of the sensitivity parameter to the pos-
itive and general PANSS subscale (“Positive”: R = 0.5, 
P = .02; “General”: R = 0.52, P = .01; “Negative”: 
R = 0.11, P = .61). Interestingly, there were no signifi-
cant correlations between sensory precision and negative 
symptoms or signs. CAPS and PDI were highly correl-
ated in patients (R = 0.76, P = 2.81 × 10−5) and showed a 
trend for controls (R = 0.35, P = .1).

Neither of the 2 questionnaire scores (PDI/CAPS) and 
PANSS subitems (P1/P3) correlated with perceptual biases, 
fraction of unclear perceptual states, stereo-disparity 
thresholds, duration of illness, or chlorpromazine equiva-
lents. Within controls, we did not find any significant 
correlation between questionnaire scores and the afore-
mentioned variables (see Supplementary Materials 1 for 
additional correlation analyses and correlograms).

Discussion

In this study, we asked whether the experience of psy-
chotic symptoms is associated with an increased impact 
of sensory evidence on perceptual inference relative to 
prior predictions (ie, a reduced prior-to-likelihood ratio 
at sensory processing levels).

Firstly, Scz patients showed an increased proportion of 
disambiguation-congruent perceptual states at high levels 
of stimulus information (D4–D7). At low levels (D1–D3), 
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Fig. 3. Sensitivity to disambiguating stimulus evidence. We depict the fraction of congruency between perceptual states and sensory 
evidence across the levels of disambiguating stimulus evidence (D1–D7, left panel). Error bars represent the respective standard error of 
the mean. The nlme model yielded a main effect of disambiguating stimulus evidence [F(6) = 15.16, P = 6.44 × 10−15], and a significant 
interaction between the diagnostic group and the disambiguating stimulus evidence [F(6) = 2.52, P = .02]. The left panel shows the 
implicit interaction between levels of disambiguating stimulus evidence and diagnostic group: At low levels of disambiguation (D1–D3), 
controls exhibit a marginally higher proportion of congruent perceptual states. This is reversed for higher levels of disambiguating 
stimulus evidence (D4–D7), where patients show a greater proportion of congruency. We used the growth rate of individual exponential 
fits to the fraction of congruent perceptual states to express the individual sensitivities to disambiguating stimulus evidence during 
graded ambiguity (right panel; horizontal lines point to sample means; vertical line spans over the 95% CI). Bootstrapping revealed a  
borderline-significant between-group difference (estimated 95% CI = 0.004 to −0.08).
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this proportion was similar between groups or even ap-
peared to be reduced in patients (D3). This interaction thus 
speaks against a global increase in sensitivity to sensory 
evidence in Scz. Rather, it may suggest that patients show 
a greater benefit (or gain) at increasing levels of stimulus 
information. Indeed, due to this nonlinearity, these find-
ings defy a simple explanation. Supplementary Materials 
2 provides post hoc simulations of this interaction from a 
predictive coding model of bistable perception.28,29

Secondly, we found that the severity of perceptual 
anomalies and hallucinations correlated positively with 
the sensitivity to disambiguating stimulus evidence and 
negatively with average phase duration in Scz. Predictive 
coding models of bistable perception28,29 relate enhanced 
sensory sensitivity to a shift of precision estimates toward 
stimulus representations (ie, the likelihood). In turn, such 
models assume that shorter phase durations signal a shift 
of precision estimates away from implicit predictions about 
perceptual stability (see29 and Supplementary Materials 
2).  Through this lens, the two behavioral results, therefore, 
suggest that hallucinations are related to a decreased prior-
to-likelihood ratio at sensory processing levels. At the same 
time, they contradict the hypothesis that a global shift to-
ward prior precision (ie, an increased prior-to-likelihood 
ratio) underlies the experience of hallucinations.

These findings align with the “canonical” predictive 
coding account of Scz,10 which assumes that psychotic 
symptoms arise due to a relative shift of inference away 
from priors and toward sensory evidence.8 Along these 
lines, our results reverberate with the association of 
Scz to a reduced susceptibility to visual illusions,16 im-
paired smooth pursuit,45 and reduced sensory attenua-
tion during force matching.15,46 While our findings speak 
for a decrease as opposed to an increase in the prior-to-
likelihood ratio, they cannot distinguish between a de-
crease in prior precision alone, an increase in likelihood 
precision alone or a combination of the two. Moreover, 
our results are compatible with alternative algorithms of 
dynamic belief  updating such as circular inference47,60 and 
alternative implementational frameworks of bistable per-
ception such as mutual inhibition and adaption models.48 
In this context, differences in the excitation-inhibition 
balance49 may lead to weaker inhibition between com-
peting neuronal populations, which could explain why 
hallucinations correlated with individual characteristics 
of bistable perception. 

Importantly, our results seem to contradict the asso-
ciation of hallucinations to overly precise priors.19,21,22 
However, this apparent discrepancy may be resolved by 
a differential modulation of the prior-to-likelihood ratio 
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across levels of the predictive coding hierarchy: Our par-
adigm targeted the interaction of prior and likelihood at 
sensory levels. A  reduced prior-to-likelihood ratio may 
elicit the aberrant salience of sensory events.24,25 This 
may drive higher levels into an overly strong weighting of 
priors and entail enhanced top-down influences on per-
ception.11 Finally, such a compensatory mechanism may 
trigger hallucinations,21 thereby explaining away5 aber-
rant salience at sensory levels.

Albeit strongly correlated with perceptual anomalies 
and hallucinations, our current findings did not reveal an 
association of delusional ideation to either sensitivity to 
sensory evidence or perceptual stability. This discrepancy 
to previous work14 may result from differences between the 
experimental paradigms (Schmack et al.14 stabilized per-
ceptual states through intermittent presentation,50 while 
we used a continuous stimulus).  Speculatively, intermittent 
paradigms may boost perceptual priors and thus be more 
sensitive toward the relation of perceptual stability and de-
lusions. In turn, manipulating sensory evidence through 
graded ambiguity may be more apt to detect associations 
to perceptual abnormalities. To resolve this discrepancy, 
future work should combine the novel paradigm of graded 
ambiguity with both intermittent presentation of bistable 
stimuli13,14 and manipulations of higher-level beliefs.33,51–53

In contrast to our findings, previous research has re-
vealed deficits in binocular depth perception in Scz.54–57 
Our stereoacuity assessment was analogous to the 
established Random-Dot test,37,55 but estimated percep-
tual thresholds in a psychophysical staircase. This yielded 
values in the range commonly reported for stereoacuity.55 
In addition, our study did not show a global reduction 
in perceptual performance in Scz patients relative to con-
trols. It thus seems less likely that low-level deficits (eg, 
reduced stereoacuity, contrast sensitivity,55 or motion 
intergration58) can account for the current findings. Finally, 
perceptual biases (eg, when perceiving facial expres-
sions59) are frequently reported in Scz. In the context of 
bistable perception, global differences in the probabilities 
of perceptual alternatives are a common phenomenon.42 
Importantly, this study did not reveal any significant effect 
of bias, which is thus unlikely to contribute to our results.

In sum, this study associates the experience of psy-
chotic symptoms with an altered integration of prior be-
liefs and sensory evidence. Our results relate perceptual 
anomalies and hallucinations to a reduction of the prior-
to-likelihood ratio in perception. This provides empirical 
evidence for the view that predictive processing deficits 
contribute to the emergence of psychotic symptoms and 
will enable novel approaches to the pathophysiological 
mechanisms of psychosis.

Supplementary Material

Supplementary data are available at Schizophrenia 
Bulletin online.
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2.4 An active role of inferior frontal cortex in conscious experience 

Weilnhammer VA, Fritsch M, Chikermane M, Eckert AL, Kanthak K, Stuke H, Kaminski J, Sterzer P. 
Current Biology 31, R853-R856 (2021). DOI: https://doi.org/10.1016/j.cub.2021.04.043 

The above publications highlight how bistable perception can be used to investigate the computational, 
behavioral and neural correlates of conscious experience in health and disease43,50,73,80. Specifically, they 
provide correlative evidence pointing to the IFC as a key region in perceptual inference50,73,80 that may 
provide a target for non-invasive brain stimulation in patients suffering from psychotic symptoms such 
as hallucinations43. In this study, we used neuro-navigated theta-burst transcranial magnetic 
stimulation82 (TMS) to probe whether virtual lesions in the IFC modulate conscious experiences during 
bistable perception. Using computational modeling and fMRI in two independent groups of healthy 
participants, we replicated our previous findings regarding the representation of prediction errors in 
IFC80. Crucially, TMS-induced virtual lesions in IFC reduced the frequency of transitions in conscious 
experience during bistable perception. This provides causal evidence for an active role of IFC in the 
resolution of sensory ambiguity and suggested the IFC as a potential target for the therapeutic 
modulation of hallucinatory experiences. 

The following text corresponds to the abstract of the article52: 

“In the search for the neural correlates of consciousness, it has remained controversial whether 
prefrontal cortex determines what is consciously experienced or, alternatively, serves only 
complementary functions, such as introspection or action. Here, we provide converging evidence from 
computational modeling and two functional magnetic resonance imaging experiments that indicated a 
key role of inferior frontal cortex in detecting perceptual conflicts caused by ambiguous sensory 
information. Crucially, the detection of perceptual conflicts by prefrontal cortex turned out to be critical 
in the process of transforming ambiguous sensory information into unambiguous conscious 
experiences: in a third experiment, disruption of neural activity in inferior frontal cortex through 
transcranial magnetic stimulation slowed down the updating of conscious experience that occurs in 
response to perceptual conflicts. These findings show that inferior frontal cortex actively contributes to 
the resolution of perceptual ambiguities. Prefrontal cortex is thus causally involved in determining the 
contents of conscious experience.” 
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SUMMARY

In the search for the neural correlates of consciousness, it has remained controversial whether prefrontal cor-
tex determines what is consciously experienced or, alternatively, serves only complementary functions, such
as introspection or action. Here, we provide converging evidence from computational modeling and two
functional magnetic resonance imaging experiments that indicated a key role of inferior frontal cortex in de-
tecting perceptual conflicts caused by ambiguous sensory information. Crucially, the detection of perceptual
conflicts by prefrontal cortex turned out to be critical in the process of transforming ambiguous sensory in-
formation into unambiguous conscious experiences: in a third experiment, disruption of neural activity in infe-
rior frontal cortex through transcranial magnetic stimulation slowed down the updating of conscious expe-
rience that occurs in response to perceptual conflicts. These findings show that inferior frontal cortex
actively contributes to the resolution of perceptual ambiguities. Prefrontal cortex is thus causally involved
in determining the contents of conscious experience.

INTRODUCTION

The neural basis of conscious experience is one of today’s great-

est mysteries.1 Its unraveling will have important implications for

how we approach patients who remain unresponsive after brain

damage or who suffer from hallucinatory distortions of percep-

tion.2 Likewise, such progress may expand our ability to detect

the presence of conscious experience in organic and artificial

life beyond the human mind.3 Solutions to these challenges will

require identifying not only the neural correlates of conscious-

ness4,5 but also the computational function of specific brain re-

gions for conscious experience.6

Bistable perception has been a key experimental approach in

the search for a neuro-computational understanding of con-

sciousness for more than two decades.7 In this phenomenon,

stimuli that are compatible with two interpretations give rise to

perceptual conflict.8 Faced with this conflict, observers perceive

periodic changes in conscious experience, oscillating between

two mutually exclusive perceptual states.9 Thereby, bistable

perception provides a unique window into a fundamental func-

tional aspect of consciousness: the transformation of ambiguous

sensory information into unambiguous conscious experience.10,11

Functional neuroimaging studies in humans have identified the

right inferior frontal cortex (IFC) (a subregion of prefrontal cortex;

Figure 1A) as a key region in bistable perception.7 When

compared to stimulus-driven changes in perception, sponta-

neous perceptual changes during bistability were consistently

associated with increased activity in IFC,7 suggesting that pre-

frontal cortex actively contributes to conscious experience.9,11–

13 Along this line of thought, IFC may resolve perceptual conflict

by triggering perceptual changes through feedback signaling to

sensory areas (Figure 1A).9,11

However, this feedback account has been questioned by work

that related IFC to cognitive phenomena that occur in thewake of

conscious experience, such as the processing of perceptual un-

certainty,14 motor behavior,15 or, more broadly, the engagement

of executive functions in response to changes in perception.16,17

Perceptual conflict may thus rather be resolved within visual cor-

tex and elicit activity in IFC through a feedforward mechanism.

Accordingly, IFC activity may not reflect the cause but the

consequence of changes in conscious experience.

To settle the ongoing controversy between the feedforward and

feedback account of bistable perception will be a critical step in

elucidating the computational role of prefrontal cortex for

2868 Current Biology 31, 2868–2880, July 12, 2021 ª 2021 Elsevier Inc.
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consciousness. In this work, we conjectured that these seemingly

contradictory views may be reconciled within an explanatory

framework that incorporates both feedforward and feedback pro-

cessing. To this end, we drew on a closely related line of research

into the role of parietal cortex in bistable perception18–22 that sup-

ports the idea that spontaneous changes in conscious experience

may be best explained by hierarchical models of perceptual infer-

ence.10,23 Specifically, results from these studies suggest that

subregions within intraparietal sulcus may have complementary

roles in perceptual inference, with an anterior subregion providing

perceptual hypotheses via feedback to sensory areas and a pos-

terior subregion signaling conflicts between the current hypothe-

sis and the available sensory data in a feedforward manner.7,21

Here, we reasoned that the apparent discrepancy between

feedforward and feedback accounts of prefrontal cortex function

in bistable perception may be resolved along similar lines. First,

we hypothesized that IFC may detect perceptual conflicts that

arise between the contents of conscious experience and the avail-

able sensory data through a feedforward mechanism. To test this

hypothesis, we used functional magnetic resonance imaging

(fMRI) in conjunction with computational modeling in a Bayesian

framework. Second, we reasoned that the detection of perceptual

conflict by IFC may in turn trigger changes in conscious experi-

ence via feedback signaling to sensory areas. This latter hypoth-

esis was tested by disrupting IFC activity through neuronavigated

transcranial magnetic stimulation (TMS).

RESULTS

In a series of three experiments (E1–E3; STAR Methods;

Figure S1), human observers reported changes in their

perception of a rotating sphere (rightward, leftward, or unclear

direction of rotation). In this structure-from-motion stimulus,

random dots distributed on two intersecting rings induce illusory

3D motion (Video S1). Due to the perceptual conflict inherent in

the ambiguous visual input, participants perceived spontaneous

changes between left- and rightward rotation that occurred

every 25.08 ± 2.57 s (phase duration, i.e., the average time spent

between two consecutive changes in conscious experience;

Figures S2A and S2B).

With this type of stimulus, unclear perceptual states14 are rare

(0.6% ± 0.18%). Moreover, changes in perceived direction of

rotation occur only when fore- and background of the illusory

sphere overlap (Figures S3A and S3B).24 These perceptual fea-

tures ensured the temporal precision of our approach and

allowed us to compute response times (average response time

[RT] = 0.81 ± 0.05 s) as a control variable for processes associ-

ated with behavioral reports.15,16

IFC detects accumulating perceptual conflict
Bayesian perceptual inference25 provides a plausible computa-

tional explanation for the effects of conflicting stimulus informa-

tion on perception. In this framework, conscious experience is

understood as an iterative process, constantly generating and

testing hypotheses about the most likely cause of sensory

data.26 In bistable perception, the two alternating stimulus inter-

pretations reflect mutually exclusive hypotheses that are both

compatible with but cannot fully account for the ambiguous

sensory data. This results in perceptual conflict.7,8,11

As a quantitative representation of such conflict, the residual

evidence for the alternative to the currently dominant stimulus

interpretation can be conceived of as a perceptual prediction

A B

Figure 1. Concept

(A) The role of IFC (inferior frontal cortex; schematic overlay in pink) in conscious experience is controversial: according to one view, feedback from IFC may

modulate perceptual processing in visual cortex (motion-sensitive visual cortex V5/hMT+; highlighted in green). This may reflect an active contribution of pre-

frontal brain activity to conscious experience. The opposing view links neural activity in IFC to the subjective uncertainty, report, or reportability of perceptual

events. This suggests that conscious experience may be realized within visual cortex and may drive activity in IFC by means of feedforward processing.

(B) Here, we depict conscious experience and associated changes in accumulating perceptual conflict for bistable perception induced by a random dot

structure-from-motion stimulus (RDK). Perceived direction of rotation (green line) alternates between left- and rightward motion of the front surface (icons on the

right). In the absence of disambiguating sensory evidence (upper panel; gray dotted line), prediction errors (black solid line) accumulate while perception remains

constant, until the perceptual conflict is reduced by a change in conscious experience. When faced with additional stimulus information (lower panel), conscious

experience fluctuates between congruent or incongruent perceptual states. If an observer adopts a percept that is congruent with the disambiguating stimulus

information, prediction errors are reduced (blue line). Accordingly, conflict-driven changes in conscious experience toward the alternative stimulus interpretation

become less likely (vice versa for incongruent perceptual states; red line).

See also Figure S2 and Video S1.
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error.10 This unexplained error induces a progressive shift in the

balance between the two perceptual hypotheses.13 Over time,

prediction errors therefore accumulate until the increasing

perceptual conflict is reduced by a change in conscious experi-

ence from the dominant to the alternative stimulus interpretation

(Figure 1B). A recent proof-of-concept study has linked this pro-

cess to neural activity in prefrontal cortex:13 during ambiguous

visual stimulation, blood-oxygen-level-dependent (BOLD) sig-

nals in IFC gradually increased while perception remained con-

stant, peaking at the time of a conflict-induced change in

conscious experience.

In experiment E1, we sought to (1) confirm the previously sug-

gested role of IFC in detecting perceptual conflict and to (2) test

the hypothesis that such perceptual conflict originates from vi-

sual cortex.

To identify the neural representation of perceptual conflict, we

acquired fMRI data during bistable perception and searched for

correlations of BOLDactivity with the dynamics of perceptual pre-

diction errors. To this end, we inverted an established computa-

tional model of bistable perception (STAR Methods)10,13 based

on the individual participants’ behavioral reports on perceptual

changes. This model estimates dynamic perceptual prediction

errors to explain the sequence of conscious experiences during

bistable perception. In model-based fMRI, we searched for the

neural correlates of these prediction errors while controlling for

BOLD activity associated with the timing and report of perceptual

changes. In line with previous results,13 we found that perceptual

prediction errors correlated with BOLD activity in right-hemi-

spheric IFC (anterior insula, inferior frontal gyrus;7 Bonferroni cor-

rected for family-wise error pFWE < 0.05; Figure 2; Table S1).

Of note, previous studies have predominantly linked IFC to

event-related processes associated specifically with perceptual

changes.7 We reasoned that this often-reported finding of

change-related activity in IFC may actually correspond to the

peak of accumulating prediction errors (Figures 1B and S4). In

our data, such change-related IFC activity was only detectable

if the analysis did not control for prediction errors (Figure 3A).

Indeed, a direct comparison based on posterior probability

maps27 confirmed that BOLD activity in right-hemispheric IFC

was better explained by prediction errors that gradually accumu-

lated in each perceptual phase than by perceptual change

events (Figure 3B). This suggests that, during bistable percep-

tion, IFC activity reflects the gradual accumulation of perceptual

conflict13 until it is temporarily reduced by a conflict-driven

change in conscious experience (Figure 1B; see below for a repli-

cation of this finding in experiment E2).

Yet as a supra-modal brain region, IFC is unlikely to represent

visual information independently of sensory brain regions. We

therefore hypothesized that information about perceptual con-

flictmay be fed forward to IFC from the representation of percep-

tual content in visual cortex.28 Indeed, perceptual prediction er-

rors also correlated with BOLD activity in the motion-sensitive

extrastriate visual area V5/hMT+ (Figure 2).29 Dynamic causal

modeling30 confirmed that these signals of accumulating

perceptual conflict were most likely to originate from V5/hMT+,

reaching IFC via feedforward effective connectivity (Figure S5).

Moreover, neural activity in V5/hMT+ also reflected the con-

tent of conscious experience, that is, whether participants expe-

rienced leftward or rightward rotation during bistable perception

(Figures S6A and S6B): based on multi-voxel pattern analysis31

Figure 2. The neural correlates of accumulating perceptual conflict

Converging evidence from two fMRI experiments (E1: blue heatmap; E2: red heatmap; both displayed for T > 5) indicated that perceptual prediction errors

correlate with neural activity in right IFC (anterior insula and inferior frontal gyrus) and V5/hMT+. Additional activations were located in left insula, right posterior-

medial frontal gyrus, and right inferior parietal lobulus (all pFWE < 0.05; see corresponding Table S1). Please note that these analyses controlled for change-related

BOLD responses. See also Figure S4 and Table S1.
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of BOLD signals in V5/hMT+, we were able to decode which of

the two stimulus interpretations was, at a given point in time,

dominant or suppressed (see Figure S6B for region of interest

[ROI]-based decoding from IFC, where we did not find conclu-

sive evidence for or against the decodability of perceptual

content).

We therefore asked whether the neural correlates of percep-

tual conflict originated from the voxels that represented the

currently suppressed stimulus interpretation in visual cortex.

As predicted, the BOLD signal in V5/hMT+ voxels that showed

enhanced activity during perception of leftward rotation corre-

lated more strongly with perceptual prediction errors when par-

ticipants experienced rightward rotation (BF10 = 2:243103;

Figure 4A) and vice versa (BF10 = 2:573103; see below for a repli-

cation of this finding in E2). This intriguing dissociation between

the representation of perceptual content and perceptual conflict

occurred only in voxels with strong biases toward one of the two

stimulus interpretations (Figure S6C).

Figure 3. Conflict- versus change-related BOLD activity

(A) When analyzing the neural correlates of perceptual events while controlling for BOLD activity related to gradually accumulating perceptual prediction errors

(generalized linear model [GLM]-PC, left panel), we found activations in bilateral cerebellum, left pre- and postcentral gyrus, bilateral midcingulate cortex and

putamen, left insula, left IPL, as well as left medial frontal gyrus (pFWE = 0.05). No significant clusters were observed in right-hemispheric IFC or V5/hMT+. Yet

when assessing the neural correlates of perceptual events without controlling for perceptual prediction errors (i.e., by deleting the prediction-error regressor from

GLM-PC, right panel), we observed highly significant change-related activity in bilateral insula, right inferior frontal gyrus, bilateral V5/hMT+, bilateral cerebellum,

left pre- and postcentral gyrus, bilateral midcingulate cortex, bilateral inferior parietal lobulus, and left middle frontal gyrus (pFWE = 10�6). Hence, when studied in

isolation of prediction errors, perceptual events did activate regions in right IFC.

(B) We applied a Bayesian posterior probability map approach to compare the explanatory power of gradually accumulating perceptual prediction errors against

the explanatory power of event-related regressors that represent perceptual changes. Here, we display voxels where BOLD activity was better explained by

gradually accumulating prediction errors at an exceedance probability above 95% (E1: blue heatmap; E2: red heatmap). Across both experiments, the posterior

probability maps yielded converging evidence that neural signals from IFC and V5/hMT+ (as well as from additional parietal brain regions) were better explained

by prediction-error-related activity as compared to change-related activity.

See also Figure S5.
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IFC is sensitive to graded changes in perceptual conflict
The results of E1 indicate that IFC receives feedforward informa-

tion about perceptual conflict, emanating from the representa-

tions of ambiguous stimuli in visual cortex. Yet in everyday

perception, fully ambiguous stimuli like those giving rise to bista-

ble perception are rare. Rather, additional (i.e., disambiguating)

stimulus information is usually available, albeit often incom-

plete.32 In experiment E2, we sought to confirm the role of IFC

in the signaling of perceptual conflict bymeasuring its responses

to such disambiguating stimulus information.

To this end, we conducted an independent fMRI experiment

based on the novel paradigm of graded ambiguity.29,33 As in

E1, participants reported changes in the perceived direction of

rotation of a structure-from-motion stimulus. In contrast to E1,

we introduced random changes in a disambiguating 3D signal

attached to a fraction of the stimulus dots. The amount of disam-

biguating information was varied parametrically across six levels

of signal-to-ambiguity ratio. As a consequence, conscious expe-

rience fluctuated to varying degrees between perceptual states

that were congruent or incongruent with the disambiguating

stimulus information (Figure 1B, lower panel). We assumed

that, depending on the signal-to-ambiguity ratio, perceptual

conflict should be greater during incongruent perceptual states,

thus increasing the likelihood of conflict-driven changes toward

the alternative stimulus interpretation.

As expected,33 congruent perceptual states were indeed

more frequent for increasing signal-to-ambiguity ratios (BF10 =

2:9131022; Figure 5A). Both model simulation (Figures S7A–

S7C) and computational modeling of the participants’ behavior

(Figure 5B) confirmed that prediction errors were enhanced dur-

ing incongruent as compared to congruent perceptual states

(main effect of congruency), with stronger effects at higher

signal-to-ambiguity ratios (interaction between congruency

and signal to ambiguity).

Crucially, this pattern was reflected by neural activity in IFC

and V5/hMT+: while controlling for variations in BOLD signals

associated with reported changes in conscious experience, we

observed enhanced BOLD signals during incongruent percep-

tual states in right-hemispheric IFC and V5/hMT+ (main effect

of congruency, pFWE < 0.05; Figure 5C; see Table S2 for

A

B

Figure 4. Neural correlates of perceptual conflict in V5/hMT+

(A) In experiment E1, we delineated V5/hMT+ based on the effects of visual stimulation (i.e., independently of our computational model of bistable perception) and

identified biased voxel populations that showed elevated neural activity during either leftward (L) or rightward (R) illusory rotation (T value > 1; average number of

voxels per population Npop = 33.97 ± 1.78). While controlling for effects related to perceptual changes, we found that BOLD activity in L-voxels (left panel)

correlated more strongly with perceptual prediction errors when participants consciously perceived rightward rotation (paired t test: T(32) = �5.26; p = 9:223

10�6; BF10 = 2:243103). Conversely, R-voxels (right panel) correlated more strongly with perceptual prediction errors when participants consciously perceived

leftward rotation (T(32) = 5.32; p = 7:94310�6; BF10 = 2:573103).

(B) Experiment E2 (Npop = 32.92 ± 3.12) replicated these results: L-voxels (left panel) correlated more strongly with perceptual prediction errors during illusory

rotation toward the right (paired t test: T(19) = �4.07; p = 6:49310�4; BF10 = 53.36). Inversely, R-voxels (right panel) correlated more strongly with perceptual

prediction errors when the participants consciously perceived leftward rotation (T(19) = 3.11; p = 5:71310�3; BF10 = 8.2).

Error bars represent the SEM. See also Figure S6.
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additional activations). As predicted, both right-hemispheric IFC

and V5/hMT+ showed larger differences between incongruent

and congruent perceptual states at higher signal-to-ambiguity

ratios (interaction between congruency and signal to ambiguity;

small-volume correction at pSVC < 0.05 within the main effect of

congruency).

This factorial approach to the neural correlates of perceptual

conflict was corroborated bymodel-based fMRI, which provided

a complete replication of E1: while controlling for change-related

activity, we found that accumulating perceptual prediction errors

correlated with neural activity in right-hemispheric IFC and V5/

hMT+ (pFWE < 0.05; Figure 2; Table S1). In comparison to the

analysis based on perceptual change events, the dynamic accu-

mulation of perceptual conflict was better at explaining BOLD

signals in right-hemispheric IFC (Figure 3B). Dynamic causal

modeling indicated that signals of perceptual conflict were

most likely to originate from V5/hMT+, reaching IFC via

feedforward effective connectivity (Figure S5). Again, the BOLD

signal in V5/hMT+ voxels that showed enhanced activity during

perception of leftward rotation correlated more strongly with

perceptual prediction errors when participants experienced

rightward rotation (BF10 = 53.36) and vice versa (BF10 = 8.2;

Figures 4B and S6D).

Together, E2 confirmed our hypothesis that IFC signals

dynamic changes in perceptual conflict that are induced by

disambiguating stimulus information. Additional control analyses

(Figures S7D and S7E) ruled out variations in perceptual

uncertainty and temporal imbalances between congruent and

incongruent perceptual states as alternative explanations for

our fMRI results.

A

C

B

Figure 5. Perceptual conflict during graded ambiguity

(A) Conscious experience was biased toward perceptual states that were congruent with the disambiguating stimulus information (T(19) = 8.45; p = 7:373 10�8;

BF10 = 1:973105). For increasing signal-to-ambiguity ratios (levels D1–D6), congruent perceptual states were more frequent (F(95) = 51.14; p = 1:843 10�25;

BF10 = 2:9131022).

(B) Computational modeling of behavior indicated that average prediction errors (PEs) were elevated during incongruent as compared to congruent perceptual

states (F(209) = 158.08; p = 2:29310�27;BF10 = 3:0931020). The difference in PEs between congruent and incongruent perceptual states was enhanced for higher

signal-to-ambiguity ratios (F(209) = 10.41; p = 6:19310�9; BF10 = 2:613106). Overall, prediction errors did not vary across levels of signal to ambiguity (F(209) =

0.54; p = 0.75; BF10 = 0.02).

(C) We found enhanced BOLD responses during incongruent as opposed to congruent perceptual states in right-hemispherical IFC and V5/hMT+, alongside

additional clusters in left precentral gyrus, right posterior-medial frontal gyrus (PMF), and right fusiform gyrus (left panel; pFWE < 0.05; displayed for F > 11; see

corresponding Table S2). Importantly, differences in BOLD activity between incongruent and congruent perceptual states were enhanced at higher levels

of signal to ambiguity in right-hemispheric insula, inferior frontal gyrus, and V5/hMT+ (right panel; pSCV < 0.05 within the main effect of congruency; displayed for

F > 4).

Error bars represent the SEM. See also Figure S7 and Table S2.
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Disruption of neural activity in IFC modulates the
dynamics of conscious experience
The independent fMRI experiments E1 and E2provide converging

evidence that IFC detects the conflict inherent in sensory ambigu-

ity. In a third experiment (E3), we asked whether this unconscious

detection of perceptual conflict by IFC34 is relevant for conscious

experience. We reasoned that the signaling of perceptual conflict

by IFC might facilitate changes in conscious experience during

bistable perception. Consequently, disruption of IFC activity

should reduce the frequency of such conflict-driven perceptual

changes. To test this hypothesis, we used inhibitory TMS with a

theta-burst stimulation protocol35 to create virtual lesions in IFC.

In E3, we re-invited the participants from E1 for two TMS ses-

sions scheduled on consecutive days. In each session, they first

reported changes in conscious experience during two runs of

ambiguous structure from motion. This was followed by 40 s of

neuronavigated TMS to either IFC or a control location at the cra-

nial vertex (see STAR Methods for details). Immediately after-

ward, participants again reported their perception during two

runs of ambiguous structure from motion.

After neural activity in IFC was disrupted by TMS, changes in

conscious experience occurred less frequently: for virtual lesions

in IFC, we observed prolonged perceptual phase durations

(post-pre: 6.86 ± 1.79 s) relative to the vertex condition

(� 1:59 ± 2.07 s; paired t test: BF10 = 20.05; Figure 6A). This

finding indicates that IFC not only detects gradually accumu-

lating perceptual conflict but also has a causal role in triggering

changes in conscious experience.

Two additional control analyses addressed alternative ac-

counts of the observed TMS effect on perceptual phase dura-

tions. First, previous work has shown that activity in frontal brain

regions is elevated at the time of unclear perceptual states

during bistability.14 Here, however, disruption of neural activity

in IFC did not alter frequency of unclear perceptual states

(post-pre: 0.07% ± 0.18%) in comparison to vertex stimulation

(� 0:26% ± 0.26%; BF10 = 0.32; Figure 6B).

Second, when investigating frontal activity as a potential driver

of changes in conscious experience during bistable perception,

decision-related phenomena (such as task relevance) and

output-related processes (such asmotor preparation and button

presses) represent potential confounds.36 This issue has

recently been addressed in ‘‘no-report’’ paradigms, which sug-

gested that a subset of change-related activations in prefrontal

cortex may represent the neural correlates of report rather than

the mechanisms involved in conscious experience per se.15,16

Here, we used RTs to ask whether inhibition of activity in IFC

impaired the participants’ ability to report on the contents of

conscious experience. Changes in RTs did not differ between

IFC (post-pre: 2:55310�3 ± 0.01 s) and vertex stimulation

(0.02 ± 0.01 s; BF10 = 0.26; Figure 6C).

A B

C

Figure 6. TMS effects on perception

(A) Virtual IFC lesions prolonged phase durations relative to the vertex condition (paired t test: T(29) =�3.44; p = 1:77310�3; BF10 = 20.05) as well as against the

baseline recorded prior to IFC stimulation (one-sample t test: T(29) = 3.85; p = 6:08310�4; BF10 = 51.47).

(B) TMS to IFC did not alter the frequency of unclear perceptual states in comparison to the vertex condition (T(29) = �1.04; p = 0.31; BF10 = 0.32).

(C) Likewise, virtual IFC lesions did not affect RTs in comparison to control stimulation at vertex (T(29) = 0.77; p = 0.45; BF10 = 0.26).

Error bars represent the SEM. See also Figures S2 and S3.
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In an additional set of control analyses (Figures S2 and S3), we

replicated these findings in linear mixed effects modeling and

ruled out exposure effects as well as regression toward the

mean as alternative explanations of our TMS results.

In sum, disruption of activity in IFC reduced the frequency of

changes in conscious experience during bistable perception.

Importantly, we found no evidence for TMS effects on perceptual

uncertainty or reporting behavior. These results support the hy-

pothesis that IFC responds to conflicting sensory data by facili-

tating spontaneous changes in conscious experience, thereby

temporarily resolving perceptual conflict.10,13

Individual differences in the representation of
perceptual conflict predict the effect of virtual IFC
lesions on conscious experience
Finally, we asked whether variability in the neural representation

of perceptual conflict could predict inter-individual differences in

the effect of virtual IFC lesions on conscious experience. We

used support vector regression to test whether multi-voxel

patterns31 of conflict-related BOLD activity (E1) contained infor-

mation on how conscious experience was altered when neural

activity in IFC was disrupted (E3). Whole-brain searchlight

decoding37 revealed that localized multi-voxel BOLD activity in

IFC, but not V5/hMT+, predicted the individual effects of

virtual IFC lesions on phase duration (leave-one-out cross-vali-

dation with non-parametric permutation testing;38 pFWE < 0.05;

Figure 7A).

In addition, we ensured that neural patterns of conflict repre-

sentation in IFC selectively predicted the perceptual effects of

IFC, but not vertex, stimulation and ruled out baseline differ-

ences in phase duration as an alternative explanation of the

observed brain behavior association (Figure 7A). Univariate

analyses confirmed that virtual IFC lesions reduced the fre-

quency of changes in conscious experience to a greater extent

in participants who represented perceptual prediction errors

more reliably at IFC stimulation sites (Figure 7B).

At the level of IFC, inter-individual differences in detecting con-

flicting sensory information were thus directly linked to how

A B

Figure 7. Brain-behavior associations

(A) Whole-brain searchlight decoding revealed that local fMRI activity patterns in IFC successfully predicted inter-individual differences in the effects of virtual IFC

lesions on conflict-induced changes in conscious experience (support vector regression; voxels displayed for T > 2; pFWE < 0:05 highlighted in yellow, left panel).

Additional clusters were observed in bilateral temporal pole, left posterior-medial frontal gyrus, right superior medial gyrus, right IPL, and right V1 and left middle

orbital gyrus. Voxels in hMT+/V5 did not survive FWE correction across thewhole brain. Importantly, support vector regression (SVR) did not reveal any significant

association between patterns of BOLD activity in IFC and individual post-pre differences in phase duration after control stimulation at vertex (upper right panel; no

voxels surviving FWE correction) or phase duration prior to IFC stimulation (lower right panel; no voxels surviving FWE correction). On the level of behavior, we

found that participants with longer pre-stimulation phase duration showed a larger post-pre difference in phase duration after stimulation at IFC (r = 0:44; p =

0.02), but not after control stimulation at vertex (r = � 0:1; p = 0.6). This provided additional evidence against the possibility that differences in pre-stimulation

baseline may have affected post-pre differences in phase duration irrespective of whether IFC activity was disrupted by TMS.

(B) Participants who represented perceptual conflictmore strongly in IFC (correlation coefficient b of perceptual prediction errors to BOLD signals in individual IFC

stimulation sites) showed an enhanced reduction of conflict-induced changes in conscious experience when neural activity in IFC was disrupted by TMS (r =

0.42; p = 0.02). Inter-individual differences in the neural representation of perceptual conflict thus provided a possible explanation for non-response to virtual IFC

lesions, which was suggested to be present in 9 out of 30 participants by hierarchical agglomerative clustering.
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strongly prefrontal brain activity impacted on conscious experi-

ence, closing the loop between feedforward and feedback

processing of perceptual conflicts.

DISCUSSION

In this work, we found compelling evidence for an active role of

IFC in conscious experience: two independent fMRI experiments

demonstrated that IFC signals the conflict that emerges between

conscious experience and the underlying sensory data.

Crucially, TMS-induced virtual lesions revealed that IFC facili-

tates changes in conscious experience that occur in response

to accumulating perceptual conflict.

IFC detects and resolves perceptual conflict during
bistable perception
At first glance, our results may seem at odds with the well-estab-

lished dynamic system account of bistable perception.39 This

view proposes that, in the context of conflicting stimulus infor-

mation, changes in conscious experience result from local

mechanisms, such as inhibition, adaption, or noise.7 Along these

lines, neural activity occurring within sensory cortices may be

sufficient to distill unambiguous conscious experiences from

conflicting sensory data.

Indeed, our data verify that the contents of conscious experi-

ence can be decoded fromBOLD activity at the level of V5/hMT+

(Figure S6B). Concurrently, we found that V5/hMT+ generates

signals of accumulating perceptual conflict that originate from

voxels coding for the currently suppressed stimulus interpreta-

tion (Figure 4). In the suppressed voxels, BOLD signals progres-

sively increase prior to changes in conscious experience. In

mechanistic terms, these escalating signals of perceptual con-

flict may be generated by neural populations that gradually

escape from inhibition, as adaption reduces the activity in

competing neural populations that represent the currently domi-

nant stimulus interpretation. Our results therefore do not contra-

dict the dynamic system account of bistable perception but sug-

gest that the implementational concept of local adaption and

inhibition39 and the algorithmic hypothesis of dynamic conflict

accumulation10,13 are, in fact, complementary.7

Importantly, however, our results clearly indicate that the pro-

cessing of perceptual conflicts does not end at the level of sen-

sory brain regions but reaches prefrontal cortex through

feedforward processing from V5/hMT+ to IFC (Figure 2).

Crucially, we found that disrupting neural activity in IFC reduces

the impact of perceptual conflict on conscious experience

(Figures 6 and 7). This indicates that IFC activity is not just a

downstream consequence of perceptual events that are realized

within hMT+/V5 but actively contributes to the resolution of sen-

sory ambiguity via feedback processes. Together, our findings

thus reconcile the feedforward and feedback accounts of bista-

ble perception,7 suggesting a hybrid computational function of

IFC in conscious experience: the detection and resolution of

perceptual conflict.

Such a hybrid model11 not only aligns with previous work sug-

gesting a causal influence of prefrontal feedback on bistable

perception7 but also provides a plausible explanation for the

absence of prefrontal activity when perceptual events remain

invisible:16,17 possibly, the capacity of IFC to detect perceptual

conflict through feedforward processing may be limited to situa-

tions in which the competing states are perceptually distinguish-

able. When they are not, IFCmay fail to read out conflicting stim-

ulus representations,28 leaving the resolution of perceptual

conflict to sensory brain regions.40 By analogy, our results ac-

count for the increase in neural activity observed during unclear

or mixed conscious experience,14 because such perceptual

states represent instances of enhanced perceptual conflict and

are typically linked to perceptual changes.

Beyond prefrontal cortex, hybridmodels based on hierarchical

perceptual inference21,22 have been highly influential in interpret-

ing the role of parietal cortex in bistable perception.18–20 Here,

we found that BOLD activity in parietal brain regions also reflects

dynamic changes in perceptual conflict, most notably in the infe-

rior parietal lobule (Figure 2; Table S1). Although pointing to a

close connection between IFC and parietal cortex,7 our results

do not provide insight into whether prefrontal and parietal repre-

sentations of perceptual conflict support redundant or distinct

computational functions for bistable perception. Future experi-

ments could resolve this important question by directly

comparing the effects of virtual lesions in computationally

defined subregions of prefrontal and parietal cortex.

Attention, response behavior, cognitive control, and
subjective uncertainty as alternative accounts for IFC’s
role in bistable perception
IFC has been implicated in various domains of cognition,

including attention,41,42 response behavior,16 and cognitive

control.43 IFC may therefore exert its influence on conscious

experience through one of these alternative cognitive functions,

rather than participating directly in the resolution of perceptual

conflicts.

First, neural activity prefrontal cortex is known to support sus-

tained attention.41 During bistable perception, changes in

conscious experience occur less frequently when attention is

withdrawn.44 One may therefore argue that virtual IFC lesions

may have impaired the participants’ ability to attend to the exper-

imental task and, consequently, reduced the frequency of

perceptual changes. Yet two observations argue against this

proposition: first, we did not observe any effect of virtual IFC

lesions on response times (Figure 6C), which closely link to levels

of on-task attention.45 Second, support vector regression re-

vealed that the prefrontal impact on conscious experience is

specifically predicted by how strongly IFC activity tracks the

accumulation of perceptual conflict (Figure 7A). Sustained atten-

tion, in turn, is unlikely to increase systematically over the course

of each perceptual phase. It is therefore improbable that the

prolongation of perceptual phase durations following virtual

IFC lesions can be explained solely on the ground of a global

reduction in sustained attention. To directly test this caveat,

future work could combine virtual IFC lesions with a parametric

modulation of on-task attention during bistable perception.

Second, it has repeatedly been proposed that prefrontal cor-

tex supports only the downstream report of changes of

conscious experience that are realized at earlier processing

stages.15,16 Yet a selective impairment of motor behavior seems

unable to explain why conflict-induced change in conscious

experience is less likely to occur after virtual IFC lesions

(Figure 6A), which left response times unaltered. In addition,
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our fMRI analyses reveal consistent correlations between IFC

activity and accumulating perceptual conflicts while explicitly

controlling for the neural correlates of actively reported changes

in conscious experience (Figure 2). Based on these findings, we

conclude that the often-reported finding of change-related IFC

activity is in fact likely to reflect the peak of accumulating percep-

tual conflict instead of the reported event per se (Figure 3).

Our results therefore align with previous work showing that

change-related prefrontal BOLD activity seems to persist when

bistable perception is investigated in the absence of active

report.46 Yet in the attempt to control for a range of post-percep-

tual cognitive phenomena, such as self-monitoring, introspec-

tion, cognitive control, or motor behavior,36 no-report paradigms

have produced mixed results with respect to the functional role

of prefrontal cortex in conscious experience.15,16,46–49 Thus, to

further substantiate the view that IFC activity is not primarily

linked to processes that are situated downstream of perception,

future experiments should test whether the prefrontal represen-

tation of perceptual conflict and its causal effect on conscious

experience are modulated by active report.15,16,46

Third, the gradual accumulation of IFC activity toward

changes in conscious experience during bistable perception

may alternatively be explained by processes related to cognitive

control43 and the anticipation of future events:50 as the percep-

tual phase grows longer, participants may become increasingly

prone to expect a change in perception. Conversely, they may

be more relaxed once an event has occurred. Because average

phase durations are quite consistent within individuals

(Figure S2), participants may be capable of predicting the

approximate timing of changes in conscious experience during

bistable perception. Thus, phasic changes in the anticipation

of upcoming events may indeed be compatible with the dynamic

changes of BOLD observed in IFC.

It may be speculated that, when anticipating a perceptual

event, participants could try to voluntarily increase the likelihood

of a change in conscious experience.51 Virtual lesions in dorso-

lateral prefrontal cortex (DLPFC) have been shown to impair

the capacity to exert voluntary control over ambiguous struc-

ture-from-motion stimuli.52 Under this assumption, the observed

effect of virtual IFC lesions on conscious experience could be

mediated via an impairment of cognitive control, rather than via

a mechanism that resolves perceptual conflicts.

In our study, however, participants were naive to the ambiguity

in the visual display. Moreover, they were explicitly instructed to

passively view the display and report their conscious experience

of the stimulus. In contrast to de Graaf et al.,52 who found an ef-

fect of prefrontal TMS only on the voluntary control of bistable

perception, we observed clear evidence for a prolongation of

phase duration during passive viewing (Figure 6A). Next to differ-

ences in sample size (n = 30 versus n = 10) and stimulation pro-

tocol (theta-burst versus 1 Hz TMS), this discrepancy may also

be due to the target region: while we stimulated IFC and defined

stimulation sites based on the neural correlates of perceptual

conflict in each participant individually, de Graaf et al.52 stimu-

lated DLPFC using standard 10/20 electroencephalography co-

ordinates (F4). Yet to fully resolve the question whether anticipa-

tion induces prefrontal mechanisms of cognitive control that

represent an additional driving factor for spontaneous percep-

tual changes, future work should use disambiguated stimuli to

induce specific temporal expectations and test their effect on

conscious experience during bistable perception.

Finally, it may be argued that, instead of coding directly for dy-

namic changes in perceptual conflict, BOLD activity in IFC may

represent ongoing fluctuations in subjective uncertainty.14 In

this paradigm,53 however, unclear perceptual experiences

were extremely rare (Figures S3E and S3F). In addition, an offline

rating experiment revealed that subjective uncertainty did not

follow the modulation of perceptual conflict by external stimulus

information (Figure S7D). Yet online assessments (such as

gradual responsemappings or secondarymarkers of confidence

derived from eye tracking) could allow future experiments to

clarify whether IFC signals ongoing fluctuations in subjective un-

certainty beyond the representation of perceptual conflict.

TMS: Side effects and efficacy
On a related note, it may be argued that, due to co-stimulation of

facial muscles and cutaneous nerves, prefrontal TMS may have

had non-neural effects on cognition that were not controlled for

by vertex stimulation. Thus, in addition to the control analyses

outlined above, an improved matching of TMS-related side ef-

fects could help to rule out that changes in conscious experience

associated with virtual IFC lesion may be confounded by global

changes in cognitive functions, such as attention, alertness,

introspection, response behavior, or cognitive control. Since

contralateral stimulation seems suboptimal due to the bilateral

representation of perceptual conflict (Table S1), future work

could induce muscle contractions via electrodes placed at the

IFC stimulation site during sham TMS.

A second TMS-related caveat concerns the general compara-

bility of modulatory effects across regions. Although prefrontal

theta-burst stimulation is known to be effective in modulating

cognitive function,54 responsivity has been shown to vary signif-

icantly between participants and across stimulation sites.55,56

This may in part be due to structural differences, such as size,

shape, or orientation of the stimulated regions.55 In this study,

however, we found that the efficacy of virtual IFC lesions was

predicted by how strongly individual participants represented

perceptual conflict in prefrontal cortex (Figure 7). Next to

accounting for inter-individual differences in the efficacy of

prefrontal theta-burst stimulation, this functional brain-behavior

association provided a parsimonious explanation for why

conscious experience was unaffected by the control stimulation

at vertex, which was not located in the vicinity of any conflict-

related brain region (Table S1).

IFC regulates the access of conflicting information into
conscious experience
With respect to the role of prefrontal cortex in consciousness,

our results speak against the notion that IFC activates merely

as a consequence of perceptual events that are generated within

sensory cortices.14–16 As a significant extension, our work asso-

ciates IFC with a specific computational function for conscious

experience: in iterative feedback and feedforward interactions

with sensory brain regions, IFC may determine how swiftly

conscious experience is updated in response to perceptual

conflict.10,11,13 Intriguingly, this finding aligns with recent

neural recordings in monkeys suggesting that prefrontal state
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fluctuations precede changes in perception during no-report

binocular rivalry.49

By controlling the entry of conflicting information into

consciousness, IFC may ensure that perception is altered

when discrepancies between conscious experience and sensory

data have accumulated over time but remains stable when

perceptual conflicts are transient. In mechanistic terms, feed-

back from IFC to sensory cortex could support this function by

decreasing themutual inhibition between competing neural pop-

ulations,57 by increasing the rate of adaption,58 or by upregulat-

ing the level of noise in perceptual processing.59 In these non-

exclusive scenarios, feedforward-feedback loops between

sensory and prefrontal cortex could benefit perception by facili-

tating changes in the content of conscious experience only

in situations of escalating perceptual conflict.

Beyond the context of regulating the access of conflicting sen-

sory information into conscious experience, IFC may play a

similar adaptive role in orienting toward relevant stimuli,41 in

detecting change,60 or in allocating object-based attention.42

Altered states of consciousness, such as hallucinations,61 could

therefore relate directly to an impaired processing of sensory in-

formation in IFC. Indeed, previous research has associated

sensitivity to perceptual conflict with the severity of hallucina-

tions.33 Correspondingly, functional imaging has repeatedly

linked hallucinations to neural activity in IFC.62,63 Non-invasive

brain stimulation of IFC may thus represent a promising new

approach in the search for the therapeutic modulation of altered

states of consciousness.

In sum, our results demonstrate that prefrontal brain activity is

relevant for transforming ambiguous sensory information into

unambiguous conscious experiences. At the same time, the

underlying dynamics of detecting perceptual conflicts do not

seem to be consciously accessible.10 Thus, although our find-

ings strongly suggest that IFC is causally implicated in the selec-

tion of what is consciously perceived, they do not illuminate

whether IFC is a necessary component of the neural processes

that are jointly sufficient4,5 or even constitutive64 for conscious

experience per se.

In the search for the neural correlates of consciousness, it is an

important question whether the contents of conscious experi-

ence can be decoded from specific regions of cerebral cor-

tex.47,48,65 In line with previous results,66,67 we found clear evi-

dence for a representation of perceptual content in visual

cortex, including V5/hMT+ (Figure S6). Decoding from IFC, in

turn, failed to reach statistical significance across the whole

brain but showed a trend toward above-chance classification

in region-of-interest-based testing (Figure S6B). This difference

between V5/hMT+ and IFC may be explained by factors such

as mixed selectivity and weak spatial clustering, which may

make decoding based on BOLD signals from prefrontal cortex

harder than from visual cortex68 and may become especially

relevant in the light of limited statistical power. As an additional

decoding-related caveat, our experimental approach may not

have been ideal (and was not originally designed) for decoding

conscious experience from brain activity, because we did not

fully dissociate perceptual contents from behavioral reports.

Indeed, previous studies optimized for decoding have repeat-

edly shown that prefrontal cortex may indeed encode the con-

tents of conscious experience47,48,65 and may thus constitute a

true neural correlate of consciousness.47,48 Intersecting compu-

tational models of dynamic conflict accumulation13 with no-

report paradigms of bistable perception will enable future

research to test whether the contents of conscious experience

are represented48 or multiplexed69 within the neural correlates

of perceptual conflict, creating exciting new opportunities to bet-

ter understand the role of prefrontal cortex in consciousness.
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STAR+METHODS

KEY RESOURCES TABLE

RESOURCE AVAILABILITY

Lead contact
Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Veith Weilnhammer

(veith-andreas.weilnhammer@charite.de).

Materials availability
This study did not generate new unique reagents.

Data and code availability
All data and code associated with this study are available on OSF: https://osf.io/ykm6x/.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Experiment E1 consisted of a behavioral pre-test (Runs 1 and 2) and an fMRI-experiment (Runs 3 - 5). We recruited a total of 35

participants. Based on the behavioral pre-test, we excluded two participants who performed at chance-level when discriminating

the direction of rotation of a fully disambiguated structure-from-motion stimulus. Thus, 33 participants took part in the fMRI-experiment

(21 female, mean age: 27.3 ± 1.42 years). All participants agreed to be contacted later for a follow-up experiment using TMS (E3, see

below).

Experiment E2 consisted of a behavioral pre-test and a fMRI-experiment. We recruited a total of 23 participants. We excluded

three participants who performed at chance-level when discriminating the direction of rotation of a fully disambiguated structure-

from-motion stimulus. The final sample thus consisted in 20 participants (11 female, mean age: 27.7 ± 0.98 years).

For experiment E3, we re-invited the participants from E1 to two TMS session scheduled on consecutive days. From this

group, one participant could not be re-contacted at the time of the TMS-experiment. Two further participants did not tolerate the

TMS-procedure. The final TMS-sample thus consisted of 30 participants (19 female, mean age: 27.33 ± 1.56 years).

All participants were right-handed, showed corrected-to-normal vision, had no prior neurological or psychiatric medical history

and gave written informed consent prior to taking part in the study. All procedures were approved by the ethics committee at Charit�e

Berlin.

REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Raw and analyzed data This paper https://doi.org/10.17605/OSF.IO/YKM6X

Custom R markdown code This paper https://doi.org/10.17605/OSF.IO/YKM6X

Custom MATLAB code This paper https://doi.org/10.17605/OSF.IO/YKM6X

Software and algorithms

MATLAB https://www.mathworks.com/ RRID: SCR:001622

RStudio https://www.rstudio.com/ RRID: SCR:000432

lme4 Rstudio RRID: SCR:015654

afex Rstudio N/A

BayesFactor Rstudio N/A

lmBF Rstudio N/A

TAPAS toolbox https://www.tnu.ethz.ch/en/software/tapas N/A

SPM toolbox https://www.fil.ion.ucl.ac.uk/spm/

software/spm12/

RRID: SCR:007037

SPM anatomy toolbox https://www.fz-juelich.de/portal/DE/Home/

home_node.html

RRID: SCR:013273

MarsBaR region of interest toolbox for SPM http://marsbar.sourceforge.net/ RRID: SCR:009605
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METHOD DETAILS

Stimuli
Stimuli were presented using Psychtoolbox 370 andMATLAB R2007b (behavioral pre-test: CRT-Monitor at 60 Hz, 10423 768 pixels,

60 cm viewing distance and 30.28 pixels per degree visual angle; fMRI: LCD-Monitor at 60 Hz, 1280 3 1024 pixels, 160 cm viewing

distance and 90.96 pixel per degree visual angle; TMS: LCD-Monitor at 60 Hz, 12803 1024 pixels, 60 cm viewing distance and 37.82

pixels per degree visual angle).

Random dot kinematograms
Throughout E1, E2 am E3, participants indicated their perception of a discontinuous random-dot kinematogram (RDK, see Video S1).

In this stimulus, random dots distributed on two intersecting rings induce the perception of a spherical object rotating either left- or

rightward around a vertical axis24 (diameter: 15.86�, rotational speed: 12 s per rotation, rotations per block: 10, individual dot size:

0.12�). Each run consisted of six blocks of visual stimulation (120 s), separated by fixation intervals (behavioral pre-tests: 5 s; fMRI-

and TMS-experiments: 10 s).

Depending on the experimental condition (Figure S1), the RDK could appear in three configurations: Complete ambiguity, levels of

graded ambiguity and complete disambiguation. Complete ambiguity was achieved by presenting identical stimuli to the two eyes.

This induced periodic changes in conscious experience (also dubbed endogenous transitions) between left- and rightward rotation

(i.e., bistable perception).

For complete disambiguation, we used red-blue filter glasses (left eye: red channel, right eye: blue channel) to attach a stereo-

disparity signal (1.8� visual angle) to all dots on the stimulus surface. By inverting the direction of rotation, we created stimulus-driven

or exogenous changes in conscious experience.

During graded ambiguity,33 we varied the proportion of disambiguated stimulus dots between 15%, 30%, 45%, 60%, 75% and

100% (conditions D1 to D6). This variation in the signal-to-ambiguity ratio parametrically modulated the perceptual conflict between

conscious experience and visual stimulation: We predicted that perceptual conflict (and associated neural activity) should be

enhanced during incongruent as compared to congruent perceptual states. Furthermore, this enhancement should increase at higher

signal-to-ambiguity ratios. During runs with graded ambiguity, conditions D1 to D6 appeared in random order. Within each block, we

introduced random changes in the direction of disambiguation (i.e., whether the parametric 3D cues enforced rightward or leftward

rotation). The individual frequency of exogenous stimulus changes during graded ambiguity was determined based on the frequency

of conflict-induced changes in conscious experience during full ambiguity.

Importantly, participants were naive to the potential ambiguity in the visual display and explicitly instructed to passively experience

the stimulus, reporting their perception via button-presses (right index-finger: rotation of the front-surface to the left; right ring-finger:

rotation to the right; right middle-finger: unclear direction of rotation) on a USB keyboard or a MRI-compatible button-box,

respectively.

We based our behavioral analyses on perceptual events as reported by the participants. Since the RDK is not depth-symmetric

over all rotational angles,24,53 changes in conscious experience occurred only at overlapping configuration of the stimulus (Figures

S3A and S3B). We thus corrected the timing of perceptual events to the last overlapping configuration of the stimulus preceding the

button-press, representing the perceptual time-course as a discrete sequence of perceptual states (rotation of the front-surface to

the right/left and unclear direction of rotation).

To describe the temporal dynamics of bistable perception, we computed average phase durations (the time spent between two

changes in conscious experience, i.e., multiples of the 1.5 s inter-overlap-interval). The content of conscious experience was

reflected by the dependent variables directed bias (the percentage of rightward perceptual states relative to the total number of

perceptual states), absolute bias (the absolute difference between the absolute bias and chance level at 50%) and the percentage

of uncertain states. To characterize processes involved in the behavioral report of perception, we computed response times by sub-

tracting the timing of the last preceding overlapping configuration from the timing of the behavioral responses indicating a perceptual

event. The impact of sensory data on perception was depicted by the dependent variable perceptual congruency (percentage of

perceptual states congruent with the disambiguating 3D signal).

Heterochromatic flicker photometry
When using filter glasses (Experiment E2), the perceived direction rotation of RDKs can be biased by differences in the subjective

luminance between red and blue (Pulfrich effect71). To estimate subjective equiluminance, we presented red and blue circles

(diameter: 6.45�) alternating at a frequency of 15 Hz. Differences in subjective luminance of red and blue stimuli led to the experience

of flicker. Participants reduced the flicker by adjusting the luminance of the red stimulus initially presented at a random luminance

between 0% and 255% relative to the blue stimulus presented at a fixed luminance. Average equiluminance estimated across

10 such trials determined the monitor- and participant-specific luminance of the red- and blue-channels (average blue-channel

luminance relative to red-channel: 2.02 ± 0.09).

2D control stimuli
At higher levels of signal-to-ambiguity, perceptual states were less likely to be incongruent with the disambiguating stimulus infor-

mation. Hence, increments in the signal-to-ambiguity ratio increased the temporal imbalance between congruent and incongruent
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perceptual states. To test for potential confounds introduced by temporal imbalance, we constructed a 2D control version (E2, Run 8)

of the bistable RDK (identical stimulus diameter, number, size and speed of dots). Participants reported the direction of planar,

horizontal 2D motion. For each participant, changes in the direction of planar dot motion were determined by both the temporal

imbalance between congruent and incongruent perceptual phases (separately for conditions D1-D6) as well as the average fre-

quency of changes in conscious experience observed in the main experiment (E2, Runs 5-7). We randomized the motion direction

associated with reduced presentation-time.

FMRI
Acquisition and preprocessing

For E1 and E2, we recorded a T1-weighted MPRAGE sequence (voxel size 1 3 1 x 1 mm) for anatomical images and used T2-

weighted gradient-echo planar imaging (TR 2000 ms, TE 25 ms, voxel-size 3 3 3 x 3 mm) to obtain a total of 400 BOLD images

per run on a Siemens Prisma 3-Tesla-MRI-system (64-channel coil). Our pre-processing routine was carried out within SPM12

and consisted in slice time correction with reference to the middle slice, standard realignment, coregistration and normalization to

MNI stereotactic space using unified segmentation. For standard analyses and support vector regression,38 we applied spatial

smoothing with 8 mm full-width at a half-maximum isotropic Gaussian kernel. For the analysis of voxel biases and support vector

classification, we used unsmoothed data.

General linear models

To test for the neural correlates of perceptual conflict during sensory ambiguity in E1 and E2, we extracted dynamic perceptual pre-

diction errors from the predictive-coding (PC) model of bistable perception,13 which was inverted based on behavioral data. This

model-based fMRI approach (GLM-PC) defined visual stimulation by stick-regressors aligned to the overlapping configurations of

the structure-from-motion stimulus (overlaps). Relative to the overlaps, we defined two parametric regressors ordered as follows:

(1) perceptual changes (binary; 0: no change, 1: change) and (2) absolute prediction errors (continuous, ranging from 0 to 1). For

the analysis of direction-specific effects in voxel biases within V5/hMT+, the overlaps and the associated parametric modulators

were modeled separately according to the current perceptual state (left- versus- rightward rotation). In addition to standard

GLMs, we performed Bayesian second-level statistics27 to compare the explanatory power between change-related models and

prediction-error related models with regard to BOLD activity in IFC. To this end, we deleted one of the two parametric modulators

in GLM-PC, creating Log-Evidence-Maps for the two degraded models (‘‘PE only’’ versus ‘‘Change only’’; z-scored parametric

modulators).

In E2, we used an additional GLM (GLM-Congruency) to analyze BOLD activity during graded ambiguity independently of the as-

sumptions inherent in the predictive-coding model of bistable perception. Next to perceptual changes (T, stick-function), this GLM

represented perceptual states by box-car regressors defined according to two factors: First, perceptual states could be congruent

(C1) or incongruent (C2) to conscious experience. Second, visual stimulation varied across six levels of signal-to-ambiguity (D1-D6).

The GLM’s design matrix contained all combinations between the two factors ([C1D1 C1D2 (.) C1D6 C2D1 C2D2 (.) C2D6 T]). By

analogy, we tested for a potential effect of temporal imbalances between congruent and incongruent perceptual phases in the fMRI

control-experiment (run E2(8)). GLM-Control defined prolonged (A1) and shortened (A2) perceptual phases separately for all levels of

temporal imbalance (Levels I1 to I6; design-matrix = [A1I1 A1I2 (.) A1I6 A2I1 A2I2 (.) A2I6 T]).

In E3, we identified individual IFC stimulation sites based on the fMRI data acquired in E1. To delineate IFC independently of the

assumptions inherent in the predictive-coding model of bistable perception (see GLM-PC), we adopted the conventional change-

related fMRI approach to IFC,14,16,53 representing endogenous perceptual changes as stick-functions and visual stimulation as a

box-car regressor (GLM-Changes).

In all GLMs, we convolved the outlined regressors with the canonical hemodynamic response function (SPM12), added six rigid-

body realignment parameters as nuisance covariates, applied high-pass filtering at 1/128 Hz and computed first-level one-sample t

tests against baseline. On the second-level, the resulting images were submitted to second-level one-sample t tests (GLM-PC) or full

factorial models (GLM-Congruency andGLM-Control). Second-level results were thresholded at p < 0.05 (FWE-corrected across the

whole brain; SVC within orthogonal activation maps for GLM-Congruency). For Bayesian second-level statistics,27 we display

second-level results at an exceedance probability of 95% for ‘‘PE only.’’

Stimulation sites at IFC and vertex

In E3, we defined individual IFC coordinates for neuronavigated TMS based on BOLD activity associated with perceptual changes

(data acquired during E1). Using GLM-Changes, we identified the peak voxel for ‘‘Changes vs. baseline’’ (first-level contrast at p <

0.005, uncorrected) within a literature-based IFC search-sphere (radius = 5 mm; center = [57 17 10]). This location was motivated by

the neural correlates of conflict-driven as opposed to stimulus-driven changes in conscious experience in a closely related structure-

from-motion stimulus.13 Across participants, average stimulation sites were located at MNI = [55.6 ± 0.4 15.5 ± 0.39 10 ± 0.49].

By informing the TMS-intervention based on the conventional change-related approach to IFC,14,16 we delineated the IFC stimu-

lation site independently of our computational model of bistable perception.13 As shown above, change-related activity coincided

with the neural correlates of perceptual prediction errors (Figure 3A), which hadmore explanatory power with regard to BOLD signals

in IFC13 (Figure S3B). As expected, activity in the IFC stimulation site was thus highly correlated to perceptual prediction errors

(average regression coefficients in spherical ROIs of 10 mm radius around individual coordinates: b = 1.79 ± 0.38; T(32) = 4.75,

p = 4:15310�5, BF10 = 565.3).
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The control stimulation site at vertex was determined by anatomical (T1) scans (MNI = [0 �25 85]). Given the spatial resolution of

neuronavigated TMS,72 vertex-TMS was extremely unlikely to exert local effects on any additional neural correlates of bistable

perception (Table S1).

Regions-of-interest (ROI)

All ROIs were defined independently of the computational model of bistable perception13 outlined in the STAR Methods section

Computational modeling. With respect to IFC, we defined spherical ROIs (radius: 10 mm) around the individual IFC-TMS coordinates

(see above). To delineate V5/hMT+, we constructed a search sphere (radius: 5 mm) around the peak-voxel for the second-level

contrast ‘‘Visual Stimulation vs. baseline’’ (GLM-Changes, pFWE < 0.05) within an anatomical mask for V5/hMT+.73 Based on this

search sphere, we constructed individual V5/hMT+ ROIs (radius: 10mm) centered around the individual peak coordinates of the cor-

responding first-level contrast (p < 0.005, uncorrected). Within these ROIs, we defined voxels with biases for righward- and leftward

perceptual states (L- and R-population) by thresholding the contrasts for ‘‘left vs. rightward perceptual states’’ and vice versa at a

T-value of 1 (GLM-PC).

Functional ROI-based analyses including finite impulse response (FIR) models were carried out in MarsBaR (http://marsbar.

sourceforge.net/). FIR models were estimated for a time window of �7.5 s until 14 s surrounding reported changes in conscious

experience. The time points of changes in conscious experience (vertical dotted line in Figure S4) were defined by the last overlapping

stimulus configuration that preceded the respective button press. Given a TR of 2 s and an inter-overlap interval of 1.5 s, we esti-

mated the FIR models in time bins determined by the effective sampling rate of 0.5 s. Fits were computed using local polynomial

regression fitting.

Anatomic Labeling

All anatomic labels were obtained from the Anatomy Toolbox.73 The IFCwas defined by the combination of anterior insula and inferior

frontal gyrus (past triangularis and pars opercularis).

TMS
In E3, we used TMS with a theta-burst protocol to induce virtual lesions in the two stimulation sites (i.e., the target-region in right-

hemispherical IFC and the control-region at the cranial vertex, see above). TMS was delivered in two separate TMS-sessions on

two consecutive days. We counterbalanced the order of IFC- versus vertex-TMS across participants. Participants performed two

runs of the experiment prior to TMS and two runs immediately after TMS.

We delivered TMSwith a focal, figure-of-eight-shaped coil equipped with active cooling. Pulses where generated using a standard

MagPro R30 stimulator (MagVenture Ltd, Farum, Denmark). Stimulation was guided by online neuro-navigation based on individual

target regions projected onto the participants’ T1 scans using the Localite TMS Navigator (Localite GmbH, Bonn, Germany) with an

optical tracking camera PolarisVicra (Northern Digital, Ontario, Canada).

The coil was positioned tangentially to the subjects’ head and adjusted such that the electric current in the center of the coil would

run perpendicular to the course of the inferior frontal sulcus. Prior to each session, we identified individual resting motor thresholds

(rMTs) for the right first dorsal musculus interosseous (FDI) by stimulation of left-hemispherical motor cortex.74 The coil was held

tangentially to the subject’s skull at a 45� angle to the parasagittal line (4 cm lateral and 1 cm anterior to the vertex). The search

for the hot-spot was additionally guided through the optical tracking system in order to locate the hand-knob. In order to find the

rMT hot-spot, we started with 55% Maximum Simulator Output (MSO) and increased the intensity in 5% steps. If a motor evoked

potential (MEPs) was elicited, adjustments were made in 1% steps. Pulses for MT search were delivered with a minimum of 5 s delay

in order to avoid any change in excitability due to repeated stimulation. MEPswere recorded from the right FDI using self-adhesive gel

electrodes in a standard belly-tendon fashion. RMTs were defined as the percentage of maximum stimulator output needed to evoke

50mV MEPs peak-to-peak in five out of ten consecutive trials (average rMT in vertex sessions: 41.67 ± 1.12% MSO; IFC sessions:

40.9 ± 1.15% MSO; paired t test: T(29) = 0.89, p = 0.38, BF10 = 0.28).

The theta-burst TMS-protocol consisted in a total 600 pulses applied within 40 s (50-Hz bursts with three pulses applied in intervals

of 200 ms) at an intensity of 80% rMT. Stimulation parameters were in line with published safety guidelines and were chosen to pro-

duce a decrease in cortical excitability35,75–77 throughout the 25 min test-phase following TMS.

Since stimulation intensities were determined relative to rMT, inter-individual differences in the surface-to-target distance between

IFC (20.88 ± 0.55 mm) and motor cortex (24.06 ± 0.66 mm) may therefore have caused stronger prefrontal TMS-effects for partici-

pants inwhom the IFCwas relatively closer to the skull’s surface (and vice versa). However, the absolute between-region difference in

surface-to-target distance was relatively small (3.93 ± 0.5 mm). In comparison to motor cortex, individual IFC stimulation sites were

closer to the skull’s surface (T(56.1) = �3.43, p = 1:15310�3, BF10 = 28.06, paired t test). Importantly, individual surface-to-target

distances were positively correlated between IFC and motor cortex (r = 0.37, p = 0:04, Spearman correlation), arguing in favor of

the notion that stimulation intensities were transferable between regions.

During IFC stimulation, we routinely observed co-stimulation of the temporal muscle, leading to involuntary up- and down-move-

ments of the jaw. In some participants, we also observed co-stimulation of the orbicularis oculi muscle, leading to involuntary blinking

of the right eye. To ameliorate the potential distress that may be caused by co-stimulation of facial muscles, participants were exten-

sively briefed about this side-effect, including an explanation of its physiological mechanism, harmlessness and limitation to the time

of stimulation. Immediately prior to stimulation, we instructed participants to relax their facial muscles, keeping their teeth apart and

their mouth slightly open. No participant had to be excluded because of not tolerating the co-activation of facial muscles during TMS

to IFC.
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Co-stimulation of cutaneous nerves is a second potential side-effect of TMS,which can lead to painful sensations at the stimulation

site. One participant had to be excluded because she experienced pain during both vertex- and IFC-stimulation, which led her to

abort the latter. We excluded one additional participant who fainted during rMT estimation. In total, intolerance to our TMS

procedures thus led to the exclusion of two participants.

Non-responders to the TMS intervention were identified using complete-linkage euclidian-distance hierarchical agglomerative

clustering.56 The criterion variable was defined by the prolongation of phase duration (sec) associated virtual IFC-lesions relative

to the vertex condition (Figure 6A).

Brain-behavior associations
To relate inter-individual differences in the representation of perceptual conflict to the effects of virtual IFC-lesions on conscious

experience, we assessed brain-behavior associations in both a univariate and a multivariate approach. In the univariate approach,

we conducted a standard ROI-based analysis, extracting individual regression coefficients b of perceptual prediction errors to

BOLD signals from individual IFC stimulation sites. We then used Spearman correlation to test whether individual b estimates

predicted the behavioral effects of virtual lesions.

In multivariate pattern analysis, we predicted the effects of virtual IFC-lesions based on localized pattern of BOLD activity

measured across the whole brain. Using searchlight decoding,37 we extracted multidimensional pattern vectors from spherical clus-

ters (8 mm radius) centered around each voxel within the individual participants’ T-maps for Perceptual prediction error versus base-

line (GLM-PC). Thesemultidimensional vectors thus reflected how locally distributed patterns of fMRI activity represented perceptual

prediction errors.

Based on these multidimensional vectors, we trained a support vector regression machine (SVR; linear kernel, constant

regularization parameter of 1; implemented in LIBSVM, https://www.csie.ntu.edu.tw/�cjlin/libsvm) to predict the individual partici-

pants’ post-pre difference in phase duration associated with virtual lesions in IFC. At each voxel, we performed 30 iterations of

leave-one-out cross-validation, using the labeled data for 29 out of the 30 participants as the training-set and the remaining partic-

ipant’s data for testing. Prior to training, we normalized both the continuous labels and the multidimensional pattern vectors

(i.e., xnorm = ðx � minðxÞÞ=ðmaxðxÞ � minðxÞÞ, with normalization parameters derived from the training set alone.38

In the test-set, we assessed predictive performance by calculating Pearson’s correlation coefficients between the actual and the

predicted difference in phase duration associated with virtual lesions in IFC. p values were computed at each voxel using nonpara-

metric permutation testing. To create a null-distribution of correlation coefficients at each searchlight voxel, we repeatedly trained

and tested the SVR with randomly permuted labels.

We considered prediction accuracy to be significant if permutation testing indicated that the probability of the true correlation

occurred at pFWE < 0.05. Prediction accuracy was thus assessed with Bonferroni-correction for multiple comparisons across all

voxels in the whole volume of the brain. Therefore, the boundary p value surving FWE-correction was defined by p < 0.05/n, with

n = 48 833 voxels inside the whole-brain volume. Permutation testing thus required up to 1/(0.05/n) = �9770000 iterations at

each voxel. We reduced the computational load by aborting permutation testing for a voxel where three values of the test statistic

exceeded the true correlation coefficient.38

For visualization (Figure 7A), we computed pseudo T-values by drawing T-values corresponding to the nonparametric p values

from an inverted student’s T-distribution. We smoothed the resulting T-map with an 8 mm Gaussian kernel.

QUANTIFICATION AND STATISTICAL ANALYSIS

Conventional statistics
Summary statistics were carried out in RMarkdown. For linear mixed effects modeling, we used the R-packages lme4 and afex.

Bayes factors were computed using the R-package BayesFactor, using the function ttestBF for t tests (Cauchy prior; rscale =ffiffiffi
2

p
=2) and lmBF for linear mixed effects models (g-priors; fixed effects: rscale =

ffiffiffi
2

p
=2; random effects = 1). To obtain Bayes factors

for main effects and interactions, we estimated full and reduced models and divided the respective Bayes Factors.

Computational modeling
In this work, we investigated how neural activity in IFC related to the perceptual conflict inherent in ambiguous sensory information.

Next to a standard assessment of perceptual conflict (see GLM-Congruency, E2), we applied an established computational model of

bistable perception.13,33,78 By inverting this model, we estimated perceptual prediction errors as a quantitative representation of

perceptual conflict.

Here, we provide a mathematical description of the computational model of bistable perception. In addition, we describe how the

model was inverted based on behavioral data. In simulation analyses, we illustrate the relation between model parameters (pIPS: the

initial belief in the stability of the visual environment; pERROR: the impact of perceptual conflict on the belief in the stability of the visual

environment; pDIS: the participants’ sensitivity to disambiguating stimulus information) and the temporal characteristics of conscious

experience y. With this, we derive quantitative predictions for the behavioral and imaging analyses outlined in the Results section.
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Model description
Throughout the experiments E1 to E3, we presented a rotating discontinuous structure-from-motion stimulus. Participants reported

whether they perceived the front surface of the object as rotating to the left or right. During full ambiguity, the direction of rotation

spontaneously changed at a specific frequency (phase duration) in each participant. During graded ambiguity,33 we experimentally

manipulated the stimulus by introducing disambiguating stimulus information in form of 3D cues. Depending on the signal-to-ambi-

guity ratio, this disambiguating stimulus information biased conscious experience toward stimulus-congruent perceptual states.

Here, we explain how sensory data and implicit beliefs about the stability of the sensory environment give rise to perceptual states y

during full and graded ambiguity. We adopt a Bayesian approach assuming that perceptual states are determined by posterior prob-

ability distributions. Posterior probability distributions result from the combination of currently available sensory data (the likelihood

distribution) with information acquired from previous visual experience (the prior distribution).

During full ambiguity, our model assumes a bi-modal likelihood distribution representing balanced evidence for both perceptual

interpretations. Graded ambiguity shifts the balance of the likelihood in the direction of one perceptual interpretation at the expense

of the other. In this context, sensory information is described by the direction of disambiguation ðmDISÞ and the amount of disambig-

uation (i.e., the signal-to-ambiguity ratio; defined for the condition D1-D6 of experiment E2). As a free parameter, pDIS reflects the

individual impact of disambiguating stimulus information on conscious experience. This is equivalent to the participants’ sensitivity

to disambiguating stimulus information during graded ambiguity.

The prior, in turn, is modeled as a uni-modal distribution centered on the previously dominant perceptual interpretation. It acts as

an implicit belief in the stability of the environment. The prior is defined by the current perceptual state ðmstabilityÞ and its impact on

future conscious experience ðpstabilityÞ. Two free parameters define the temporal evolution of pstability : pIPS reflects the maximum value

of pstability , which we allocate to the beginning of a perceptual phase. In addition, we assume that pstability decays linearly during a

perceptual phase. This linear decay (with a lower bound at 0) occurs relative to the impact (or precision) of perceptual prediction

errors (pERROR, see below).

The model combines the bimodal likelihood and the unimodal stability prior. This computes the available evidence for both inter-

pretations of the sensory data. Crucially, once a percept is established, the residual evidence for the suppressed perceptual state

constitutes a perceptual prediction error. Relative to the precision of the prediction error ðpERRORÞ, this quantitative representation

of perceptual conflict leads to a linear reduction in the precision of the stability prior. Over time, this results in escalating prediction

errors and a dynamic shift of the posterior distribution toward the currently suppressed perceptual interpretation. This entails an

increasing probability of a change in conscious experience. Once the change has occurred, the stability prior shifts to the now-domi-

nant stimulus interpretation and its precision is re-set to an initial value ðpIPSÞ. As predicted by predictive-coding theories of percep-

tual inference,10,23 prediction errors are thus minimized after the observer adopts a new perceptual interpretation.

In addition, our model assumes a modulation of prediction error accumulation by disambiguating stimulus information: When the

current perceptual state is congruent with the disambiguating sensory evidence, our model predicts that prediction errors are

reduced relative to full sensory ambiguity. Conversely, when perception is incongruent with the disambiguating sensory evidence,

our model assumes enhanced perceptual prediction errors. Importantly, the strength of this enhancement/reduction in prediction

errors scales with the amount of sensory evidence during graded ambiguity (i.e., the signal-to-ambiguity ratio) and the participants’

sensitivity to disambiguating stimulus evidence ðpDISÞ.
Hence, three free parameters control the perceptual dynamics produced by ourmodel: The intial precision of the stability prior pIPS,

the precision of perceptual prediction errors pERROR, which governs the rate of linear decay in the precision of the stability prior over

time, and, in the case of graded ambiguity, the participants’ sensitivity to disambiguating stimulus evidence pDIS. We infer these

parameters by inverting our model based on the sequence of percepts y indicated by the participants and, in the case of graded

ambiguity, the available sensory information (mDIS: direction of disambiguation; SAR: signal-to-ambiguity ratio)

Since changes in conscious experience for non-depth-symmetrical structure-from-motion stimuli occur exclusively at overlapping

stimulus configurations,24,53 we represent percepts and all further model quantities in discrete time points t defined by stimulus

overlaps. For computational expediency, our model assumes Gaussian probability distributions defined by mean and precision

(inverse of variance).

At each time point t, we compute the probability of the two percepts based on the posterior distribution PðqÞ:

q =

(
> 0:5 : / ðrotationÞ
< 0:5 : ) ðrotationÞ (Equation 1)

The currently perceived direction at time point t is defined by:

yðtÞ =
(
1 : / ðrotationÞ
0 : ) ðrotationÞ (Equation 2)

We manipulate the level of sensory information by changing the fraction of dots associated with a stereo-disparity signal. This is

captured by a Gaussian distribution Disambiguation ðN ðmDIS; p
�1
DISÞÞ. The direction of disambiguation at time point t is represented

by mDis:
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mDisðtÞ =

8>><
>>:

1 : / ðdisambiguationÞ
0:5 : 4 ðambiguousÞ
0 : ) ðdisambiguationÞ

(Equation 3)

pDIS represents the participants’ sensitivity to disambiguating stimulus information. The amount of disambiguating stimulus informa-

tion was varied systematically in 120 s blocks of visual stimulation. The signal-to-ambiguity ratio (SAR) was defined by the fraction of

stimulus dots that carried a 3D cue (level D1: 0.15, D2: 0.30, D3: 0.45, D4: 0.60, D5: 0.75 and D6; 1.00). If set to zero, pDIS is removed

from the model.

pGraded = pDIS � SAR (Equation 4)

Furthermore, our model assumes that an implicit prior belief in the stability of the visual environment controls the frequency of

changes in conscious experience during bistability. The mean of the Gaussian distribution ‘‘stability’’ ðN ðmstability; p
�1
stabilityÞÞ is deter-

mined by the perceptual state indicated by the participants at the overlap preceding time point t:

mstabilityðtÞ = yðt� 1Þ (Equation 5)

pstability describes the impact of the ‘‘stability’’ prior on perceptual state. If a change in conscious experience occurred at the preced-

ing overlap ðt = t0Þ, pstabilityðtÞ is set to the initial stability precision pIPS:

pstabilityðt = t0Þ = pIPS (Equation 6)

Inversion of our model during graded ambiguity allows for the estimation of pIPS. If fixed to zero, the parameter is removed from the

model.

If no perceptual event occurred at the preceding overlap ðtst0Þ, we calculate pstabilityðtÞ by updating the previous precision of the

stability prior pstabilityðt�1Þwith a precision-weighted prediction error (PE). The precision of the prediction error ðpERRORÞ reflects how
quickly pstability decays over time and is estimated as a free parameter:

pstabilityðts t0Þ = pstabilityðt� 1Þ � pERROR � jPEðt� 1Þj (Equation 7)

By combining the stability prior ðN ðmstabiliy ; p
�1
stabilityÞÞ with the signal-to-ambiguity-adjusted likelihood ðN ðmDIS; p

�1
GradedÞÞ, we adjust

the density ratio r of the posterior PðqÞ for the two peak locations q0 = 0 and q1 = 1:

mðtÞ = pstability � mstabilityðtÞ+pgraded � mDISðtÞ
pstability +pgraded

(Equation 8)

rðtÞ = exp

�ðq1 �mðtÞÞ2 � ðq0 �mðtÞÞ2
2 � �pstability +pgraded

��2

�
(Equation 9)

The posterior probability of right-ward rotation predicts the perceptual response yðtÞ:

ypredictedðtÞ = 1

rðtÞ+ 1
(Equation 10)

We infer on the free parameters (pDIS, pERROR, pIPS) by optimizing the model with regard to the difference between the prediction and

the actual perceptual response (ypredicted and y). Once a new percept yðtÞ has been established, we compute the residual evidence for

the alternative perceptual interpretation. This model quantity reflects a quantitative representation of dynamic changes in perceptual

conflict. Given the inspiration of our model by predictive coding, we refer to this quantity as the perceptual prediction error PEðtÞ:
PEðtÞ = yðtÞ � ypredictedðtÞ (Equation 11)

Model inversion
For model inversion, we used a free energy minimization approach,79 which maximized a lower bound on the log-model evidence for

the individual participants’ data. We modeled pIPS, pERROR and pDIS either as free parameters defined by log-normal distributions or

fixed these entities to zero, thereby effectively removing them from the model. We optimized parameters using quasi-Newton

Broyden-Fletcher-Goldfarb-Shanno minimization as implemented in the HGF3.0 toolbox (TAPAS toolbox, https://www.

translationalneuromodeling.org/hgf-toolbox-v3-0/).

For ambiguous visual stimulation, parameters were inverted using the following priors: pIPS = prior mean of log(2) and prior variance

of 1;pERROR = priormean of log(1) and prior variance of 0.1. For graded ambiguity, prior means forpIPS andpERROR were defined by the

posterior estimates obtained from the preceding ambiguous runs. Prior variancewas reduced to 0.01 for pIPS and to 0.001 forpERROR.

pDIS was estimated with a prior mean of log(2) and a prior variance of 1.

We used the inverted models for model-based fMRI in experiment E1 (posterior parameter estimates: pIPS = 2.83 ± 0.22; pERROR =

0.7 ± 0.08) and E2 (pIPS = 2.25 ± 0.13; pERROR = 0.57 ± 0.09; pDIS = 1.05 ± 0.15). Relative to model variants in which free parameters
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were systematically removed, models incorporating the full set of parameters (Ambiguity: pIPS and pERROR, Graded ambiguity: pIPS,

pERROR and pDIS) were superior in explaining the participants’ behavior (protected exceedance probability E1: 100%; E2: 99.98%).

Furthermore, posterior model parameters were uncorrelated, indicating successful model inversion in E1 (pIPS to pERROR: r =

�0.18, p = 0:32) and E2 (pIPS to pERROR: r = �0.35, p = 0:13; pIPS to pDIS: r = 0.17, p = 0:47; pERROR to pDIS: r = 0.3, p = 0:2).

Based on previous work,13 our model-based fMRI approach focused on perceptual prediction errors, since this model quantity

provides a dynamic and quantitative representation of perceptual conflict.

Simulation
To visualize the predictions of our model, we simulated experiment E2 (one run of ambiguous stimulation; three runs of graded

ambiguity across six levels of sensory evidence D1 to D6) for a total of 100 hypothetical participants. Parameters for simulation

were drawn randomly between the 30% and 70% quantile of posterior parameters estimated in the behavioral pretest (pIPS =

2.23 ± 0.14, pERROR = 0.36 ± 0.07; pDIS = 1.73 ± 0.30).

As expected, the distribution of simulated phase durations (Figure S7A) obtained during ambiguous stimulation showed a sharp

rise and long tail. It was best fit by a gamma distribution (Bayesian Information Criterion = 3:833104; shape = 1.66, rate = 0.14) as

compared to a lognormal (BIC = 3:853104) and a normal distribution (BIC = 4:113104).

When simulating graded ambiguity, we observed that disambiguating stimulus information biased the model predictions toward

congruent perceptual states (Figure S7B). This congruency effect was stronger at higher levels of signal-to-ambiguity (F(495) = 195.1,

p = 1:49310�114, BF10 = 4:45310120). Simulated prediction errors signaled elevated perceptual conflict during incongruent as

opposed to congruent perceptual states (main effect of Congruency: F(1:093103) = 4:153103, p = 0, BF10 = 6:8310275, Figure S7C).

Differences in prediction errors between congruent and incongruent perceptual states scaledwith the signal-to-ambiguity ratio (inter-

action between Congruency and Signal-to-Ambiguity: F(1:093103) = 148.71, p = 2:1310�120, BF10 = 2:13310116). We also observed

a main effect of Signal-to-Ambiguity (F(1:093103) = 81.43, p = 1:07310�72, BF10 = 1:1831042).

Thus, when simulating from this computational model, we observed that the model’s predictions closely followed the behavioral

characteristics of both full and graded ambiguity.
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2.5 Bistable perception alternates between internal and external modes of sensory 
processing 

Weilnhammer VA, Chikermane M, Sterzer P. iScience 24, 102234 (2021). DOI: 
https://doi.org/10.1016/j.isci.2021.102234 

The above publication provides causal evidence for an active role of prefrontal cortex in balancing 
internal predictions against externally-driven prediction errors52. In this study, we asked how the 
balance between predictions and prediction errors evolves over time. Healthy observers reported their 
conscious experience using button presses on consecutive trials at which we presented partially 
disambiguated Lissajous figures at varying levels of signal-to-ambiguity (Figure 2C). We used an 
adaptive staircase to titrate the proportion of stimulus-congruent conscious experiences to 75%. In 
recurring intervals lasting more than 20 trials, conscious experience was determined by internal 
predictions that over-rode otherwise effective sensory signals (internal mode processing). Such internal 
mode processing alternated with intervals during which conscious experience closely followed external 
sensory information (external mode processing). Computational modeling suggested that slow 
fluctuations in mode may play an important adaptive functions for perceptual inference, such as 
generating stable internal predictions despite ongoing sensory inputs, or calibrating beliefs about the 
reliability of external and internal sources of information. 

The following text corresponds to the abstract of the article37: 

“Perceptual history can exert pronounced effects on the contents of conscious experience: when 
confronted with completely ambiguous stimuli, perception does not waver at random between 
diverging stimulus interpretations but sticks with recent percepts for prolonged intervals. Here, we 
investigated the relevance of perceptual history in situations more similar to everyday experience, 
where sensory stimuli are usually not completely ambiguous. Using partially ambiguous visual stimuli, 
we found that the balance between past and present is not stable over time but slowly fluctuates 
between two opposing modes. For time periods of up to several minutes, perception was either largely 
determined by perceptual history or driven predominantly by disambiguating sensory evidence. 
Computational modeling suggested that the construction of unambiguous conscious experiences is 
modulated by slow fluctuations between internally and externally oriented modes of sensory 
processing.” 
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Bistable perception alternates between internal
and external modes of sensory processing

Veith Weilnhammer,1,2,5,* Meera Chikermane,1 and Philipp Sterzer1,2,3,4

SUMMARY

Perceptual history can exert pronounced effects on the contents of conscious
experience: when confronted with completely ambiguous stimuli, perception
does not waver at random between diverging stimulus interpretations but sticks
with recent percepts for prolonged intervals. Here, we investigated the rele-
vance of perceptual history in situations more similar to everyday experience,
where sensory stimuli are usually not completely ambiguous. Using partially
ambiguous visual stimuli, we found that the balance between past and present
is not stable over time but slowly fluctuates between two opposing modes. For
time periods of up to several minutes, perception was either largely determined
by perceptual history or driven predominantly by disambiguating sensory evi-
dence. Computational modeling suggested that the construction of unambiguous
conscious experiences is modulated by slow fluctuations between internally and
externally oriented modes of sensory processing.

INTRODUCTION

Imagine walking down a dark and unfamiliar street. As you struggle to identify potential obstacles, you are

confronted with an ongoing stream of sensory signals, each compatible with multiple interpretations. In

such situations, your previous perceptual experiences may provide valuable clues about how to interpret

the ambiguous sensory data. Yet, relying too heavily on the past is risky, as you may end up overlooking

unexpected changes in the environment.

Experimentally, the influence of preceding experiences on perception is usually investigated in tasks that

require participants to perform perceptual decisions in a sequence of consecutive trials (Bergen and Jehee,

2019; Fründ et al., 2014). Such experiments reveal that, even in the absence of any correlation between the

stimuli that are presented on successive trials, perception is significantly biased toward preceding choices

(Abrahamyan et al., 2016; Fischer andWhitney, 2014; Fritsche et al., 2017; Hsu andWu, 2020; Liberman et al.,

2014; Urai et al., 2017, Urai et al., 2019). Importantly, perceptual history effects increase when sensory infor-

mation becomes unreliable (Bergen and Jehee, 2019; Fründ et al., 2014). This reflects the idea that, when

making perceptual decisions in situations of uncertainty, the brain may rely more strongly on internal pre-

dictions (Friston, 2005, 2010) that reflect the continuity of the sensory environment.

Integrating the internal information provided by perceptual history with the available external stimulus in-

formation may thus benefit perception by preventing erratic responses to unreliable sensory signals (Fris-

ton, 2005, 2010). However, the effects of perceptual history may also become mal-adaptive: when relying

too strongly on preceding experiences, observers may become prone to ignore conflicting stimuli, which

may lead to hallucinatory perceptual states that diverge from the true cause of the sensory data (Horga and

Abi-Dargham, 2019; Powers et al., 2017).

In this work, we studied how visual perception balances external with internal sources of information

in situations where perceptual history has a particularly strong effect. To this end, we investigated how pre-

ceding experiences impact the perception of ambiguous stimuli, i.e., stimuli that are compatible with two

mutually exclusive perceptual states and typically give rise to bistable perception (Leopold et al., 2002).

During bistable perception, observers experience spontaneous transitions between the two perceptual

states, whereas the sensory data remain constant (Logothetis et al., 1996). Importantly, when the ambig-

uous stimuli are presented in successive trials separated by blank intervals, perception tends to stabilize

1Department of Psychiatry,
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in one of the two interpretations (Maloney et al., 2005), indicating a pronounced effect of perceptual history

(Pearson and Brascamp, 2008).

Here, we estimated the strength of perceptual history during bistable perception using a staircase proced-

ure that dynamically adjusted the degree of perceptual ambiguity of structure-from-motion stimuli. By

quantifying the effect of perceptual history relative to graded levels of sensory ambiguity, we investigated

the computationalmechanisms of integrating internal with external information during bistable perception.

RESULTS

Tostudyhowperceptual history isbalancedagainst external sensory informationduringbistableperception,we

asked 20 participants to indicate whether they perceived partially ambiguous random-dot-kinematograms as

rotating to the left or the right (Figure 1A and Video S1). At each trial, we attached a 3D signal to a subset of

the stimulus dots. This enabled us to parametrically manipulate the stimulus’ signal-to-ambiguity ratio (Weiln-

hammer et al., 2020) (SAR). Ranging between 0% and 100%, these varying levels of disambiguating sensory in-

formation enforced one of the two stimulus interpretations (i.e., the direction of disambiguation). Within each

experimental run, both directions of disambiguation occurred in equal number and in random sequence.

Perception integrates perceptual history with disambiguating sensory information

In the first four runs (R1-4, Figure 1B), we estimated individual threshold SARs necessary to induce balanced fre-

quencies of stimulus-congruent and stimulus-incongruent percepts (i.e., trials perceived as congruent or incon-

gruent with the disambiguating sensory information, respectively; Figure 2A). To this end, we dynamically

adjusted the SAR based on the proportion of stimulus-congruent responses in consecutive 10-trial blocks.

This psychophysical staircase decreased the SAR if less than 80%of trialswere perceived as stimulus-congruent.

B

C

A

Figure 1. Psychophysical staircase

(A)Graded ambiguity. Participants viewed partially ambiguous structure-from-motion stimuli and indicated whether they

perceived 3D rotation to the left or to the right. In runs R1-4, we dynamically adjusted the signal-to-ambiguity ratio (SAR)

according to a staircase procedure that was based on the number of stimulus-congruent trials computed within blocks of

10 successive trials. During the final runs R5 and R6, we fixed the SAR to the average SAR obtained during runs R1-4.

(B) Stimulus-congruent percepts across runs. In runs R1-4 (depicted in red), the staircase procedure introduced dynamic

adjustments in the SAR, reducing the frequency of stimulus-congruent percepts to approximately 75% (R1: 94.88G 1.1%;

R2: 84.92 G 1.55%; R3: 80 G 1.33%; R4: 77.25 G 1.09%). In runs R5-6 (depicted in blue), the SAR was fixed to the average

SAR from the preceding runs R1-4 (60.25 G 2.36%). Stimulus-congruent percepts amounted to 87.21 G 3.23% in R5 and

82.5 G 4.41% in R6.

(C) Stimulus-congruent percepts across levels of SAR. Stimulus-congruent percepts were more frequent at higher levels

of disambiguating sensory information, ceiling at 100%. Pooled data are represented as mean G SEM.
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Conversely, we increased the SAR if the proportion of stimulus-congruent trials fell below 80%. As expected,

stimulus-congruent percepts were less frequent at lower SARs (F(1, 265.07) = 181.5, p = 7:253 10�32, BF10 =

5:223 1028, main effect of SAR, Figure 1C). In runs R5-6, stimuli were presented at the individual threshold

SAR (i.e., the average SAR from runs R1-4), which yielded stimulus-congruent percepts in 84.85G 3.12%of trials

(Figure 1B).

Conversely, higher SARs reduced the impact of perceptual history (Figure S1). This resulted in a strong inverse

relationship between stimulus- and history-congruent percepts (i.e., trials perceived in congruence with the

immediately preceding percept), which were anti-correlated both within (average Pearson correlation coeffi-

cient r = �0.9 G 0.02, T(19) = �49.25, p = 1:663 10�21, BF10 = 1:343 1018, one-sample t test; Figure S2A)

and across participants (r = �0.77, p = 7:23 10�5, BF10 = 203:27, Pearson correlation; Figure S2B).
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Figure 2. External and internal modes

(A) Stimulus- and history-congruent perceptual states. To visualize the influence of disambiguating sensory information

and perceptual history, the upper panel depicts the time course of presented stimuli (L/R: disambiguating stimulus

information for leftward/rightward rotation; dashed line) and the associated time course of perception (solid line).

Perception is stimulus-congruent when the presented stimulus matches the associated perceptual state (i.e., overlap

between the dashed and the solid line). History-congruent perception occurs when the perceptual state at a given trial

matches the perceptual state at the preceding trial. The lower panel depicts the dynamic probabilities of stimulus-

congruent percepts (green) and history-congruent percepts (orange) computed in sliding windows of G5 trials for a

representative participant. Perceptual processing switched between prolonged intervals of internal mode (green line

below orange line), external mode (green line above orange line), and intermediate mode (overlap between green an

orange line).

(B) Average autocorrelation coefficients of stimulus- and history-congruence. Despite constant SAR at threshold, both

stimulus and history congruent were highly autocorrelated. If the index trial was perceived as congruent with visual

stimulation (left panel) or perceptual history (right panel), the observer was more likely to experience stimulus- or history-

congruent perceptual states, respectively, for approximately 25 trials. After that, the observer was more likely to

experience incongruent states. The opposite relation holds for incongruent perceptual states at the index trial. Group-

level averages were fitted using local polynomial regression fitting. Purple dots indicate trials at which the autocorrelation

coefficients differed significantly from chance level (p < 0.05, two-sided one-sample t tests).

(C) Stimulus-congruent percepts during internal and external mode for SAR at threshold. During external mode,

stimulus-congruent percepts made up for almost 100% of trials (95.49 G 1.28%) but, interestingly, did not differ

significantly from chance level during internal mode (54.71 G 3.39%).

(D) Stimulus-congruent percepts during internal and external mode across the full range of SAR. Linear mixed effects

modeling indicated that the frequency of stimulus-congruent percepts increased with levels of SAR. Internal mode was

associated with a strong reduction of stimulus-congruent percepts (main effect ofmode), which was more pronounced at

low levels of SAR (mode3 SAR interaction). Please note that anymain effect ofmodewas expected, because external and

internal mode were defined based on the dynamic probability of stimulus congruence. Pooled data are represented as

mean G SEM.
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We did not find any systematic bias toward one of the two perceptual interpretations (average probability

of rightward rotation: 51.86G 3.04%; T(19) = 0.61, p = 0.55, BF10 = 0:27, one-sample t test). Absolute biases

were small, amounting to 13.99G 1.57% across participants. Error responses were negligible, occurring in

only 1.6 G 1.57% of trials. Unclear percepts were not reported by the participants.

In logistic regression applied to each individual participant’s behavioral data, trial-wise perceptual re-

sponses were best predicted based on both the current sensory information and the previous percept,

as compared with reduced logistic regression models (Figure S2C) that used only stimulus information

(T(19) = �9.39, p = 1:453 10�8, BF10 = 8:893 105, paired t test) or only perceptual history (T(19) =

�16.46, p = 1:063 10�12, BF10 = 6:543 109) for prediction.

Two additional control analyses confirmed that both disambiguating sensory information and perceptual

history significantly modulated the perception of partially disambiguated stimuli. Firstly, general linear

mixed effects modeling with a binomial link function indicated a highly significant effect of both disambig-

uating sensory evidence (z = 45.55; p = 0) and perceptual history (z = 28.51; p = 8:623 10�179), while con-

trolling for the within-participant correlations using random intercepts.

A second possibility for this group-level inference is provided by general estimating equations (Hanley,

2003), which offer a non-parametric way of accounting for within-participant correlation by estimating pop-

ulation average effects. Likewise, this approach revealed a highly significant effect of disambiguating sen-

sory evidence (Wald = 38.6; p = 5:23 10�10) and perceptual history (Wald = 74.33; p = 0, correlation struc-

ture = ‘‘independence’’).

These results indicate that the effect of perceptual history is not limited to fully ambiguous stimuli (Pearson

and Brascamp, 2008) but modulates perception through a weighted integration with varying levels of

disambiguating sensory information (Bergen and Jehee, 2019). This finding aligns with the well-known

observation that perception is co-determined by both sensory data and past experiences (Chopin andMa-

massian, 2012; Fischer and Whitney, 2014; Fritsche et al., 2017; Hsu and Wu, 2020; Liberman et al., 2014).

Perceptual history may benefit perception as an internal representation (Friston, 2005, 2010; Körding and

Wolpert, 2004; Teufel and Fletcher, 2020) that stabilizes conscious experience when external sensory infor-

mation is incomplete or unreliable. On your night-time walks, previous experiences may thus help you to

avoid responding to irrelevant fluctuations in the ongoing stream of ambiguous sensory signals.

Perception fluctuates between temporally extended modes that are biased toward either

external or internal information

In a next step, we examined how the probabilities of stimulus- and history-congruent percepts evolved

within individual runs of the experiment (Figure 2A). Intriguingly, we found that both stimulus- and his-

tory-congruence were significantly autocorrelated (Figure 2B), indicating that the integration of perceptual

history with sensory information was highly variable over time. For partially ambiguous stimuli presented at

constant SARs (R5-6), we observed marked switches between intervals in which perception was either

strongly driven by disambiguating sensory information (external mode, 73.25 G 6.17% of trials) or deter-

mined by perceptual history (internal mode; 23.94 G 5.84%), in addition to shorter intermediate intervals

(2.81 G 0.77%; Figure 2A, lower panel). Switches between these modes occurred on average every 39.9 G

7.31 trials (179.53 G 32.91 s).

Our analyses therefore revealed prolonged intervals of alternating biases toward either internal or external in-

formation. This finding is incompatible with the view that perception is best explained by integrating uncertain

sensory data with only the immediately preceding perceptual state. As indicated by simulation analyses (Fig-

ure S3), such aMarkovian assumptiondid not reproduce theautocorrelation of stimulus andhistory congruence

(FigureS3B) andpredicted longerexternal (T(19)=2.75,p=0.01,BF10 = 4:17,paired t test; FigureS3C)aswell as

shorter internal modes (T(19) = �3.49, p = 2:443 10�3, BF10 = 16:92).

In sum, these results imply that a stable moment-by-moment integration of current sensory information

with the immediately preceding percept is not sufficient to explain the perceptual dynamics during graded

ambiguity. Rather, our findings suggest that participants transition between temporally extended percep-

tualmodes (Honey et al., 2017) that are biased toward either external information (i.e., disambiguating sen-

sory information) or internal information (i.e., perceptual history).
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Importantly, switches between internal and external modes could not be attributed to small fluctuations in

the participants’ sensitivity to disambiguating sensory information. At threshold (R5-6), stimulus-congruent

percepts were close to 100% during external mode but ranged at chance level during internal mode

(T(12) = 1.39, p = 0.19, BF10 = 0:61, one-sample t test, Figure 2C). Please note that the overall difference

in stimulus-congruency between modes is expected, because external and internal mode were defined

based on the dynamic probability of stimulus-congruent perceptual states.

Moreover, internal mode suppressed the sensitivity to disambiguating sensory information not only at the

threshold but across the full range of SAR (F(2, 484.41) = 35.26, p = 5:043 10�15, BF10 = 4:783 1066; main

effect ofmode; Figure 2D). During runs in which the SAR was adjusted dynamically (R1-R4), transitions from

internal to mode were more likely to occur when the available sensory information was reduced (F(2,

472.71) = 5.25, p = 5:583 10�3, BF10 = 3:57,mode3 SAR interaction). In sum, these control analyses argue

against the view that between-mode transition may result exclusively from a threshold phenomenon.

As a second caveat, we asked whether the observed transitions between internal and external mode constitute a

perceptual phenomenon or, alternatively, occur only due to cognitive processes that are situated downstream of

perception (Brascamp et al., 2018). In this context, it may be argued that the participants’ attention to the experi-

mental taskmay have fluctuated over time (Rosenberg et al., 2013; Zalta et al., 2020), leading to intervals of stereo-

typic reporting behavior. We addressed this potential confound by analyzing response times (RTs, see Figure S4),

which have been shown to link closely with on-task attention (Prado et al., 2011; Rosenberg et al., 2013).

In contrast to stimulus and history congruence, response times remained stable across the experimental runs

(Figure S4A) and did not vary across levels of SAR (R1-R4; F(1, 261.5) = 0.05, p = 0.82, BF10 = 0:15; Figure S4B).

At threshold, RTs did not differ between external and internalmode (T(12) = 0.74, p = 0.48,BF10 = 0:35, paired t

test; Figure S4C). Moreover, when analyzing RTs according to the factors mode and SAR in runs R1-R4 (Fig-

ure S4D), we found that, during internal mode, RTs increased for escalating levels of SAR. Speculatively, this

mode3 SAR interaction (F(2, 476.5) = 10.73, p= 2:773 10�5,BF10 = 538:42) could reflect the increase in conflict

between the history-congruent state and the available sensory information (Weilnhammer et al., 2020).

At the same time, both the absence of any mode effect on RTs at threshold as well as the sensitivity of in-

ternal-mode RTs to levels of SAR argue against the notion that internal mode is caused by the participants

paying less attention to the experimental task. In line with this observation, we found no changes in the dis-

tribution of normalized RTs, as participants transitioned between internal and external mode (see Figure 4E

for group RTs collapsed across participants and Figure 4F for individual distributions).

As a final control analysis, we checked whether internal mode was associated with an enhanced impact of

the perceptual state experienced at the preceding trial (i.e., perceptual history), as opposed to the disam-

biguating sensory information presented at the preceding trial (i.e., stimulus history). As expected, history-

congruent perceptual states dominated periods of internal mode processing (94.15 G 1.03%), whereas

stimulus history had no detectable influence on perception in these intervals (49.79 G 1.03%; T(19) =

�0.2, p = 0.84, BF10 = 0:24, one-sample t test).

During internal mode, perceptual history thus strongly determines conscious experience, overriding other-

wise effective sensory information. As you interpret ambiguous sensory information on your walk through

the dark, relying on an internal representation of your surroundings may dramatically increase the energy

efficiency of perception. However, this is only adaptive in stable environments, i.e., when sensory events are

highly auto-correlated. In volatile environments, internally biased sensory processing may cause percep-

tion to get stuck in the past, resulting in hallucinatory experiences that ignore relevant conflicts (Weilnham-

mer et al., 2020) with sensory information (Horga and Abi-Dargham, 2019).

Computational modeling indicates that between-mode transitions are best explained by a

fluctuating impact of accumulating perceptual history

How can perception achieve an adaptive balance between external and internal mode? To address this

question, we investigated the potential computational mechanisms that could lead to the observed oscil-

lations between internally and externally biased modes of perceptual processing. To this end, we con-

structed a set of four generative behavioral models (Wilson and Collins, 2019) (Figure 3) that differed across

two dimensions.
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On the first dimension, we asked whether biases toward internal mode arise from the sequence of pre-

vious experiences. We reasoned that, if perceptual history effects dynamically accumulate over time

(Brascamp et al., 2008; Pearson and Brascamp, 2008), perception would be more strongly biased toward

a perceptual state if the current trial was preceded by a long sequence of history-congruent trials. Accu-

mulating perceptual history effects could eventually become strong enough to override otherwise effec-

tive sensory information, thereby creating intervals during which perception is strongly determined by

internal information.

To this end, we adopted a Bayesian modeling approach that frames perception as an inferential process in

which perceptual decisions are determined by posterior distributions (Friston, 2010). Following Bayes’ rule,

such posterior distributions are computed by integrating a likelihood distribution representing the sensory

evidence (i.e., disambiguating sensory information for left- or rightward rotation at a given SAR) with the

prior probability of perceptual states (i.e., perceptual history).

The null model MLearning�=Oscillation� (see transparent method section and Figure 3 for details) assumes that

the effect of perceptual history (i.e., the estimated prior probability of perceptual states) depends only on
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Figure 3. Computational modeling: Modelspace

To investigate the computational mechanisms of between-mode transitions, we constructed a space of four behavioral

models that differed along two dimensions. Each model’s quantities are shown in three separate panels. Along a first

dimension (horizontal arrow), we manipulated whether perceptual history effects were represented exclusively by the

perceptual state at the preceding trial (left side) or, alternatively, dynamically accumulated according to a learning rate u

(right). Perceptual history and its updating are displayed in the upper panel of each model. The blue line represents m2,

i.e., the tendency to expect rightward (above zero) or leftward (below zero) rotation at the upcoming trial. The red line

depicts dynamic precision-weighted prediction errors ε2 that update m2 in response to the sequence of perceptual

experiences. Along a second dimension (vertical arrow), we contrasted models that assumed a stable influence of

perceptual history on perception (top) against models that assumed a systematic fluctuation in the impact of perceptual

history. k (green line; middle panel) represents the weight at which perceptual history impacts on perception. The lower

panel shows the perceptual prediction cm2 (blue line, provided by a sigmoid transform of m � k), the disambiguating

sensory information u (red) and the participants’ response y (black).
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the perceptual state at the immediately preceding trial. Its weight on perception is determined by the

parameter k. The impact of sensory information, in turn, depends on the sensitivity parameter a.

By contrast, in the alternative model MLearning+ =Oscillation�, the estimated prior probability of perceptual

states depends not only on the response at the preceding trial but dynamically accumulates over time ac-

cording to a two-level Hierarchical Gaussian Filter (Mathys et al., 2014). Thus, the implicit belief in the prob-

ability of perceiving leftward rotation increases as a function of the number of preceding trials that have

been experienced as rotating toward the left (and vice versa). The second-level accumulation of perceptual

history is governed by the learning-rate parameter u.

In this model, switches between modes can only be driven by experience. Once perceptual history effects

have accumulated and caused the estimated probability of leftward rotation to increase significantly above

chance level, switches to external mode are enabled by prediction errors that are caused by the experience

of rightward rotation (and vice versa).

As an alternative explanation, we reasoned that switches between modes could additionally be facilitated

by systematic fluctuations in k, the parameter governing the impact of perceptual history on perception.

When k is low, perceptual states are more likely to be history incongruent, increasing the likelihood of pre-

diction errors that enable the transition from internal to external mode. To test whether such fluctuations

provide a plausible explanation of our behavioral data, we introduced a second dimension to our model

space by constructing MLearning+ =Oscillation+ and MLearning�=Oscillation+ . Instead of estimating k as a stable

parameter, these models enable oscillations in k that are governed by parameters for amplitude amp, fre-

quency f (in nb trials�1), and phase p.

We inverted all models based the trial-wise perceptual responses given by our participants and used

random-effects Bayesian model family selection (Stephan et al., 2009) to determine whether the dynamic

accumulation of perceptual history (dimension 1) and systematic fluctuations in its impact (dimension 2)

were likely to represent a computational mechanism of mode switches.

On the first dimension, we found that models assuming a dynamic accumulation of perceptual history

(Learning+) outperformed Learning�models at a protected exceedance probability of 100%. On the sec-

ond dimension, Bayesian model selection indicated that our data were better explained by models that

assumed a fluctuating impact of perceptual history (Oscillation+) as compared with Oscillation� models

at a protected exceedance probability of 99.98%. MLearning+ =Oscillation+ was therefore identified as the clear

winning model (protected exceedance probability = 99.82%; see Figure 4A for model-level inference at the

participant level and Figure 4B for posterior parameter estimates).

With this, our computational approach suggests that switches between internal and external mode are

governed by two interlinked processes: In line with previous findings (Brascamp et al., 2008; Pearson and

Brascamp, 2008), we found that perceptual history accumulates over time. Eventually, accumulating

perceptual history may override disambiguating sensory information, causing a transition to from

external to internal mode. In isolation, however, such a process falls short of explaining transitions in

the opposite direction. Because perceptual history effects continue to accumulate during internal

mode, they should eventually become impossible to overcome (Wexler et al., 2015). Crucially, our

modeling results propose that fluctuations in the impact of perceptual history enable transition from in-

ternal to external mode by temporarily de-coupling the perceptual decision from implicit internal repre-

sentations of the environment.

DISCUSSION

In this work, we show that perceptual historymodulates perception through a weighted integration (Bergen and

Jehee, 2019) with varying levels of sensory information. Perceptual history therefore acts as an internal represen-

tation (Friston, 2005, 2010; Teufel and Fletcher, 2020) that stabilizes perception when sensory signals are ambig-

uous. Intriguingly, we found that the balance between perceptual history and disambiguating sensory informa-

tion slowly alternates between internally and externally oriented modes of sensory processing. Computational

modeling indicated that between-mode transitions were likely to be caused by fluctuations in how strongly

perception was driven by the accumulating effects of perceptual history.
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It may be argued that temporally extended biases toward internal information are not generic but specific

to the class of structure-from-motion stimuli (Longuet-Higgins, 1986) investigated here. Indeed, structure-

from-motion induces relatively long perceptual dominance durations (Weilnhammer et al, 2014, 2016,

2020). In addition, individual observers have been shown to exhibit stable idiosyncratic biases toward

one of the two stimulus interpretations (Mamassian and Wallace, 2010; Weilnhammer et al., 2020), which

can become strong enough to override disambiguating 3D cues (Wexler et al., 2015).

In thiswork, however, two factors speakagainst the view that transitions to internalmodewere causedexclusively

by strong perceptual biases. Firstly, we found relatively weak imbalances between the two possible states

inducedby our partially ambiguous structure-from-motion stimulus (see Results section). Secondly, weobserved

frequent transitions from internal to external modewhile sensory informationwas held constant at threshold (see

Figure 2), arguing against stablebiases as theprimarydeterminantof internally biasedprocessingduringgraded

ambiguity. Yet, to empirically assess this caveat, future work should investigate whether between-mode transi-

tions occur also for ambiguous stimuli that induce shorter dominance durations, such as the Necker cube (Korn-

meier and Bach, 2005). This would help understand whether fluctuations between internal and external mode

depend on the type, strength, and temporal characteristics of bistable perception or, alternatively, occur inde-

pendently of these factors and thus constitute a more general feature of perceptual processing.

As a second alternative explanation of our results, itmay beproposed that fluctuating biases toward internal

or external mode do not represent a perceptual phenomenon but, conversely, occur only due to processes

that are situated downstream of perception, such as changes in reporting behavior (Brascamp et al., 2018)

that are caused by periodic changes in how well participants attended to the experimental task (Zalta et al.,

2020). Our analysis of response times (Figure S4), which are classically linked to fluctuating attention in par-

adigms such as the Continuous Performance Task (Rosenberg et al., 2013), did not yield any evidence for

systematic differences in response behavior between internal and external mode. Yet, future experiments

should apply no-report paradigms (Frässle et al., 2014), pupillometry (Lawson et al., 2020), or experimental

manipulations of on-task attention (Alais et al., 2010) to dissociate post-perceptual processes from the

perceptual phenomenon of mode-switching proposed in this work.
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Figure 4. Computational modeling: Results

(A) Model-level inference. Random-effects Bayesian model selection identified MLearning+ =Oscillation+ as the clear winning

model (group-level protected exceedance probability = 99.82%).

(B) Parameter-level inference. This model assumes that the external sensory signals is detected with a sensitivity

parameter of a = 0.11 G 0.01. The internal representation derived from perceptual history is updated as a function of the

sequence of percepts according to learning rate u = 0.05 G 0.11. k, the impact of accumulating perceptual history on

perception, fluctuated according to a sine function with an amplitude of 1.27G 0.06, a frequency of 0.09G 3:413 10�3 (in

nb trials�1), and a phase of 2.37 G 0.2. Pooled data are represented as mean G SEM.

ll
OPEN ACCESS

8 iScience 24, 102234, March 19, 2021

iScience
Article

88



In a similar vein, it may be argued that slow fluctuations between externally and internally biased perception

reflect epiphenomena that may arise from arbitrary constraints of neural processing (Honey et al., 2017). On

the other hand, there may also be a specific computational benefit to slow transitions between external and

internal model (Honey et al., 2017; Palva and Palva, 2011; VanRullen, 2016): In stable environments, internal

mode may come with the benefit of a dramatic reduction in the energy demands of perception (Friston,

2010). Periodic switches to external mode may ensure that internal representations are updated in response

to potential changes in the environment (Honey et al., 2017). In contrast to simultaneous processing, periodic

modeswitchesmayallow thebrain todifferentiatebetween internal andexternal sourcesof information (Honey

et al., 2017). Thismay helpperception to solve the credit-assignmentproblem, i.e., decidingwhether to update

internal representations of the environment or, alternatively, to modify beliefs about the reliability of sensory

information (Weilnhammer et al., 2018). Thus,mode switchingmay represent a process that helps constructing

stable representations of the environment despite ongoing sensory inputs (Bengio et al., 2015).

Indeed, fluctuations between externally and internally biased processing have been described in a variety

of cognitive domains, including perception (Monto et al., 2008), episodic memory (Duncan et al., 2012), and

waking state (McGinley et al., 2015). Switching between external and internal processing modes may thus

represent a general computational mechanism that helps to adaptively integrate prior predictions with new

information (Honey et al., 2017). Alterations in the temporal dynamics of mode switching may therefore

represent the neurocomputational basis of psychotic experiences that often co-occur across cognitive

domains, such as hallucinations, delusions, and altered sense of agency (Horga and Abi-Dargham, 2019;

Sterzer et al., 2018).

To test the hypothesis that mode switches represent an adaptive mechanism that occurs across cognitive do-

mains, future research should investigate whether transitions between external and internal mode can be

induced experimentally. Based on the results of our computational modeling analysis, it may be hypothesized

that participants shouldbemoreprone to transition from internal to externalmodewhen repeatedly confronted

with information that contradicts past experiences. Conversely, transitions from external to internal mode

should occur more swiftly when participants receive information that is in line with prior predictions. Further

down the line, itmay be speculated that the overall frequency ofmode switches could be alteredby experimen-

tally manipulating the volatility of the input data (Iglesias et al., 2013; Mathys et al., 2014).

Likewise, the existence of mode switches should be further substantiated by investigating whether external

and internal modes can be determined based onmarkers that are independent of the perceptual response

such as pupillary response or heart rate (Lawson et al., 2020). Together with an experimental manipulation

of between-mode transitions, such markers could help to understand whether transitions between internal

and external modes indeed represent an adaptive cognitive strategy that aids learning, or, alternatively,

result from independent phenomena such as adaption (Chopin and Mamassian, 2012), attention (Alais

et al., 2010), or response behavior (Frässle et al., 2014).

Limitations of the study

In this study, we have shown that bistable perception cycles through prolonged periods of enhanced and

reduced sensitivity to disambiguating stimulus information. This finding suggests that conscious experience

is characterized by slow fluctuations between internally and externally oriented modes of sensory processing.

As a first limitation, our work investigated between-mode transitions only for a specific class of bistable stimuli

(ambiguous structure-from-motion). Futurework should test whether alternations between internally and exter-

nally orientedmodes of processing also occur in other bistable stimuli, in particular in relation to paradigms that

induce shorter dominancedurations.Asa second limitation,ourworkdefines internal andexternalmodes solely

on thebasisofbehavior. Futurestudies should apply independentmarkers for internal andexternalmodes (such

as pupillometry) to probe between-mode transitions irrespective of behavioral reports. As a third limitation, our

study does not provide an experimental control of pre- and post-perceptual processes such as attention or

response behavior. Future experiments should use no-report paradigms or experimental manipulations of

on-task attention to confirm that mode-switching represents a perceptual phenomenon rather than a process

that occurs up- or downstream of perception.
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3. Discussion 

The research presented above investigates how the brain generates unambiguous conscious 
experiences from ambiguous sensory information, and how alterations in this process may lead to 
psychotic symptoms37,43,50,52,73,80. At the level of behavior, we found that conscious experience in 
strongly biased by internal predictions37,50,73,80. At the neural level, we observed that these predictive 
processes are mediated by neural activity that reflects internal predictions and prediction errors at 
multiple levels of the cortical hierarchy, including supra-modal brain regions in the frontoparietal 
network50,52,80. With respect to psychotic symptoms, we found that inter-individual differences in the 
sensitivity to prediction errors correlate with inter-individual differences in the severity of 
hallucinations in patients with paranoid schizophrenia43. 

3.1 Predictive processes shape perceptual inference 

A growing body of work suggests that hierarchical predictive coding provides a powerful algorithm for 
understanding the neural mechanisms of perceptual inference30,31,83–85. Our results overlap with these 
findings by showing that predictions about the stability of the sensory environment80 and multi-level 
beliefs induced by cross-modal associative learning50 shape the experience of ambiguous stimuli. To this 
end, the studies presented in this habilitation thesis rely on predictive coding algorithms27–31 that are 
fitted to the participants’ behavior. 

One important strength of our predictive coding model80 is its ability to link across different levels of 
description regarding perceptual inference. On a computational level, the model understands the 
construction of unambiguous conscious experience from ambiguous sensory information in the light of 
Bayesian brain theory15–17,86 and the free-energy principle25. According to these views, the central 
nervous system has evolved to reduce surprise about itself and the world, providing a unifying view on 
action, perception and sense-of-self25,26. Our work introduces a predictive coding algorithm that 
transfers these computational ideas to the paradigm of bistable perception. Importantly, it can be 
applied directly to empirical data50,80. The proposed model allowed us not only to study the factors that 
contribute to the resolution of sensory ambiguity in healthy participants50,80 and patients diagnosed 
with paranoid schizophrenia43, but also to map the neural implementation of predictive processing via 
model-based fMRI50,52. 

With respect bistable perception, our predictive coding approach enables us to investigate the 
processing of ambiguous and disambiguated stimuli within the same modeling framework80. This 
bridges the gap between fully ambiguous versus fully disambiguated stimuli (i.e., as used in replay 
conditions71,73), extending our investigation to a multitude of factors that contribute to the resolution of 
sensory ambiguity, such as partial disambiguation43,52 (Figure 2C), cross-modal learning50 or perceptual 
history37,38. Our work thereby showcases bistable perception not only as an extreme phenomenon that 
occurs under artificial lab-conditions, but as a tool to study the construction of unambiguous conscious 
experiences from ambiguous sensory information in every-day perception26. 

Despite the progress toward partially ambiguous stimuli50,52, ecological validity remains an important 
limitation to consider. Our work has used a shallow predictive coding model31,50,80 that explains binary 
perceptual responses to simplistic stimuli designed for the artificial context of psychophysical 
experiments52,80,87. Importantly, our model lacks the depth and granularity necessary to explain how 
perceptual inference is realized at the level of biological neural networks that support the recognition 
of complex naturalistic stimuli88,89. Deep artificial neural networks90–93 may provide one way to progress 
toward a better understanding of predictive processing in general object recognition. Indeed, activity at 
the nodes of deep artificial neural networks trained in the task of object recognition correlate with 
neural activity in biological neural networks dedicated to object recognition in humans94 and 
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macaques89,95, suggesting that artificial and biological neural networks may rely functionally equivalent 
computations in object recognition89,91,94. Biologically plausible deep artificial neural networks92 may 
therefore provide important insights on how perception, cognition and behavior are linked to predictive 
processes96 at the level of individual neurons and across the hierarchy of cortical processing89,95. 

3.2 Inferior frontal cortex regulates the access of conflicting information into conscious 
experience 

Bistable perception is a key paradigm for understanding the computational principles of perceptual 
inference21. In this context, one of the most heavily debated questions concerns the role of frontoparietal 
cortex in bistable perception69: While some authors have proposed that frontoparietal cortex selects 
what is consciously perceived62,66,72,80, others have related frontoparietal activity to cognitive functions 
that unfold as a consequence of transitions in conscious experience97,98, most notably the processing of 
perceptual uncertainty71 and motor behavior74. 

The research presented in this habilitation thesis contributes to this debate in four ways: First, while 
controlling for the potential confound of perceptual uncertainty71, we show that frontoparietal BOLD 
activity is elevated at the time of transitions in conscious experience during bistable perception 
compared to an unambiguous control condition73. Second, we show that effective connectivity from IFC 
to visual cortex is elevated at the time of transitions in conscious experience during bistable perception, 
supporting the causal role of frontoparietal cortex in triggering these events73. Third, our findings 
indicate that virtual lesions in IFC reduce the frequency of transitions in conscious experience during 
bistable perception52 without effecting reports on perceptual uncertainty71 and motor responses74,97. 
Forth, we link IFC activity to the accumulation of prediction errors52,80, suggesting that frontoparietal 
cortex regulates the access of conflicting sensory information into conscious experience perception69,99 

These results provide compelling evidence for an active role of frontoparietal cortex in bistable 
perception in particular and conscious experience in general. However, more studies are needed to 
better dissociate the function of regulating access to conscious experience from alternative cognitive 
functions that occur up- or downstream of phenomenal consciousness26. Most notably, this concerns 
potential links between frontoparietal cortex and attention100,101 and report74,97. 

With respect to the functional neuroanatomy of attention, the frontoparietal network has been divided 
into a ventral subset that interrupts ongoing activity, and a dorsal subset that links incoming sensory 
inputs to behavioral outputs100. As part of the ventral frontoparietal network, the IFC may therefore 
exert its influence on conscious experience during bistable perception through its role in attention. This 
link attention and the role of IFC in bistable perception is further substantiated by studies showing that 
withdrawing attention from bistable stimuli reduces the frequency of transitions in conscious 
experience101. While our work has found no change in response times (a proxy of on-task attention102) 
following virtual IFC-lesions, more work is needed to better understand the role of attention for IFC 
activity and the processing of sensory ambiguity. For example, future studies could test whether 
parametric modulations of on-task attention correlate with changes in results obtained from 
computational modeling or TMS-induced IFC-lesion-effects. 

An additional caveat concerns the role of prefrontal cortex in reporting behavior. Previous work has 
shown that activity in the frontoparietal network is reduced in paradigms that detect transitions in 
conscious experience during bistable perception in the absence of active report (e.g., by decoding the 
content of conscious experience via pupil-size or optokinetic nystagmus74). Importantly, however, the 
observed reduction in BOLD activity74 typically spares the IFC69,74. Moreover, our own results do not 
show an effect of virtual IFC lesions on reporting behavior52. Overall, the evidence available to date is 
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thus mixed with regard to the question whether frontoparietal cortex has a causal role in bistable 
perception74,97,103–106. 

In a broader sense, frontoparietal activity may be related to a range of post-perceptual cognitive 
processes beyond motor report, such as self-monitoring, introspection, meta-cognition or cognitive 
control107–109. For example, an important fMRI study has shown that frontoparietal activity is absent 
when transitions in conscious experience become inconspicuous to the extent that they are not noticed 
by the observer97. To further corroborate that the functions supported by frontoparietal brain activity 
are not exclusively situated down-stream of the resolution of sensory ambiguity, future experiments 
could optimize the assessment of self-monitoring, introspection or meta-cognition to test whether 
virtual IFC lesions impact additional cognitive functions beyond the frequency of transitions in 
conscious experience during bistable perception74,97,103,109. 

3.3 Imbalances in psychotic experiences drive psychotic experiences 

The above considerations link frontoparietal cortex to an important homeostatic function: By regulating 
the processing of conflicting information, frontoparietal cortex may stabilize conscious experience 
against uninformative fluctuations in ambiguous sensory data. A breakdown of this function may thus 
trigger mal-adaptive changes in conscious experience that contribute to psychotic symptoms40. In line 
with this, the research presented here shows that inter-individual differences in hallucinatory 
experiences correlate to inter-individual differences in the balance between internal predictions and 
prediction errors that are driven by ambiguous external sensory information43. Our work thereby links 
the study of bistable perception to one of the most heavily debated problems in computational 
psychiatry56–58, namely whether hallucinations are driven by relying to strongly on internal predictions, 
or, alternatively, by excessive prediction errors40–42,59. 

Our results show that, in a paradigm based on partially disambiguated bistable stimuli (Figure 2C), the 
sensitivity to conflicting yet ambiguous sensory information correlates with the severity of hallucinatory 
experiences in patients diagnosed with paranoid schizophrenia43. These findings therefore support the 
weak prior account40,59 and align with previous work on contextual illusions that suggests a link between 
excessive prediction errors and psychotic symptoms51,60. 

However, a growing body of work has argued for the opposite by associating psychotic symptoms with 
an overly strong reliance on internal predictions39,44,110,111 (i.e., the strong prior account). Lastly, there 
may be a bi-directional relationship between internal predictions and prediction errors61 that may lead 
to corresponding changes across multiple levels of the cortical hierarchy40,42. One way to resolve this 
discrepancy may be to use interventional designs (i.e., pharmacological models based on 
dopamine44,53,54 and ketamine44,55,112 or TMS-induced virtual-lesions in prediction- and prediction-
error-related brain areas50,52) that modulate psychotic experiences via the interplay of internal 
predictions with prediction errors. Such a research program could help to identify the 
neuorocomputational anatomy of psychosis59 and pave the way toward new possibilities for the 
therapeutic modulation of hallucinatory experiences. 
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4. Summary 

The research presented in this habilition thesis seeks to understand the construction of unambiguous 
conscious experiences from ambiguous sensory sensory information43,50,52,73,80. 

At the computational level, our work builds on the idea that the brain applies predictive processes to 
resolve the ambiguity inherent in sensory information15–20. Using the phenomenon of bistable 
perception, we developed an algorithm based on predictive coding27–31 to measure the interaction of 
internal prediction with prediction errors that are driven my ambiguous sensory information50,80. 

At the level of neural implementation, we combined model-based fMRI and TMS-induced virtual lesions 
to show that the processing of sensory ambiguity is not limited to feature-selective regions in sensory 
brain areas, but involves supra-modal brain regions of the frontoparietal network50,52,73,80. In particular, 
our work proposes a key role for the IFC in regulating the access of conflicting information into conscious 
experience52. 

Finally, we show that the interaction of internal prediction with external sensory information may 
modulate hallucinatory experiences in patients diagnosed with paranoid schizophrenia43. 

In sum, the research presented in this habilitation thesis contributes to a neurocomputational 
understanding of how ambiguous sensory information is transformed into unambiguous conscious 
experiences, and suggests how alterations in this process may lead to hallucinations. Our 
computational80 an lesion-based52 approach will enable future research to advance the scientific 
understanding at two of the most important frontiers in contemporary neuroscience: the biology of 
consciousness1–11 and neurocomputational theories of psychosis39–42,44. 
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