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Selbstständigkeitserklärung

Hierdurch versichere ich, dass ich meine Dissertation selbstständig verfasst und keine anderen
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”Geochemistry only really came of age as a science [...]

when geologists, chemists, and physicists

managed to bridge the chasms of mutual ignorance

that had separated their various fields of inquiry.”

– Francis Albarède

in Geochemistry: An Introduction[1]
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Abstract

The geochemical transport of elements within Earth is mainly driven by ionic interactions.

Element mobility is thus, determined by the charge and radius of the respective ions. From

this follows, that two elements occurring as ions of equivalent charge and radius are also

equally mobile. This leaves the concentration ratio between them unchanged. Such two ele-

ments are referred to as geochemical twins. Prominent examples are zirconium and hafnium,

or yttrium and holmium. These twin elements only fractionate, if the geochemical transport

mechanism is based on more than simple Coulomb interactions. It is known that fluoride-rich,

hydrothermal veins must originate from such a mechanism, as these show strongly enriched

concentrations of hafnium against zirconium, or yttrium against holmium. The nature of

this mechanism is, however, still unsolved given the complex chemical compositions of the

involved solids, melts, liquids, and gases, as well as the unfeasibility to measure the ongoing

process. Rock samples only probe the final outcome, while lab and computational experi-

ments only model tiny subsets of the actual system. So far, these experiments focused on

the complexation of ions within aqueous solution. However, within the overall mechanism,

frequent precipitation and re-solvation occur. These are processes, which demand an un-

derstanding of the respective solids and especially their surfaces. Such understanding may

be provided by quantum chemical calculations. Yet, especially the solid geochemical twin

fluorides have been a blind spot up to now.

The aim of this work is to shed some light on this area by investigating the subtle differences

linked to their electronic structure. All calculations within this thesis are based on periodic

density functional theory (DFT). Four papers contribute to this work, which are grouped

according to the studied geochemical twin pair. Within paper A, the cohesive energies of

the binary and ternary oxides and fluorides, as well as the mono-hydroxylation products are

evaluated for the twin pair of zirconium and hafnium. The larger part of this thesis is

devoted to the geochemical twin pair of yttrium and holmium as crystalline fluorides. The

first of these papers, B.1 analyzes the stabilities of the low-lying Miller indices surfaces to

construct Wulff plots for both compounds, independently. For holmium, the degree of applied

Hubbard-type correction is scanned. Building up on the results, possible surface interactions

with compounds of hydrothermal fluids as water, hydrogen fluoride, and hydrogen chloride

are studied in paper B.2. Onto the most abundant surfaces of both compounds, single

and multiple adsorptions are considered. Finally, paper B.3 investigates the chemical nature

of these adsorbate-surface interactions. For yttrium fluoride, it illuminates the impact of

the chosen surface, as well as of the adsorption site onto the covalent versus electrostatic

interactions.
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Kurzzusammenfassung

Der geochemische Transport von Elementen innerhalb der Erde wird hauptsächlich durch io-

nische Wechselwirkungen bestimmt. Die Mobilität der Elemente wird also durch die Ladung

und den Radius der jeweiligen Ionen bestimmt. Daraus folgt, dass zwei Elemente, die als Ionen

gleicher Ladung und gleichem Radius vorkommen, ebenfalls gleich mobil sind. Damit bleibt das

Konzentrationsverhältnis zwischen beiden Elementen unverändert. Solche zwei Elemente wer-

den als geochemische Zwillinge bezeichnet. Prominente Beispiele sind Zirkonium und Hafnium

oder Yttrium und Holmium. Diese Zwillingselemente fraktionieren nur, wenn der geochemi-

sche Transportmechanismus auf mehr als einfachen Coulomb-Wechselwirkungen beruht. Es

ist bekannt, dass fluoridreiche, hydrothermale Gänge aus einem solchen Mechanismus stam-

men müssen, da sie stark angereicherte Konzentrationen von Hafnium gegenüber Zirkonium

oder Yttrium gegenüber Holmium aufweisen. Die Natur dieses Mechanismus ist jedoch noch

nicht verstanden, was an der komplexen chemischen Zusammensetzungen der beteiligten

Feststoffe, Schmelzen, Flüssigkeiten und Gasen beruht, sowie der Unmöglichkeit, den lau-

fenden Prozess zu messen. Gesteinsproben zeigen nur das Endergebnis, während Labor- und

Computerexperimente nur winzige Teilprozesse des tatsächlichen Systems modellieren. Bis-

lang konzentrierten sich diese Experimente auf die Ionenkomplexierung in wässriger Lösung.

Innerhalb des Gesamtmechanismus kommt es jedoch häufig zu Ausfällungen und Resolvati-

sierungen. Dies sind Prozesse, die ein Verständnis der jeweiligen Feststoffe und insbesondere

deren Oberflächen erfordern. Ein solches Verständnis kann durch quantenchemische Rech-

nungen gewonnen werden. Allerdings waren insbesondere die Fluoride der geochemischen

Zwillinge als Feststoffe bisher ein blinder Fleck.

Ziel dieser Arbeit ist es, etwas Licht auf diesen Fleck zu streuen, indem die feinen Unterschie-

de beleuchtet werden, die sich aus ihrer elektronischen Struktur ableiten. Alle Berechnungen

im Rahmen dieser Arbeit beruhen auf periodischer Dichtefunktionaltheorie (DFT). Vier Publi-

kationen tragen zu dieser Arbeit bei. Diese sind gruppiert nach dem jeweiligen untersuchten

geochemischen Zwillingspaar. In Publikation A werden die Kohäsionsenergien der binären

und ternären Oxide und Fluoride sowie der Mono-Hydroxylierungsprodukte für das Zwillings-

paar Zirkonium und Hafnium untersucht. Der größte Teil dieser Arbeit ist dem geochemischen

Zwillingspaar Yttrium und Holmium als kristalline Fluoride gewidmet. In der ersten dieser Pu-

blikationen, B.1, werden die Stabilitäten der Oberflächen mit niedrig liegenden Miller’schen

Indizes analysiert, um Wulff-Diagramme für beide Verbindungen unabhängig voneinander

zu konstruieren. Für Holmium wird die Größe der angewandten Hubbard’schen Korrektur

gescannt. Aufbauend auf diesen Ergebnissen werden mögliche Oberflächenwechselwirkungen

mit Verbindungen aus hydrothermalen Flüssigkeiten wie Wasser, Fluorwasserstoff und Chlor-

wasserstoff in Publikation B.2 behandelt. Auf den Oberflächen mit den größten Anteilen

beider Verbindungen werden isolierte und multiple Adsorptionen untersucht. Schließlich er-

kundet Publikation B.3 die chemische Natur dieser Adsorbat-Oberflächen-Wechselwirkungen.

vii



Für Yttriumfluorid werden die Auswirkungen der gewählten Oberfläche, sowie der Adsorp-

tionsstelle auf die kovalenten und elektrostatischen Wechselwirkungen beleuchtet.

viii
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1. Introduction

The field of natural science called geochemistry applies the principles of chemistry to gain

insights into geological processes to, among others, understand and predict the transport

pathways of elements within Earth.[2] Most elements are transported as ions, from which

most, conveniently, are found at a single stable oxidation state within natural conditions. The

charge (Qion) and ionic radius (rion) of this ionic species determine the element’s mobility

within most geochemical processes. If two elements occur as ions of equivalent Qion and rion,

they are subsequently transported equally along most geochemical pathways. To emphasize

this similarity, such two elements are referred to as geochemical twins.[3,4] Accordingly, most

rock samples contain these twin elements at their chondritic ratio, which is their constant

abundance ratio within the whole solar system. If deviations from this chondritic ratio occur,

it suggests that quantities beyond Qion and rion are decisive along the transport pathways.

Therefore, these ratios provide evidence for the geochemical history of a rock sample.

Within the periodic table of elements, such geochemical twin pairs are predominantly found

among certain metals of the fifth and sixth period (see Fig. 1.1). The period number equals

the highest principal quantum number within the set of occupied orbitals. By the principal

quantum number, the radial expectation value of that orbital increases. Therefore, the

overall atomic radii increase from one period to the next. The radial expectation values also

slightly increase by the angular quantum number. However, this dependency is too small to

counterbalance the stronger, attractive Coulomb forces towards the nucleus. Consequently,

within the same period, the atomic radii shrink by each additional proton. The same applies

to the series of lanthanides (Ln) of lanthanum to lutetium (La–Lu) within the sixth period

leading to the famous lanthanide contraction. What is particular about these elements is the

4f-shell filled by each additional electron along the Ln-series. Because of its smaller principal

quantum number, compared to the fully occupied 5s2, 5p6, and 6s2, or the singly occupied

5d1, its radial expectation value is also smaller. Hence, the 4f-shell is shielded by the electron

density of these outer-lying orbitals. Consequently, the 4f-electrons are not directly accessible

for chemical bond formations, which are mostly driven by 5d or 6s-electrons.[5–11] For this

reason, all Ln behave chemically similar, especially at their most stable, third oxidation state.

The non-participation of the 4f-shell within chemical bonds, combined with the lanthanide

contraction give rise to the geochemical twin-characters of yttrium (Y) and holmium (Ho),

zirconium (Zr) and hafnium (Hf), as well as niobium (Nb) and tantalum (Ta). These are

highlighted in Fig. 1.1, which also compares their rion with those elements grouped as, or

associated to, rare earth elements (REE). Within the scientific community, the definition

of REE varies whether alongside the group of Ln, it also includes Y or even Sc.[12–20] This

work refers to REE as the group of Ln. Also not uniformly defined is the group of high field

strength elements (HFSE).[3,20–22]
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2 Introduction
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Figure 1.1 (top) periodic table of elements as adapted from [23] with highlighted lanthanides

(La–Lu, dark cyan) and Sc and Y (light cyan), which are associated with them, as well as the

geochemical twin pairs Y:Ho (dark purple), Zr:Hf (light purple), and Nb:Ta (blue) marked

by squares; (bottom) ionic radii (rion) of the respective most stable cations as measured in

eightfold coordination ordered according to atomic numbers.[24]

Herein, the threshold of Qion/rion > 2 e Å
−1 is applied, of which follows that all elements

mentioned so far belong to the group of HFSE. Within the simple concept of hard and

soft Lewis acids and bases (HSAB),[25] the HFSE are hard Lewis acids. Thus, among all

available anions, the HFSE cations form the strongest complexes with fluoride, as F is the

hardest of all naturally occurring Lewis bases. Within the upper continental crust, fluoride

is even the second most abundant anion, after the omnipresent oxide.[26] The mobility vs.

precipitation of elements within or from aqueous (aq.) fluids form an interplay decisive for

the formation of ore deposits. Such hydrothermal processes are regulated by temperature

and pressure gradients, as well as the chemical composition of the fluid. Especially the

availability of anions is critical for the mobility of those cations, which are only soluble as

complexes. Due to their hard Lewis acidic character, this is particularly the case for the

HFSE. As the Lewis acidity increases from the lighter to the heavier REE, REE deposits of

economical interest with enriched concentrations of the middle and heavy REE originate from

fluoride-rich hydrothermal fluids.[15–17,27–29] Additionally, only these conditions may produce

the mineral waimirite (β-YF3) naturally, containing a REE content of up to 20% favoring

the heavy REE.[17] Even more striking, such fluoride-rich hydrothermal veins give rise to

exceptionally high fractioning of the geochemical twins. Rock samples have been found with
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an extremely enriched Y over Ho ratio from the chondritic value of 28:1[30] to up to 928:1.[15]

It might be argued that this is linked to the almost doubled mass from the lighter to the

heavier twin element. By the mass increase itself, the lighter twin should be considerably more

reactive. However, exposed to the same geochemical conditions, the ratio of Zr:Hf decreases

from 38:1[30] to 2:1.[3] That within the Zr:Hf pair, the heavier twin member enriches, as well

as that both phenomena are linked to the availability of fluoride within hydrothermal veins,

suggests that this is not linked to the mass but different affinities for fluoride when water is

the medium of transport.[3,31–33] A simplified scheme of a HFSE ore deposit formation by

fluoride rich hydrothermal mechanism is shown in Fig. 1.2.[34]

Figure 1.2 simplified scheme of a HFSE ore deposit formation as adapted from [34]; it

consists of three parts: (1) the magmatic process of granite (black crosses) crystallization

yielding a residual (res.) melt (red); (2) the separated aqueous (aq.) fluid (blue) giving rise

to the post-magmatic, hydrothermal process; (3) the ascend of aq. fluid within the host

rock. From the aq. fluids, fluoride-based hydrothermal vein ores highly enriched in HFSE

precipitate (purple hatching). These show extraordinary geochemical twin ratios of 928:1[15]

(Y:Ho) or 2:1[3] (Zr:Hf) from the chondritic ratios of 28:1[30] (Y:Ho) or 38:1[30] (Zr:Hf) as

initially present within the melt.

The overall mechanism involves three distinct processes. First of all, there is the magmatic

process (see (1) in Fig. 1.2). Initially, a granitic melt ascending from the Earth’s mantle or

lower crustal levels to the upper crust crystallizes to granite. Granite is mainly composed of

silicates, such as feldspar (e.g., (K,Na)AlSi3O8), mica (e.g., KAl3Si3O10(OH)2), or quartz

(SiO2). Any component that is incompatible into these minerals, as e.g., water, HFSE and

fluoride will accumulate within the residual (res.) melt. Once the res. melt is over-saturated

with water, a phase separation occurs yielding an aq. fluid. Subsequently, this gives rise

to the post-magmatic, hydrothermal processes (see (2) in Fig. 1.2). Components within

the res. melt which are well water-soluble, as e.g., fluoride or HFSE fluorido complexes,

fractionate into the aq. fluid.[35] Cracks within the host rock allow the aq. fluid to escape

to higher regions. By the lower temperature or by interaction with the host rock surfaces,

ions precipitate from the aq. fluid forming hydrothermal vein ores. The latter plays an

important role for fluoride i.e. HF, if in contact with calcium carbonate (CaCO3)-based
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rocks as limestone, onto which, it readily forms fluorspar (CaF2) according to Reaction R1.

CaCO3 + 2HF −−→ CaF2 +H2CO3 (R1)

Finally, the third main process involves the surrounding aq. fluid within the host rock (see (3)

in Fig. 1.2). Heated by the granite melt of process (1), the aq. fluid ascends next to the melt.

Along, it carries components, which are well water-soluble at higher temperatures, as e.g.,

Ca(II). These aq. fluids may mix with those of process (2) leading to further precipitation

reactions forming e.g., further fluorspar in analogy to Reaction R1. Along the hydrothermal

processes, HFSE are mainly transported as fluorido complexes. As the loss of solvated fluoride

ions destabilizes these, they co-precipitate with fluoride forming HFSE-enriched hydrothermal

vein ores.[29] As the stability of the HFSE fluorido complexes is sensitive to more than simple

ionic charge and radius, these allow the fractioning of the geochemical twins, giving rise to

very enriched Y:Ho and very depleted Zr:Hf ratios.[3,15,30] It should be stressed again, that

the scheme of Fig. 1.2 is a huge simplification of the manyfold and inter-dependent processes,

which also include the subsequent alteration of once participated ores. This alteration also

immensely affects the HFSE concentrations and thus, creates an extremely entangled, hard

to trace picture of HFSE transport pathways.[36] Consequently, it is not possible to model

geochemical transports in their full complexity, neither by lab experiments nor by computation.

Instead, only some of its parts can be modeled applying tremendous simplifications. So far,

most such studies have focused on the anion affinities shown by the HFSE in aq. solution.

These have found stronger fluoride affinities for Y than Ho,[18,37] as well as for Hf than

Zr.[38,39] On the other hand, the solubility of REE/Y(III) fluorido complexes is very low.[13]

Consequently, a high availability of fluoride by e.g., fluorspar surfaces is required.[28,35,36,40–42]

For this reason, the complexation of chloride should also be considered. Despite the much

lower affinity of HFSE for chloride,[43] the chlorido complexes are considerably more soluble

and thus more mobile than the respective fluorido complexes.[28,42,44] Furthermore, also

hydroxide ligands cannot be neglected, as it has been found that the Zr:Hf twin pair is

transported as fluorido hydroxido complexes within diluted hydrofluoric acid (aq. HF).[38,39]

This leads to the first part of this thesis, devoted to the subtle differences between the geo-

chemical twin pair of Zr:Hf. Paper A aims to first, investigate if the experimentally known

higher affinity by Hf(IV) compared to Zr(IV) for fluoride within solution[38,39] also shows

within the cohesive energies of their respective crystals. Secondly, it compares the affinities

for fluoride vs. hydroxide to finally, also investigate how these differ between the geochemical

twins. Moreover, it aims to reduce the knowledge gap on fluorozirconate or fluorohafniates.

Even though, these crystals are widely applied within glasses for applications in optics due to

their huge adsorption free window and high thermal stability,[45–53] their electronic structure

was never before calculated by first principle methods.
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Within the second, larger part of this thesis dedicated to the geochemical twin pair of

Y:Ho, the focus moves from fluoride affinities within bulk to those present at the surface.

Within solution, different predominant fluoride species of YF+2 and HoF
2+ have been found

within 0.001–0.3 molal aq. HF.[18,37,41] According to ab initio molecular dynamics (AIMD)

simulations of Y(III)[54,55] and experimental data of Ho(III),[37] both within chloride-bearing

solutions, analogous chloride complexes are found with YCl+2 and HoCl
2+. If fluoride and

chloride are present simultaneously, AIMD simulations have shown that only for very low fluo-

ride concentrations, YCl2
+ is the most prominent species.[54] Above 0.01 molal NaF, YF3 was

predominantly formed, despite the still 100 times higher availability of chloride. Summing

up, the stabilities of the solvated Y(III) and Ho(III) complexes have already been studied

experimentally and computationally. Along the geochemical transport pathways, however,

frequent precipitation and re-solvation occur. The mobility and enrichment of an element is,

thus, not only affected by its affinity within the aq. media, but also by its interaction with

the surfaces and capability of forming stable surfaces itself.

Therefore, paper B.1–B.3 compare the fluoride affinities shown in solution to those in the

solid state, based on the binary fluorides of Y(III) and Ho(III). Conveniently, these are also

the easiest model crystals for fluoride affinities. Besides, these materials are worth a more

detailed quantum chemical examination, as also these geochemical twin fluorides are known

for their exceptional optical properties. YF3 possesses a very low refractive index and one of

the largest known absorption free windows with 12.5 eV.[56,57] Combined with the excellent

compatibility for REE, Ln-doped YF3 is widely studied for luminescence.
[58–65] Compared

to the respective REE oxides, the fluorides provide lower phonon energies and thus longer

lifetimes of the excited states.[63] In addition, the high fluoride mobility within Ln-doped

YF3 makes it a candidate for fluoride based batteries.
[66] To analyze this potential appli-

cation, a comprehensive knowledge of its surface structure is required. The same applies

to the fluoride-specific contact adsorptions shown by the HFSE within hydrothermal veins.

However, experimentally grown thin films[56,67–69] or nanoparticles[61–63,66,70–73] of pure or

Ln-doped YF3 are highly dependent on the applied technique, especially the chemical nature

and structure of the substrate, and/or used solvent. To pick one or a few among them all

may produce an incomplete picture.

Instead, paper B.1 predicts the intrinsic stabilities of the pristine surfaces without the influ-

ence of external effects. These are investigated for both, YF3 and HoF3, independently to

illuminate, whether their different electronic valence may effect the stability of unsaturated

surface structures exposed to vacuum. Onto the determined most stable surfaces, paper

B.2 investigates their affinities for the adsorbates of chloride and fluoride, in reference to

water. First, it aims to find the most stable adsorption sites for each surface structure.

Second, for each adsorption site, it contrasts the binding affinities for a respective adsorbate

between both geochemical twins of YF3 and HoF3. Moreover, it compares how the adsor-
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bate affinities for chloride, fluoride, and water shown by the same MF3 vary according to the

surface structure. Finally, the adsorptions onto YF3 are analyzed further for their energetic

subcontributions within paper B.3. Here, the reasons for the different affinities for chloride,

fluoride, and water are illuminated by contrasting the different bonding natures of covalent

vs. ionic character, as well as H-bond vs. direct coordination for each of the adsorption sites

investigated. This allows to link these bonding natures not only to the differences between

the adsorbates, but also to the found differences among the surface structures.



2. Theory

2.1. Electronic Structure Calculations

2.1.1 Schrödinger Equation

The upcoming sections introduce the essential ideas and equations behind the applied quan-

tum chemical methods. The most fundamental subsections 2.1.1–2.1.3 are based on the

textbooks ”Modern Quantum Chemistry: Introduction to Advanced Electronic Structure

Theory” by A. Szabo and N. Ostlund,[74] as well as ”A Chemist’s Guide to Density Func-

tional Theory” by W. Koch and M. Holthausen.[75]

The most central quantum chemical equation is the Schrödinger equation (SE).[76] It de-

scribes a quantum chemical system by a wave function (Φ) depending on the spatial coor-

dinate vectors of all electrons (r) and nuclei (R), as well as time (t). The SE connects the

outcome of applying the Hamiltonian (Ĥ) onto this wave function with its time derivative

times the imaginary unit (i) and the reduced Planck constant (ℏ).

ĤΦ(r,R, t) = iℏ
δ

δt
Φ(r,R, t) (2.1)

For multi-electron systems, Φ also depends on the electronic spin. Therefore, the electronic

coordinates are extended by the magnetic spin quantum number (ms ∈ {12 ,−12}) leading to
Φ(r, ms,R, t). In the following, r and ms are combined as x. Generally, a non-relativistic

Ĥ is chosen, which depends solely on the spatial coordinates in absence of external fields.

This allows a separation of variables yielding the stationary, or time-independent total wave

function (Ψ). Thus, Eq. 2.1 reduces to the stationary, or time-independent SE, which yields

the system’s energy (E) as eigenvalue.

ĤΨ(x,R) = EΨ(x,R) (2.2)

In the following, SE refers to the time-independent SE of Eq. 2.2. The corresponding Ĥ

consists of operators for the kinetic energies (T ) of the nuclei (N) and electrons (e), as well

as operators for the potential energies (V ) of their Coulomb interactions.

Ĥ = T̂N + T̂e + V̂NN + V̂ee + V̂Ne (2.3)

In quantum chemistry, the nuclei are generally treated as point charges with mass and the

Born-Oppenheimer approximation (BOA)[77] is applied. The BOA takes advantage of the

much higher nuclear mass compared to the mass of an electron. By the subsequently, much

slower motion of nuclei, the sets of electronic and nuclear coordinates are separated leading to

an electronic and nuclear SE. To solve the electronic SE of Eq. 2.4, the nuclear positions are

7
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kept constant, which corresponds to TN = 0 and VNN =constant. This leads to an electronic

wave function (Ψe) and electronic eigenenergies (Ee), which depend parametrically on R.

ĤeΨe(x;R) = Ee(R)Ψe(x;R) (2.4)

By solving Eq. 2.4 for a series of different R, a potential energy (hyper-)surface can be

constructed, from which e.g., the equilibrium energy or transition states may be determined.

The electronic Hamiltonian (Ĥe) consists of sums over all i to Ne electrons and all A to NN

nuclei with nuclear charge (ZA). In atomic units, it has the following form:

Ĥe = T̂e + V̂ee + V̂Ne

Ĥe = −
Ne
∑

i

1

2
∇2ri +

Ne
∑

i

Ne
∑

j>i

1

|ri − rj |
−
Ne
∑

i

NN
∑

A

ZA
|ri − RA|

(2.5)

Despite the separation of time and nuclear coordinates, Eq. 2.4 is still not analytically solv-

able for multi-electron systems. Consequently, further approximations are necessary. To

simplify the notation of the electronic wave functions, the parametric dependency on nuclear

coordinates is not explicitly stated within the following sections.
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2.1.2 Hartree Fock Method

First, Ψe of Eq. 2.4 may be approximated by separating the total wave function depending

on all electronic coordinates of x1, x2, . . . , xNe into i one-electron wave functions (χi). In the

ansatz of an Hartree product (HP), the approximated total wave function is simply a product

of all χi .

ΨHPe (x1, x2, . . . , xNe) =

Ne
∏

i

χi(xi) (2.6)

The set of χi is chosen to be orthonormal. Following common notation, χ
∗
i is the complex

conjugated function of χi and δi j is the Kronecker delta.

∫ ∞

−∞
dx χ∗i (x) χj(x) = δi j =







1, if i = j

0, if i ̸= j
(2.7)

The HP ansatz would be exact for non-interacting electrons. However, it cannot repro-

duce the fermionic nature of electrons, which requires anti-symmetry upon exchange of two

electrons.

Ψe(x1, x2, . . . , xNe) = −Ψe(x2, x1, . . . , xNe) (2.8)

Consequently, it violates Pauli’s exclusion principle, according to which two electrons bound

within the same system, cannot occupy the same spin orbital.[78] An ansatz, that reproduces

the correct fermionic nature of Eq. 2.8 is a Slater determinant, in which different spin orbitals

are written in each row and different electronic coordinates are written in each column.[79]

ΨSDe (x1, x2, . . . , xNe) =
1√
Ne!

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

χ1(x1) χ1(x2) . . . χ1(xNe)

χ2(x1) χ2(x2) . . . χ2(xNe)
...

...
. . .

...

χNe(x1) χNe(x2) . . . χNe(xNe)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(2.9)

In Dirac bra-ket notation, Eq. 2.9 may be abbreviated as a ket vector just listing the spin

orbitals.

ΨSDe (Ψe) = |χ1χ2 . . . χNe⟩ = |ΨSDe ⟩ (2.10)

Within the Hartree-Fock (HF) method, the χi building the total Ψ
SD
e are obtained by the

variational principle. It says, that for any normalizable, complex, trial wave function, the

respective electronic energy is higher or equal than the exact electronic ground state energy

(E0) belonging to the exact ground state wave function (Ψ0). By this upper bound to the

exact energy, ΨSDe is constructed to minimize E.

⟨ΨSDe | Ĥe |ΨSDe ⟩
⟨ΨSDe |ΨSDe ⟩

= E ≥ E0 =
⟨Ψ0| Ĥe |Ψ0⟩
⟨Ψ0|Ψ0⟩

(2.11)
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Ĥe is rewritten within the HF method from Eq. 2.5 into sums of one (ĥi) and two-electron

(ĝi j) operators.

Ĥe =

Ne
∑

i

ĥi +

Ne
∑

i

Ne
∑

j>i

ĝi j (2.12)

The expectation value of ⟨ĝi j⟩ may be split into a Coulomb (Ji j) and an exchange integral
(Ki j). While the former corresponds to classical Coulomb repulsion, the latter has no classical

interpretation. Rather, Ki j is a result of the permutation within the SD. It only contributes

for electrons of the same spin.

⟨χiχj | ĝi j |χiχj⟩ − ⟨χiχj | ĝi j |χjχi⟩ = Ji j −Ki j (2.13)

Within this approximation, Ĥe is simplified. Instead of using the explicit two-electron operators

onto Ne electrons, Ne effective one-electron Fock operators (f̂i) are applied. The explicit

electron-electron interaction is replaced by the interaction of a single electron with the

averaged, effective potential of the other Ne−1 electrons. Applying f̂i onto the one-electron
spin orbital gives the famous HF equation. The obtained eigenvalue equals the orbital energy

(ϵk).
[80,81]

f̂iχk =



ĥi +

Ne
∑

j

(2Ĵi j − K̂i j)



χk = ϵkχk (2.14)

The total electronic HF energy (EHF) of the Ne electron system is not the mere sum of all

ϵk , but also accounts for the therein double counted electron-electron interactions.

EHF =

Ne
∑

i

ϵi −
1

2

Ne
∑

i

Ne
∑

j

(Ji j −Ki j) (2.15)

The χi may be split into a spatial orbital (ψi) and a spin function (σ). Again, the set of

spatial orbitals is orthonormal, as are the spin functions.

χi(xi) = ψi(ri)σ(ms) (2.16)

By a further approximation, ψi themselves are not used to solve Eq. 2.14. Instead, these are

expanded in a finite set of Nφ basis functions (φv ) with Nφ coefficients (cv i).

ψi(r) =

Nφ
∑

v

cv iφv (r) (2.17)

The ψi may also be referred to as molecular orbitals (MO) and the φv as atomic orbitals (AO),

which are atom-centered hydrogen-like orbitals. This makes Eq. 2.17 the central equation

of the molecular orbitals – linear combination of atomic orbitals (MO-LCAO) ansatz. For
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multi-atomic systems, the AOs are not orthogonal leading to non-vanishing overlap matrix

elements (Svw ).

Svw = ⟨φv |φw ⟩ (2.18)

The respective Fock matrix elements (Fvw ) are obtained from applying f̂i onto the AOs.

Fvw = ⟨φv |f̂i |φw ⟩ (2.19)

All Fvw are combined within the Fock matrix (F). Equally is the atomic orbital coefficient

matrix (C) formed from all cv i . Multiplying these, yields all ϵ times the overlap matrix (S)

of the AOs. This is the famous matrix representation of the Roothaan-Hall equations.[82,83]

FC = ϵSC (2.20)

To solve Eq. 2.20, a self-consistent field (SCF) method is necessary, which involves a set of

guessed initial orbitals i.e. cv i , which are iteratively optimized to yield minimal ϵ via Eq. 2.11.

HF theory uses a single SD (configuration) of all occupied spin orbitals to describe the

ground state of a system. However, some (nearly) degenerate ground states require a multi-

configurational description. Moreover, the interactions of the ground state with higher ex-

cited states also contribute to the exact ground state energy (Eexact). The energy, which

HF neglects is defined as the correlation energy (EC).

EC = Eexact − EHF (2.21)

The so-called post-HF or higher wave function methods address these problems at the price of

higher computational demands. These demands quickly explode, which makes the description

of a large number of electrons expanded within a sufficiently large basis set unfeasible.
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2.1.3 Density Functional Theory

While the post-HF methods treat electron correlation explicitly, some of the correlation

energy is also captured implicitly within density functional theory (DFT). In contrast to the

high computational demand of the post-HF methods, DFT comes as cheap as HF, which

makes it applicable to large systems. In the following, the fundamentals of the DFT method

are addressed.

The electronic wave function of a system depends on four electronic coordinates for each

of the Ne electrons (see Eq. 2.10). Instead of the massively multi-dimensional Ψe, DFT is

based on the one-electron density (ρ), which only depends on the three spatial coordinates.

ρ(r1) = Ne

∫

dσ

∫

dx2 · · ·
∫

dxNeΨ
∗
e(x1, x2, . . . , xNe)Ψe(x1, x2, . . . , xNe) (2.22)

According to the first Hohenberg-Kohn theorem, the one-electron density of the ground state

(ρ0) uniquely defines an external potential (Vext) (plus an arbitrary constant), which uniquely

defines the total electronic Hamiltonian (Ĥe), which in turn defines the ground state energy

(E0) of that system.
[84] As ρ itself is a function of the electronic coordinates, the energy is

a functional of ρ.

ρ0(r)→ Vext[ρ0] + const.→ Ĥe → E0[ρ0] (2.23)

The second Hohenberg-Kohn theorem says, that the variational principle (see Eq. 2.11)

holds. Consequently, no trial electron density may result in an energy below the exact ground

state energy (E0).
[84]

E[ρ] ≥ E0[ρ0] (2.24)

To determine E, also the constant VNN and thus, the nuclear positions are required, which

are obtained from the cusps of the electron density at the nuclei.

E[ρ] = Tee[ρ] + Vee[ρ] + Vext[ρ] + VNN (2.25)

Compared to the total energy Hamiltonian of Eq. 2.3, one finds that VNe is included within

Vext[ρ]. To differentiate the kinetic energy as a functional of the electron density of interact-

ing electrons (Tee) from the kinetic energy as a function of the spatial electron coordinates

of non-interacting electrons within HF theory (Te) of Eq. 2.5, different subscripts are chosen.

The description of the former in terms of ρ is problematic. In fact, the exact functionals

needed to solve Eq. 2.25 are not known. Instead, applied DFT is based on a fictitious system

of non-interacting electrons exposed to an effective local potential (Veff) introduced by Kohn

and Sham (KF).[85] Its electron density (ρS), which is the sum over all KS orbital (ψ
KS)

densities is chosen to reproduce the ground state electron density of the interacting system.
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ρS =

Ne
∑

i

|ψKSi |2 = ρ (2.26)

The kinetic energy operator acting on this ρS (T̂S) within KS-DFT corresponds to the kinetic

energy operator T̂e in HF-theory (see Eq. 2.5). From T̂S and V̂eff, the KS one-electron Fock

operator (f̂ KS) is constructed. Applied onto the KS orbital, this yields the KS orbital energy

(ϵKS). These are the well-known KS equations.

(

−1
2
∇2ri + V̂eff(ri)

)

ψKSi (ri) = f̂
KSψKSi (ri) = ϵ

KS
i ψ

KS
i (ri) (2.27)

Vee of Eq. 2.25 is split into a Coulomb and exchange integral in analogy to Eq. 2.13. The

former can be written as a functional of the electron density.

J[ρ] =

∫

dr1

∫

dr2
ρ(r1)ρ(r2)

r12
(2.28)

This is not the case for K. Instead, it is implicitly treated within the exchange-correlation

energy (EXC), which also holds the difference between the exact and non-interacting kinetic

energy.

EXC[ρ] = Tee[ρ]− TS[ρ] + Vee[ρ]− J[ρ] (2.29)

The overall, KS ground state energy is then:

E[ρ] = TS[ρ] + J[ρ] + Vext[ρ] + EXC[ρ] (2.30)

While Ji j and Ki j cancel each other for i = j in Eq. 2.13, this is not the case in Eq. 2.29 i.e.

Eq. 2.30. This gives rise to the unphysical self-interaction error of an electron with itself.

Moreover, despite the simple form of Eq. 2.29, it is not straightforward to construct these

differences. This led to the creation of dozens of different density functional approximations

(DFAs). These DFAs are ranked according to ”Jacob’s ladder”.[86,87] The simplest DFA, are

methods based on the local density approximation (LDA) built on the homogeneous electron

gas. These are solely functionals (fDFA) of the electron density.

ELDAXC [ρ] =

∫

dr fDFA[ρ] (2.31)

The next rank of DFAs consists of generalized gradient approximations (GGAs). These are

also functionals of the gradient of the electron density.

EGGAXC [ρ] =

∫

dr fDFA[ρ,∇ρ] (2.32)

The GGA by Perdew, Becke and Ernzerhof (PBE)[88] is the most used DFA within the solid
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state community, especially since the Materials Project.[89] However, it also performs well for

molecules,[90] which is why PBE has also been applied within papers A and B.1–B.3. The

third rank of DFAs are meta-GGAs, which are also functionals of the Laplacian of the electron

density. However, more often the fourth rank DFAs are applied when higher accuracy than

ordinary GGAs is desired. These DFAs are hybrid DFT methods, which replace a certain

amount of exchange energy within their EXC by a HF-derived one (E
exact
X ). In contrast to

the actual exchange integral in HF, EexactX is calculated from ψKS. The nature of the DFT

method may be a LDA or GGA. By the addition of EexactX , the self-interaction error is partially

compensated. A commonly used hybrid functional is the PBE-based PBE0.[91]

EPBE0XC =
3

4
EPBEX +

1

4
EexactX + EPBEC (2.33)

Finally, there exists a range separated version of PBE0, which is called HSE according to

its developers Heyd, Scuseria, and Ernzerhof.[92,93] In contrast to PBE0, it only uses EexactX

within a short range (SR).

EHSEXC =
3

4
EPBE,SRX (η) +

1

4
Eexact,SRX (η) + EPBE,LRX (η) + EPBEC (2.34)

The SR is defined by the complementary error function of the screening parameter (η) and

the radial distance to the nucleus (r). The long range (LR) is accordingly described by the

error function.
1

r
=
erfc(ηr)

r
+
erf(ηr)

r
(2.35)

For the limit of η = 0, HSE is identical to PBE0, while for η →∞, it becomes equal to PBE.
The recommended version of HSE06 uses η = 0.11 a−10 with a0 being the Bohr radius.

[93]

The most computationally demanding term within hybrid DFT methods is EexactX , due to the

4-center-2-electron integrals. Given that this term is especially computational demanding

within plane wave setup, HSE06 is considerably faster than PBE0 within periodic calcula-

tions.[93] This work applied HSE06 for band gap references to validate the computational

setup for HoF3 in paper B.1.

In the previous equations, DFT was introduced without regard to the spin function, as the

electron density itself and the energy of the system are independent of the spin. However, to

describe unpaired electrons, the spin function needs to be considered. Within spin unrestricted

DFT, the ψKS occupied with electrons of α-spin are separately SCF-optimized than those

of β-spin (see Eq. 2.7 and 2.16). Summing over the ψKS densities for each spin separately

yields the two spin-separated electron densities (ρσ) with σ = {α, β}. Their difference is
the spin density (ρ∆σ).

ρ∆σ = ρα − ρβ with ρσ =

Ne,σ
∑

i

∣

∣ψKSi (ri)σ(ms)
∣

∣

2
(2.36)
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2.1.4 Dispersion Correction

Van der Waals interactions are non-covalent interactions between two induced or permanent

dipoles or higher multipoles. If both multipoles are induced, this long-range electron corre-

lation is referred to as London dispersion. While for strong covalently bound molecules or

strong ionically bound crystals, these effects are often negligible in magnitude, their impor-

tance grows with the number of atoms considered. Also, weakly adsorbed molecules onto a

surface often demand the treatment of dispersion interactions. Ordinary DFT functionals fail

to describe dispersion as they treat electron correlation by an approximate manner. However,

the energy associated to dispersion may be retrieved easily by empirically-derived dispersion

corrections as those developed by Grimme.[94–96] This work has used the third version of

Grimme’s dispersion correction (D3) with Becke-Johnson damping (BJ)[97] as implemented

within VASP[98] (B.2) or within AMS-BAND (B.3). Within the D3-scheme, the dispersion

energy (ED3) is added as a correction to the KS-derived DFT energy. ED3 is no functional

of ρ, but depending on the interatomic distances (RAB).

EDFT-D3[ρ] = EDFT[ρ] + ED3(RAB) (2.37)

For each atom pair A and B, it is calculated from the dispersion coefficients of sixth (CAB6 )

and eighth (CAB8 ) order, their corresponding scaling factors (s6, s8), and a damping function

(fD) depending on RAB.

ED3(RAB) = −
1

2

NN
∑

A ̸=B

(

s6 C
AB
6

(RAB)
6 +

s8 C
AB
8

(RAB)
8

)

fD(RAB) (2.38)

The CAB6 parameters are obtained from the averaged dipole polarizabilities (α) at imaginary

frequency ω.

CAB6 =
3

π

∫ ∞

0
dω αA(iω)αB(iω) (2.39)

These have been calculated by time-dependent DFT of the respective hydrides at different

coordination numbers (CN) yielding several, CN-dependent αA for each atom A. The CAB8

are derived from the CAB6 . Within D3(BJ), the damping function is set to a constant (fBJ)

and s6 = 1, while s8 is fitted to the repulsive nature of EXC at the short to medium range.

ED3(BJ)(RAB) = −
1

2

NN
∑

A ̸=B

(

CAB6

(RAB)
6 + (fBJ)

6 +
s8 C

AB
8

(RAB)
8 + (fBJ)

8

)

(2.40)

fBJ = Υ1

√

CAB8
CAB6

+Υ2 (2.41)
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Υ1 and Υ2 are global parameters fitted for each DFA. These are the reason, the energies

attributed to dispersion given in paper B.3 as ∆Edisp are functional-dependent.

2.1.5 Hubbard-Type Correction

This section is largely based on the chapter ”The DFT+U: Approaches, Accuracy, and Ap-

plications” by Tolba et al. written for ”Density Functional Calculations - Recent Progresses

of Theory and Application,”[99] to which the interested reader may be forwarded.

Ordinary DFT often fails to describe the correct electronic structures of crystals with strongly

correlating electrons as e.g., from partially filled 3d or 4f-shells. While experimentally, an in-

sulating behavior is measured, DFT predicts the materials to be conducting (see subsection

2.2.1). Such a falsely predicted conductive behavior of strongly correlated anti-ferromagnetic

crystals has been described by Mott. Accordingly, these materials are called Mott insula-

tors.[100] One example is HoF3. Each Ho(III) contributes with a partially filled 4f-shell to the

electronic structure. Calculating the electronic structure on a GGA level incorrectly produces

a single 4f-band at the Fermi level, which results in a conducting character. However, exper-

iments on related compounds suggest that HoF3 is strongly insulating.
[101] When applying

hybrid DFT, the 4f-shell is split in occupied and unoccupied bands with an insulating band

gap (see paper B.1). To avoid the costly exact exchange, the results of the hybrid DFT

calculations may also be approximated by applying a semiempirical on-site Coulomb interac-

tion potential (U). This ansatz is called DFT+U and generally referred to as Hubbard-type

correction, as it is derived from the Hamiltonian of the Hubbard model (ĤHub) describing

electron hopping at nearest neighboring atomic sites. It consists of two terms. The first

term, describing the hopping, relates to a kinetic energy, while the second term describes the

on-site Coulomb interaction energy.[102]

ĤHub = −AHub
∑

⟨i , j⟩, σ

(

ĉ†i ,σĉj,σ + ĉ
†
j,σ ĉi ,σ

)

+ U
∑

i

n̂i ,αn̂i ,β (2.42)

The electrons i and j are located on two neighboring atomic sites. The amplitude of elec-

tron hopping (AHub) is proportional to the bandwidth of the valence band. The hopping is

described by electron creation (ĉ†) and annihilation (ĉ) operators, as well as the number

operator for electrons (n̂) counting the number of α or β-electrons at the same atomic site.

n̂i ,σ = ĉ
†
i ,σĉi ,σ (2.43)

Different approaches exists for the incorporation of the on-site Coulomb interaction into the

overall DFT+U energy (EDFT+U). Within paper B.1 and B.2, the simple and rotationally

invariant approach by Dudarev et al. was applied for HoF3.
[103] Their formalism is built on
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the orbital-dependent method by Anisimov et al.[104] and the rotationally invariant method

by Liechtenstein et al.[105]

The two rotationally invariant methods use the spherical averages of U (Ū) and the screened

Coulomb interaction (J̄). Within the Dudarev approach, however, only the difference of both

is considered as Ueff.

Ueff = Ū − J̄ (2.44)

The overall EDFT+U is then simply obtained by an additive correction term to the unre-

stricted DFT-derived energy as a functional of the two spin-separated electron densities (see

Eq. 2.36).

EDFT+U[ρα, ρβ] = E
DFT[ρα, ρβ] +

Ueff
2

∑

i ,j,σ

Pi j,σPj i ,σ (2.45)

The last term sums over the density matrix elements (Pi j,σ) of the electrons which are affected

by Ueff. It corrects for the double counted Coulomb repulsion given by simple additive scheme.

The band splitting can be increased linearly by Ueff, at least up to an upper limit when the

electronic structure breaks down. Therefore, any DFT+U calculations requires a reference

to set an optimal Ueff value. Band gaps obtained by experiment or higher-level calculations

may pose such references. Within paper B.1, we validated the DFT+U calculations against

experimental crystal structure data and computed HSE06 band gaps.
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2.1.6 Basis Sets and Core Potentials

This section is based on the textbooks ”Introduction to Computational Chemistry” by F.

Jensen[106] and ”Quantentheorie der Moleküle: Eine Einführung” by J. Reinhold.[107] For

more detailed insights, the interested reader may be referred to these textbooks.

In Eq. 2.17 within subsection 2.1.2, the concept of basis sets has been introduced with the

MO-LCAO ansatz, which uses atom-centered hydrogen-like AO. Slater-type orbitals (STOs)

are such a kind of basis set. The STOs are very similar to the actual solution of the

hydrogen atom. Both use the same spherical harmonic functions (Ylml ) depending on the

angular spherical electronic coordinates of polar (θ) and azimuth (υ) angle. The STOs are

labeled according to the principal (n), angular (l), and magnetic (ml) quantum numbers of

the hydrogen-like solutions.

φSTOζnlml (r, θ, υ) = Ω r
(n−1) exp (−ζr) Ylml (θ, υ) (2.46)

Here, Ω is the normalization constant and ζ the exponent. In contrast to the actual hydrogen

AOs, STOs possess a simplified, node-free radial part. Consequently, linear combinations of

STOs are required to describe radial nodes. The electronic structures within paper B.3 were

calculated by STOs with additional numerical atomic orbitals (NAOs) as implemented in

AMS-BAND.[108] These are the numerical solutions of the KS equations (Eq. 2.27) for the

isolated atoms.[109]

Atom-centered basis sets are ranked according to the number of STOs employed per occupied

AO. Within this work, the AMS-BAND-inherent TZ2P basis set was employed. This is a

so-called triple-ζ (TZ) split-valence basis set, in which each valence AO is expanded by

three STOs. Each core AO is expanded in two STOs. Moreover, it is doubly polarized

(2P), meaning that additional STOs of higher l are included as polarization functions. It

is element-dependent, which polarization functions are included. For fluorine or oxygen, for

example, the applied TZ2P basis set adds one further STO of the next higher l = d, as well

as one of the second next higher l = f. On the other hand, only one further STO of the

next higher l = f is added for the metal yttrium.[108]

Instead of expanding all occupied AO in STOs, a certain number of the lowest-lying AOs

is commonly replaced by applying the frozen core approximation. The coefficients of the

frozen core orbitals (FCOs) are not updated during the SCF procedure, in which however,

the STOs are orthogonalized against the FCOs. The FCOs originate from ZORA relativistic

(see section 2.3) all-electron calculations on the isolated atoms applying the same basis

set.[108,109] Most reliable results are obtained, if the valence orbitals are also treated on the

ZORA relativistic level.

Like the actual hydrogen-like AOs, the STOs decay exponentially with r. Consequently, a

large volume needs to be considered giving rise to many possible overlaps with STOs centered
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at atoms far away. Moreover, integrating over this volume is only possible by numerical

methods. Due to these drawbacks, most quantum chemical codes use Gaussian-type orbitals

(GTOs).

φGTOτnlml
(r, θ, υ) = Ω r (2n−2−l) exp

(

−τr2
)

Ylml (θ, υ) (2.47)

The GTOs decay exponentially by r2. This Gaussian form allows an analytical integration,

saving much computational time, especially since the product of two Gaussians is again

a Gaussian. Consequently, also the overlap of two GTOs centered at any atom are easily

solvable. On the other hand, a GTO cannot reproduce the nuclear cusp. Moreover, the decay

badly resembles the shape of the hydrogen-like AO. Thus, instead of a single Gaussian, a

linear combination of several Gaussians is used to form a single contracted GTO (cGTO).

Analogous to the STOs, several of these cGTO are used to expand a single occupied AO.

The GTO-based basis sets are ranked accordingly to the STO-based ones. Within in this

thesis, GTOs were only used for molecular test calculation within the ORCA programme[110]

for paper A. These applied the def2-TZVP basis set developed by the group of Ahlrichs,[111]

also referred to as ”Karlsruhe” basis set. This is again a triple-ζ (TZ) split-valence (V) basis

set, in which each valence AO is expanded in three cGTOs. Within the second generation of

”default” (within the Turbomole programme)[112] basis set family (def2), the core AOs are

expanded in two to three cGTOs depending on the element and basis set level. The number

of additional cGTO of higher (l) as polarization functions (P) also varies. For fluorine or

oxygen, for example, the applied def2-TZVP basis set adds two further cGTOs of the next

higher l = d, as well as one of the second next higher l = f. On the other hand, only one

further cGTO of the same l = d and one of the next higher l = f are added for the metals

of zirconium or hafnium.

Some of our molecular calculations applied the effective core potentials (ECPs) designed for

the def2 basis sets.[113] The ECP were fitted to the valence energies of atoms at multiple

states as determined by relativistic all-electron calculations. The benefits of ECPs are not

only the reduced number of needed cGTOs, just as for the FCOs, they also account for the

relativistic contraction of the AOs, even if the valence orbitals are treated non-relativistically.

Finally, there are non-atom-centered basis functions as plane waves. These are related to

the eigenenergy of the SE for the unconstrained electron in vacuum with a rest mass (me).

E =
ℏ
2

2me
k2 with k = p ℏ−1 (2.48)

The wave vector (k) directly connects to the momentum vector (p) of the electron via the

De Broglie relation.[114] This gives k the unit of reciprocal space. To demonstrate this,

Eq. 2.48 is not given in atomic units. Consequently, plane waves are not depending on the

quantum numbers of the hydrogen atom solutions. Instead, a plane wave solely depends
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on k and the spatial coordinates of the electron. Within a periodic system, each unit cell

(UC) is symmetrically and thus chemically equivalent. According to Bloch’s theorem, the

translation by the UC translation vector (t) of the real-space coordinates r is equal to the

multiplication by the phase factor of k and t. From this follows that within a crystalline

UC, k is quantized by t and thus, the reciprocal lattice vector (G) (see subsection 2.2.1).

Accordingly, the crystalline UC orbital (ψj,k) for the electron band j consists of a plane wave

and a unit cell part. The latter is called the Bloch orbital (φj,k).

ψj,k(r) = e
ikr φj,k(r) (2.49)

As a single plane wave cannot reproduce an AO, nor MO shape, a linear combination of

several plane waves scaled by their respective coefficients (ckj) is necessary to expand the

Bloch orbital in plane waves of all k within k < kmax. analogous to Eq. 2.17.

φj,k(r) =

kmax
∑

k

ckj e
ikr (2.50)

Applying Eq. 2.48, kmax can be converted to an energy. It is the cutoff energy (Ecut) of the

plane waves included within the basis set. This is the only parameter, which determines the

basis set size.

Ecut =
ℏ
2

2me
k2max (2.51)

Again Eq. 2.51 is not given in atomic units. A large Ecut or in other words a large number

of plane waves are needed to reproduce a single orbital with a complex node structure near

the nucleus. On the other hand, these nodes close to the nuclei are not required to describe

the bond situation between atoms. Consequently, much or even most computational time is

spent on information not necessary for most chemical questions. This situation is solved by

introducing a pseudopotential, in analogy to the FCOs or ECPs for the atom-centered basis

sets. However, as plane waves are not originating at the nucleus, but are delocalized, the

implementation of pseudopotentials is more involved. Great success was achieved with the

projector augmented wave (PAW) method developed by Blöchl less then thirty years ago.[115]

This development and its implementation within the VASP code,[98] allowed the triumph of

plane waves as the most efficient and most applied solid state basis set for periodic DFT

calculations.[89,116,117] The same method was also used within paper A, B.1, and B.2.

Formally, the PAW method is an all-electron method as it retains all core electrons.[115] The

nodeless pseudopotential is created for and within each electronic structure calculation for

the all-electron PAW function |Ψ⟩ containing the full nodal structure.[118] The all-electron
wave function created by linear combination of plane waves is called pseudo wave function

|Ψ̃⟩. It is a continuous wave function not reproducing the correct nodal structure. The
desired |Ψ⟩ is constructed from |Ψ̃⟩ and the respective wave functions projected onto all
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single center or nuclei of |Ψ1⟩ and |Ψ̃1⟩.[119,120]

|Ψ⟩ = |Ψ̃⟩+ |Ψ1⟩ − |Ψ̃1⟩ (2.52)

An augmentation sphere is defined around each nucleus, which is chosen large enough to

contain all nodal features. Therefore, outside each augmentation sphere, the plane waves

describe the exact wave function well. Consequently, |Ψ⟩ is taken to be identical to |Ψ̃⟩
within these inter-atomic regions. Inside each augmentation sphere, |Ψ̃⟩ is projected onto a
radial function with a spherical harmonics centered at the respective nucleus. This centers

the delocalized |Ψ̃⟩ to a single site and reproduces the correct nodal structure. The projected
function is |Ψ1⟩. To avoid double counting, the contribution of |Ψ̃⟩ inside the augmentation
spheres |Ψ̃1⟩ is subtracted. As the projections are performed for each nucleus (A), |Ψ1⟩ and
|Ψ̃1⟩ are linear combinations over all partial waves inside the augmentation spheres of |ψA⟩
and |ψ̃A⟩ with the respective projector function (p̃A).

|Ψ1⟩ − |Ψ̃1⟩ =
NN
∑

A

(

|ψA⟩ ⟨p̃A|Ψ̃⟩
)

−
NN
∑

A

(

|ψ̃A⟩ ⟨p̃A|Ψ̃⟩
)

(2.53)
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2.2. Periodic Systems

2.2.1 Atomic and Electronic Structure of Ideal Crystals

This section is based on the textbooks by C. Kittel translated to German ”Einführung in

die Festkörperphysik”[121] and ”Quantentheorie der Festkörper”[122] to which, or to the

English originals ”Introduction to Solid State Physics” and ”Quantum Theory of Solids,”

the interested reader may be forwarded.

Crystals are solids, in which the atoms are arranged in a periodic lattice. The smallest unit

of periodicity is called unit cell (UC). The subset of symmetry-nonequivalent atoms within

the UC form the basis. Within the crystal, any real space vector (RA) pointing to e.g., an

atomic position may be described by a linear combination of the three scaled (xA, yA, zA)

lattice vectors (a).

RA = xA a1 + yA a2 + zA a3 (2.54)

The lattice vectors span the UC (see Fig. 2.1). Thus, for any RA within the UC, it holds that

0 ≤ xa, ya, za ≤ 1. Analogously, with the constraint that xt, yt, zt ∈ Z, the UC translation
vector (t) may be defined, which was already introduced for Bloch’s theorem in Eq. 2.49 in

section 2.1.6.

t = xt a1 + yt a2 + zt a3 (2.55)

Depending on the lattice symmetry given by the number of unequal lattice vector lengths

(|a|) and the angles between them (α, β, γ), the lattices may be differentiated in seven crystal
classes.

Figure 2.1 (a) 2D view along a3 onto the lattice (gray) of hexagonal closed-packed holmium

with lattice vectors a1 and a2 marking the unit cell (blue); (b) with added basis (red) of a

single Ho atom and its respective symmetry copies; (c) 3D view of the unit cell.

Among these, the cubic crystal has the highest symmetry with |a1| = |a2| = |a3| and
α = β = γ = 90◦. Within this thesis, three crystal classes have been calculated. First, the

orthorhombic crystals, these differ from the cubic ones by having three different lattice vector

lengths. Second, hexagonal crystals, these possess two equal lengths |a1| = |a2| ̸= |a3| and
two orthogonal angles α = β = 90◦, together with γ = 120◦. Such a lattice is shown
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in Fig. 2.1 for the hexagonal closed-packed (hcp) crystal of holmium. Thirdly, monoclinic

crystals, in which all three lattice vector lengths are different and two orthogonal angles

remain α = γ = 90◦. The third angle, β is unconstrained. From these seven crystal classes,

different UC types lead to 14 classes of Bravais lattices. The primitive UC may be found for

any crystal class. It is the smallest possible unit, which contains the full symmetry of the

crystal. The UC types differ by the number and arrangement of lattice points within the UC.

The primitive UC possesses no further lattice points than the ones on the corners of the UC.

Because these eight corner lattice points are divided into eights by the lattice, a primitive

UC contains one lattice point. For the orthorhombic crystals, e.g., all four unit cell types of

primitive, body-centered, face-centered or side-centered are possible. However, within this

thesis, all studied crystals show a primitive UC type.

Fig. 2.1 shows the most simple basis of a single atom, in which all other atoms of the crystal

are copies by symmetry relations. In crystals with a complex stoichiometry, the basis can

become much more complicated. Inserting any possible basis at the symmetry-nonequivalent

positions of the 14 Bravais lattices gives rise to 230 space symmetry groups.

Computationally, a periodic lattice fulfilling Eq. 2.55 is modeled by applying periodic boundary

conditions onto the UC. This means, that to any side of the UC, a periodic image of itself

translated by t is adjacent. This simulates an ideal infinite crystal in any direction. This

allows a couple of computational benefits when applying a plane wave basis set introduced

above in subsection 2.1.6.

Within the plane wave context, Bloch’s theorem was already introduced (see Eq. 2.49). It

connects the electronic description in real-space with the description in reciprocal space via

the reciprocal lattice vector (G). The transition from real to reciprocal or Fourier space is done

by a Fourier transformation (FT). According to the De Broglie relation (see Eq. 2.48), the

reciprocal space is also referred to as momentum space. In analogy to the UC translation

vector within real space (see Eq. 2.55), G may be given as a linear combination of the

reciprocal lattice vectors (b) scaled by v1, v2, v3 ∈ Z.

G = v1b1 + v2b2 + v3b3 (2.56)

The real space and reciprocal lattice vectors relate via

bi aj = 2π δi j . (2.57)

Shifting the real space coordinates by the translation vector (t) within the Bloch orbital,

defined in Eq. 2.50 yields:

φj,k(r + t) =

kmax
∑

k

ckj e
ikr eiGt. (2.58)

From Eq. 2.55–2.58 follows, that the Bloch orbital remains invariant upon translation, as
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demanded by the periodicity of the crystal.

eiGt = 1 ⇒ φj,k(r) = φj,k(r + t) (2.59)

Applied onto the atomic structure in real space, the FT yields the Brillouin zone. The

reciprocal counterpart of the UC is the first Brillouin zone (FBZ). It is the smallest subunit

of the periodic reciprocal lattice. The FBZ constrains all possible values of k. Exploiting

the symmetry within the FBZ, the whole reciprocal lattice may be described by even less

atomic positions. The symmetry-nonequivalent subset of the FBZ is the irreducible Brillouin

zone (IBZ). As the size reduction from the full FBZ to the IBZ is system-dependent, the

following will introduce k grids for the whole FBZ. Each FBZ centers at k = (0, 0, 0) named

Γ-point. The shape of the FBZ of e.g, a primitive orthorhombic crystal is also orthorhombic.

Its six faces are located at ±π/ai with ai being the respective real-space lattice vector (see
Eq. 2.55). At the Γ-point, the crystalline UC orbital for band j (ψj,0) equals the sum of

all Bloch orbitals because the multiplied plane wave part vanishes (see Eq. 2.49). Along

the faces of the FBZ, the plane wave part introduced phase shift, also called perturbation

is maximal. The k vectors of maximal perturbation correspond to points of high symmetry

within the reciprocal space. As the FBZ itself, these are determined by the Bravais lattice,

namely the lattice symmetry and unit cell type within real space.

In between the Γ-point and faces of the FBZ, the phase shift varies accordingly. These k

vectors within the FBZ are sampled on a grid. Commonly the Monkhorst-Pack scheme is

employed, which samples a k grid according to Eq. 2.60.[123]

k =

3
∑

i=1

bi N
−1
k,i

(

nk,i + sk,i +
1− Nk,i
2

)

(2.60)

Here, Nk is the number of k grid points along the respective direction in b, nk sets each

respective k point according to nk ∈ {0, 1, . . . , Nk− 1}, and sk are optional shifting parame-
ters, which have not been applied within this thesis. Along each b direction, the produced k

grid is symmetrical to the Γ-point, which is included as a grid point itself for odd Nk. As the

ψj,k depend on k, the grid spacing needs to be chosen small enough to obtain a converged

electronic energy. Apart from the Γ-point, the other points of high symmetry, which are

located at the FBZ faces, are not part of the Monkhorst-Pack k grid. These ψj,k need to be

calculated specifically. At these k vectors of high symmetry, the energies of ψj,k, the band

energies possess their respective maxima and minima. Plotting the band energies against

these k vectors, including the paths of k vectors connecting these, yields the band structure.

Within each of these bands, the energy is a continuous function of k. This contrasts e.g., a

single molecule possessing occupied and unoccupied MOs with discrete energy levels. Within

a chain of N such molecules, N times as many energy levels exist. By attractive and repulsive
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interaction between these MOs, a wide range of energy levels is spanned. Within the set of

occupied MOs, as well as within the set of unoccupied ones, the energy difference between

the distinct energy levels ∆ϵ decreases with N. For N →∞, the differences in energy levels
approach ∆ϵ → 0 forming continuous bands. The energy span within a band is called

electronic dispersion. It is related to the local character of orbitals. Consequently, for e.g.,

Ln(III)-compounds, electronic dispersion is low for the narrow bands formed by the Ln(III)

4f-electrons possessing a high local character.[124–127] A band’s width is not only observable

within the band structure, but even better so within the density of states (DOS), because

it is no longer a function of k. To determine the DOS, the energy range is split into small,

discrete bins of ∆ϵ width. The number of states or energy levels within each bin of energy

ϵ is summed over the whole k space. The obtained sum is the DOS at energy ϵ. Among

the occupied bands, the one with the highest energy is called valence band (VB). The band

with the next higher energy is the conduction band (CB), which is the lowest energy band

among the unoccupied bands. The highest occupied energy level is the Fermi energy (EF).

This corresponds to the maximum of the VB (VBM). The energy difference between VBM

and the minimum of the CB (CBM) is the band gap (Egap). It is a direct Egap, if VBM

and CBM are both located at the same k vector. Otherwise, it is an indirect Egap. The

width of the band gap determines conductivity. Within a metal, EF is located inside a band.

Subsequently, no band gap exists, VB and CB are not separated, and electrons can easily

roam within the CB. A semi-conductor is defined by a small Egap, while an insulator possesses

a large Egap. The definitions separating these two might differ. This thesis uses the definition

of Egap < 4 eV for a semi-conductor.
[128] All geochemical twin fluorides studied within this

thesis are extremely strong insulators with up to measured Egap = 12.5 eV for YF3.
[57]
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2.2.2 Surface Energies and Abundances

A certain plane within a bulk crystal is classified by its Miller indices (hkl) with h, k, l ∈ Z
giving the multiples of the respective real space lattice vectors a1, a2, and a3 (see Eq. 2.55).

The respective normal vectors [hkl ] point perpendicular to the respective plane. All seven

low-lying Miller indices planes of h, k, l ∈ {0, 1} are depicted in Fig. 2.2 for a Pnma-symmetric
crystal with MF3 composition.

Figure 2.2 visualized Miller indices planes within a waimirite-structured crystal (Pnma); the

black box highlights the unit cell with lattice vectors a1, a2 and a3 containing four MF3
formula units; (a) (100) in pink, (010) in blue, and (001) in yellow; (b) (110) in orange,

(101) in purple, (011) in green, and (111) in gray.

Cutting a crystal along one of the Miller indices planes shown in Fig. 2.2 produces a surface

labeled accordingly. Computationally, surfaces may be modeled within a periodic or embedded

cluster framework. Within the latter, a large, layered hemisphere is built, whose outmost layer

consists of thousands of point charges. This model is beneficial, if an accurate wave function-

based method is desired for the core cluster or individual defects are probed.[129,130] The main

disadvantages are, that the construction of the layered hemisphere is quite challenging, as

well as its enormous size, which has to be sufficiently large to avoid influences of the finite

size onto the core region.

Analogous to the periodic bulk, periodic surfaces apply periodic boundary conditions allowing

the use of a plane wave basis set. Since this work aims to study pristine surfaces of highly

insulating crystals, which possess an electronic structure easily described qualitatively by DFT,

the periodical ansatz is the better choice. Within the 3D-periodic framework, a surface is

established by introducing vacuum perpendicular to the surface plane. The vacuum layer has

to be sufficiently thick to exclude artificial interactions of the top surface atoms with the

bottom surface atoms of its periodic copy. Thus, the vector length is converged against the

total energy. Along the two lattice vectors within the surface plane, the surface expands in

2D by periodic boundary conditions. Such a surface model is commonly referred to as slab.
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An example of a symmetric β-HoF3 slab is shown in Fig.2.3. Along the non-periodic direction,

the number of formula unit layers also called the slab thickness has to be sufficiently large

to avoid artificial interactions of the bottom and top surface. Therefore, the slab thickness

has to be converged in surface energy (Esurf). Symmetric slabs possess a central point of

inversion or mirror plane. From this follows that the top and bottom surfaces are symmetry

equivalent. This leads to two advantages. For one, the obtained Esurf is unambiguously linked

to a single atomic surface configuration. Second, no additional dipole moments perpendicular

to the surface plane are built up within the slab. These could prohibit convergence of Esurf

with respect to the slab thickness.

Figure 2.3 symmetric slab example of the waimirite-structured β-HoF3; in-plane with the

modeled (011) surface, the slab extends periodically; perpendicular to the surface, the slab

is 12 HoF3 layers (ca. 25 Å) thick forming a bulk-like middle part and two surfaces at the

bottom / top, which are separated by a vacuum layer of ca. 25 Å.

Commonly, Esurf is calculated from the difference of total energies of the slab (Eslab) and

the bulk unit cell (Ebulk) times the number of unit cells within the slab (Nuc) divided by the

slab surface area (A) of the top and bottom surface.

Ebdsurf =
Eslab − NucEbulk

2A
(2.61)

As this approach uses the bulk unit cell energy, the resulting energy is referred to as bulk-

derived surface energy (Ebdsurf) within this work. For surfaces with substoichiometric fluorine-

content, the numerator of Eq. 2.61 must be extended by the fluorine potential (µF) for each

missing fluorine (NxF).

Ebdsurf =
Eslab − NucEbulk + NxFµF

2A
(2.62)

From the bulk energy per atom of metallic yttrium or holmium, the respective metal potential

(µM) is obtained. Together with Ebulk, the number of metal (NM) and fluorine atoms (NF)
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within the unit cell, µF is determined.

µF =
Ebulk − NMµM

NF
(2.63)

Eq. 2.61 or 2.62 are applied for all β-YF3 slabs. However, as pointed out by Boettger,
[131]

Ebdsurf may fail to converge with respect to Nuc, which can be avoided using slab-derived

energies only.

Esdsurf =
Eslab − Nuc(Eslab − Eslab -1)

2A
(2.64)

These slab-derived surface energy (Esdsurf) use the difference in total energies of the slab and

the next smaller slab (Eslab -1). Consequently, each E
sd
surf needs two adjacent slab thickness.

This requires one more data point within the slab thickness convergence compared to Ebdsurf.

Indeed, linearly diverging Ebdsurf were found for β-HoF3, even though slab thicknesses of up to

Nuc = 7 unit cells corresponding to Ho28F84 were considered. Only the relaxed slabs pos-

sessed diverging Ebdsurf. Unrelaxed slabs had neatly converging E
bd
surf. Thus, we believe that this

divergence was linked to the allowed spin-polarization with PBE+Ud applied on the atomic

relaxation of the whole slab. While also in β-YF3, the whole slab was relaxed, no divergent

Ebdsurf were observed. However, these were performed at the PBE level without Hubbard-type

correction and without allowed spin polarization. On the other hand, Esdsurf converged nicely

for β-HoF3. Therefore, all β-HoF3 surface energies were obtained by Eq. 2.64.

The surface area of a crystal minimizes due to the missing attractive interactions of missing

attractive Coulomb or orbital interactions. There is a variety of (hkl) to built the surface

from. Each surface coming with a number of possible atomic configurations, called surface

terminations. Within an ideal crystal in equilibrium, only the most stable termination of

each (hkl) are present. Between the different (hkl), its a interdependence of stability and

geometry to generate the most stable overall crystal. This interdependence is generally solved

in a Wulff plot analysis. Already in 1901, Wulff discovered that the growth of a crystal along

a direction is proportional to the surface energy corresponding to this normal vector.[132,133]

Within a Wulff plot, a polar diagram is constructed, in which each surface normal vector

possess the length of the respective surface energy. At the end of the normal vector, the

corresponding (hkl) plane is drawn. The intersecting planes form facets, which construct

the Wulff polyhedron. The ratio of each facet area among the whole crystal (%surf) is the

abundance of that (hkl) according to its electronic energy.



29

2.2.3 Adsorption Energies via pEDA with NOCV Extension

An energy decomposition analysis (EDA) scheme uses separate calculations of each of the

reactants A and B, as well as of the relaxed product AB. Each reactant is calculated twice,

with relaxed atomic coordinates and within the atomic structure, it possesses within the

relaxed product. The general scheme of EDA has been developed in the 1970s by Kitaura

and Morokuma,[134,135] as well as Ziegler and Rauk.[136–138] The group of Ziegler also intro-

duced the natural orbitals for chemical valence (NOCV) method as an extension to EDA.[139]

However, these were restricted to molecular systems. The transition to periodic systems cal-

culated with DFT dates less then 10 years back, when the group of Tonner introduced their

periodic energy decomposition analysis (pEDA) and NOCV schemes.[140,141] The following

section is largely based on [140, 141], onto which the interested reader is forwarded for more

details.

An adsorption energy of a molecular adsorbate onto a surface is essentially the binding energy

of two reactants A and B forming the product AB. If this energy is determined from the total

electronic energies at the respective local minima within the potential energy surfaces of the

product (EABAB), as well as of reactants A (E
A
A) and B (E

B
B), it is referred to as bonding energy

(∆Ebond).

∆Ebond = E
AB
AB − EAA − EBB (2.65)

In contrast, the interaction energy (∆Eint) describes the energy gain towards the local minima

product starting from reactants A (EABA ) and B (E
AB
B ), which already possess the same

atomic structures as within the product AB.

∆Eint = E
AB
AB − EABA − EABB (2.66)

Consequently, both adsorption energies differ by the relaxation or preparation of the reactants.

This difference is called preparation energy (∆Eprep).

∆Eint = ∆Ebond − ∆Eprep (2.67)

It is helpful for the understanding of chemical bonds, if ∆Eint is split further into its electronic

subcontributions. From here on, no changes to the atomic structures are considered. All

atomic structures remain as they are within the product AB (see Eq. 2.66). An easy way to

quantify the energy attributed to dispersion interaction (∆Edisp) is to determine ∆Eint with

and without an additive dispersion correction as e.g., D3.[96] This is especially useful, as this

leaves the electron density unchanged (see Eq. 2.37). The remaining electronic term of the

interaction energy (∆Eint(elec)) can be decomposed into its subparts applying EDA.
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∆Eint(elec) = ∆Eint − ∆Edisp (2.68)

The EDA scheme starts from the electron densities of the isolated reactants A (ρABA ) and

B (ρABB ). These are combined in a product ansatz, without optimization. The energetic

difference between the isolated reactants and the non-optimized product of A+B is referred

to as the semi-classical electrostatic energy (∆Eelstat). For most bound systems, ∆Eelstat is

attractive. In a next step, the non-optimized A+B product KS-wave function is normalized

and antisymmetrized to obey the Pauli principle. This involves the orthogonalization of

the reactant KS-orbitals. The corresponding energy is called Pauli energy (∆EPauli). As

the orthogonalization induces constraints on the overall wave function, ∆EPauli is strictly

repulsive. Finally, the normalized, antisymmetrized KF-wave function of the product AB is

SCF optimized yielding the attractive orbital energy (∆Eorb).

∆Eint(elec) = ∆Eelstat + ∆Eorb + ∆EPauli (2.69)

The two attractive contributions of Equation 2.69 together are referred to as attractive

energy (∆Eattr). The ratio of ∆Eorb among ∆Eattr is used as a measure for the covalent

character of a chemical bond.

∆Eattr = ∆Eelstat + ∆Eorb (2.70)

To yield further chemical insights, ∆Eorb may be divided into pairwise NOCV interactions

between both reactants. A deformation density matrix (∆Porb) is formulated from the dif-

ference in electron densities between the normalized and antisymmetrized KF wave function

of the product AB before (ρ0) and after SCF optimization (ρAB). The occupied orthonormal

spin orbitals of each reactant (λi), as well as an additional set of non-occupied ones (λa)

form the basis for the deformation density matrix elements (∆P orbkl ).

∑

k, l

∆P orbkl λkλl = ∆ρorb = ρAB − ρ0 (2.71)

The arithmetic mean of ρAB and ρ
0 is referred to as the transition state density (ρTS).

ρTS =
1

2
(ρAB + ρ

0) (2.72)

Diagonalizing ∆Porb with the coefficient vectors (Ci) as eigenfunctions yields the NOCV

eigenvalues (νi).

∆PorbCi = νiCi (2.73)

Summing over the coefficient matrix elements (Ci j) times the λj , the NOCVs (Ψ
NOCV
i ) are
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obtained.

ΨNOCVi =
∑

j

Ci jλj (2.74)

The νi form pairs of same absolute value but opposite sign corresponding to the respective

reactant’s loss or gain in electron density upon interaction. With the related ΨNOCV±i pair,

single interaction deformation densities (∆ρi) are constructed.

∑

i

∆ρi =
∑

i

νi
(

|ΨNOCVi |2 − |ΨNOCV−i |2
)

= ∆ρorb (2.75)

From ρTS defined in Eq. 2.72, the corresponding KS Fock matrix elements (FTSkl ) are ob-

tained. Multiplied by the respective ∆P orbkl and summed over all matrix elements, the overall

∆Eorb is reproduced.

∆Eorb =
∑

k, l

∆P orbkl F
TS
kl = E[ρAB]− E[ρ0] (2.76)

Instead of summing over all matrix elements, ∆Eorb can also be retrieved from the trace of

the product of ∆Porb and FTS. Via the coefficient matrix (C), these are transformed from a

λi to a Ψ
NOCV
i basis.

∆Eorb = Tr(∆P
orbFTS) = Tr(C†∆PorbCC†FTSC) (2.77)

Each summed ±i pair of the transformed Fock matrix elements (FTSi i ) times the respective
eigenvalue yields a pairwise NOCV interaction orbital energy (∆E iorb).

∑

i

∆E iorb =
∑

i

νi
(

FTSi i − FTS−i−i
)

= Tr(C†∆PorbCC†FTSC) (2.78)

These separated NOCV interactions are a helpful tool to interpret the chemical nature of

adsorptions.
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2.3. Contributions from Special Relativity

Within the very beginning of this whole chapter, the SE was introduced as the most fun-

damental equation of quantum chemistry (see Eq. 2.2). The whole field is rooted on the

non-relativistic picture of constant mass, absolute time, as well as the separability of time and

spatial coordinates. This picture is, however, incomplete and the effects of special relativity

become important for heavy atoms. Considering e.g., systems without electron-electron in-

teraction as hydrogen-like ions, the orbital energies are proportional to the squared nuclear

charge (Z2). By relativity, these are further stabilized proportional to Z4.[8] Considering

Z = 67 or 72 for the elements of holmium or hafnium, the correct electronic structure may

only be described including relativistic effects. Therefore, this section introduces special rel-

ativity, relativistic quantum chemistry, and the approximation applied within this thesis. As

convenient for relativistic quantum chemistry, this section uses Gaussian units, in which only

the dielectric constant in vacuum is dimensionless, while in contrast to atomic units, e.g.,

me, and ℏ are explicitly given.
[142]

Dating back on experiments by Michelson and Morley in 1887,[143] the speed of light was first

suggested to be a constant. Initial explanations by Fitzgerald[144] and Lorentz[145] already

suggested that particles moving at velocities reaching the realm of the speed of light contract

linearly within the direction of motion.[146] One fundamental principle of physics is, that the

laws of physics must be the same within all inertial frames. From this, Einstein concluded

in 1905, that if the speed of light in vacuum (c0) is constant, mass and time must vary

between the inertial frames.[147] From this follows that particles moving at a high relative

velocity possess an increased mass, are subject to a dilated time, and contract linearly in

direction of movement.

In 1928, Dirac successfully combined these laws of special relativity with quantum theory,

forming the basis of relativistic quantum chemistry.[148,149] Within the relativistic picture,

time and the three spatial coordinates are not separable. Instead, they form the Minkowski

space-time vector of xM = (c0t, x, y , z)
T with metric g.[150]

g =













1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1













(2.79)

This requires a representation in a 4D space. These 4D wave functions are referred to as

Dirac spinors (ΦD). The name emphasizes that electronic spin is an inherent feature within

ΦD, while it enters the non-relativistic Φ of the SE (see Eq. 2.2) as the subsequently added

quantum number ms. Accordingly, the relativistic Hamiltonian is a 4 × 4 matrix. However,
it is usually written as a 2 × 2 matrix of the 2 × 2 Pauli spin matrices (σ). For fixed
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nuclear coordinates, the one-electron Dirac-Coulomb Hamiltonian (ĥrel) has the following

form:[151,152]

ĥrel =

(

V̂Ne c0 σ p̂

c0 σ p̂ V̂Ne − 2me c20

)

(2.80)

The attractive nuclear Coulomb potential operator (V̂Ne) has the same form as within the

non-relativistic Hamiltonian (see Eq. 2.5), apart from acting onto 4D space-time. The same

applies for the quantum mechanical momentum operator p̂ = −iℏ∇. Eq. 2.80 includes the
relativistic correction to the kinetic energy originating from the relativistic mass increase of

the electrons. This is the so-called scalar relativistic correction, as it is non-spin-dependent.

Furthermore, it yields the coupling of electronic spin with the angular momentum of the

spatial orbitals known as spin-orbit coupling. The relativistic kinetic energy possesses positive

and negative solutions, which are separated by a large gap of 2mec
2
0 . For non-interacting

electrons, the relativistic kinetic energy (Te,rel) is:

Te,rel = ±
√

−ℏ2∇2c20 +m2ec40 (2.81)

According to the interpretation by Feynman[153] and Stückelberg,[154] the existence of nega-

tive energy states can be explained by an antisymmetry between energy, time, and a particle

(electron) vs. its respective antiparticle (positron). This antisymmetric relations are illus-

trated in Fig. 2.4. The eigenstates of the 4D ΦD contain four components. Two are large

Figure 2.4 scheme visualizing the Feynman-Stückelberg interpretation of the positive and

negative energy solutions of the relativistic kinetic energy (see Eq. 2.81); the positive energy

solutions correspond to an electron (green) moving along the time axis (t), as well as to the

positron (red) moving against t. For the negative energy solutions, the reversed is the case.

for the positive energy solutions (ΦDL ), while the other two are small (Φ
D
S ). According to the

antisymmetry, the same components yield the reversed contributions for the negative energy

solutions.[155]

ΦD =













ΦD1

ΦD2

ΦD3

ΦD4













=

(

ΦDL
ΦDS

)

(2.82)

Within the non-relativistic limit, which corresponds to c0 → ∞, the eigenvalues of ΦDS
vanish.[155] Approximate, relativistic Hamiltonians targeting at the full ΦD are called four-



34 Theory

component Hamiltonians, while those only targeting at the subset of ΦDL are referred to

as two-component Hamiltonians. The latter require to decouple ΦDL , or positive energy

solutions from ΦDS , or negative energy solutions. Therefore, the relativistic kinetic energy

operator is separated from the non-relativistic potential operators (V̂ ) within the one-electron

Fock operator (f̂rel) to obtain a field-free one-electron relativistic Hamiltonian (ĥ
f
rel).

[156]

f̂rel = ĥ
f
rel + V̂ (2.83)

This ansatz assumes, that the 4× 4 matrix of each potential within V̂ is diagonal and that
the entries acting on ΦDL are identical to those acting on Φ

D
S . These requirements are fulfilled

for the potentials within KS-DFT, but not e.g., for the exact exchange integral within HF

theory.[156] The two-component equation is obtained from the Pauli elimination by intro-

ducing an energy-dependent scaling function (Θ), which controls the relativistic correction.

For the non-relativistic limit of Θ = 1, Eq. 2.84 reproduces the non-relativistic SE.[157]

(V − ϵi)ΦDL +
1

2mec
2
0

[

(c0 σ p̂)Θ (c0 σ p̂)
]

ΦDL = 0 (2.84)

Here, V is a sum over all potentials as e.g., VNe and Vee, while ϵi is the i-th orbital energy.

Eq. 2.84 is not yet approximated and reproduces the exact large components. Here, Θ is a

function of the orbital energies and the potentials. As it is only a multiplicative factor onto

ΦDL , it allows an exact separation of spin-dependent and spin-independent contributions.
[157]

Θ(V, ϵi) =
2mec

2
0

2mec
2
0 − V

[

1 +
ϵi

2mec
2
0 − V

]−1

(2.85)

However, instead of solving the computational demanding Eq. 2.84 with Θ of Eq. 2.85, it is

more conveniently solved by a truncated Θk obtained from a regular approximation.
[157]

Θk(V, ϵi) =
2mec

2
0

2mec
2
0 − V

∞
∑

k=0

(

ϵi

V − 2mec20

)k

(2.86)

Truncating Eq. 2.86 after k = 0 eliminates the dependency on the orbital energy. This

corresponds to the zeroth-order regular approximation (ZORA).[158–160]

Θk=0(V ) =
2mec

2
0

2mec
2
0 − V

(2.87)

Already with Θk=0, a significant portion of the relativistic effects close to the nuclei are

included, leading to ΦDL with an excellent description of the valence region.
[157] The variational

ZORA Hamiltonian (ĤZORA), obtained from inserting Eq. 2.87 into Eq. 2.84, may be written

as a sum of scalar relativistic (sr), as well as spin-orbit coupling (SOC) contributions.
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ĤZORA = Ĥ
sr
ZORA + Ĥ

SOC
ZORA = V + p

c20
2c20 − V

p+
c20

(2c20 − V )2
σ · (∇V xp) (2.88)

As ZORA is applied with the KS-DFT method, the potential V includes the DFT-inherent

potentials of J, Vext, and the potential difference Vee − J associated to exchange-correlation
(see Eq. 2.30).[161] Neglecting σ, and thus SOC, Eq. 2.88 reduces to the scalar relativistic

Hamiltonian.[161]

ĤsrZORA = V + p
c20

2c20 − V
p (2.89)

A drawback of the originally proposed ZORA method is that it is not gauge invariant. This

is practically solved by scaling the orbital energies by an expectation value over the molecular

orbitals. For the scalar ZORA approach, the scaled orbital energies (ϵsrs-ZORA) become:
[162]

ϵsri s-ZORA =
ϵsri ZORA

1 +
〈

p
c20

(2c20−V )
2 p
〉

(2.90)

Comparing the effect of relativity onto individual orbitals within the same atom, it is found

that the closer the expectation value of the radial distance ⟨r̂⟩nl to the nucleus, the stronger
the scalar relativistic effect, and the stronger the relativistic contraction of ⟨r̂⟩nl . Due to
the absence of angular nodes, the s-type orbitals possess a non-zero value at the core and

are thus especially affected. Spatial orbitals of l > 0 split according to SOC. To describe

the individual orbital energies of heavy atoms correctly, as e.g., for excitation spectra, it is

vital to include SOC. Onto the overall energy, however, SOC contributes generally about one

magnitude less than the relativistic kinetic energy. Hitherto unaddressed contributions from

quantum electrodynamics and a finite nucleus generally contribute even two magnitudes less

than the relativistic kinetic energy.[8] As a consequence, both effects are only considered for

special cases demanding an extraordinary accuracy.

For calculations predominantly aiming at atomic structures containing heavy atoms and the

corresponding relative stabilities, it is a good first approximation to only include the scalar

relativistic effect. This is especially true, if the valence regions is dominated by s-type orbitals

as e.g., 6s in holmium or hafnium, which are the heavy atoms calculated within this thesis.

As the scalar relativistic effect is strongest for the electrons closest to the core, it is common

to apply ECPs (see subsection 2.1.6), instead of expanding all occupied orbitals in basis

functions. The ECPs have been fitted to reproduce fully relativistic calculations. If FCOs are

used instead, these FCOs need to originate from calculations applying a relativistic method.

A frequently used one is the scaled scalar ZORA, because it hardly increases the compu-

tational costs. Within this work, this method has been used for the all-electron molecular

test calculations in paper A as implemented in ORCA,[110,161] as well as for the periodic

calculations with the respective FCOs in paper B.3 as implemented in AMS-BAND.[108,163]
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2.4. Electronic Structure of Lanthanides

After the general introduction of relativistic effects in section 2.3, this section is meant to

give a deeper insight into the electronic structure of lanthanides (Ln) of lanthanum–lutetium

(La–Lu). On this foundation, it is explained why the electronic structure of holmium (Ho)

was calculated within this thesis without the 4f-shell. A very compact explanation of the

lanthanide contraction and the little participation of the 4f-electrons within chemical bond

are given in the introduction (see chapter 1).

What is particular about the shell structure of lanthanides is that, in contrast to the lighter

atoms, the energetic order differs from the order of increasing ⟨r̂⟩nl .[8] First, the energetic
order is considered. For the series of atomic Ln, the energy levels of the (partially) occupied

4f, 5d, and 6s, as well as the unoccupied 6p are very close and exchange order. This creates

a very complex picture of accessible electronic configurations making a multi-configurational

ansatz necessary.[8,164] To a lesser extent, this is also the case for the singly and doubly

oxidized Ln(I) and Ln(II).[164] While the former is unstable for any Ln, the latter is a stable

oxidation state for Sm, Eu, Tm, and Yb. However, the most stable oxidation state and

the only one, which is observed for the whole Ln-series is the triply oxidized Ln(III). For

completeness sake, it should be noted that Ce, Pr, Nd, Tb, and Dy also occur in a stable

oxidation state of Ln(IV).[8] Within the Ln(III) series, the (partially) occupied 4f-energy levels

are well-separated from the unoccupied 5d and 6s-energy levels.[164] By a vacant 6s-shell, a

possible transition of electron density to the 6p-shell, which is easily accessible from the 6s, is

also avoided.[8] This leaves an unambiguous ground state configuration of [Xe] 4fN4f with N4f

being the number of 4f-electrons according to the Aufbau principle from La(III) with N4f = 0

to Lu(III) with N4f = 14.
[6] Along the Ln(III)-series, the relative energies of the 4f-levels vary

by N4f. The occupied and unoccupied 4f-energy levels form a characteristic double zigzag

curve (see orange and blue lines in Fig. 2.5 a).[101,165] Within Ln(III), starting at Ce(III) with

4f1, each additional 4f-electron/proton pair stabilizes the energy of the 4f-shell. The energy

of the occupied 4f-levels minimizes at Gd(III) with an half-filled 4f7. Naturally, the surplus

eighth 4f8 electron in Tb(III) raises the 4f-level energy considerably. From Tb(III) to Ho(III)

and Tm(III) to Lu(III), each 4f-electron/proton pair stabilizes the 4f-shell again. In great

contrast to these trends, the unoccupied 5d-energy levels remain largely constant with the

Ln(III)-series, but are very sensitive to the chemical environment.[101]

After the discourse on the orbital energies, now, their radial probability densities of Pnl =

r2|Rnl(r)|2 and the expectation values of the radial distance ⟨r̂⟩nl are discussed. Each ad-
ditional proton along the Ln-series decreases ⟨r̂⟩nl and thus, the ionic radii. This is the
well-known lanthanide contraction. The closer the electron density to the positive charge of

the core, the less it is shielded by other electrons and the more it is affected by a charge

increase within the core. From this follows that the 4f-shell contracts stronger along the

Ln-series than the ones of 5d and 6s.[8]
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Figure 2.5 (a) Ln-doped YPO4: empirically-derived band energies (ϵi) of Ln(III) (blue) and

Ln(II) (red) relative to the valence band maximum of the host crystal YPO4 (solid gray

bar); graph taken from Dorenbos;[166] (b) radial probability densities (r2|Rnl(r)|2) vs. radial
distance (r) of atomic Sm(III) calculated at PBE/scalar ZORA/TZ2P; graph taken from Lu

et al.;[167] axis labels of both graphs have been adapted to fit nomenclature used within this

thesis.

Consequently, the 4f-shell of the heavier Ln, as e.g., Ho possesses an even stronger semi-

core-like character than the one within the lighter Ln.[8,167] While this is already true within

the non-relativistic picture, the effect on orbitals with a low n of predominantly s-type, but

also of p-type is so strong, that the scalar relativistic effects discussed in section 2.3 become

non-negligible. Due to the scalar relativistic contraction of their ⟨r̂⟩nl , these shield the nuclear
charge even better. Therefore, the outer orbitals of d and f-type expand, which is also referred

to as indirect relativistic effect.[8] The expanded 4f-shell itself shields the nuclear charge less

efficiently and thus, causes a subsequent expansion of the more outward shells of n = 5, 6.[8]

Within the same atom, ⟨r̂⟩nl is mainly determined by n (see e.g., 4d and 5d in Fig. 2.5 b).
Among orbitals of the same n, ⟨r̂⟩nl increases slightly by l (see e.g., 5s, 5p, and 5d). From
this follows that despite the higher energy of the partially filled 4f-shell, it is less accessible

for bond formation as ⟨r̂⟩4f is closer to the core, than the ones of n = 5, 6. Therefore, even
in Ln(III), the fully occupied 5s and 5p-shells shield the 4f-shell towards the outside. Due

to this radial inaccessibility or local character, the 4f-shell is attributed a core-like or semi-

core-like character.[6,8] Consequently, within a solid crystal, the ligands have little influence

on the energy of the 4f-shell, which are shielded by the other electron density from the ligand

field.[6,7] Thus, the 4f-energy levels split only slightly by the ligand field and generally favoring

a high spin state.[7] However, they are hugely affected by scalar relativistic contraction and

spin-orbit coupling, as well as correlation.[6] While the impacts of the former have already

been discussed, the latter will be briefly addressed in the following. The number of possible

electronic states is enormous for partially filled 4f-shells. For Ho(III) with 4f10, there are
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e.g., 1001 possible electronic states.[6] The energy difference between adjacent spin-orbit-

split levels is, however, very small. This allows a variety of intraconfigurational 4f→4f, as well
as 4f→5d transitions. For the middle Ln, both excitation series even energetically overlap.[6]
The reasons for the extraordinary optical properties of Ln-doped YF3, as introduced within the

introduction (see chapter 1) lie within the ionic bonding nature, while keeping the unpaired

4f-electrons localized at the Ln(III) centers. This creates a large number of 4fN4f states,

which allows a Kondo-like resonance of practically no barrier.[6]

Within the Ln-series, the shells of 4f, 5d, and 6s might be only partially filled. However, due to

their different n, their ⟨r̂⟩nl are quite different and thus, they couple only relatively weakly with
each other.[8] This means that correlation between these partially filled shells is neglectable.

The effects by correlation and those by relativity are often of opposite sign, which gives

rise to a lucky, partial error cancellation with relativity being the dominant effect.[8] While

correlation favors a higher 4f-occupation, relativity destabilizes the 4f-energy levels and thus,

rather favors an occupation of e.g., the 6s-level.[8]

The computational code of VASP used within paper B.1–B.2, offers two PAW potentials for

Ho.[98] The 4f-in-core PAW potential applied for the atomic structures expands nine electrons

in plane waves. This would correspond to a nominal 5p6 6s2 5d1 valence configuration. This

allows chemical bonds to form with the outmost and most reactive 5d and 6s-shells, while

the 5p-shell forms the correct valence for a triply oxidized Ho(III). The fact, that the 5s-

shell, which has a large radial overlap with the 5p-valence shell (see 5s and 5p in Fig. 2.5

b), is only treated within the PAW potential, might be problematic for some cases. It should

be noted that the 4f10 included within the PAW potential possesses the correct N4f for

Ho(III). However, it is incorrect for Ho(0), Ho(I), and Ho(II), which electron configurations

are measured to be [Xe] 6s2 4f11, [Xe] 6s1 4f11, and [Xe] 4f11, respectively.[168] The studied

Ho-species within this work was HoF3, which is very ionic, making the Ho(III)-optimized

4f-in-core potential a valid approximation.

Nonetheless, the 4f-in-valence PAW potential was also tested within paper B.1. It expands

21 electrons explicitly in plane waves corresponding to a nominal valence configuration of

4f10 5s2 5p6 6s2 5d1. This 4f-in-valence PAW potential retains the flexibility of the 4f-shell,

as might be required for the formal Ho(II) centers located at the studied substoichiometric

surfaces. However, in analogy to the radial overlap of 5s and 5p-shells, describing the 4f-

shell without the other shells of n = 4 might lead to an incorrect description of the 4f-shell

(see 4d and 4f in Fig. 2.5 b). However, this 4f-in-valence PAW potential avoids the need of

methods capturing the resulting correlation between these n = 4 shells overlapping with the

4f-shell.[8]
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Abstract: We performed density functional theory (DFT) calculations on binary and ternary oxo/fluoro
crystals of the geochemical twin pair zirconium and hafnium to evaluate and compare their stabilities.
This is the first DFT study on bulk ZrF4 or HfF4, as well as on a hypothetical ZrOF2 or HfOF2 bulk
crystal. For α-MO2, β-MF4 and MOF2, we have found significantly higher cohesive energies for the
respective hafnium species. This suggests a considerable gap in affinity toward fluorine and oxygen
between the twin pair in the solid state. In agreement with experimental findings, this gap is slightly
more pronounced for fluorine. This study is also the first to evaluate the theoretical, endothermic
mono-hydroxylation of the respective fluorides or oxyfluorides to model the difference in affinity
toward fluoride versus hydroxide. For these, we could also find a slight energetic preference for the
hafnium compound.

Keywords: geochemical twins; HFSE; DFT; baddeleyite; fluorozirconate; fluorohafniate; oxofluoride

1. Introduction
1.1. Motivation

In this paper, we investigate the subtle differences between zirconium and hafnium in
the solid state. Both elements form a so-called geochemical twin pair because they behave
almost identically throughout most geochemical processes. This twin behavior is a simple
result of the equivalent charge to radius ratio of the respective ions in their single stable
oxidation state of +IV. Measured in eightfold coordination, as they occur in pure fluorides,
the ionic radii are nearly identical with 0.84 Å for Zr to 0.83 Å for Hf [1]. According to these
small ionic radii, combined with the high charge, both elements belong to the economically
interesting class of high field strength elements (HFSE). Since the past decade, zirconia
(ZrO2) and the analogous hafnia (HfO2) attract a lot of attention due to their ferroelectricity,
which is well reviewed by Park et al. [2]. As fluorides, both elements are widely applied
in optics based on ZBLAN (Zr, Ba, La, Al, Na) fluoride glasses. Depending on the glass
composition, the optical window can reach from deep IR to near UV. As ultra thin fibers,
ZBLAN fluoride glasses are a well-suited successor of silica in photonics, promising a
much larger transmission bandwidth [3,4]. While the main component of these glasses
is typically ZrF4, some specialized ones use the analogous HfF4. Doped with cerium,
the latter shows excellent scintillating properties [5–7]. A small impurity of the respective
other twin element can usually be found in all these Zr/Hf-based materials. The nuclear
industry demands extremely pure, and thus very well separated, Zr/Hf because of their
opposite thermal neutron-adsorption cross sections. Zr is used for materials with minimal
neutron interactions, such as, e.g., for cladding of the nuclear fuel rods. The high absorption
of Hf, on the other hand, makes it an ideal material for nuclear control rods [8].

Due to their twin character, fractionating Hf from Zr is not a trivial task. The behavior
of ions is typically controlled primarily by their charge and radius (CHARAC) in natural
geochemical systems. Therefore, and as a result of their identical charge and nearly identical
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radius, Zr and Hf ions usually do not fractionate from each other in nature and are typically
found in ratios close to their chondritic ratio of 37:1 in most rocks and minerals [9–11].
The rare exceptions to this rule are fluoride-rich hydrothermal veins and fluoride-rich
pegmatitic melts, where much lower Zr:Hf ratios of about 2:1 have been observed [9,12–14].
It has been suggested that the cause for this Hf-enrichment is a slightly higher affinity of
Hf to halogens compared to Zr [9,11,15]. The hafnium to halogen bond is generally a bit
stronger than the respective zirconium to halogen bond (e.g., 240 meV for the diatomic
Zr/Hf fluorides) [16,17]. Computationally, it has has also been shown that the chemical
adsorption of gaseous hydrogen fluoride (HF) onto the HfO2 (111) surface is 150–210 meV
stronger than for ZrO2 [18]. On an industrial scale, the difference in halogen affinity
is exploited to separate Zr/Hf, as the process relies on the isolation of the respective
oxochlorides [8,19]. Another pathway to obtain the highest purities uses the fluorides
(MF4) formed from the oxides in anhydrous HF (aHF) gas according to reaction (1) [20].
Note that this reaction involves oxofluoride intermediates in varying stoichiometry. These
will be further discussed in the following Section 1.2.

MO2
aHF
−−→ MpOqFr

aHF
−−→ MF4 with M = {Zr, Hf} (1)

Furthermore, Hf also shows a higher affinity for fluorine in the liquid phase as suggested
by solubility experiments in aqueous HF (aq. HF) of low concentrations (1–200 mM) [15,21].
Already at these low F-activities, only the di-fluoro HfF2(OH)2 complex is found for Hf,
while Zr forms mono-fluoro ZrF(OH)3, as well as di-fluoro ZrF2(OH)2 compounds. At a
concentration of 1 molal aq. HF and elevated temperatures of 350 ◦C, no difference between
Zr and Hf in principal complex stoichiometry was observed using X-ray spectroscopic
methods, but instead slightly shorter average metal-ligand distances for the Hf complexes
compared to those of Zr [22]. This may also suggest a stronger bond of Hf with fluoride.
While the complex stoichiometry could not be directly observed, previous studies have
shown that electrically neutral difluoro-dihydroxy complexes of Zr and Hf can be expected
under these conditions [21,23].

We aim to contribute further insight on what sets the interaction of Zr/Hf to fluorine
apart from Zr/Hf to oxygen and, therefore, provide a quantum-chemically-based hypoth-
esis on the observed different solubility by solid Zr/HfO2 in aq. HF. This requires, in a
first step, to understand the respective solids. Consequently, this project will first contrast
the known Zr/HfO2 and Zr/HfF4 to compare to the hypothetical, mixed Zr/HfOF2. In a
second step, we broaden our comparison to hydroxylation products of the respective mixed
and pure fluorides. In nature, neither crystalline Zr or Hf hydroxides are known, nor
simple compounds that incorporate any OH-group within the lattice. Therefore, we chose
the mono-hydroxylated unit cells as a crystalline model with low OH concentration.

1.2. Known Crystal Structures

In nature, Zr is usually found as zircon (ZrSiO4) and to a lesser extent as the binary
oxide in baddeleyite (monoclinic α-ZrO2) or zirconia (tetragonal β-ZrO2) structure. Its
less abundant twin element Hf is found as an impurity within these minerals. At ambi-
ent conditions, the oxides crystallize in the baddeleyite-structure (P21/c, SG 14), which is
the stable phase up to (ZrO2) or 2100 ◦C or 11 GPa (HfO2), respectively [24–27]. There
exist many density functional theory (DFT) studies on the phase transitions and other
properties of bulk ZrO2 and HfO2 at the LDA [28–35] and/or GGA [18,30,31,36–43] level
(see Table S1 for a full overview). However, on the corresponding binary fluorides, only
a single computational study was found, which performed the ab initio perturbed ion
method and configuration interaction with single excitations on the crystal clusters [44].
This leaves this study as the first DFT evaluation on fluorozirconate or fluorohafniate.
β-ZrF4 or β-HfF4 are also monoclinic in their low temperature phase (C2/c, SG 15), which
are stable up to 910 ◦C [45–48]. When increasing complexity by forming tertiary com-
pounds as M(IV)-oxofluorides, no computational studies could be found and also the
availability of measured crystal structures decreases significantly for Zr, while none have
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been published for Hf. Two experimental crystal structures with different compositions
can be found for ZrpOqFr: a cubic ReO3-structured ZrO0.67F2.66 (Pm3̄m, SG 221) [49,50]
and an orthorhombic Zr7O8.79F10.21 (Pbam, SG 55) [51]. It should be noted that neither of
them could resolve the O/F positions unambiguously. Furthermore, the off-integer anion
content suggests a considerable number of defects within the crystal structure. Recently,
the Hf-analog with the approximate stoichiometry of Hf7O9F10 has been found [52]. Again,
they found disordered anions. Unfortunately, they could not refine the unit cell param-
eters distinctly, leaving the crystal structure unresolved. Despite their widely unknown
crystal structures, a series of oxofluorides is described as intermediates between the two
binary compounds (see reaction (1)). By XRD, the presence of zirconium oxofluorides in
three further stoichiometries could be detected: Zr3O2F8, ZrO0.33F3.33, ZrO1.3F1.4, but only
one hafnium oxofluoride as Hf2OF6 [20]. Earlier, Hf3O2F8 has also been reported [53].
Unfortunately, no crystal structures are published for any of these intermediates. Not
only the measured, but also the calculated crystal structures, are rare for MpOqFr. Even
the comprehensive database of the Materials Project only provides three Zr and two Hf
species [54]. However, none of them follow a stoichiometry to yield the desired, simple
electronic structure of M(IV), O(−II) and F(−I). Most of them are instead best described as
O2 or O3 molecules enclosed between 2D-sheets of crystalline metal fluorides. Expanding
the scope further to the hydroxides such as, e.g., Zr/Hf(OH)4, the same problem of unstable
crystal structures is encountered. Despite F and OH being isoelectronic, their affinity to
water is very different. Thus, in contrast to the crystalline fluorides, the hydroxides form
gels. Only if carefully prepared from crystalline, tetragonal [ZrOCl2] (P4̄21c, SG 114), its
basic structural unit of double oxygen-bridged zirconium squares may be retained to some
extend. In the formed [Zr4(OH)8(H2O)16]Cl8, the neighboring tetramer units are double
bridged by a pair of hydroxides [55–57]. However, according to the largest inorganic crystal
structure database (ICSD) [58], actual crystalline structures built from the elements Zr,
O, F, and H are exclusively made from ZrFi lattices with crystal water as [ZrF4·(H2O)j]
with j = {1, 3}, or if i = {5, 6} with incorporation of oxonium ions [59–64]. No simple
crystal structures are known that incorporate hydroxides into the lattice. For this study,
we therefore build hypothetical crystalline oxofluorides Zr/HfOF2, as well as hypothetical,
mono-hydroxylated species from these structures, as well as from the stable Zr/HfF4. In
the search for a suitable model crystal structure with resolved O/F positions and integer
stoichiometry for the hypothetical crystalline oxofluoride MIV

p OqFr, we chose monoclinic
TeOF2 (P21, SG 4) [65]. This choice is based on its stoichiometry and positions of the anions,
which precisely describe local metal(IV) environments. In addition, its rather small unit
cell is composed of four formula units with a corresponding unit cell volume per formula
unit and lays exactly in between the narrow 1.6 Å3 gap of ZrF4 and HfF4. We therefore
consider the crystal structure of TeOF2 as the most-fitting approximation to the hypothetical
Zr/HfOF2, despite the remaining lone-pair of Te(IV), which also contributes a 0.25 Å bigger
ionic radius compared to Zr/Hf when measured at sixfold coordination as present in
TeOF2 [1].

2. Computational Details

All periodic density functional theory (DFT) calculations have been performed with
the Vienna Ab Initio Simulation Package (VASP, software version 5.4.4) [66] running on
the supercomputer cluster HLRN in Göttingen, Germany. As the exchange-correlation
functional, the generalized gradient approximation (GGA) by Perdew–Burke–Ernzerhof
(PBE) has been applied [67]. A published, elaborate benchmark with different functionals
(PBE, PBEsol, RPBE, and TPSS) with or without D2 or D3 dispersion correction [68,69]
and/or Hubbard-type correction onto Zr-4d revealed that plain PBE performs well on
the geometrical data of monoclinic ZrO2. It also showed that applying a Hubbard-type
correction onto the conduction band (CB) forming Zr-4d does not improve the results [40].
A detailed discussion on the choice of functional is given in the SI [70–73]. Another
paper on ZrO2 and HfO2 found that the effect of dispersion is also negligible for the
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surface adsorption of two HF molecules when comparing PBE with or without dispersion
correction according to the Tkatchenko–Scheffler scheme [18,74]. Therefore, we did not
apply a dispersion correction for our bulk calculations of the ionic solids. Core electrons
have been treated by the projector-augmented wave (PAW) method [75,76] using the VASP-
inherent potential files O_h, F_h, Zr_sv, Te, and Hf_sv leaving 6, 7, 12, 6, and 12 valence
electrons, respectively. The valence electrons have been described by plane waves to a
kinetic energy cut-off of 773 eV. For electron smearing, Gaussian smearing with a width of
0.2 eV has been used for all ionic solids and molecular calculations. For the pure metals
of Zr and Hf, a convergence test with second-order Methfessel–Paxton smearing with
widths of 0.05–0.15 eV in 0.05 eV steps has been completed. A width of 0.05 eV minimized
the difference between total energy and free energy for both metals. For solids of ZrO2,
HfO2, ZrF4, and HfF4, the k-grid convergence has been tested for Monkhorst–Pack k-grids
of x × x × x with x = {1, 2, 3, 4, 5, 7, 9}. Convergence within 1.5 meV per unit cell in
respect to the finest grid was found at x = 4 for all compounds. This k-grid was then
applied on all ionic solids. The pure metals of Zr and Hf have been tested for k-grids
with x = {1, 2, 3, 4, 5, 7, 9, 15, 17} yielding convergence within 2.5 meV per unit cell at
x = 15 with respect to the finest grid. The molecular calculations of H2, HF, H2O, O2,
and F2 have been set up in a cubic box of 25 Å side length at the Γ-point only to avoid
artificial intermolecular interactions. The structural relaxations of all solids have been
conducted with the conjugate-gradient algorithm in three subsequent steps with increasing
degrees of freedom. At first, only the atomic positions were relaxed. This was followed by
the additional relaxation of the unit cell vectors, while keeping the volume fixed. In the
third step, the positions, unit cell vectors, and unit cell volume were allowed to adapt
simultaneously. The initial start structures for MF4 [45,46], as well as TeOF2 [65], were
taken from the experimental crystal structures discussed above in Section 1.2, while the
MO2 were initiated from the PW91-relaxed structure [41]. The pure metals started from
their respective experimental, hexagonal crystal structure (P63/mmc, SG 194) [77,78]. To aid
convergence, spin polarization was allowed and/or the ionic step width (POTIM) reduced
from its default of 0.5 to 0.1 Å if needed. The accurate precision setting was used for
all calculations. Geometry relaxations were performed with a self-consistent field (SCF)
convergence criteria of 0.01 meV per unit cell and 0.1 meV per unit cell for the difference in
total energy between two ionic steps. Final total energies and Bader charges were generated
with an SCF criteria of 0.001 meV per unit cell. The atom-in-molecule-derived Bader charges
were obtained by the algorithm of the Henkelman group [79–83]. Structures were built
with the Python package pymatgen [84] and visualized in VESTA [85].

3. Results and Discussion
3.1. Oxo/Oxofluoro/Fluoro Crystals of Zr vs. Hf

3.1.1. Crystal Structures

We calculated the crystal structures of the geochemical twin elements Zr/Hf as binary
oxides and fluorides, as well as hypothetical 1:2 oxofluorides. Table 1 shows their relaxed
conventional unit cell parameters with formula units, lattice vector lengths, off-diagonal
angle, and corresponding volumes. For the binary fluorides, there also exists a smaller,
primitive unit cell of only six formula units. Thus, all calculations were conducted on the
symmetry-translated primitive cells.

Table 1 shows good agreement between the relaxed unit cell parameters of the binary
oxides and fluorides and the experimental literature data. The deviation of the unit cell
vector length was less than 0.16 Å or 1.3%. The absolute and relative deviations from the
experiment for all binary compounds are listed in the SI (see Table S4). For ZrO2 and HfO2,
our PBE (cutoff energy of 773 eV) relaxed structures represent the crystal structure even
better than the previously reported PB91 results (cutoff energy of 495 eV), which were
used as input structures [41]. In accordance with their geochemical twin character, ZrO2
and HfO2 share a practically equivalent structure, just as the respective fluorides ZrF4 and
HfF4. The relaxed structures are shown in Figure 1. Within the oxides, all metal centers
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are symmetry equivalent and coordinated by seven oxygen atoms, for which two non-
symmetry equivalent positions exist. The fluorides contain two metal types, each eightfold
coordinated. MF4 contains seven non-symmetry equivalent fluorine positions. Although
MO2 and MF4 show a high similarity between the respective Zr and Hf-species, the Hf
bond lengths are a bit smaller than the respective Zr bonds. The relaxed Hf – O bond lengths
are 2.04–2.23 Å vs. 2.05–2.27 Å for Zr – O. Note that the latter agree perfectly with the
measured bond lengths [86]. Within the fluorides, the bond lengths are generally smaller,
which goes along with a smaller difference between Zr/Hf. While 2.03–2.13 Å are found
for the relaxed Hf – F bonds, the range of bond lengths is increased by only 0.02 Å for Zr – F
with 2.05–2.15 Å. It should be noted that the difference of Zr – F to the experimental bond
lengths of 2.03–2.18 Å is of the same order of magnitude [45] (see Tables S5 and S6 for all
respective bond lengths).

Table 1. Relaxed unit cell parameters vs. experimental (lit. exp.) and calculated literature (lit. PB91)
values. Given are the number of formula units per unit cell (Nf.u.), unit cell vector lengths (a, b, c),
unit cell volume (V), unit cell volume per formula unit (Vf.u.), and the non-orthogonal angle (β); note
that α = γ = 90°.

Compound Nf.u. a (Å) b (Å) c (Å) V (Å3) Vf.u. (Å3) β (°)

ZrO2 4 5.154 5.224 5.332 141.56 35.39 99.55
lit. PB91 [41] 4 5.197 5.279 5.349 144.74 36.18 99.53
lit. exp. [86] 4 5.150 5.212 5.317 140.88 35.22 99.23

HfO2 4 5.105 5.182 5.277 137.64 34.41 99.54
lit. PB91 [41] 4 5.128 5.191 5.297 139.25 34.81 99.71
lit. exp. [87] 4 5.114 5.168 5.290 138.03 34.51 99.21

TeOF2 4 5.212 8.025 5.485 227.81 56.95 96.82
lit. exp. [65] 4 5.307 8.289 5.513 241.09 60.27 96.22

ZrOF2 4 5.305 6.879 5.318 193.88 48.47 92.63
HfOF2 4 5.265 6.982 5.388 197.74 49.44 93.22

ZrF4 12 11.694 9.889 7.660 710.40 59.20 126.68
lit. exp. [45] 12 11.845 9.930 7.730 732.53 61.04 126.32

HfF4 12 11.609 9.816 7.600 694.85 57.90 126.65
lit. exp. [46] 12 11.725 9.869 7.636 713.48 59.46 126.15

To investigate a simple hypothetical mixed oxofluoride, the crystal structure for TeOF2
was taken and the metal centers replaced with Zr and Hf, respectively [65]. The Te-structure
was selected because of its relatively simple, well-suited crystal structure (see discussion in
Section 1.2) and the +IV oxidation state of its metal centers. However, as a p-block element,
Te(IV) is left with a 5s-lone pair that leads to a six-fold coordination in the 1:2 mixed
oxofluoride, while Zr(IV)/Hf(IV) have a formally vacant valence shell and can assume a
higher coordination. Hence, six-fold coordinated Te(IV) has an ionic radius of 0.97 Å, while
a significantly smaller radius can be found for Zr(IV) or Hf(IV) with 0.72 Å or 0.71 Å at
six-fold and 0.78 Å or 0.76 Å at seven-fold coordination, respectively [1]. The missing lone
pair and the overall smaller ionic radii explain that the unit cell of Zr/HfOF2 is significantly
smaller in the b-direction, more densely packed than TeOF2 and with a β-angle closer to
90◦. Yet, the resulting structure retains the same low-symmetry space group (P21, SG 4).
The relaxed MOF2 unit cells are visualized in Figure 2.
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Figure 1. Visualized relaxed structures of ZrO2 (left) and ZrF4 (right). Structures of HfO2 and HfF4

closely resemble the depicted ones in geometry, but with slightly shorter bonds (see Tables S5 and
S6). Atoms are colored according to: Zr in green/teal, O in red, F in gray. The fluoride structure has
two different metal atoms as basis, shown in teal (center A) and green (center B), further explained in
Figure 3 left. Unit cell parameters are given in Table 1.

Figure 2. Relaxed unit cell of TeOF2 with Te in brown (left) and ZrOF2 (right). The HfOF2 structure
looks equivalent to the Zr-species. Unit cell parameters are given in Table 1.

Each Zr/HfOF2 coordination polyhedron has a seven-fold coordinated metal center
of two different types. One center is coordinated to five fluorine and two oxygen atoms,
while the other center is coordinated to four fluorine and three oxygen atoms. As seen
in Figure 2 (right), one fluorine and one oxygen atom form triple-coordinated bridges
that connect the four polyhedra with each other. The unit cell parameters of the input
structure TeOF2 and Zr/HfOF2 are shown in Table 1. When comparing the Vf.u. listed in
Table 1, one finds the binary fluorides to be larger than the binary oxides, in accordance
with the two additional atoms per formula unit. The ternary mixed oxofluorides also
contain one atom less per formula unit than the fluorides. However, when comparing
the experimental Vf.u., one finds the original TeOF2 neatly positioned between HfF4 and
ZrF4. On the other hand, this does not hold for the relaxed TeOF2, which shrinks by 3 Å3.
While the Vf.u. of the relaxed HfF4 and ZrF4 is reduced by less than 2 Å3, both hypothetical
HfOF2 and ZrOF2 structures shrink by as much as 8 Å3 compared to the relaxed parent
Te-structure for reasons discussed above. We found that their relaxed Vf.u. agree very well
with the respective mean of MO2 and MF4. However, for the oxides and fluorides, we find
∆Vf.u.(Hf − Zr) = −1 Å3. We currently have no explanation why the volume of MOF2
does not follow this otherwise observed trend of smaller Hf than Zr compounds. Instead,
HfOF2 is 1 Å3 bigger in Vf.u. than its Zr-counterpart.
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3.1.2. Reaction Energies

To analyze the stability of the metal oxides/fluorides and oxofluorides, the cohesive
energies (∆Ecoh.) listed in Table 2 have been calculated using the electronic energies of the
relaxed structures at 0 K.

Table 2. Calculated PBE bulk solid-state cohesive energies (∆Ecoh.) per formula unit (f.u.) for
formations of different Zr/Hf-species of oxides (I), fluorides (II), and oxofluorides (III). Below,
the literature values [18] for the respective bulk solid-state to gas-phase reactions (s→g) are given.

Solid-State Reactions ∆Ecoh. (eV/f.u.)
Nr. M = Zr M = Hf

(Ia) M(s) + O2(g) −−→ MO2(s) −19.279 −19.545
(Ib) M(s) + 2 H2O(g) −−→ MO2(s) + 2 H2(g) −5.274 −5.540

(IIa) M(s) + 2 F2(g) −−→ MF4(s) −18.439 −18.718
(IIb) M(s) + 4 HF(g) −−→ MF4(s) + 2 H2(g) −7.448 −7.727
(IIc) MO2(s) + 4 HF(g) −−→ MF4(s) + 2 H2O(g) −2.174 −2.188
(IId) MOF2(s) + 2 HF(g) −−→ MF4(s) + H2O(g) −1.283 −1.302

(IIIa) M(s) + H2O(g) + 2 HF(g) −−→ MOF2(s) + 2 H2(g) −6.165 −6.425
(IIIb) MO2(s) + F2(g) −−→ MOF2(s) + 1⁄2 O2(g) +0.616 +0.622
(IIIc) MO2(s) + 2 HF(g) −−→ MOF2(s) + H2O(g) −0.891 −0.885

lit. PBE solid to gas reactions [18]

(IIs→g
c ) MO2(s) + 4 HF(g) −−→ MF4(g) + 2 H2O(g) −1.14 −0.91

(IIIs→g
c ) MO2(s) + 2 HF(g) −−→ MOF2(g) + H2O(g) +2.96 +3.87

A previous computational surface study has shown that the Zr to Hf difference for bulk
reactants of ZrO2 and HfO2 is practically equivalent when comparing the purely electronic
∆Ecoh. or when comparing the zero point energy (ZPE) corrected free energies at 500 K
(∆G500 K) including the volume work, the temperature-dependent enthalpic terms, as well
as translational entropy [18]. The same study also found that for the corresponding (111)
surfaces, a small difference between ∆Ecoh.(Zr−Hf) and ∆G500 K(Zr−Hf) occurs due to the
additional surface entropy. However, even for the surfaces, this difference is one order of
magnitude smaller than ∆Ecoh.(Zr−Hf) itself. Published phonon spectra of ZrO2 and HfO2
show that their ZPE differ by as little as 0–3 meV per formula unit [33]. Measurements and
calculations have shown that the shorter bond distances and thus higher force constants
of Hf – O compared to Zr – O counterbalance the mass increase of the cation [33,88]. No
phonon calculations exists for ZrF4 and HfF4. However, we expect the even stronger mass
increase per single M – F bond to be counterbalanced by the additional anion-dominated
vibrations with shorter interatomic Hf – F than Zr – F distances (see Section S6 in the SI for a
more detailed discussion) [89]. Consequently, we consider the purely electronic quantity of
∆Ecoh. sufficient to evaluate the difference between the respective bulk Zr/Hf-compounds.
The values from Table 2 show that hafnium tends to have a stronger affinity towards
oxygen and fluorine, as all cohesive energies of solid-state reactions I–III are stronger
for the Hf-species than for the corresponding Zr compound. The energetic difference of
∆Ecoh.(Zr−Hf) is 266 meV/f.u. for the binary oxides (see Ia-b). For the binary fluorides, it
is 279 meV/f.u. (see IIa-b), which means that the Zr vs. Hf difference in the fluorides is
by a small amount of 13 meV/f.u. stronger than in oxides. That this value is reproduced
within 1 meV/f.u. when forming from the elements or the binary oxides, indicates that
electronic energies of the pure metals, as well as the ionic binary compounds are described
well enough by the applied computational setup. The hypothetical 1:2 mixed oxofluoride
shows similar-sized ∆Ecoh.(Zr−Hf) of 260 meV/f.u. when formed from the elements
(see IIIa). It should be noted that this Zr vs. Hf difference is not somewhere between
the binary oxide or fluoride. Instead, it is the smallest and 6 meV/f.u. less than for the
oxide. This might correlate with the odd volume trend of MOF2 discussed above. When
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comparing the solid-state reactions IIc and IIIc with the respective published bulk reactant
to molecular gas-phase product reactions IIs→g

c and IIIs→g
c [18], one finds the opposite Zr vs.

Hf trend. In opposition to the aforementioned trend, the formation of molecular HfF4(g) is
about 230 meV/f.u less favored than for the respective ZrF4(g) (see IIs→g

c ). Even more
significant is the deviation in ∆Ecoh.(Zr−Hf) for the formation of molecular HfOF2(g) (see
IIIs→g

c ). Here, the formation of MOF2(g) is by about 910 meV/f.u. more endothermic for
the Hf-species. Accordingly, the stability of Zr and Hf compounds has to be reversed
for the molecular products, for reasons that remain unclear up to now. It seems at hand
that the missing ZPE correction significantly alters the gap between the two elements of
different mass. On the contrary, almost the same values are obtained for the ZPE-corrected
∆G500 K(Zr−Hf) with ca. 240 meV/f.u. (MF4(g)) and 910 meV/f.u. (MOF2(g)), respectively.
It may be speculated whether the higher coordination of the metal center or the ligands
play a further role. To investigate whether this inconsistency between bulk to bulk and bulk
to gas phase reactions is caused by the gas-phase products, we performed test gas-phase
calculations. Mullins et al. calculated their gas-phase ZPE with Turbomole/PBE/def-
TZVPP. We performed ORCA [90]/PBE/def2-TZVP [91] test calculations with the default
effective core potentials [92] or with the ZORA Hamiltonian [93,94] on all electrons. We
find that only in the latter, the correct behavior of smaller Hf – F than Zr – F bond distances
is reproduced (see Table S8 in the SI). As a consequence, we raise the question of whether
a scalar relativistic treatment of HfF4 or HfOF2 is necessary to obtain the right gas-phase
values. However, as this study focuses on the Zr/Hf differences within the crystal phase,
we leave this question open for further studies.

3.2. Mono-Hydroxylated Oxofluoro/Fluoro Crystals of Zr vs. Hf

In the previous subsection, we compared the binary oxides and fluorides, as well as
the mixed oxofluorides of Zr vs. Hf. Now, we expand the comparison to the hydroxyl
group, isoelectronic to fluorine. As the pure hydroxides of Zr and Hf are too hygroscopic
to form crystals, analyzing a theoretical, crystalline M(OH)4 is not meaningful. It is,
however, plausible to consider the hydroxylation as a defect of the stable binary MO2 or
MF4. Within the case of oxides, each oxygen should be replaced by two hydroxyl groups
to remain the metal oxidation state of +IV. This might alter the local crystal structure
considerably. Moreover, since we are focusing on the differences in Zr vs. Hf affinities
toward O vs. F, replacing O by OH is not target-aimed. Therefore, we only consider
the substitution of F by OH. In this case, there is also no issue in generating the mono-
hydroxylated species. In this theoretical substitution reaction (2), a single fluorine of the
unit cell is substituted by a hydroxyl group.

M6F24(s) + H2O(g)
∆EOH−−−→ M6F23OH(s) + HF(g) with M = {Zr, Hf} (2)

Analogously, we also consider the mono-hydroxylation of the mixed oxofluorides according
to reaction (3).

M4O4F8(s) + H2O(g)
∆EOH−−−→ Hf4O4F7OH(s) + HF(g) with M = {Zr, Hf} (3)

3.2.1. Crystal Structures

The respective relaxed unit cell parameters of the mono-hydroxylated products ac-
cording to reaction (2) and (3) are summarized in Table 3. Note that only the most stable
positional isomer product is given. Differences between these isomers are discussed in the
following Section 3.2.2.
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Table 3. Relaxed unit cell parameters for the mono-hydroxylated products. Given are the number
of pseudo-formula units per unit cell when not differentiating between F and OH (“Nf.u.”), unit
cell vectors (a, b, c), unit cell volume (V), unit cell volume per pseudo-formula unit (“Vf.u.”), and the
non-orthogonal angles (β); note that all structures possess P1 symmetry.

Compound “Nf.u.” a (Å) b (Å) c (Å) V (Å3) “Vf.u.” (Å3) α (°) β (°) γ (°)

Zr6F23OH 6 7.649 7.666 7.681 355.54 59.26 117.43 80.48 117.02
Hf6F23OH 6 7.591 7.610 7.626 347.97 58.00 117.41 80.40 117.01

Zr4O4F7OH 4 5.257 5.371 6.830 192.67 48.17 90.49 90.22 92.24
Hf4O4F7OH 4 5.289 5.372 6.830 193.84 48.46 90.23 90.37 92.71

Table 3 also contains the number of pseudo-formula units per unit cell (“Nf.u.”) and the
resulting volume per pseudo-formula unit (“Vf.u.”), which is obtained when not differentiat-
ing between the fluorine atoms and the hydroxyl group. We use these numbers to compare
the volume of the mono-hydroxylated species to the respective crystalline reactants. Com-
pared to the binary fluorides, Vf.u. remains equivalent during mono-hydroxylation for both
M6F23OH (see Table 1). Looking at the oxofluorides, both mono-hydroxylated species
shrink a bit. However, while for Zr4O4F7OH, this is only very marginally the case with
0.3 Å3, it is 1.0 Å3 for Hf4O4F7OH. This may be connected to the unexpected large volume
of HfOF2, being bigger than the respective Zr-species by also 1.0 Å3, while the Hf-species
are otherwise smaller by 1.0 Å3 (MO2) or 1.3 Å3 (MF4).

3.2.2. Reaction Energies and H-Bond Patterns

We use the electronic energy contribution (∆EOH) to reactions (2) and (3) as given in
Table 4 as a measure to quantify the difference in affinity of the geochemical twins between
fluorine and oxygen in the form of a hydroxyl group.

Table 4. Calculated electronic energy contribution (∆EOH) per unit cell (U.C.) for formations of
mono-hydroxylated products according to reactions (2) or (3).

Solid-State Reactions ∆EOH (eV/U.C.)
Nr. M = Zr M = Hf

(2) M6F24(s) + H2O(g) −−→ M6F23OH(s) + HF(g) +0.642 +0.628
(3) M4O4F8(s) + H2O(g) −−→ M4O4F7OH(s) + HF(g) +0.708 +0.649

The binary fluorides possess two non-symmetry-equivalent metal centers, labeled A
and B, which are both coordinated by eight fluorine atoms. Seven non-symmetry-equivalent
fluorine atoms exist (see Figure 3 left). Metal A is coordinated by fluorine positions 1–4,
each twice. Metal B is coordinated by all seven fluorine positions, with only position 7
being doubly coordinated. Each two metal centers are connected via one bridging fluorine
atom. A–B by fluorine 1 and B–B by fluorine 7, while A is not neighbored by another A.
Mono-hydroxylation at any of these non-symmetry equivalent positions was considered.
For positions 1–4 and 7, two starting M – O – H angles were tested.

The most stable conformation for each OH position is listed in Table 5. For both
Zr and Hf, a hydroxylation at position 2 was found to yield the most stable reaction
product. Its structure is visualized in Figure 4. However, the formation of the most
stable mono-hydroxylated product according to reaction (2) was endothermic by about
0.6 eV for both metals. This is in line with the absence of the known crystal structures
of Zr or Hf that actually incorporates OH (see Section 1.2). Nevertheless, already in this
mono-hydroxylation of one out of 24 fluorine atoms, a small difference of 14 meV/U.C. in
∆EOH was found between Zr6F23OH (642 meV/U.C.) and Hf6F23OH (628 meV/U.C.). This
subtle energetic difference corresponds to 160 K. Practically the same energetic difference
of 13 meV/f.u., favoring Hf over Zr, was found for the fluorination of the binary oxide
MO2 to MF4 (see Table 2).
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Figure 3. Visualization of the two distinct coordination polyhedrons A and B found in MF4 (left) and
MOF2 (right). The non-symmetry equivalent fluorine atoms are labeled accordingly.

X-ray spectroscopic experiments at elevated temperatures in 1 molal aq. HF solutions
have shown slightly lower average radial distances between central atom and the ligands
for HfF2(OH)2 · 2 H2O, compared to ZrF2(OH)2 · 2 H2O, in a temperature window between
200 and 300 ◦C [22]. In light of the findings of the present contribution, this difference (e.g.,
1.969 vs. 1.990 Å at 300 ◦C) can be interpreted to be the result of slightly tighter binding of
the F and OH ligands to Hf than to Zr, or higher affinity of Hf for F.

Figure 4. Relaxed unit cell of the most stable Zr6F23OH structure obtained by mono-hydroxylation at
position 2 (left). The Hf6F23OH structure looks equivalent to the Zr species. The unit cell parameters
are given in Table 3. The structural insert (right) shows the typical trifurcated H-bond with a main
component (bold dashes) and two minor components (thin dashes). The structural H-bond data is
listed in Table 5.

It was found in all calculated M6F23OH structures that the hydroxyl group is oriented
toward a polyhedral gap minimizing steric hindrance. Moreover, substitution of a fluorine
atom by a hydroxyl group causes additional interaction between the added hydrogen
and the surrounding fluorides by hydrogen bonding. The geometrical H-bond data is
summarized in Table 5.

In all structures a trifurcated H-bond was observed. This means that one H atom
establishes H-bond interactions to three different [95], yet closely located, F atoms inside a
tetrameric Zr/Hf structure. A visualization of this structural motive is presented in Figure 4
(right). The major component faces the opposite side with a rather broad angle of 143–178◦.
The two minor components are located at the left and right. Their angles are much sharper
with 99–119◦. However, in most isomers, their distances are shorter than for the main
component. We applied the H-bond classification introduced by Jeffrey to distinguish their
main and minor components into strong, moderate, and weak H-bonds [96]. No single
H-bonds may be regarded as strong and only the main component of some positional
isomers classify as moderate H-bonds. All others are considered weak, as they either
have a distance longer than 2.2 Å or an angle sharper than 130◦. These are marked by
parenthesis in Tables 5 and 6. Despite this general, non-solid-state-specific classification,
the published mean O – H· · · F angles within transition metal compounds are 130–160◦ [97].
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This is already much wider than for the respective other halogens. Compared to the mean
O – H· · · F angles, the main H-bond components in Zr/Hf6F23OH already suggest the
presence of rather strong O – H· · · F interactions for a crystalline compound. The lowest-in-
energy structure (with position 2 OH-substituted) also possesses the shortest H-bond length
for the main component with 2.09 Å for Zr or 2.10 Å for Hf, respectively. Additionally,
it is nearly linear with an angle of 178◦ for Zr or 174◦ for Hf. This indicates a correlation
with the overall energy of the structure. It should be noted that this is very close to the
H-bond angle of 176° found within an infinite HF-chain [98,99]. Even though there are
other positional isomers, with likewise wide angles of up to 178° for their major component,
their H· · · F distances are much longer. Consequently, their total energies are also higher.
It may be noted that RO – H does not significantly change within any structure and also
does so only marginally within the mono-hydroxylated oxofluorides of M4O4F7OH (see
Table 6).

Table 5. Position of hydroxylation (OH Pos.), energy difference per unit cell (U.C.) between the
positional isomers with respect to the most stable isomer (∆EPos.), hydroxyl group bond length
(RO – H), H-bond length (RH···F), and angle (∠O – H···F) within the mono-hydroxylated zirconium
fluoride (top) or hafnium fluoride (bottom); H-bonds classified as weak by distance or angle are given
in parenthesis.

Zr6F23OH

OH Pos. ∆EPos. (eV/U.C.) RO – H (Å) RH···F (Å) ∠O – H···F (°)

1 0.168 0.97 (2.53), (2.17), (2.05) (164), (101), (107)
2 0 0.98 2.09, (2.07), (2.11) 178, (104), (107)
3 0.091 0.98 2.11, (2.16), (2.14) 154, (106), (103)
4 0.137 0.98 (2.46), (1.92), (1.86) (176), (112), (110)
5 0.050 0.98 2.17, (2.04), (2.18) 167, (107), (106)
6 0.227 0.98 (2.59), (2.02), (1.84) (169), (110), (116)
7 0.188 0.97 (2.46), (2.04), (1.98) (143), (99), (107)

Hf6F23OH

OH Pos. ∆EPos. (eV/U.C.) RO – H (Å) RH···F (Å) ∠O – H···F (°)

1 0.174 0.97 2.20, (2.01), (2.18) 170, (109), (99)
2 0 0.97 2.10, (2.12), (2.04) 174, (106), (104)
3 0.091 0.97 2.11, (2.15), (2.13) 153, (106), (103)
4 0.156 0.97 (2.44), (1.91), (1.82) (178), (112), (111)
5 0.049 0.98 2.17, (2.04), (2.17) 164, (107), (106)
6 0.273 0.98 (2.38), (2.07), (1.76) (168), (104), (119)
7 0.093 0.97 2.11, (2.12), (2.15) 154, (104), (106)

Just as with the mono-hydroxylated fluorides, all non-symmetry-equivalent positions
were considered (see Figure 3 right). The H-bonds have been analyzed likewise. In contrast
to these, however, no reoccurring H-bond motive within all positional isomers was found.
The positional isomers seem more diverse. What remains is the high similarity between
the Zr and Hf-species. In the mono-hydroxylated oxofluorides, H-bonds can form toward
oxygen or fluorine. As seen in Table 6, all positional isomers form only one moderate
H-bond component. For all but isomer 3, the H-bond formed towards fluorine. The number
of additional weak H-bond components varies between one (isomer 3), two (isomer 1, 4),
and three (isomer 2). We note that the number of H-bond interactions does not seem to
correlate with the energetic order of the positional isomers. Figure 5 (right) shows the
H-bond pattern of the most stable isomer. Its trifurcated H-bond is not clearly separable
into a single main component with two minor components. Despite only one O – H· · · F
bond classifying as moderate, the absolute difference to the other O – H· · · F bond is not as
large as in the mono-hydroxylated fluorides. Moreover, the next-stable isomer 3 is only
24 meV/U.C. less stable, but shows a very different H-bond pattern that only consists of
two O – H· · ·O interactions.
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Table 6. Position of hydroxylation (OH Pos.), energy difference per unit cell (U.C.) between the
positional isomers with respect to the most stable isomer (∆EPos.), hydroxyl group bond length
(RO – H), H-bond length (RH···X), and angle (∠O – H···X) within the mono-hydroxylated zirconium
oxofluoride (top) or hafnium oxofluoride (bottom); H-bonds classified as weak by distance or angle
are given in parenthesis.

Zr4O4F7OH

OH Pos. ∆EPos. (eV/U.C.) RO – H (Å) RH···F (Å) ∠O – H···F (°) RH···O (Å) ∠O – H···O (°)

1 0 0.99 1.82, (2.21) 147.88, (130.59) (2.98) (137.81)
2 0.215 0.98 1.80, (2.29) 147.70, (99.21) (2.20), (2.66) (111.38), (100.00)
3 0.024 1.00 — — 1.72, (2.50) 166.17, (115.74)
4 0.251 0.97 1.90, (2.33) 155.97, (98.93) (2.78) (95.05)

Hf4O4F7OH

OH Pos. ∆EPos. (eV/U.C.) RO – H (Å) RH···F (Å) ∠O – H···F (°) RH···O (Å) ∠O – H···O (°)

1 0 0.99 1.87, (2.37) 147.41, (131.32) (2.91) (140.75)
2 0.248 0.98 1.87, (2.32) 150.33, (96.44) (2.21), (2.61) (112.13), (107.42)
3 0.022 1.00 — — 1.71, (2.56) 165.59, (116.82)
4 0.284 0.97 1.95, (2.28) 162.72, (98.86) (2.46) (91.40)

Figure 5. Relaxed unit cell of the most stable Zr4O4F7OH structure obtained by the mono-
hydroxylation at position 1 (left). The M4O4F7OH structure looks practically equivalent to the
Zr-species. The unit cell parameters are given in Table 3. The structural insert (right) shows the
trifurcated H-bond with three components (dashes). The structural H-bond data is listed in Table 5.

3.3. Partial Charges

To compare the electronic structures, Bader charges were calculated. Within the MO2,
we find −1.3 e for oxygen and 2.6 e for Zr, as well as Hf. In MF4, the metal centers were
slightly more charged by 2.8 e, with −0.7 e for fluorine. This marginally more positive
charge of the metal centers in the fluorides indicates a slightly higher ionic character for
the metal-F-bond compared to the oxides. The situation is similar in the oxofluorides,
but two slightly different charges of −(1.2–1.3) e for oxygen and fluorine −(0.7–0.8) e
were found. The metal centers have a Bader charge of 2.7 e, which is equivalent to the
mean value of metal charges within the pure oxide and fluoride. At this point, we already
compare the mono-hydroxylated species for their partial charges. Within M6F23OH, we
find −1.2 e for oxygen, −0.7 e for fluorine, 0.6 e for hydrogen, and 2.8 e for both Zr and Hf.
For M4O4F7OH, the Bader charges are varying a bit more, however they all range between
−(1.1–1.3) e for oxygen, −(0.7–0.8) e for fluorine, 0.6–0.7 e for hydrogen, and 2.6–2.7 e
for both metals. Consequently, we cannot see differences in the Bader charges between
the geochemical twin pair for any of the calculated crystals. Moreover, the effect of the
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anions onto the metal center is rather subtle with max. 0.2 e. Furthermore, no significant
differences are detectable after mono-hydroxylation; even the hydroxyl oxygen charge
resembles the other oxygen atoms.

4. Conclusions

In this paper, we investigated the subtle differences in the solid state between the geo-
chemical twin elements Zr/Hf as binary oxides and fluorides, as well as the hypothetical
1:2 mixed oxofluorides. We found that the cohesive energies to form any of these three prod-
ucts from the elements is significantly larger for hafnium than for zirconium. Consequently,
within the solid-state, hafnium seems to have a considerably higher affinity for oxygen
as well as for fluorine. However, as shown by the fluorination of the respective oxides,
the affinity gap between the geochemical twins is sightly larger for fluorine. This might
explain the different solubility products of the oxides in diluted aq. HF. In the second part
of this study, we explored the hypothetical, endothermic mono-hydroxylated fluorides and
oxofluorides of both metals. For the mono-hydroxylated fluorides, interesting trifurcated
H-bonds toward three fluorines were found. Although zirconium and hafnium fluorides
prefer the same position for hydroxylation, they do show a small energetic difference, again
slightly favoring the reaction with the hafnium species. On the other side, according to their
Bader charges, no significant difference between Zr/Hf could be found within any of these
compounds. Their partial charges hardly changed, whether they were coordinated with the
oxygen of fluorine. Consequently, the topology of their electron density is hardly affected.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/inorganics10120259/s1, Figure S1: k-grid convergence for ionic
unit cells. Plotted is the difference in total energy per unit cell to the finest grid (∆E0). The convergence
area of ∆E0 ≤ 1.5 meV is visualized by two horizontal lines. Values for n = 1, 2 are not included in
this zoomed-in plot due to their high deviation. Figure S2: k-grid convergence for metallic unit cells.
Plotted is the difference in total energy per unit cell to the finest grid (∆E0). The convergence area
of ∆E0 ≤ 2.5 meV is visualized by two horizontal lines. Values for n = 1, 2 are not included in this
zoomed-in plot due to their high deviation. Figure S3: Second-order Methfessel–Paxton smearing
convergence for different smearing widths (σ) in meV per unit cell. Plotted is the difference of free
energy at 0 K (F) minus the total energy (E0). Figure S4: Bonding situation in a subunit of Zr/HfO2.
The oxygen atoms are labeled in accordance with the bond lengths given in Table S5. Figure S5:
Bonding situation in a subunit of Zr/HfF4. The fluorine atoms are labeled in accordance with the
bond length in Table S6. Table S1: Literature overview on calculated bulk MO2 and MF4 monoclinic
crystals with M = Zr or Hf. For plain wave calculations the cutoff energy is given in eV. The k-grid
is given as kaxkbxkc or if not available in number of irreducible k-points (kirred.). The main aims are
abbreviated as phase transitions (PT), band structure or gap (BS), elastic (EP), and dielectric properties
(DP) or phonon spectra (Ph). Table S2: k-grid converged total energies (E0) in eV for ionic unit cells.
Given are the values for the finest grid, the within 1.5 meV converged grid size, and their difference
(∆E0). The latter is also plotted in Figure S1. Table S3: k-grid converged total energies (E0) in eV
for metallic unit cells. Given are the values for the finest grid, the within 2.5 meV converged grid
size, and their difference (∆E0). The latter is also plotted in Figure S2. Table S4: Relaxed unit cell
parameters versus experimental (lit. exp.) and calculated literature (lit. PB91) values. Given are
the unit cell vector lengths (a, b, c), unit cell volume (V), unit cell volume per formula unit (Vf.u.),
and the non-orthogonal angle (β), each relaxed parameter is also given as absolute difference to the
experimental literature value (∆ exp.) and the deviation from experiment in percentage (∆%¨ exp.);
note that α = γ = 90°. Table S5: Bond lengths between metal center and oxygen atoms (RM – O) in
relaxed ZrO2/HfO2 with the absolute difference in bond length between the two M-species (∆RM – O).

For comparison, also the experimental bond lengths for ZrO2

(

R
exp.
Zr – O

)

[86] are given together with

the absolute difference to the relaxed values
(

∆R
exp.
Zr – O

)

. All values are given in Å. Table S6: Bond
lengths between metal center and fluorine atoms (RM-F) in relaxed ZrF4/HfF4 with the absolute
difference in bond length between the two M-species (∆RM – F). For comparison, also the experimental

bond lengths for ZrF4

(

R
exp.
Zr – F

)

[45] are given together with the absolute difference to the relaxed
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values
(

∆R
exp.
Zr – F

)

. All values are given in Å. Table S7: ZPE energies per formula unit (f.u.) obtained
from the published optical phonon frequencies at the Γ-point calculated with the PBE, LDA, or PW91
functional. Table S8: Comparison of M – F bond length in Å and ZPE in meV per formula unit for
molecular ZrF4 and HfF4 with or without ZORA. References [25,27–48,68–73,77,78,86–94] are cited
in the supplementary materials.
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Table S1. Literature overview on calculated bulk MO2 and MF4 monoclinic crystals with M = Zr or
Hf. For plain wave calculations the cutoff energy is given in eV. The k-grid is given as kaxkbxkc or
if not available in number of irreducible k-points (kirred.). The main aims are abbreviated as phase
transitions (PT), band structure or gap (BS), elastic (EP) and dielectric properties (DP) or phonon
spectra (Ph):

system setup aim
Králik et al.[1] ZrO2 LDA+GW(-/1361 eV/2 kirred. ) BS
Jomard et al. [2] ZrO2 LDA+PW91+PB(VASP/300 eV/4x4x4) PT
Kuwabara et al. [3] ZrO2 PW91(VASP/500 eV/3x3x3) PT
Fadda et al.[4,5] ZrO2 LDA+PBE(ABINIT/1633 eV/4x4x4) EP+DP+Ph

Delarmelina et al.[6] ZrO2
PBE+PBEsol+RPBE+TPSS w/o +U PT+BS+EP+DPw/o D2/D3(VASP/550 eV/5x5x5)

Demkov[7] ZrO2+HfO2 LDA(CASTEP/750 eV/4x4x4) BS
Zhao and Vanderbilt[8,9] ZrO2+HfO2 LDA+PBE(-/340 eV/4x4x4) Ph+DP
Jaffe et al.[10] ZrO2+HfO2 LDA+PW91(VASP/495 eV/9x9x9) PT+BS
Luo et al.[11] ZrO2+HfO2 LDA(VASP/800 eV/8x8x8) PS+Ph
Mullins et al.[12] ZrO2+HfO2 PBE(VASP/550 eV/6x6x6) surface etching
Debernardi and Fanciulli[13] HfO2 LDA(PWSCF/476 eV/4x4x4) PT+Ph

Li et al.[14] HfO2
LDA+8eV Hf-5d +6eV O-2p BS(CASTEP/380 eV/24x24x24)

Li et al.[15] HfO2
LDA+8eV Hf-5d +4.35 eV O-2p BS(CASTEP/380 eV/6x6x6)

Laudadio et al.[16] HfO2 PBE+6eV Hf-5d +4eV O-2p
(QuantumATK/1200 eV/15x15x15)

Low et al.[17] HfO2 PBEsol(ABINIT/2721 eV/6x6x6) PT+Ph
Rivas-Silva et al. [18] ZrF4+HfF4 CIS(Gaussian/STO/cluster) BS

2. Choice of Functional 15

Delarmelina et al.[6] published a very elaborate benchmark on various properties 16

for the three phases of ZrO2 with different functionals (PBE, PBEsol, RPBE and TPSS) 17

with/without D2 or D3 dispersion correction and/or Hubbard-type correction (+U) onto 18

Zr-4d. For the performance onto the atomic structure of monoclinic ZrO2, they found that 19

the relative error versus experiment for each lattice vector varies just from 0.2–0.3% (PBEsol) 20

to 1.2–2.2% (RPBE). For the original PBE, the relative errors are in between with 0.7–1.2%. 21
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Thus, there is little variation between these meta-/GGA functionals onto the very ionic 22

bulk crystal. When comparing the +U correction, the relative lattice vector errors even grow 23

with U. At the highest U = 8 eV, these are 1.7–3.3% (PBEsol+U 8 eV) to 2.9–4.9% (RPBE+U 8 24

eV). By applying D3 on a smaller U of 2 eV, the relative errors are considerably lower again 25

with 0.1–0.6% (PBEsol+U 2 eV + D3) to 1.5–1.6% (RPBE+U 2 eV +D3), but still higher than 26

PBEsol without any addition. It should also be noted that Delarmelina et. al. refer their 27

results to an older experimental value with lattice vectors of a = 5.145 Å, b = 5.207 Å and 28

c = 5.242 Å [19]. When instead referencing to the slightly larger values of a = 5.150 Å, 29

b = 5.212 Å and c = 5.317 Å measured 23 years later by high-resolution neutron powder 30

diffraction [20], the relative errors of their reported PBE (550 eV cutoff/5x5x5 k-grid) are 31

significantly smaller with 0.2–0.8%. Compared to this newer experimental value, their 32

tested 0.1–1.8% (PBEsol+U 2 eV + D3) performs equally in relative errors as simple PBEsol 33

but worse than simple PBE. By using the hard PAW-potential on oxygen, the accurate 34

numerical setting and a larger cutoff, our now reported PBE (773 eV cutoff/4x4x4 k-grid) 35

vectors are even closer with only 0.1–0.3%. Summing up, on geometrical data of monoclinic 36

ZrO2, applying a dispersion correction or +U correction onto the Zr-4d does not improve 37

the results. 38

The reason behind the non-observed enhancement by +U onto the crystal structure 39

lies within the nominal IV oxidation state, which is present in all the studied bulk crystals 40

within this paper. Formally, Zr(IV) possesses the electronic configuration of krypton and 41

Hf(IV) of xenon. Measurements on MO2 have shown, that the Zr(IV)-4d and Hf(IV)-5d 42

form the conduction band (CB) instead of the valence band (VB), which is constructed from 43

the O-2p suggesting that there are no correlated d-electrons to localize by +U [21,22]. For a 44

longer discussion we would also like to refer to a study on HfO2 by Low et al. [17]. 45

We have seen that other authors use LDA+U on MO2 with a big +U of 8 eV on Zr-4d 46

(or 6–8 eV on Hf-5d), in combination with another 4.35 eV (or 4-6 eV for HfO2) on O-2p to 47

obtain better band gap agreement [14–16]. However, for the reasons above, we chose to not 48

apply a large +U onto non-occupied orbitals and to simultaneously apply two empirical 49

+U parameters on a binary compound. 50

Moreover, we do not expect that the Zr-4d and Hf-5d CB significantly mixes into the 51

bonding to oxide or fluoride, as the band gaps of these materials are far in the insulating 52

regime (ZrO2: 5.83 eV [21]; HfO2: 5.86 eV [23]; ZrF4: 9.4 eV [18]; HfF4: 10.3 eV [18]). It is 53

well known, that GGAs generally underestimate band gaps as the electronic structure is 54

too delocalized. However, given the high band gaps of these ionic crystals, there is a large 55

tolerance before the underestimation would severely change the nature of conductivity. As 56

our paper does not discuss band structures, electronic excitations or other optical properties 57

but merely relative stabilities between the bulk solids, we chose the simple GGA approach. 58

3. Convergence of Computational Setup 59

Unless stated differently, the computational details given in the main paper apply. 60

3.1. k-grid Convergence 61

The k-grid has been tested for convergence by single point calculations on the respec- 62

tive experimental crystal structures. All grids are Monkhorst-Pack-type and possess an 63

equal number of k-points in all three dimensions. For the metallic unit cells, the converged 64

smearing width of 0.05 eV has been applied. As the metallic unit cells are just needed for 65

the cohesive energies with elemental reactants (see main paper Table 2), we considered the 66

convergence of ∆E0 ≤ 2.5 meV per unit cell enough and chose to not increase the k-grid 67

further than n = 17. 68
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Figure S1. k-grid convergence for ionic unit cells. Plotted is the difference in total energy in meV
per unit cell to the finest grid (∆E0). The convergence area of ∆E0 ≤ 1.5 meV is visualized by
two horizontal lines. Values for n = 1, 2 are not included in this zoomed-in plot due to their high
deviation.

Table S2. k-grid converged total energies (E0) in eV for ionic unit cells. Given are the values for
the finest grid, the within 1.5 meV converged grid size and their difference (∆E0). The latter is also
plotted in Figure S1:

compound E0 (n = 4) E0 (n = 9) ∆E0

ZrO2 −115.13051 −115.12933 −118 × 10−5

HfO2 −133.12904 −133.12876 −28 × 10−5

ZrF4 −205.28538 −205.28405 −133 × 10−5

HfF4 −232.20100 −232.20218 118 × 10−5
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Figure S2. k-grid convergence for metallic unit cells. Plotted is the difference in total energy in
meV per unit cell to the finest grid (∆E0). The convergence area of ∆E0 ≤ 2.5 meV is visualized by
two horizontal lines. Values for n = 1, 2 are not included in this zoomed-in plot due to their high
deviation.

Table S3. k-grid converged total energies (E0) in eV for metallic unit cells. Given are the values for
the finest grid, the within 2.5 meV converged grid size and their difference (∆E0). The latter is also
plotted in Figure S2:

compound E0 (n = 15) E0 (n = 17) ∆E0

Zr −17.042727 −17.040550 −218 × 10−5

Hf −25.479629 −25.480518 89 × 10−5

3.2. Electronic Smearing Convergence 69

For the two metallic unit cells of Zr and Hf, the second order Methfessel-Paxton 70

smearing has been tested for different smearing widths (σ) by single point calculations 71

on the respective experimental crystal structures applying the converged k-grid of n = 15. 72

The σ-value of 0.05 eV has been selected for both metals as it yields the smallest deviation 73

between total energy (E0) and free energy at 0 K (F), which differ by the electronic entropy. 74

However, for the set of tested values, all give a much smaller deviation than the k-grid 75

convergence error. Therefore, as well as we only need the total energy of the metal unit cell 76

to construct the cohesion energies, we did not sample further σ-values. 77
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Figure S3. Second order Methfessel-Paxton smearing convergence for different smearing widths (σ)
in meV per unit cell. Plotted is the difference of free energy at 0 K (F) minus the total energy (E0).

4. Validation on Known Crystal Structures 78

4.1. Unit Cells of Known Crystals 79

To evaluate the performance of our computational setup on the geometrical parame-
ters, Table S4 gives the calculated and literature unit cell parameters for all experimentally
known crystal structures used within the main paper. It also gives the absolute difference to
the experimental literature value (∆ exp) and the deviation from experiment in percentage
(∆% exp) according to Equation 1.

∆%exp =
|calc − exp|

exp
× 100% =

∆exp
exp

× 100% (1)
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Table S4. Relaxed unit cell parameters versus experimental (lit. exp) and calculated literature (lit.
PB91) values. Given are the unit cell vector lengths (a, b, c), unit cell volume (V), unit cell volume
per formula unit (Vf.u.) and the non-orthogonal angle (β), each relaxed parameter is also given as
absolute difference to the experimental literature value (∆ exp) and the deviation from experiment
in percentage (∆% exp); note, that for monoclinic oxides and fluorides: α = γ = 90°, while for hcp
metals: α = β = 90° and γ = 120°:

Compound a (Å) b (Å) c (Å) V (Å3) β (°)

ZrO2 5.154 5.224 5.332 141.56 99.55
lit. PB91 [10] 5.197 5.279 5.349 144.74 99.53
lit. exp [20] 5.150 5.212 5.317 140.88 99.23
∆ exp 0.004 0.012 0.015 0.68 0.32
∆% exp 0.1 0.2 0.3 0.5 0.3

HfO2 5.105 5.182 5.277 137.64 99.54
lit. PB91 [10] 5.128 5.191 5.297 139.25 99.71
lit. exp [24] 5.114 5.168 5.290 138.03 99.21
∆ exp 0.009 0.014 0.013 0.39 0.33
∆% exp 0.2 0.3 0.2 2.9 0.3

ZrF4 11.694 9.889 7.660 710.40 126.68
lit. exp [25] 11.845 9.930 7.730 732.53 126.32
∆ exp 0.151 0.041 0.070 22.13 0.36
∆% exp 1.3 0.4 0.9 3.0 0.3

HfF4 11.609 9.816 7.600 694.85 126.65
lit. exp [26] 11.725 9.869 7.636 713.48 126.15
∆ exp 0.116 0.053 0.036 18.63 0.50
∆% exp 1.0 0.5 0.5 2.6 0.4

Zr 3.234 3.234 5.168 46.82
lit. exp. [27] 3.242 3.242 5.166 47.03
∆ exp 0.008 0.008 0.002 0.21
∆% exp 0.2 0.2 0.03 0.4

Hf 3.202 3.202 5.056 44.91
lit. exp. [28] 3.198 3.198 5.061 44.83
∆ exp 0.004 0.004 0.005 0.08
∆% exp 0.1 0.1 0.1 0.2

4.2. Bonding Situation in Known Crystals 80

We also tested our computational method on the bond lengths published for the Zr- 81

species. The bonding situation within the oxides is shown in Figure S4. The bond lengths 82

between the metal center and each of the seven oxygen atoms are listed in Table S5. For any 83

of the seven bond lengths, the difference to experiment
(

∆R
exp
Zr – O

)

is only 0.000–0.011 Å. By 84

that, ∆R
exp
Zr – O is one order of magnitude smaller than the difference between the two relaxed 85

geochemical twins ∆RM – O, with one exception. For M – O4, ∆RM – O4 and ∆R
exp
Zr – O4

possess 86

the same order of magnitude. 87
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Figure S4. Bonding situation in a subunit of Zr/HfO2. The oxygen atoms are labeled in accordance
to the bond lengths given in Table S5.

Table S5. Bond lengths between metal center and oxygen atoms (RM – O) in relaxed ZrO2/HfO2 with
the absolute difference in bond length between the two M-species (∆RM – O). For comparison, also

the experimental bond lengths for ZrO2

(

R
exp
Zr – O

)

[20] are given together with the absolute difference

to the relaxed values
(

∆R
exp
Zr – O

)

. All values are given in Å.

bond RZr – O RHf – O ∆RM – O R
exp
Zr – O [20] ∆R

exp
Zr – O

M − O1 2.265 2.228 0.037 2.267 0.002
M − O2 2.070 2.051 0.019 2.063 0.007
M − O3 2.155 2.138 0.017 2.153 0.002
M − O4 2.253 2.236 0.017 2.242 0.011
M − O5 2.052 2.041 0.011 2.052 0.000
M − O6 2.175 2.165 0.010 2.176 0.001
M − O7 2.163 2.137 0.026 2.157 0.006

Figure S5. Bonding situation in a subunit of Zr/HfF4. The fluorine atoms are labeled in accordance
to the bond length in Table S6.

The bonding situation of the fluorides is shown in Figure S6 and listed in Table S6. 88

In contrast to the oxides, the relaxed bond lengths differ stronger to the experimental 89

bond lengths with 0.003–0.049 Å. Thus, ∆R
exp
Zr – F and ∆RM – F are about the same order of 90

magnitude for most bonds. 91
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Table S6. Bond lengths between metal center and fluorine atoms (RM – F) in relaxed ZrF4/HfF4 with
the absolute difference in bond length between the two M-species (∆RM – F). For comparison, also the

experimental bond lengths for ZrF4

(

R
exp
Zr – F

)

[25] are given together with the absolute difference to

the relaxed values
(

∆R
exp
Zr – F

)

. All values are given in Å.

bond RZr – F RHf – F ∆RM – F R
exp
Zr – F [25] ∆R

exp
Zr – F

MA − F1 2.082 2.067 0.015 2.072 0.010
MA − F′

1 2.082 2.067 0.015 2.072 0.010
MA − F2 2.082 2.068 0.014 2.072 0.010
MA − F′

2 2.082 2.068 0.014 2.072 0.010
MA − F3 2.151 2.133 0.018 2.180 0.029
MA − F′

3 2.151 2.133 0.018 2.180 0.029
MA − F4 2.069 2.054 0.015 2.052 0.017
MA − F′

4 2.069 2.054 0.015 2.052 0.017

MB − F1 2.097 2.033 0.064 2.132 0.035
MB − F2 2.110 2.093 0.017 2.159 0.049
MB − F3 2.096 2.083 0.013 2.127 0.031
MB − F4 2.085 2.068 0.017 2.088 0.003
MB − F5 2.126 2.111 0.015 2.148 0.022
MB − F6 2.051 2.035 0.016 2.048 0.003
MB − F7 2.095 2.076 0.019 2.118 0.023
MB − F′

7 2.047 2.083 0.036 2.031 0.016

5. Literature ZPE Energies on MO2 92

Table S7. ZPE energies per formula unit (f.u.) obtained from the published optical phonon frequencies
at the Γ-point calculated with the PBE, LDA or PW91 functional:

ZPE(MO2) in eV/f.u.
M = Zr M = Hf

Zhao and Vanderbilt[8] PBE — 0.190
Luo et al.[11] LDA 0.203 0.206
Kuwabara et al. [3] PW91 0.192 —

Fadda et al.[5] LDA 0.202 —
PBE 0.190 —

6. Discussion on Zr/Hf differences in ∆E vs. ∆G 93

The main focus of our paper is to compare the affinity of Zr(IV) vs. Hf(IV) to form 94

oxide or fluorides. We do not strive to accurately predict the formation energy released 95

under experimental conditions, but rather the relative energy difference between Zr and 96

Hf. For the comparison of the respective Zr(IV) and Hf(IV) reaction in Table 2, only the 97

solid bulk compound changes. The molecular reactants or products remain identical when 98

comparing the same reaction. Within this study, we compare Zr(IV) and Hf(IV) bulk 99

materials. Within the bulk crystals itself, we do expect little temperature and due to their 100

hardness very little pressure dependent contributions. A pressure induced phase transition 101

would only occur at 3 GPa for ZrO2[29] and even 11 GPa for HfO2[30]. Thermally, all 102

studied Zr and Hf oxides and fluorides are stable until at least 910◦C [29,31,32]. Ab initio 103

molecular dynamics calculations on the monoclinic to tetragonal phase transition of HfO2 104

found a linear temperature dependence of ∆G up to 730◦C [17]. This suggests that the 105

anharmonic contributions are only decisive for temperatures beyond. Within their surface 106

etching study, Mullins et al.[12] did calculate their ∆G as: 107

∆G = ∆EDFT + ∆ZPE + ∆W(T)− T∆S + RTln(Q)

The last term of volume work (RTln(Q)) is included, as they considered a variable 108

number of gaseous molecules and thus variable pressures for reactants and products. Most 109
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importantly, they considered a bulk or surface to gas-phase reaction. Q is the quotient of 110

partial pressures of gaseous products divided by gaseous reactants. As entropic contri- 111

butions (∆S), they included the translational entropy of the gaseous molecules, as well 112

as the surface entropy. Both do not play a role when comparing the Zr vs. Hf difference 113

in bulk to bulk reactions. The enthalpic contributions (∆W(T)) and the difference in zero 114

point energy (∆ZPE) have been calculated for the gaseous molecules by the rigid rotator, 115

harmonic oscillator model, as well as for the first layer of surface atoms by a harmonic 116

phonon calculation. They do not clarify, whether they also performed a phonon calculation 117

for the bulk compounds. 118

Table S7 lists all found harmonic phonon DFT calculations by literature. No phonon 119

calculations could be found for the fluorides. The only found measured spectra could only 120

resolve 20 vibrations for ZrF4 but 29 for HfO2, while by symmetry the monoclinic unit cell 121

should have 27 optical phonons [33]. The ZPE of ZrO2 at the LDA-level from Luo et al.[11] 122

and Fadda et al.[5] agree very well, just do the two GGAs PBE and PW91 on ZrO2. One also 123

sees that the ZPE at the PBE-level is identical to at least 1 meV per formula unit between 124

ZrO2 and HfO2 when comparing from two sources. The only source calculating the full 125

phonon spectra of both compounds at the LDA-level of Luo et al.[11] gives a slightly higher 126

ZPE for the heavier HfO2 by 3 meV per formula unit. 127

Harmonic vibrations are proportional to the force constant and anti-proportional to 128

the square root of the reduced mass. Judged by the mass, the vibrational frequencies of 129

HfO2 should be lower than for the much lighter ZrO2. However, the Hf – O bond distances 130

and thus the force constants of HfO2 are significantly stronger. Because the mass difference 131

dominates, the low frequency modes are considerably higher in energy for ZrO2 than for 132

HfO2 as shown by calculations of Luo et al.[11] and measurements by Quintard et al. [34]. 133

Within the high frequency regime of oxygen-dominated vibrations, both found slightly 134

higher frequencies for HfO2 than for ZrO2 due to the stronger force constants. 135

Based on these observations on MO2, we make the following assumptions for the 136

ZPE of MF4. Because of the slightly higher mass of F than O, the reduced masses of a 137

single Hf – F bond grows stronger than the Zr one compared to the oxides. This should 138

decrease the vibrational frequencies and thus lower the ZPE of HfF4 vs. ZrF4. Comparing 139

the ZPE per formula unit of the oxides vs. the fluorides, we expect a considerably higher 140

value for the latter, because the formula unit contains 5 instead of 3 atoms. However, 141

all additional atoms are fluorine and all Hf – F bonds are also shorter and thus expected 142

to have stronger force constant than Zr – F. Consequently, these should add more high 143

frequency vibrations dominated by fluorine. These could make the possible difference 144

between Hf and Zr-species even smaller than the found 0–3 meV per formula unit for the 145

oxides. Summing up, we expect the effect of stronger mass increase per single M – F bond 146

within the fluorides on the one side and more anion-dominated vibrations with shorter 147

interatomic distance Hf – F than Zr – F on the other side to counterbalance as they did in 148

the oxides. 149

6.1. Test Calculations in the Gas-Phase 150

To invest why the bulk to gas-phase reactions reported by Mullins et al. [12] predict the 151

opposite Zr to Hf trend as our bulk to bulk reactions, we performed additional gas-phase 152

calculations. 153

We relaxed tetrahedral ZrF4 and HfF4 in the gas-phase by ORCA 5.0.3[35] at the 154

PBE/def2-TZVP[36] level applying D2 symmetry, a TightSCF and a final DFT grid of 5. 155

When applying the Karlsruhe basis of def or def2, most programs use the corresponding 156

Stuttgart effective core potentials (ECP) per default. For Zr, this default ECP contains 28 157

core electrons, while for Hf, this default ECP is a very large core with 60 electrons [37]. For 158

comparison, we performed the same relaxation as all-electron calculation with additional 159

ZORA [38,39] to account for the scalar relativistic effects. By the analytical Hessian, we 160

obtain the ZPE. The relaxed bond lengths and ZPE are given in Table S8. 161
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Table S8. Comparison of M – F bond length in Å and ZPE in meV per formula unit for molecular
ZrF4 and HfF4 with or without ZORA:

PBE/def2-TZVP PBE/def2-TZVP/ZORA
RM−F ZPE RM−F ZPE

ZrF4 1.103 217.5 1.100 214.3
HfF4 1.104 209.7 1.097 214.3

Table S8 shows that with the default ECP, PBE predicts a too large Hf – F bond distance, 162

which results in a too small ZPE. Note that this is not observed in the solid state calculations, 163

that are giving a smaller Hf – F than Zr – F distance. These test calculations suggest that for 164

the gas-phase, it is vital not to use the default large core on Hf but to include all electrons 165

and treat the scalar relativistic effects more explicitly than by ECP. However, according to 166

their paper, Mullins et al. [12] did not include any relativistic correlation. They also do not 167

state if they used a non-default smaller core on Hf. 168
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First Principle Surface Analysis of YF3 and Isostructural HoF3

Jennifer Anders * , Niklas Limberg , Beate Paulus

Institute for Chemistry and Biochemistry, Freie Universität Berlin, Arnimallee 22, 14195 Berlin, Germany
* Correspondence: jennifer.anders@fu-berlin.de

Abstract: The trifluorides of the two high field strength elements yttrium and holmium are studied by
periodic density functional theory. As a lanthanide, holmium also belongs to the group of rare earth
elements (REE). Due to their equivalent geochemical behavior, both elements form a geochemical
twin pair and consequently, yttrium is generally associated with the REE as REE+Y. Interestingly, it
has been found that DFT/DFT+U describe bulk HoF3 best, when the 4f-electrons are excluded from
the valence region. An extensive surface stability analysis of YF3 (PBE) and HoF3 (PBE+Ud/3 eV/4f-
in-core) using two-dimensional surface models (slabs) is performed. All seven low-lying Miller
indices surfaces are considered with all possible stoichiometric or substoichiometric terminations
with a maximal fluorine-deficit of two. This leads to a scope of 24 terminations per compound. The
resulting Wulff plots consists of seven surfaces with 5–26% abundance for YF3 and six surfaces with
6–34% for HoF3. The stoichiometric (010) surface is dominating in both compounds. However, subtle
differences have been found between these two geochemical twins.

Keywords: geochemical twins; REE; HFSE; waimirite; DFT; DFT+U; Hubbard; surface energy;
Wulff plots

1. Introduction

Yttrium and holmium form a geochemical twin pair. The term emphasizes their
identical geochemical behavior caused by the equal ratio of charge to radius in their
only stable oxidation state +III. According to their small ionic radii of 1.075 Å (Y) and
1.072 Å (Ho) in nine-fold coordination [1] and their high oxidation state, both belong to the
interesting group of high field strength elements (HFSE). As a lanthanide, holmium also
belongs to the rare earth elements (REE). Due to their twin character, yttrium is also often
associated with that group [2–4].

As fluorides, both metals can be used for different specific applications. The wide-
band-gap material YF3 has very good properties for laser applications [5–8]. Doped with
trivalent REE cations, YF3 is also applicable as an optical filter in 157-nm photolitho-
graphy [9]. Another emerging field of application is solid-state fluoride batteries, resulting
from the very high conductivity of fluoride anions [10–14]. HoF3 is interesting for magnetic
high-field applications as, e.g., a contrast agent, due to the very high magnetic moment
of holmium [15,16]. Moreover, YF3 and HoF3 are important precursors for the synthesis
of the respective pure metallic compounds [17,18]. In nature, YF3 is found within the
mineral waimirite-(Y), which contains high concentrations of other REE [8]. Fluoride plays
a significant role in accumulating HFSE and REE within hydrothermal fluids, as these
cations do not form such stable complexes with chloride [2,19–21]. Interestingly, those
fluoride-rich hydrothermal fluids produce ores with a non-chondritic excess of yttrium
over holmium. It is suggested that one underlying reason for the twin separation is their
different affinity to fluorine, which was found in dissolving experiments of YF3 and HoF3 in
diluted hydrofluoric acid [20]. To lay one foundation for future quantum chemical studies
on the different fluorine-affinity of yttrium and holmium, we started with an investigation
of the respective trifluorides and their surfaces.
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In accordance with their twin behavior, solid YF3 and HoF3 occur in the same crystal
structure type of β-YF3 (space group Pnma, fully occupied Wyckoff positions (Y) 4c, (F) 4c,
(F) 8d (Figure 1)) [18,22,23]. This is their only stable phase up to 1343 K (HoF3) or 1350 K
(YF3), which is well beyond the temperature regime of hydrothermal fluids of typically
323–873 K [7,18,24,25]. The ionic radii of the middle and late lanthanides Sm(III)–Lu(III)
differ by only ≤6 pm compared to Y(III) [1]. Consequently, all their trifluorides crystallize
as well in β-YF3 [18,22,23,26–31]. The same low-temperature phase is also found for the
two actinides Bk(III) and Cf(III) [32–34]. Due to the often observed analogy of actinides to
lanthanides, the same crystal structure is assumed for the, so far, experimentally unknown
heavier actinide trifluorides of Es(III)–Lr(III) [35]. Interestingly, the known orthorhombic
low-temperature phase of plutonium trihydride is also reasoned to be an exotic example of
a β-YF3 structure [36]. Outside the f-block, the β-YF3-structure is experimentally known
for bismuth trifluoride [23,37,38] and predicted as an accessible meta-stable phase for the
trichlorides of Y(III) and Bi(III) [38].

Figure 1. The orthorhombic unit cell of β-YF3 with Pnma symmetry. Lattice constants are given
in Table 1. The distorted tricapped trigonal prisms formed by nine fluorides (green) around each
yttrium (cyan) are visualized by transparent, cyan planes.

Table 1. Comparison of the relaxed unit cells to experiment including standard deviation in paren-
theses [22,23]. Given is the absolute difference (∆), as well as the deviation from experiment in
percentage (∆%).

YF3 (PBE) HoF3 (PBE+Ud/3 eV/4f-in-Core)

a (Å) b (Å) c (Å) V (Å3) a (Å) b (Å) c (Å) V (Å3)

calc. 6.3215 6.8059 4.3300 186.29 6.4164 6.8796 4.3440 191.76

exp. [22] 6.353(3) 6.850(3) 4.393(3) 191.2 6.404(3) 6.875(3) 4.379(3) 192.8
∆ 0.032 0.044 0.063 4.9 0.012 0.005 0.035 1.0
∆% 0.5% 0.6% 1.4% 2.6% 0.2% 0.1% 0.8% 0.5%

exp. [23] 6.3537(7) 6.8545(7) 4.3953(5) 191.42
∆ 0.0322 0.0486 0.0653 5.13 —
∆% 0.5% 0.7% 1.5% 2.7%

To the best knowledge of the authors, no first principle surface stability analysis of any
compound within the whole structure type is available in the literature. The only surface
calculation of any compound of β-YF3 structure was published in 2013 by Ye et al. [39] on
two selected surfaces of DyF3 (001) and (101). They only calculated the surfaces matching
their experimentally obtained nano-plates. However, these and other experiments on
this class of compounds clearly demonstrate that the obtained surface structures are very
dependent on the experimental conditions, especially on the utilized nature and geometry
of the substrate, as well as on the solvent and fluoride concentration [14,16,40–45]. The
present work analyzes the inherent quantum chemical stability of all of the seven low Miller
indices (hkl) surfaces, namely (001), (010), (100), (011), (101), (110) and (111). A previous
study on another metal trifluoride, AlF3 revealed stoichiometric or substoichiometric
surfaces with a small fluorine-deficit as the most stable terminations [46]. Additionally,
a substoichiometric fluorine content has also been found for YbF3 thin films made from
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ion assisted deposition [47]. Consequently, this study includes all possible stoichiometric
terminations and those with a small-to-moderate fluorine-deficit of 1–2 fluorine atoms per
surface unit cell. This results in a scope of 24 terminations. The obtained surface energy
results are combined with the geometry of the surface cut by a Wulff analysis to examine
the expected surface abundance [48,49].

2. Methodology
2.1. Computational Details

All calculations were performed in the Vienna Ab Initio Simulation Package (VASP,
version 5.4.4) [50] on the supercomputer cluster HLRN in Berlin and Göttingen, Germany.
using periodic density functional theory (DFT) with a generalised gradient approximation
(GGA). As an exchange–correlation functional, the one of Perdew–Burke–Ernzerhof (PBE)
is applied [51]. The inner shell electrons were described by the projector augmented wave
(PAW) method [52,53]. The outer shell electrons were expanded in plane waves.

For converged YF3 total bulk energies, the VASP potential files F_h (“hard”, 7 electrons)
and Y_sv (11 electrons) were applied together with a 9 × 9 × 9 Monkhorst–Pack grid.
In accordance with the F_h potential file, a kinetic energy cut-off of 772.6 eV was used. For
HoF3, both available Ho potential files Ho_3 (9 electrons, 4f-in-core) and Ho (21 electrons, 4f-
in-valence) were evaluated with respective grid sizes of 7× 7× 7 and 3× 3× 3. On holmium,
the Hubbard-type correction in the simple Dudarev formalism was applied [54]. In a test
series of 1–10 eV in 1 eV steps with Ud (with Ho_3) and Uf (with Ho), PBE+Ud with 3 eV
agreed best with the crystal structure and the presumed electronic structure (Table 1 and
Figures S1 and S2). As an electronic structure reference, bulk HoF3 was also calculated with
the Heyd–Scuseria–Ernzerhof hybrid functional (HSE06) [55].

For electron smearing, tests on several bulk and slabs structures of both trifluorides
were performed, comparing Gaussian smearing with the tetrahedron method with Blöchl
correction [56]. No energy difference within the applied self-consistent field (SCF) conver-
gence criteria could be found. We therefore used Gaussian smearing on our
insulating trifluorides.

Apart from the trifluorides, molecular fluorine, as well as metallic yttrium and
holmium, were also considered. The first was calculated in a cubic box of 25 Å length.
For the latter two, Gaussian smearing could not be applied. A convergence test with
1st and 2nd-order Methfessel–Paxton smearing with widths of 0.05–0.35 eV yielded 2nd-
order Methfessel–Paxton smearing with a width of 0.10 eV (Y) or 0.15 eV (Ho) as the best
combination to minimize the difference between total energy and free energy.

Each bulk structure started from the respective, experimental crystal structure (YF3[23],
HoF3 [22], Y [57], Ho [58]) and was fully relaxed in atomic positions, lattice constants and
volume. The accurate precision setting was applied. As convergence criteria, 0.01 meV
per unit cell was used for SCF total energies and 0.1 meV per unit cell for the difference
in total energy between two ionic steps. Final total energies, density of states (DOS) and
Bader charges were performed with an SCF criteria of 0.001 meV. All DOS plots and Bader
charges, as well as all HoF3 data, were calculated with allowed spin polarization. To aid
SCF convergence, an additional support grid (.ADDGRID.) and/or a reduced minimal
mixing parameter for Kerker’s initial approximation [59] (AMIN) of <0.01 were applied on
most slabs.

Symmetric slabs were built from the relaxed bulk structure with the Python package
pymatgen [60,61]. The vacuum height perpendicular to the surface was tested for one stoi-
chiometric termination of YF3 (001). The converged value of 25 Å was applied for all slabs.
For slab calculations, only one k-point was used perpendicular to the surface. For the other
two directions, we applied the same k-point grid size as in bulk. The complete slabs were
relaxed in atomic positions.

DOS plots and band structures were generated with pymatgen. Wulff plots were
constructed with the WulffPack Python package [62]. Atomic structures were visualized in
VESTA [63].
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2.2. Choice of Electronic Structure Method

The effect of dispersion was tested by applying Grimme’s dispersion correction with
Becke–Johnson damping (D3(BJ)) [64]. From PBE to PBE+D3(BJ), the lattice constants
changed only by 1.9–4.5 pm or 0.3–1.0% during the full optimization of atomic positions,
lattice constants and volume of YF3. Due to this small deviation, we neglected dispersion
correction for our highly ionic systems.

For HoF3, a test series was performed to decide whether to treat the 4f-electrons
inside the core or at the valence level. Hubbard-type Coulomb parameters of 1–10 eV were
scanned for the 4f-in-core with Ud acting on Ho-d orbitals, as well as for 4f-in-valence with
Uf acting on Ho-f orbitals. It should be noted that the Ho-5d orbitals mainly constituted
the broad conduction band in both approaches. Yet, they also hybridized in the valence
band mainly constructed by F-2p (Figure S3). The PBE+U benchmark plots for unit cell
parameters and band gaps are given in the SI with further discussion (Figures S1 and S2).
All HoF3 (PBE+Ud/4f-in-core) band structures resembled the YF3 (PBE) one and produced
comparable F-2p to Ho-5d or Y-4d charge transfer band gaps of 7–8 eV (Figure S3). By
adding exact exchange via HSE06/4f-in-core, these bands were further separated to 11 eV.
Whereas, HSE06/4f-in-valence predicted an Ho-4f to Ho-4f transition of 8 eV. In contrast,
PBE/4f-in-valence was not able to separate the partially filled 4f10 into un-/occupied bands.
Instead, it placed the Fermi-level (EF) inside the 4f band, predicting a pseudo-metal. When
introducing the additional Coulomb potential of 1–10 eV onto the 4f in PBE+Uf, this 4f–4f
gap was tuneable from 1 eV to a maximum of 6 eV. At Uf ≥ 5 eV, the nature of the band
gap changed to a charge transfer of F-2p to Ho-4f. Unfortunately, no measured band gap
exists in the literature for HoF3. Therefore, it was not possible to pin-point the true band
gap, nor to evaluate the correct nature of that transition. Nevertheless, based on a purely
empirical model derived from other lanthanide compounds, HoF3 is expected to have a
band gap of ca. 9 eV [65]. This empirically estimated band gap, as well as the calculated
HSE06 reference, were best reproduced without including the 4f-electrons explicitly.

Another quantity upon which to judge the applied electronic structure method was the
Bader charges obtained by applying the atoms in molecules (AIM) population analysis [66–70].
For both bulk materials of YF3 and HoF3, all tested methods predicted a metal charge of 2.2–2.4 e
and fluorine charge of −(0.7–0.8) e. The Bader charges of all applied methods with 4f-in-core
or valence agreed well with each other and thus suggested that including 4f explicitly was not
necessary for HoF3.

Furthermore, all methods used with 4f-in-valence predicted a high-spin bulk unit
cell with all four holmium aligned resulting in an electronic magnetic moment of 16 µB.
This ferromagnetic result was obtained even when starting from anti-ferromagnetic spin
arrangements. According to the experimentally known magnetic structures, the physically
correct spin arrangement is anti-ferromagnetic below 0.53 K or paramagnetic above [71].

To summarize, not including the 4f-electrons explicitly provided the best electronic
structure results. The differences between simple PBE and PBE+Ud were minor. When
considering the unit cell parameters given in Table 1, PBE+Ud/3 eV/4f-in-core performed
best with deviations of as little as 0.1–0.8%.

2.3. Surface Energy

The surface formation energy (Esurf) is generally calculated from the total energy of the
2D-periodic slab (En), the energy of the 3D-periodic bulk unit cell (Ebulk) and the surface
area of the slab (A):

Ebd
surf =

En − nEbulk
2A

. (1)

n is the slab thickness measured in unit cells. We label this bulk-derived surface energy
Ebd

surf. Equation (1) is used for all YF3 surface energies. In this work, we also considered
surfaces with a substoichiometric amount of fluorine. For these, the fluorine potential µF for
each missing fluorine was added to the numerator of Equation (1). µF was obtained from



Materials 2022, 15, 6048 5 of 14

Ebulk, the bulk energy per atom of the pure metal of yttrium or holmium (µM), as well as
the number of metal (nM = 4) and fluorine (nF = 12) atoms within the bulk MF3 unit cell:

µF =
Ebulk − nMµM

nF
. (2)

Yet, as pointed out by Boettger, this bulk-derived surface energy (Ebd
surf) can lead to

diverging Esurf with respect to n [72]. This can be avoided by using slab-derived (sd)
energies only:

Esd
surf =

En − n(En − En−1)

2A
. (3)

Ebulk is then replaced by the difference of En to the total energy of the next smaller slab
(En−1). For HoF3, we indeed observed linearly diverging Ebd

surf when applying Equation (1),
despite system sizes of up to 7 UC or Ho28F84. Depending on the (hkl), this stoichiome-
try corresponds to 12, 24 or 26 HoF3-layers. Likely, this is a result of the allowed spin-
polarization with Hubbard-type correction and atomic relaxation of the whole slab. It can be
seen in Table S3, that this linear divergence only appears after relaxation in Ebd

surf,opt. The un-

relaxed surface energies Ebd
surf,SP show no divergence. In YF3, no divergent Ebd

surf,opt are
observed. Here, no Hubbard-type correction is applied and the atomic relaxation is per-
formed without spin polarization. A comparison of slab convergence by both equations
is given in Tables S2 and S3. Due to the divergence issue, all HoF3 surface energies given
within this paper are slab-derived using Equation (3), which nicely converge. As each
Esd

surf is derived from two slabs differing by one unit cell in size, at least three slabs are
needed to determine convergence. Whereas for Ebd

surf, these are just two. Due to the
observed convergence of Ebd

surf in YF3, only two slab thicknesses are modeled for many
terminations. Therefore, the convergence of the respective Esd

surf cannot be evaluated. As a
consequence, we used the converged Ebd

surf for YF3 to compare with the converged HoF3

Esd
surf. All YF3 bulk-derived surface energies converged within 0.03 J m−2 at slab thickness

of about 5–5.5 UC or 10–22 YF3-layers (Table S2). The HoF3 slab-derived surface energies
of 14 terminations, including all of the most stable ones per Miller indices, converged to
0.01 J m−2 or less within a slab thickness of about 6–6.5 UC or 12–26 HoF3-layers (Table S3).
Some of the higher energy terminations converged only to 0.02–0.04 J m−2 at that thickness,
while four high energy terminations did not converge even to 0.1 J m−2. Fortunately, it is
clear from their surface energies that even within the present uncertainty, those high energy
terminations do not compete with the lowest energy ones. The slab thickness convergence
for HoF3 is visualized by error bars in Figure S5.

3. Results and Discussion
3.1. Bulk Properties

For YF3, the PBE relaxed lattice constants, given in Table 1, agree very well with both
experimental values, which are underestimated by as little as 0.5–1.5%[22,23]. The resulting
unit cell volume is underestimated by 2.6–2.7%, which is still in good agreement for a GGA
functional. The best performing HoF3 method against the only available experimental unit
cell data and the calculated HSE06 band gaps was found to be PBE+Ud/3 eV/4f-in-core.
The resulting unit cell parameters deviate by as little as 0.1–0.8%.

The respective F–M bond length on the PBE (YF3) and PBE+Ud level (HoF3) are
RF–Y = {2.28; 2.29; 2.46} Å and RF–Ho = {2.30; 2.32; 2.45} Å. These agree perfectly with the
measured interatomic distances of 2.3–2.6 Å [22,23].

Before we come to the surfaces, we evaluate possible energetic differences between
the two geochemical twins as bulk materials. We calculate the electronic contribution to the
formation enthalpies (∆Hf) according to:

2 M(s) + 3 F2(g)
2 ∆Hf−−−→ 2 MF3(s) .
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The electronic energies are taken from the bulk metals in hcp (P63/mmc) structure
and the bulk trifluorides, as well as molecular fluorine. For YF3, we obtained an electronic
contribution of −1591.1 kJ mol−1 versus −1587.3 kJ mol−1 for HoF3. Thus, judged by the
electronic energies only, both trifluorides are equally strong bound with a very small favor
of −3.7 kJ mol−1 or 0.2% for YF3 over HoF3.

3.2. Surface Energies

The surface energies of all calculated terminations are given in Table 2. The given
metal surface coordination number (CNsurf) is determined with a bond length cut-off of
RF–M ≤ 2.60 Å. Table 2 also includes the nominal net surface charge (qsurf) caused by
substoichiometric fluoride. Finally, the last column includes the surface abundance for each
respective most stable termination predicted by Wulff construction (%surf).

Table 2. The YF3 (PBE) and HoF3 (PBE+Ud/3 eV/4f-in-core) surfaces with respective terminations
(term.), slab thickness in layers of formula units without terminal F-deficit (LMF3), nominal surface
net charge (qsurf) in e, surface energies of relaxed (Esurf) and unrelaxed slabs (Eunrel.

surf ) in J m−2, as well
as the relaxed surface metal coordination number (CNsurf). The lowest surface energies per (hkl) cut
are highlighted in bold. For these, also the abundance obtained by the Wulff plot (%surf) is given.

LMF3 CNsurf Esurf (Eunrel.
surf ) %surf

(hkl) term. qsurf YF3 HoF3 YF3 HoF3 YF3 HoF3 YF3 HoF3

(100)

1 0 20 24 5,9 1.61 (2.87) 0.93 (1.48)
2 0 22 26 6,9 1.03 (2.02) 0.58 (0.96) 7% 25%
3 +1 20 24 5,8 1.24 (1.61) 0.62 (0.68)
4 +2 22 26 4,7 1.79 (2.14) 0.87 (0.90)

(010)
1 0 10 12 8,8 0.58 (0.84) 0.47 (0.49) 26% 34%
2 +2 10 12 6,6 1.80 (2.05) 1.52 (1.52)

(001)
1 0 20 24 5,8,8,9 1.23 (2.45) 1.37 (2.25)
2 0 22 26 6,7,8,9 0.58 (1.39) 0.67 (1.16) 10% 6%
3 +2 22 26 4,5,8,9 1.27 (1.70) 1.23 (1.29)

(110)
1 0 20 24 6,8,8 1.01 (1.80) 0.99 (1.59) 5% 0%
2 0 22 26 6,8,8 1.00 (2.41) 1.00 (2.18)
3 +2 22 26 4,6,9 4,6,8 1.42 (1.73) 2.09 (1.36)

(101)

1 0 20 24 6,7,8,8 0.82 (1.48) 0.89 (1.33)
2 0 20 24 6,6,8,8 0.82 (3.34) 0.88 (3.17)
3 +1 20 24 6,7,8,8 0.76 (1.16) 0.69 (0.89) 20% 14%
4 +1 22 26 5,6,7,9 5,6,8,8 1.07 (2.10) 1.03 (1.70)
5 +2 20 24 4,5,8,8 5,6,8,8 0.98 (1.39) 0.99 (0.99)

(011)
1 0 10 12 7,7,9,9 0.78 (1.30) 0.81 (1.14)
2 0 10 12 6,6,8,8 0.61 (1.32) 0.68 (1.15) 22% 13%
3 +2 10 12 4,4,8,8 1.25 (1.68) 1.35 (1.38)

(111)

1 0 20 24 6,7,7,8 7,7,8,8 1.02 (3.46) 0.87 (3.29)
2 +1 20 24 5,6,8,8 0.83 (1.30) 0.82 (1.04) 10%
3 +1 22 26 6,6,7,9 1.05 (1.70) 0.75 (1.11) 7%
4 +2 20 24 5,5,7,7 0.93 (1.22) 0.95 (1.13)

The two terminations, (110)-1 and -2 greatly illustrate the importance of atomic relax-
ation of the surface prior analysis. Before relaxation, nothing but the very surface layer
differs within each (hkl) cut. As both terminations are stoichiometric, they are also identical
in composition. However, for both trifluorides, the unrelaxed (110)-1 surface is by 0.6 J m−2

more stable than the one of (110)-2 (see Eunrel.
surf in Table 2). When allowed to relax in atomic

positions, the {5,9,8} surface coordinations of (110)-2 rearrange into {6,8,8} (Table S1 and
Figure S4). Hence, the surface energy reduces by as much as 1.41 J m−2 for YF3 or 1.18 J m−2

for HoF3. In contrast, termination (110)-1 already starts at a higher surface coordination
of {6,9,8}, before it also rearranges into {6,8,8}. According to the lesser degree of rearrange-
ment, its surface energy only reduces by 0.79 J m−2 for YF3 or 0.60 J m−2 for HoF3. Both
rearranged terminations are structurally equivalent.

The argumentation in CNsurf cannot only be applied to explain the high Eunrel.
surf of some

terminations, but is also partially applicable to the relaxed Esurf. Within all YF3 (hkl) subsets,
except those of (101) and (111), the respective smallest CNsurf value correlates with Esurf.
Thus, the smaller the smallest coordination polyhedron, the less stable the surface and the
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higher its surface energy. For example, a 4-fold coordination, as present in many surfaces
with a fluorine-deficit of two, is only found for the highest Esurf within the (hkl) subset. Yet,
this correlation holds only for the very minimal value within a set of CNsurf. No correlation
can be found for the remaining, higher CNsurf values of the same surface. Therefore,
these cannot explain the energetic order of two terminations showing the same smallest
CNsurf value (as seen e.g., in YF3 (100)-1 and -3 in Table 2). For HoF3, this correlation of
surface coordination and stability has two more exceptions. Here, the stability of the least
and second-least stable (100) and (001) terminations flip compared to YF3, without any
change in CNsurf. Prior to surface relaxation, all coordination polyhedrons of YF3 and
HoF3 are identical as they share the same crystal bulk structure. After relaxation, this
is still true for twenty terminations (Table S1). Only four rearranged terminations differ
slightly in surface coordination between YF3 and HoF3. All of these four terminations
belong to the less stable surfaces within the respective (hkl). All most or second-most stable
terminations are identical in surface coordination between YF3 and HoF3. The most stable
surface structure termination for each of the seven Miller indices is shown in Figure 2.

Figure 2. Most stable terminations of the relaxed surface structures: the coordination number of the
surface metals (CNsurf) and the surface energies in J m−2 (Esurf) are given. The first entry corresponds
to YF3 and the second to HoF3. The mean of both values corresponds to the given order from top left
to bottom right. Each (hkl) slab is rotated in a way to show the surface coordination best. For (111),
two surfaces are given, as (111)-2 is preferred by YF3 and (111)-3 by HoF3.

As shown in Figure 3, the obtained Esurf are similar in magnitude and, within most
Miller indices, the order of terminations is equal between YF3 and HoF3. Within conver-
gence, this is also true for the two stoichiometric terminations of (110) and (101), which
are very similar in surface energy. For (100) and (001), the least and second-least stable
terminations switch their order between YF3 and HoF3. Here, HoF3 prefers the surface
with a nominal surface net charge of +2 over the stoichiometric one. The only difference in
termination order between the two compounds, which also affects the most stable surface,
is found in (111). For YF3, the most stable surface is (111)-2, which shows a surface coor-
dination of CNsurf = {6, 5, 8, 8}. Whereas, HoF3 prefers (111)-3 with CNsurf = {6, 7, 6, 9}
(Figure 2). However, both of these terminations are equal in constitution with a fluorine-
deficit of 1 per surface.
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Figure 3. Relaxed surface energies of YF3 (left, PBE) and HoF3 (right, PBE+Ud/3 eV/4f-in-core) of
all 24 terminations. The surfaces are color-coded to their nominal surface net charge (qsurf) in e of
0 (blue), +1 (green) or +2 (orange). This magnified plot does not show the HoF3 (110)-3 value of
2.09 J m−2.

Even though the order within one (hkl) is largely the same between YF3 and HoF3,
the order between the different (hkl) does change. For YF3, the overall two most stable
surfaces are (010)-1 and (001)-2, which are both stoichiometric and give a surface energy of
0.58 J m−2. This is closely followed by the stoichiometric surface (011)-2. Medium stable
surfaces are found for (101)-3 and (111)-2, which are both substoichiometric surfaces missing
a single fluorine. The two least stable surfaces (110)-1/-2 and (100)-2 prefer a stoichiometric
termination again.

(010)-1 is also the overall most stable surface for HoF3, but the remaining surfaces
differ in order. (100)-2, which is the most unstable (hkl) in YF3, is the second-most stable
one in HoF3. The moderately stable surfaces (001)-2, (011)-2 and (101)-3 have equivalent
surface energies within the slab thickness convergence of 0.01 J m−2. (111)-3 is the second
least stable surface. The least stable surface is stoichiometric (110)-1/-2, which is not even
part of the Wulff plot (Figure 4).

Figure 4. Wulff Plots of YF3 (left, PBE) and HoF3 (right, PBE+Ud/3 eV/4f-in-core) from relaxed
surfaces. The percentage shows the relative abundance of each surface, which is also given in Table 2.

From the corresponding energies of the respective most stable surfaces shown in
Figure 2, the Wulff plots are constructed. A Wulff plot visualizes the thermodynamically
most stable crystal shape at quantum chemical conditions of 0 K and vacuum. To test
the dependence of surface ratios on the slab thickness convergence, an estimation on the
maximum possible error is given in the SI (Table S4).

The largest surface area of over one quarter in YF3 or one third in HoF3 is formed by
(010). That HoF3 prefers (010) even stronger is a consequence of its surface energy being
0.11 J m−2 more stable than any other. This contrasts YF3, for which (001) has the same
surface energy as (010), as well as a very closely (0.03 J m−2) following (011). Nonetheless,
the geometric interdependence of surfaces cause a much smaller abundance of only 10%
for (001) versus more than double for (011) in YF3. The third most abundant surface in YF3
is (101) with 20%, which is one of the two obtained substoichiometric surfaces. As these
same three surfaces (001), (011) and (101) are only medium stable in HoF3, they also only
constitute 6%, 13% and 14% of the overall surface. The second substoichiometric surface
present in both Wulff plots is (111), which forms an area of 10% in YF3 and 7% in HoF3.
Thus, almost one third of the YF3 crystal is made from terminations with a nominal positive
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net charge of +1. Whereas for HoF3, these are only about a fifth. The two least stable
surfaces of YF3 are (100) and (110), which constitute about 7% and 5%. In HoF3, the latter is
to such an extend energetically unstable, that it is completely excluded from the Wulff plot.
(100), on the other hand, turns to be the second most stable and second most abundant
surface in HoF3. It constructs one quarter of the total surface.

The overall scale of most stable surface energies per Miller indices is comparable be-
tween YF3 and HoF3. The respective ranges are 0.58–1.03 J m−2 for YF3 and 0.47–1.00 J m−2

for HoF3. However, the resulting average by the Wulff plot is 16% higher for YF3 with
∅Esurf = 0.70 J m−2 than for HoF3 with ∅Esurf = 0.59 J m−2. This means, that forming
surfaces from the bulk crystal involves a higher thermodynamic barrier in YF3 than in HoF3.
This is interesting, as there is no significant difference within the formation enthalpies of the
bulk. The difference in average surface energy also hints, that the thermodynamic barrier
of crystal nucleation is also higher in YF3 than in HoF3. Though, to accurately predict the
nucleation, the nature of the respective precursors and the media needs to be considered.

3.2.1. Bader Charges

Figure 5 shows the partial charges obtained by Bader analysis for all 24 thickness-
converged slabs of YF3 or HoF3. As these slabs are built from up to 104 atoms, a large
number of very similar charges are obtained. To ease comparison, the Bader charges given
in Figure 5 are rounded to 0.1 e. The Bader charges of the central slab atoms reproduce the
bulk values with 2.4 e for yttrium, 2.3 e for holmium, as well as −0.8 e for fluorine in both
compounds. Only HoF3 (011)-3 shows a marginally increased central slab value of 2.4 e
for holmium. In general, the Miller indices do not seem to affect the Bader charges within
the analyzed accuracy. The highly ionic partial charge on fluorine does not significantly
change for any slab with an overall range of −(0.7–1.0) e. Moreover, all stoichiometric
surfaces have practically the same metal partial charges with 2.3–2.4 e. On the contrary,
substoichiometric surfaces with a fluorine-deficit of one do all have at least one metal
center charged less at the surface. These might be as low as 1.7 e, as found for the third
termination of (100) in both trifluorides. Subsequently, surfaces with a fluorine-deficit of
two contain even less ionic metal centers at the surface. The least charged metal center is
observed again in (100) with only 1.2–1.3 e by the forth termination. The Bader charges
suggest that all substoichiometric surfaces missing two fluorine have at at least a single
surface metal center in an oxidation state of +II.

Figure 5. Bader charges rounded to 0.1 e for all slabs of YF3 (left, PBE) and HoF3 (right,
PBE+Ud/3 eV/4f-in-core): the Bader charges of the bulk are highlighted by the dotted line (Y: 2.4 e,
Ho: 2.3 e, F: −0.8 e). Terminations are differently colored by their formal surface net charge (qsurf) in
e for 0 (blue cycle), +1 (green diamond) and +2 (orange cross).

3.2.2. Surface Band Gaps

Investigating the electronic properties, we found that the band gap, total DOS and
projected DOS of atoms central within the slab converged already at the smallest slab



Materials 2022, 15, 6048 10 of 14

thickness. All band gaps are plotted in Figure S6. For the most stable termination of each
(hkl), the DOS near the Fermi level are also shown in Figure S7. The surface DOS narrow the
band gap within all terminations. For stoichiometric slabs, the direct band gap is reduced
from the bulk value of ca. 8 eV to 4–7 eV. Thus, all stoichiometric surfaces remain fully
within the insulating regime. In contrast, for substoichiometric terminations, the direct
band gap collapses to 0–1 eV, predicting a pseudo-metallic or narrow-band-gap surface. For
HoF3 (101) and (111), only one spin direction shows a nearly metallic character. The other
stays insulating (5–6 eV). It should be noted that this pseudo-metallic or narrow-band-gap
electronic structure at the substoichiometric surfaces might be strongly effected by the
chosen neutral 2D-periodic model. However, as this paper is focusing on the relative
stability of surfaces, we are not investigating the nature of the band gaps, nor the observed
surface magnetism or spin-asymmetric band gaps of some HoF3 surfaces further.

4. Conclusions

The aim of this study was to obtain the relative surface stabilities, in order to find
the most abundant surfaces of the two REE trifluorides, YF3 and HoF3 according to their
inherent quantum chemical stability. While YF3 can be treated on the DFT level, the 4f-
electrons of HoF3 required an extensive electronic structure benchmark evaluating DFT,
DFT+U and hybrid DFT against the crystal unit cell, band gaps and Bader charges. On the
DFT or DFT+U level, our results show that including the 4f-electrons explicitly within
the plane wave expansion worsens the geometrical and band gap results, while the Bader
charges stay unaffected. Considering also the experimentally not observed high-spin
preference of the 4f-electrons, as well as the strongly increased computational demand, we
treated HoF3 by a 4f-in-core DFT+U approach, in which the Hubbard-type correction is
applied on the Ho-5d orbitals, which mix into the valence band mainly constructed by F-2p.

From the relaxed bulk, surface models were created for any of the seven low-lying
Miller indices. Our analysis included all possible stoichiometric terminations, as well as
those showing a small to moderate fluorine-deficit. The surfaces were quantified by Bader
charges, band gaps and DOS. From the resulting scope of 24 surfaces, we constructed the
first Wulff plots for the whole class of β-YF3-structured compounds.

We found that, within each Miller indices, both trifluorides prefer the same termination
with the exception of (111), in which different surface coordinations are favored.

Comparing the different Miller indices, both compounds clearly show stoichiometric
(010) as the most stable surface. The preference of the other surfaces, though, varies between
the two. The greatest difference is found for (100), which is the second-most stable surface
for HoF3, but the second-least stable one for YF3. On average, the surface energy predicted
by the Wulff plot is higher for YF3 than for HoF3. This suggests a higher thermodynamical
barrier for the formation of YF3 surfaces from the bulk.

In total, one third of the predicted equilibrium crystal shape of YF3 is made from the
substoichiometric terminations of (101) and (111) missing a single fluorine per surface.
In HoF3, these only constitute a fifth. In the search for the underlying reason between the
different fluorine affinity of the two compounds, this different availability of substoichio-
metric surfaces is an interesting finding. However, to evaluate possible effects, further
studies are needed that actually model binding interactions with these surfaces. These
should also apply more elaborate binding analysis tools than simple population analysis.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ma15176048/s1, Figure S1: Calculated HoF3 direct band gaps
with HSE06 (blue), PBE+U (green) and pure PBE (red) applied on 4f-in-core (full markers) or 4f-in-
valence (crosses); HSE06/4f-in-valence is not relaxed but done on-top of the crystal structure; the area
between the two HSE06 values is highlighted in blue; Figure S2: Calculated HoF3 relaxed unit cell
parameters with HSE06 (blue), PBE+U (green) and pure PBE (red) applied on 4f-in-core (full markers)
or 4f-in-valence (crosses) compared to the experimental values (horizontal line); Figure S3: Bulk
band structure, total DOS (tDOS: gray) and DOS projected onto the metal d band (blue) or fluorine
2p band (green): (a) YF3 (PBE) and (b) HoF3 (PBE+Ud/3 eV/4f-in-core); Table S1: Comparison of
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unrelaxed versus relaxed (or rearranged) slabs in metal coordination number at the surface (CNsurf),
as well as in metal centers of the non-surface layers (CNnon-surf) as determined with a bond distance
cut-off of 2.6 Å; Figure S4: Effect of surface rearrangement on the stoichiometric surface terminations
of (110)-1 (left), (110)-2 (middle) and (101)-2 (right). Atomic positions are shown before (gray) and
after relaxation (M: blue, F: green). For the latter, all polyhedra are shown but the one from the
initially lowest surface coordination number (CNunrel

surf ). Given are the surface energies in J m−2 of
the unrelaxed surfaces (Eunrel

surf ) for YF3 (first) and HoF3 (second); Table S2: YF3 (PBE) bulk-derived
(Ebd

surf) and slab-derived (Esd
surf) surface energies without (SP) and with atomic position relaxation

(OPT); all energies in J m−2; the Ebd
surf,opt values are used within the main paper; Table S3: HoF3

(PBE+Ud/3 eV/4f-in-core) bulk-derived (Ebd
surf) and slab-derived (Esd

surf) surface energies without (SP)
and with atomic position relaxation (OPT); all energies in J m−2; all magnetic moments in µB; the
Esd

surf,opt values are used within the main paper; Figure S5: Relaxed slab-derived surface energies of
HoF3 (PBE+Ud/3 eV/4f-in-core). The uncertainty due to slab thickness convergence is given by error
bars on each termination; Table S4: Effect of maximal error accumulation due to the convergence in
slab thickness of maximal ±0.03 J m−2 for YF3 and ±0.01 J m−2 for HoF3 onto Wulff construction; i

denotes the initial value of average surface energy (∅Esurf) or surface abundance (%surf) given by the
Wulff plots in the main paper Figure 4; Figure S6: YF3 (left, PBE) and HoF3 (right, PBE+Ud/3 eV/4f-
in-core) band gaps of surfaces compared with the respective bulk value (gray). Minimal band gaps,
direct or indirect are given by solid bars. In the case, the minimal band gap was found to be indirect,
also the direct band gap is given by a transparent bar. For HoF3 (101) and (111) with +1 nominal
charges, the band gaps are not spin-symmetric and both direct transitions are given; Figure S7: DOS
comparison between the most stable surfaces ordered by their abundance (in %): YF3 (left, PBE), HoF3
(right, PBE+Ud/3 eV/4f-in-core), total DOS (tDOS: gray, downscaled to the bulk tDOS) and projected
DOS of a single surface atom (Y, Ho: blue; F: green). Substoichiometric slabs with a fluorine-deficit of
1 per surface are framed in green. The top row gives the bulk tDOS with projected DOS of a single
bulk atom as reference.
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1. Properties of the Bulk

1.1. HoF3 Bulk Benchmark

As for HoF3, no experimental, but a purely empirically predicted band gap of ca. 9 eV 
exists, we calculated HSE06/4f-in-core and HSE06/4f-in-valence as references (Figure S1). 
Considering the computational demands and SCF convergence issues, only HSE06/4f-in-
core was relaxed in unit cell parameters. The HSE06/4f-in-valence band gap is calculated 
on the experimental crystal structure. The difference between the two HSE06 direct band 
gaps is 3.24 eV. All 4f-in-core values of PBE and PBE+Ud with U = 1–7 eV are found within 
that range of both HSE06 values. However, all PBE+Uf/4f-in-valence band gaps stay below. 
Note the non-linear behavior of PBE+Uf/4f-in-valence at 6 eV. Here, the nature of the 
valence band maximum (VBM) changes from Ho-4f to F-2p. At 10 eV, the band structure 
collapses to a pseudo-metallic one.
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Figure S1. Calculated HoF3 direct band gaps with HSE06 (blue), PBE+U (green) and pure PBE (red) 
applied on 4f-in-core (full markers) or 4f-in-valence (crosses); HSE06/4f-in-valence is not relaxed but 
done on-top of the crystal structure; the area between the two HSE06 values is highlighted in blue.

Pure PBE/4f-in-core performs already quite well on the band gap, as well as on the 
unit cell parameters (Figure S2). All PBE+Uf/4f-in-valence values perform worse with the 
exception of Uf = 6 eV. By increasing the potential in PBE+Ud, the unit cell parameters 
increase almost linearly up to Ud = 8 eV. At Ud = 3 eV, the relaxed unit cell volume
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deviates by as little as 0.5% from the experimental value. HSE06/4f-in-core gives a much
more shrunken unit cell, which is 15.6 Å3 below the experimental value.

Figure S2. Calculated HoF3 relaxed unit cell parameters with HSE06 (blue), PBE+U (green) and pure 
PBE (red) applied on 4f-in-core (full markers) or 4f-in-valence (crosses) compared to the experimental 
values (horizontal line).

In conclusion, the 4f-in-core approach reduces the computational demand and general 
SCF convergence issues inherent to the 4f-in-valence method, considerably. Moreover, 
it leaves the Bader charges practically unchanged and does not suffer from wrong spin 
arrangements (see main paper). In addition, it gives larger band gaps, which are closer 
to the predicted value and the calculated HSE06 ones. Finally, it yields the least struc-
ture derivation from experimental crystal structure (Figure S2 and main paper Table 1). 
Consequently, all HoF3 slabs are obtained by PBE+Ud with 3 eV on 4f-in-core.
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1.2. Bulk Band Structures

Figure S3. Bulk band structure, total DOS (tDOS: gray) and DOS projected onto the metal d band 
(blue) or fluorine 2p band (green): (a) YF3 (PBE) and (b) HoF3 (PBE+Ud/3 eV/4f-in-core).

Band structure calculations on the 3D-bulk show, that, typical for such ionic com-
pounds, the bands are very localized or flat in k-space. This is especially true for the valence 
band (VB) of both compounds, which is mostly made from the 2p band of fluorine. The 
conduction band (CB) is mostly made from d band of holmium or yttrium. In YF3, the 
CB is also very flat and featureless. In HoF3, the CB has a slightly pronounced minimum 
(CBM) at the Γ-point.

2. Relaxation Effect on Coordination Polyhedrons

Table S1. Comparison of unrelaxed versus relaxed (or rearranged) slabs in metal coordination 
number at the surface (CNsurf), as well as in metal centers of the non-surface layers (CNnon-surf) as 
determined with a bond distance cut-off of 2.6 Å:

unrelaxed relaxed
CNsurf. CNnon-surf CNsurf. CNnon-surf

(hkl) term. YF3 HoF3 YF3 HoF3 YF3 HoF3 YF3 HoF3

(100)

1 5,9 9 5,9 9
2 6,9 9 6,9 (2nd 8,8) 9
3 5,8 9 5,8 9
4 4,7 9 4,7 (2nd 8,9) 9

(010) 1 8,8 9 8,8 9
2 6,6 9 6,6 9

(001)
1 6,8,9,9 9 5,8,8,9 8
2 6,8,9,9 9 6,7,8,9 8
3 4,6,9,9 9 4,5,8,9 8

(110)
1 6,8,9 9 6,8,8 9
2 5,8,9 9 6,8,8 9
3 4,6,9 9 4,6,9 4,6,8 9

(101)

1 6,8,8,9 9 6,7,8,8 8
2 4,6,9,9 9 6,6,8,8 8
3 6,8,8,8 9 6,7,8,8 8
4 5,6,8,9 9 5,6,7,9 5,6,8,8 8,9
5 5,7,8,8 9 4,5,8,8 5,6,8,8 8 9

(011)
1 6,6,9,9 9 6,6,8,8 8
2 7,7,9,9 9 7,7,9,9 8
3 4,4,9,9 9 4,4,8,8 8

(111)

1 4,6,9,9 9 6,7,7,8 7,7,8,8 8,(9) 8,9
2 6,6,7,9 9 5,6,8,8 8,(9)
3 6,6,7,9 9 6,6,7,9 8,9
4 5,6,8,8 9 5,5,7,7 8,9
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Figure S4. Effect of surface rearrangement on the stoichiometric surface terminations of (110)-1 (left),
(110)-2 (middle) and (101)-2 (right). Atomic positions are shown before (gray) and after relaxation (M:
blue, F: green). For the latter, all polyhedra are shown but the one from the initially lowest surface
coordination number (CNunrel

surf ). Given are the surface energies in J m−2 of the unrelaxed surfaces
(Eunrel

surf ) for YF3 (first) and HoF3 (second).

Table S1 shows the change in surface coordination numbers (CNsurf.). For three exem-
plary surfaces, these are also visualized in Figure S4. The 6-fold coordination polyhedron of 
(110)-1 reminds vaguely of a distorted pentagonal pyramid with the metal center cut by the 
pseudo-equatorial plane. Four out of five pseudo-equatorial fluorine have an angle of only 
65–75◦ towards the axial fluorine. The 5-fold polyhedron of (110)-2 is obtained by removing 
one pseudo-equatorial fluorine from the 6-fold coordination p olyhedron. When allowed 
to rearrange in atomic positions, both terminations converged into an equivalent surface 
arrangement. Both show the same surface coordination and an identical surface energy 
within slab thickness convergence (Tables S2 and S3). In (101), the unrelaxed 
stoichiometric terminations (101)-1 and -2 mainly differ in a 4-fold versus 6-fold 
coordination (Figure S4 and Table S1). The latter is constructed as in (110)-1. Within the 4-
fold polyhedron, all four fluorine point towards the second slab layer in a distorted 4-
fold umbrella shape. After relaxation, (101)-1 and (101)-2, both, have six as their 
lowest coordination number and are also equivalent in surface energy. In contrast to 
(110), the relaxed polyhedron keeps a clear exposure of the metal ion similar to 
substoichiometric (101)-3 shown in main paper Figure 2.

Apart from the coordination at the surface layer, Table S1 also gives the coordination
numbers of the non-surface metal centers (CNnon-surf). However, no correlation to Esurf 
could be found. During relaxation, the slabs expand in vacuum-direction. For some slabs, 
this leads to a reduction of some fully coordinated metal centers from 9 to 8 inside the 
non-surface layers. Within the non-surface layers of (111)-3 and -4, the 8-fold and 9-fold 
polyhedrons are both present in roughly the same ratio. Whereas in (111)-2, the 8-fold 
coordination strongly dominates within the non-surface layers. This is denoted by the 
parenthesis in Table S1. If only the coordination within the second layer is different from the 
other non-surface coordinations, as e.g. in (100)-2 and -4, this is denoted by (2nd). However, 
none of these changes in non-surface layers from 9-fold to 8-fold coordination does effect 
the Bader charges, discussed in the main paper (Figure 5).

Considering the surface layers, the very exposed CNsurf = 4 is only found for 4 (HoF3) 
or 5 (YF3) relaxed substoichiometric slabs missing two fluorine per surface. Initially, prior to 
relaxation, also stoichiometric (101)-2 and (111)-1 show a 4-fold coordination. Accordingly, 
their unrelaxed surface energies are among the highest ones. During relaxation, their surface 
energies reduce considerably while the surface coordination increases to CNsurf = 6.
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3. Convergence against Slab Thickness

The bulk- and slab-derived surface energies of all calculated slab thicknesses are given 
in Table S2 for YF3 and Table S3 for HoF3. The respective stoichiometry is given in respect 
to the unit cell (UC) of M4F12.

Table S2. YF3 (PBE) bulk-derived (Ebd
surf) and slab-derived (Esd

surf) surface energies without (SP) and
with atomic position relaxation (OPT); all energies in J m−2; the Ebd

surf,opt values are used within the
main paper:

(hkl ) stoichiometry
SP OPT

Ebd
surf,SP Esd

surf,SP Ebd
surf,opt Esd

surf,opt

(100)-1
3 UC 2.72 — 1.56 —
4 UC 2.79 2.50 1.59 1.47
5 UC 2.87 2.51 1.61 1.48

(100)-2 4.5 UC 1.95 — 1.01 —
5.5 UC 2.02 1.62 1.03 0.88

(100)-3 4 UC−2F 1.53 — 1.21 —
5 UC−2F 1.61 1.25 1.24 1.11

(100)-4 4.5 UC−4F 2.07 — 1.76 —
5.5 UC−4F 2.14 1.74 1.79 1.63

(010)-1
3 UC 0.68 — 0.51 —
4 UC 0.76 0.45 0.54 0.40
5 UC 0.84 0.45 0.58 0.40

(010)-2 4 UC−4F 1.97 — 1.77 —
5 UC−4F 2.05 1.66 1.80 1.63

(001)-1
3 UC 2.35 — 1.25 —
4 UC 2.40 2.20 1.24 1.28
5 UC 2.45 2.20 1.23 1.26

(001)-2 4.5 UC 1.34 — 0.59 —
5.5 UC 1.39 1.12 0.58 0.62

(001)-3 4.5 UC−4F 1.65 — 1.28 —
5.5 UC−4F 1.70 1.42 1.27 1.31

(110)-1
3 UC 1.69 — 0.90 —
4 UC 1.74 1.53 0.98 0.66
5 UC 1.80 1.53 1.01 0.90

(110)-2 4.5 UC 2.35 — 0.98 —
5.5 UC 2.41 2.11 1.00 0.88

(110)-3 4.5 UC−4F 1.68 — 1.40 —
5.5 UC−4F 1.73 1.44 1.42 1.30

(101)-1
3 UC 1.40 — 0.78 —
4 UC 1.44 1.27 0.81 0.72
5 UC 1.48 1.27 0.82 0.76

(101)-2
3 UC 3.34 — 0.78 —
4 UC 3.30 3.13 0.80 0.71
5 UC 3.34 3.13 0.82 0.75

(101)-3 4 UC−2F 1.11 — 0.75 —
5 UC−2F 1.16 0.95 0.76 0.68

(101)-4 4.5 UC−2F 2.06 — 1.07 —
5.5 UC−2F 2.10 1.87 1.07 1.05

(101)-5 4 UC−4F 1.35 — 0.96 —
5 UC−4F 1.39 1.18 0.98 0.89

(011)-1
3 UC 1.21 — 0.76 —
4 UC 1.26 1.09 0.77 0.72
5 UC 1.30 1.09 0.78 0.73

(011)-2
3 UC 1.23 — 0.59 —
4 UC 1.27 1.10 0.60 0.56
5 UC 1.32 1.10 0.61 0.57

(011)-3 4 UC−4F 1.64 — 1.24 —
5 UC−4F 1.68 1.18 1.25 0.93

(111)-1

3 UC 3.37 — 0.59 —
4 UC 3.42 3.24 1.00 -0.62
5 UC 3.46 3.27 1.02 0.89
6 UC 3.49 3.27 1.03 0.96

(111)-2 4 UC−2F 1.26 — 0.82 —
5 UC−2F 1.30 1.11 0.83 0.77

(111)-3 4.5 UC−2F 1.66 — 1.03 —
5.5 UC−2F 1.70 1.49 1.05 0.97

(111)-4 4 UC−4F 1.37 — 0.92 —
5 UC−4F 1.40 1.22 0.93 0.85
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Table S3. HoF3 (PBE+Ud/3 eV/4f-in-core) bulk-derived (Ebd
surf) and slab-derived (Esd

surf) surface
energies without (SP) and with atomic position relaxation (OPT); all energies in J m−2; all magnetic
moments in µB; the Esd

surf,opt values are used within the main paper:

(hkl ) stoichiometry
SP OPT

Ebd
surf,SP Esd

surf,SP µSP Ebd
surf,opt Esd

surf,opt µopt

(100)-1

4 UC 1.47 — 0.00 0.77 — 0.00
5 UC 1.46 1.48 0.00 0.73 0.93 0.00
6 UC 1.46 1.48 0.00 0.69 0.93 0.00
7 UC 1.46 1.48 0.00 0.66 0.93 0.00

(100)-2
4.5 UC 0.95 — 0.00 0.40 — 0.00
5.5 UC 0.94 0.96 0.00 0.36 0.58 0.00
6.5 UC 0.94 0.96 0.00 0.33 0.58 0.00

(100)-3
4 UC−2F 0.67 — 0.00 0.46 — 0.00
5 UC−2F 0.67 0.68 0.00 0.43 0.62 0.00
6 UC−2F 0.66 0.68 0.00 0.39 0.62 0.00

(100)-4
4.5 UC−4F 0.88 — 0.01 0.70 — 0.00
5.5 UC−4F 0.88 0.90 0.00 0.66 0.88 0.00
6.5 UC−4F 0.88 0.90 0.00 0.62 0.87 0.00

(010)-1

4 UC 0.47 — 0.00 0.22 — 0.00
6 UC 0.45 0.49 0.00 0.10 0.47 0.00
7 UC 0.45 0.48 0.00 0.05 0.39 0.00

(010)-2
4 UC−4F 1.51 — 4.03 1.28 — 3.53
5 UC−4F 1.49 1.60 3.57 1.22 1.53 3.53
6 UC−4F 1.48 1.52 3.57 1.16 1.52 3.53

(001)-1

4 UC 2.22 — 0.00 1.14 — 0.00
5 UC 2.22 2.24 0.00 1.09 1.33 0.00
6 UC 2.22 2.25 0.00 1.04 1.37 0.00
7 UC 2.21 2.24 0.00 0.99 1.33 0.00

(001)-2
4.5 UC 1.15 — 0.00 0.43 — 0.00
5.5 UC 1.14 1.16 0.00 0.38 0.67 0.00
6.5 UC 1.14 1.16 0.00 0.33 0.67 0.00

(001)-3
4.5 UC−4F 1.24 — 0.00 0.95 — 0.00
5.5 UC−4F 1.27 1.10 -0.01 0.93 1.08 0.00
6.5 UC−4F 1.26 1.29 0.00 0.87 1.23 0.00

(110)-1

4 UC 1.57 — 0.00 0.81 — 0.00
5 UC 1.56 1.58 0.00 0.76 1.00 0.00
6 UC 1.56 1.59 0.00 0.71 0.99 0.00
7 UC 1.55 1.59 0.00 0.66 1.01 0.00

(110)-2
4.5 UC 2.16 — 0.00 0.79 — 0.00
5.5 UC 2.16 2.18 0.00 0.74 1.00 0.00
6.5 UC 2.15 2.18 0.00 0.69 1.00 0.00

(110)-3
4.5 UC−4F 1.34 — 0.00 1.06 — 0.19
5.5 UC−4F 1.34 1.36 0.47 1.01 1.27 0.27
6.5 UC−4F 1.33 1.36 0.47 0.82 2.09 0.00

(101)-1

4 UC 1.32 — 0.00 0.75 — 0.00
5 UC 1.14 1.33 0.00 0.72 0.87 0.00
6 UC 1.13 1.33 0.00 0.69 0.89 0.00
7 UC 1.13 1.33 0.00 0.65 0.90 0.00

(101)-2

4 UC 3.16 — 0.00 0.74 — 0.00
5 UC 3.16 3.17 0.00 0.71 0.86 0.00
6 UC 3.16 3.17 0.00 0.67 0.88 0.00
7 UC 3.15 3.18 0.00 0.64 0.89 0.00

(101)-3
4 UC−2F 0.87 — 2.00 0.55 — 2.00
5 UC−2F 0.87 0.88 2.00 0.52 0.68 2.00
6 UC−2F 0.86 0.89 2.00 0.48 0.69 2.00

(101)-4
4.5 UC−2F 1.85 — 1.96 0.88 — 2.00
5.5 UC−2F 1.84 1.87 2.00 0.84 1.05 2.00
6.5 UC−2F 1.87 1.70 0.00 0.81 1.03 2.00

(101)-5
4 UC−4F 1.08 — 0.00 0.76 — 0.00
5 UC−4F 1.08 1.09 0.00 0.74 0.83 0.00
6 UC−4F 1.09 0.99 0.00 0.69 0.99 0.00

(011)-1

4 UC 1.12 — 0.00 0.65 — 0.00
5 UC 1.12 1.14 0.00 0.62 0.81 0.00
6 UC 1.12 1.14 0.00 0.58 0.81 0.00
7 UC 1.12 1.14 0.00 0.54 0.79 0.00

(011)-2

4 UC 1.14 — 0.00 0.52 — 0.00
5 UC 1.14 1.15 0.00 0.48 0.67 0.00
6 UC 1.13 1.15 0.00 0.44 0.68 0.00
7 UC 1.13 1.15 0.00 0.40 0.67 0.00

(011)-3
4 UC−4F 1.37 — 0.00 1.04 — 0.00
5 UC−4F 1.36 1.38 0.00 1.01 1.19 0.00
6 UC−4F 1.36 1.38 0.00 0.94 1.35 0.00

(111)-1

4 UC 3.27 — 0.00 0.72 — 0.00
5 UC 3.25 3.36 1.95 0.72 0.71 0.00
6 UC 3.24 3.29 0.00 0.70 0.87 0.00
7 UC 3.25 3.23 1.84 0.67 0.88 0.00

(111)-2
4 UC−2F 1.03 — 2.00 0.70 — 2.00
5 UC−2F 1.02 1.04 2.00 0.67 0.82 2.00
6 UC−2F 1.02 1.04 2.00 0.64 0.82 2.00

(111)-3
4.5 UC−2F 1.46 — 2.00 0.86 — 2.00
5.5 UC−2F 1.46 1.11 2.00 0.83 0.75 2.00
6.5 UC−2F 1.46 1.11 2.00 0.80 0.75 2.00

(111)-4

4 UC−4F 1.15 — 0.04 0.79 — 0.00
5 UC−4F 1.15 1.12 1.31 0.78 0.80 0.00
6 UC−4F 1.16 1.13 2.92 0.75 0.95 0.00
7 UC−4F 1.11 1.44 0.00 0.72 0.92 0.00
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4. Error Estimation

The error in final total energy is maximum 1 0−6 eV. Compared to the the one in slab 
thickness convergence, this error is negligible. Of course, there might be considerable errors 
inherent to the applied electronic structure methods. However, these cannot be quantified 
without reference value. Therefore, we focus on the slab thickness convergence error.

4.1. Error Estimation in Slab Thickness Convergence

For YF3, all surface energies slab-thickness-converged within 0.03 J m−2 at thicknesses 
of about 5–5.5 UC. For HoF3, 14 terminations including all of the most stable ones per 
Miller indices converged to 0.01 J m−2 or less within slab thickness of about 6–6.5 UC. 
Some of the higher energy terminations converged only to 0.02–0.04 J m−2 at that thickness, 
whereas four high energy terminations did not converge even to 0.1 J m−2. The difference 
in surface energy between the two largest adjacent slab thickness are visualized as error 
bars in Figure S5.

In HoF3, the surface energy of (110)-3 with a fluorine-deficit of  two per surface is 
much higher with 2.09 J m−2 than any other. It also contains the highest uncertainty due to 
slab thickness convergence as shown in Table S3 and Figure S5. The large difference to the 
next smaller slab thickness seems to correlate with the change in magnetic structure from 
µopt = 0.27 µB to none.

Figure S5. Relaxed slab-derived surface energies of HoF3 (PBE+Ud/3 eV/4f-in-core). The uncertainty 
due to slab thickness convergence is given by error bars on each termination.

4.2. Error Estimation in Wulff Plots

The Wulff plot is constructed by the lowest energy termination of each Miller indices. 
These have a slab thickness convergence error of maximum 0.03 J m−2 or 0.01 J m−2 for 
YF3 or HoF3, respectively. The error margins for the Wulff plots given in Table S4 come 
from a very conservative view and give the maximum of possible error accumulation. For 
the very tiny surface percentages this gives huge relative errors of 46–100%. For the two 
most important surfaces, with 25% or 34% surface abundance, the relative errors are 8%
or 12%. Note that, due to the geometrical interdependence of the surfaces, the absolute 
errors are not simply symmetrical around each initial value, but might be generally over-
or underestimating.
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Table S4. Effect of maximal error accumulation due to the convergence in slab thickness of maximal
±0.03 J m−2 for YF3 and ±0.01 J m−2 for HoF3 onto Wulff construction; i denotes the initial value of
average surface energy (∅Esurf) or surface abundance (%surf) given by the Wulff plots in the main
paper Figure 4:

YF3 HoF3
i ±0.03 i ±0.01

∅Esurf in J m−2 0.70 0.66–0.73 0.59 0.57–0.60
%surf(100) 7 4–10 25 25–27
%surf(010) 26 21–30 34 32–36
%surf(001) 10 5–17 6 5–8
%surf(110) 5 2–10 0 0
%surf(101) 20 11–29 14 11–18
%surf(011) 22 12–33 13 10–16
%surf(111) 10 2–23 7 4–11

5. Electronic Properties of Surfaces

5.1. Surface Band Gaps

The direct and indirect band gaps of all slabs are given in Figure S6. It should be 
noted, that these values are directly obtained from the k-point grid of 9 × 9 × 1 for YF3 or 
7 × 7 × 1 for HoF3. No band structures have been calculated for the 2D-slab models. In 
agreement with the rather flat band structures of bulk YF3 and HoF3 shown in Figure S3, 
most slabs also show a direct Γ–Γ band gap. The Γ-point is included within our k-grids. 
However, some show indirect band gaps including a k-point, which is not explicitly 
included within the k-grid. For these, the actual band gaps might slightly differ from the 
ones given.

Figure S6. YF3 (left, PBE) and HoF3 (right, PBE+Ud/3 eV/4f-in-core) band gaps of surfaces compared
with the respective bulk value (gray). Minimal band gaps, direct or indirect are given by solid bars.
In the case, the minimal band gap was found to be indirect, also the direct band gap is given
by a transparent bar. For HoF3 (101) and (111) with +1 nominal charges, the band gaps are not
spin-symmetric and both direct transitions are given.
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5.2. Surface DOS

Slab convergence was tested against the direct band gaps, total DOS and projected 
DOS onto central-slab atoms. We found that the valence band and near conduction band 
are already converged at our smallest slab sizes. A comparison of the total DOS between 
the most stable termination of each (hkl) is shown in Figure S7.
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Figure S7. DOS comparison between the most stable surfaces ordered by their abundance (in %):
YF3 (left, PBE), HoF3 (right, PBE+Ud/3 eV/4f-in-core), total DOS (tDOS: gray, downscaled to the
bulk tDOS) and projected DOS of a single surface atom (Y, Ho: blue; F: green). Substoichiometric
slabs with a fluorine-deficit of 1 per surface are framed in green. The top row gives the bulk tDOS
with projected DOS of a single bulk atom as reference.
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Chemical Adsorption of HF, HCl, and H2O onto YF3 and
Isostructural HoF3 Surfaces by First Principles

Jennifer Anders * , Henrik Wiedenhaupt and Beate Paulus

Institute for Chemistry and Biochemistry, Freie Universität Berlin, Arnimallee 22, 14195 Berlin, Germany
* Correspondence: jennifer.anders@fu-berlin.de

Abstract: The two elements, yttrium and holmium, form a geochemical twin pair as their cations
possess equivalent ratios of charge to radius. However, despite their equal electrostatics, a subtle
difference in their fluoride or chloride affinity is known within solutions. In this work, we investigated
whether this affinity gap is also present within the solid phase and how it depends on the surface
configuration. We modeled adsorptions onto β-YF3 (waimirite) and isostructural β-HoF3 by periodic
density functional theory. To draw conclusions on the affinity toward fluoride and chloride vs. water,
adsorbates of HF, HCl, or H2O onto any of the four highly abundant surfaces of (010), (100), (011),
and (101) were studied. Among others, the conformational landscape was explored by 200 ps of
ab initio molecular dynamics. For stoichiometric surfaces of both MF3, we indeed found stronger
adsorptions for HF than HCl. All (hkl)·H2O showed slightly stronger adsorption energies for HoF3,
while for HF and HCl, the metal preferences varied by the surface. While (100) showed the strongest
preference for HoF3, (101) preferred YF3 by the same magnitude.

Keywords: fluorides; geochemical twins; rare earth elements; high-field strength elements; surface
adsorption; waimirite; DFT

1. Introduction

In nature, the elements yttrium and holmium are trivalent cations of practically identi-
cal sizes (107.5 pm for Y(III) vs. 107.2 pm for Ho(III) measured at nine-fold coordination,
e.g., as present in waimirite) [1,2]. As most geochemical transport processes are driven
by the ratio of charge to radius, both high-field strength elements (HFSE) behave alike
and are, therefore, referred to as geochemical twin pairs [3]. However, despite the equal
electrostatic behavior, subtle differences between both twin elements have been found in
solutions within their affinities toward fluoride or chloride [4–6]. It is believed that these
small differences are the key forces for the significant decrease in Ho and increase in Y
concentrations found in fluoride-rich ores originating from hydrothermal veins [3–5,7–10].
Within these hydrothermal zones, a continuous interplay of dissolving vs. precipitation
from the aqueous phase occurs. Modeling this complex system involving a great number of
elements in an unknown number of chemical species is a too demanding task to be tackled
in its entirety by quantum chemical methods. However, to begin this long journey of under-
standing these processes in a step-wise manner, we start with the interfaces of the simple,
binary fluorides with the most simple, charge-neutral species of fluoride and chloride, HF
and HCl, and contrast them with H2O. Even this simplistic model contains open-ended
questions that need to be answered before moving on to more realistic ones. First, due
to the absence of such surface studies, it is unknown how the choice of the surface plane
affects the halide affinity, or whether the effect is the same for both twin elements. Second,
even the pristine surfaces offer plenty of adsorption structural isomers and conformations
leading to a potential energy hypersurface with numerous local minima. We, therefore,
scanned these by two methods—ab initio molecular dynamics (AIMD) simulations and a
systematic generation of initial molecular arrangements. Moreover, the obtained adsorption
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energies of well-defined MF3·Ads structures pose an excellent theoretical foundation for
future spectroscopic measurements of any waimirite-structured rare earth element (REE)
trifluoride. To the best of our knowledge, not a single computational study of molecular
interactions to a yttrium trihalide surface exists for any rare earth element trihalide or
waimirite structure type surface.

2. Methodology

2.1. Crystal Structure and Surfaces

The mineral waimirite-Y is constituted of orthorhombic β-YF3, the low-temperature
phase of all middle and late lanthanide trifluorides of SmF3–LuF3 [2,11,12]. Its Pnma
symmetric unit cell contains four formula units forming distorted tricapped trigonal anti-
prisms of nine fluorides around each metal center. Analyzing the stability of the bare
surfaces for the prototype structure YF3 and its geochemical twin compound HoF3 at
quantum chemical conditions, in a previous study we found that 75% (YF3) or 86% (HoF3)
of the total crystal surface was made from the four low Miller index surfaces of (010), (100),
(011), and (101) [13]. For the former three, a stoichiometric, non-polar termination was
favored, while (101) preferred a substoichiometric composition, in which each surface unit
cell was missing one fluorine atom. For the larger supercells used within the isolated setup
shown in Figure 1, this resulted in a nominal surface net charge of +4. However, as the
applied periodic boundary conditions prohibited a charged surface, each fluorine vacancy
instead produced a nominal M(II) center. The most stable and abundant surface of (010)
forms a very flat surface of an eight-fold coordinated M(III). The second most abundant
surfaces are (011) for YF3 and (100) for HoF3 containing M(III) in a six-fold coordination.
However, these six-fold polyhedrons possess different shapes and leave M(III) less covered
in the case of (100). Both MF3 agree again on (101) as the third most abundant surface,
whose six-fold coordinated M(II) are the most accessible ones within the study.

Figure 1. Bare surface supercells as used for the isolated adsorption setup for (010) and (100) of
(4 × 3 × 4) MF3-layers, as well as (011) and (101) of (4 × 4 × 4) MF3-layers for M = Y, Ho.

The bare surfaces are modeled by sufficiently large supercells to avoid artificial
adsorbate–adsorbate interactions (see Figure 1). Molecular adsorbates (Ads) of HF, HCl,
and H2O were adsorbed onto these to study the adsorption energy and structure.

2.2. Scan of Conformational Adsorption Space

The vast conformational spaces of possible adsorbate structural isomers and confor-
mations of MF3·(Ads) were scanned by AIMD and a systematic input generation script.
In both, full coverage of the surfaces was probed to directly capture the conformations
of multiple adsorbates. Because the atomic structures of YF3 and HoF3 surfaces are prac-
tically equivalent, we chose to scan the conformational spaces of possible adsorptions
using YF3·(Ads) only. We further limited the conformational space scan to the three major
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contributing surfaces, as the (100) surface possesses only a minor abundance in YF3. Onto
these surface slabs, a single layer of four HF or H2O molecules was added. Relaxed slab
supercells of the converged thickness of (2 × 2 × 5) YF3-layers for (011) and (101) (see
Figure 2a) or (2 × 1 × 10) YF3-layers for (010) were used (see Figure 2b) [13]. For the 1:1
mixed monolayer setup of four HF or HCl with four H2O molecules onto (010), the surface
unit cell was doubled using supercells of (2 × 2 × 4) YF3-layers (see Figure 2c).

Figure 2. Generic AIMD start structures of the pure monolayer setups of (011)·(H2O) (a) and
(010)·H2O (b), as well as of the mixed monolayer setup of (010)·HCl:H2O (c); the region of atoms not
fixed (top four YF3 and adsorbates) is labeled AIMD.

Initial temperature tests of up to 873 K onto (010)·(HF) revealed that at higher tem-
peratures some molecules diffuse into the vacuum because their kinetic energies outweigh
the rather weak adsorption. Therefore, the AIMD runs were performed at rather cold
temperatures of 50–300 K with the majority of simulation time obtained at 200 K (see
Table S3). Summing over all respective trajectories, about 60 ps AIMD simulation time was
created for the pure monolayer onto each surface of (010), (011), and (101). About 30 ps was
produced for the mixed monolayer onto (010). Within the AIMD simulations, adsorption
events were judged by distance to the surface atoms (≤260 pm) and visualization. Long-
living (≥2 ps) coordination events for each surface and adsorbate were selected as starting
conformations for further studies. Moreover, the coordination of short lifetimes (≥350 fs)
was also considered if showing structural features not already within the scope.

In a second approach, input structures for atomic structure relaxation were script-
generated, varying the adsorbate position perpendicular and in-plane to the surface,
as well as rotating the adsorbate. Monolayer structures of YF3·4 HF, YF3·4 H2O and
YF3·2 HF·2 H2O were created for the surfaces of (010), (011), and (101), all as supercells in
analogy to Figure 2a,b. For each combination of monolayer and surface 36 start structures
were generated From the relaxed 324 structures, the most stable ones were selected for
further studies. From both approaches sampling the full monolayer, single adsorbate
conformations were extracted and transferred to the isolated adsorption setup of (4 × 3 × 4)
MF3-layers for (010) and (100) or (4 × 4 × 4) MF3-layers for (011) and (101) (see Figure 1).
All (100)·Ads initial structures originated from transferring adsorbate conformations from
the other three surfaces. Each selected YF3·HF adsorption also posed a starting structure
for the respective YF3·HCl one. The same applied to the YF3 analogous HoF3, for which the
adsorbate coordinates were transferred from the respective YF3·(Ads) structures. Overall,
an isolated adsorption structural scope of 61 YF3 and 59 HoF3 structures were considered.
Several of these relaxed into chemically equivalent structures or nearly equivalent conform-
ers of the same structural isomer. Thus, our results are based on a total scope of 44 single
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adsorbate structural isomers for each MF3. The respective scopes for each surface and
adsorbate are listed in Table S4 and all structural isomers are depicted in Figures S2–S13.

2.3. Computational Details

The same computational setup of Perdew–Burke–Ernzerhof (PBE) functional [14]
at a kinetic cutoff of 773 eV was used within the Vienna Ab Initio Simulation Package
(VASP) [15–18] as applied to the surface energies evaluated in [13]. The hard projector
augmented wave potentials of H, O, and Cl were applied with valence electron numbers of
6 and 7 for the latter two. The effect of hard vs. normal potential files was tested (see SI
Section 1.1 [19,20]). All calculations were performed at the Γ-point. The surface supercells
were built with the python packages pymatgen [21,22] and ASE [23]. A minimum of a
25 Å vacuum was applied to all isolated molecules and perpendicular to the surface plane
in all supercells to avoid artificial interaction.

For the first conformational scan approach by AIMD, the NVT ensemble with the Verlet
algorithm and the Nosé–Hoover thermostat with a coupling parameter of 1 were applied
at a 1 fs time step [24–26]. See Table S3 for an overview of the runtimes at temperatures
of 50–300 K. To keep the computational time of the AIMD feasible, the monolayer AIMD
(setup a and b) were conducted at low precision, applying the RMM-DIIS [27,28] algorithm
with preconditioned residuum-minimization (VeryFast) as well as a default self-consistent
field (SCF) convergence criteria. The mixed monolayer AIMD (setup c) was conducted with
the default (Kosugi) blocked-Davidson algorithm at normal precision with SCF criteria of
10−5 eV.

For the second conformational scan approach of script-generated input structures, the
atomic relaxation was conducted via a conjugate gradient algorithm at normal precision
with the default convergence criteria.

For the isolated adsorption setup used for the analysis, converged surface supercell
sizes were found at (4 × 3 × 4) MF3-layers for (010) and (100) or (4 × 4 × 4) MF3-layers for
(101) and (011) (see Figure S1 and Tables S1 and S2). The top two MF3-layers of each surface
(48 atoms for (010) and (100) or 64 atoms for (101) and (011)), as well as the adsorbates
were relaxed in atomic coordinates with allowed spin polarization, Gaussian smearing
with a width of 0.2 eV, Grimme’s dispersion correction with Becke–Johnson damping
(D3(BJ)) [29,30], and accurate precision. SCF criteria of 10−5 eV were applied for geometry
optimizations and 10−6 eV for final energies. For difficult SCF cases, symmetry was turned
off (ISYM = −1), and/or an additional DFT support grid (.ADDGRID.), and/or a reduced
minimal mixing parameter of Kerker’s initial approximation [31] (AMIN) of <0.01 was
used. If geometric convergence was neither achieved by the conjugated gradient nor by the
RMM-DIIS algorithm [27], the ionic step width (POTIM) was reduced from its default of
0.5 to 0.1 Å. All atomic structure visualizations were conducted in VESTA [32]. Trajectories
were visualized in VMD [33].

3. Results

All given results were obtained using the isolated adsorption setup shown in Figure 1.
We differentiate two kinds of adsorption energies referred to as bonding energies (∆Ebond)
according to Reaction (1) and interaction energy (∆Eint) according to Reaction (2). The
former is calculated with respect to the relaxed (superscript 0) reactants. Consequently,
∆Ebond is obtained from the total energy of the relaxed adsorption structure minus the total
energy of the relaxed, bare surface supercell and the relaxed isolated adsorbate in vacuum.

MF3
0
(surf) + Ads0

(gas)
∆Ebond−−−−→ MF3·(Ads)0

(surf) (1)

∆Eint is obtained analogously from non-relaxed reactants, which already possess the
same atomic structure as inside the relaxed adsorption product.

MF3(surf) + (Ads)(gas)
∆Eint−−→ MF3·(Ads)0

(surf) (2)
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Thus, the difference in both adsorption energies is the atomic structure relaxation of
the separated reactants from the relaxed structure of the adsorption product. It is, therefore,
labeled as preparation energy (∆Eprep)

∆Eprep = ∆Ebond − ∆Eint (3)

By the atomic structure relaxation of the adsorbed product, spontaneous dissociations
of some adsorbate molecules were observed. These can be classified into two categories.
For one, there are the H-bond induced dissociations onto stoichiometric surfaces of several
strong HCl adsorptions, whose final hydrogen-to-surface fluorine (H – Fsurf) distance is
considerably shorter than the H – Cl one (see Figure S17). In one case, this was followed by
a subsequent movement of the Cl atom across the surface leading to a final H – Cl distance
of 7 Å (see Figure S6e). However, in all of these H-bond-induced dissociations, the MF3·Ads
stay diamagnetic and no change in the surface metal (Msurf) or partial charges occur.

On the other hand, several adsorptions of HF or HCl onto the electron-rich, sub-
stoichiometric (101) surface spontaneously dissociate in a hydride-forming mechanism
leading to separately adsorbed halide and hydride (q(H)= −0.6 e) anions. By formal
oxidation state, two electrons are transferred from the surface to the adsorbate, agreeing
with a total change in Bader charges of about 1.4 e. A clear difference is also shown by
the spin arrangement. The collinear magnetic moment of 8 µB is found for bare (101)
produced by the ferromagnetic arrangement of the eight formal M(II) centers (four each on
the top/bottom surfaces), each with an unpaired electron. While this magnetic moment is
retained for all non-dissociated (101)·Ads, it reduces to 6 µB within the hydride-forming
ones. Within the final structures, these two anions remain either coordinated to the same
Msurf ((101)·H3ÅF/Cl, see Figure S19a), coordinated to two neighboring Msurf, ((101)·H3.5ÅF,
see Figure S19b), or with one other Msurf in-between ((101)·H7ÅF/Cl, see Figure S19c). Due
to the charge repulsion, the stability and, thus, the absolute adsorption energy increase
by the distance of halide to hydride (see Table 1). (101)·H3.5ÅF was not found to be stable
for the respective HCl adsorption. Starting from that structure, the chloride moved across
the surface, converging into (101)·H7ÅCl. On the used (2 × 2 × 4) supercell, this is the
maximum distance that the two anions can adopt while being coordinated to the six-fold
coordinated M(II) centers. Compared to all other MF3·Ads, their adsorption energies are
much larger and their properties are very different. We, therefore, analyzed them as a
separate class of adsorption.

Table 1. Comparison of the different hydride-forming adsorptions by coordination number (CNM
surf)

and the maximum change in partial charge for one Msurf (∆qM
surf) of the coordination sites(s) vs. the

bare (101) charges of q
M(II)
surf = 1.7–1.8 e for six-fold coordinated and q

M(III)
surf = 2.2–2.4 e for seven-fold

coordinated Msurf, together with the halide to hydride distances (RX· · ·H) in pm and adsorption
energies in kJ·mol−1.

HF HCl
CNM

surf M RF· · ·H ∆qM
surf ∆Eint ∆Ebond RCl· · ·H ∆qM

surf ∆Eint ∆Ebond

(101)·H3ÅF/Cl 6 Y 257 +0.5 −973 −315 285 +0.4 −829 −311
Ho 262 +0.5 −938 −290 292 +0.4 −807 −296

(101)·H3.5ÅF 6; 7 Y 352 +0.5 −1036 −349 —Ho 357 +0.5 −1003 −324

(101)·H7ÅF/Cl 6; 6 Y 681 +0.5 −1081 −485 684 +0.5 −937 −482
Ho 688 +0.5 −1079 −483 691 +0.5 −937 −481

The ∆Ebond values of Table 1 are plotted separately in Figure 3 to the respective
strongest adsorptions of the other MF3·Ads giving an impression on how large ∆Ebond is
affected by the interplay of the adsorbate type and surface cut, while the metal type only
has a minor impact.
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Figure 3. ∆Ebond for the respective strongest adsorptions of YF3·Ads and HoF3·Ads for each (hkl)
and adsorbate. The hydride-forming adsorptions of (101)·H3ÅF/Cl (upward stripes), (101)·H3.5ÅF
(horizontal stripes), or (101)·H7ÅF/Cl (downward stripes) are given separately.

The most striking variation in adsorption energies is found along (hkl)·HF and
(hkl)·HCl. The differences between the respective strongest adsorptions onto the same MF3
(∆∆ECl−F

bond ) according to Equation (4) are depicted in Figure 4.

∆∆ECl−F
bond = ∆E

(hkl)·HCl
bond − ∆E

(hkl)·HF
bond (4)

Figure 4. The difference in ∆Ebond between MF3·HCl and MF3·HF (∆∆ECl−F
bond ) (see Equation (4)) for

M = Y (light green) and M = Ho (dark green) is given for the respective strongest adsorption of
each (hkl) (bars) and as the average overall (hkl) with (solid lines) or without the hydride-forming
adsorptions (dashed lines) of (101)·H3ÅF/Cl (upward stripes) or (101)·H7ÅF/Cl (downward stripes).

Both MF3 bind HF significantly stronger than HCl. The preference for HF over HCl
is similar in the three stoichiometric surfaces. Within the F-substoichiometric surface of
(101), the preference is considerably smaller. The averages of ∆Ebond over all surfaces
are 8–28 kJ·mol−1 stronger for HF, suggesting that the F – Msurf bond is slightly stronger
than the respective chloride one. Consequently, the surface mobility of chloride should be
slightly higher. This, together with chloride’s more diffuse electron density resulting in
higher spacious demands considering the repulsion with the hydride, indicates why the
(101)·H3.5ÅCl was not found to be stable.

The ∆Ebond for each non-hydride-forming adsorption is related to ∆Eint in Figure 5.
Naturally, the difference of ∆Eprep is very low for the weakly adsorbed structures. How-
ever, it remains very low for any MF3·H2O, while it becomes significant for strong HF
adsorptions onto (100) or (011) and even larger than the final ∆Ebond itself for the respective
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HCl adsorptions. The latter is caused by the strong H – Cl bond elongation introduced
above as H-bond dissociated structures.

Figure 5. Interaction energy (∆Eint) vs. bonding energy (∆Ebond) for all non-hydride-forming
MF3·Ads for each surface (marker) of YF3 (light green/orange/red) or HoF3 (dark green/brown/
black) without the 7 Å-wide dissociated (100)·HCl. The difference (∆Eprep, see Equation (3)) is
emphasized by bars.

In the next step, the effect of the metal type on ∆Eprep is considered (see Figures S14–S16).
While most HoF3·H2O adsorb slightly stronger than the respective YF3·H2O already prior
to relaxation, the preference for HoF3 very mildly increases further upon relaxation by up
to 4 kJ·mol−1. Moreover, all non-hydride-forming MF3·HF prefer HoF3 over YF3 before
relaxation by up to 10 kJ·mol−1. However, for most of these, ∆Eprep hardly affects this pref-
erence, with the exception of (011)·HF, for which ∆Eprep shifts twice that initial preference
for HoF3 to a final preference for YF3. Finally, the non-hydride-forming MF3·HCl show the
strongest preference for HoF3 of up to 50 or 57 kJ·mol−1 with or without the relaxation of
the reactants. However, the effect of ∆Eprep decreases or increases the preference depending
on the adsorption isomer.

In the following, the quantities determining ∆Ebond are further analyzed. The depen-
dency on the atomic structure parameters of the H-bond angle and distance toward Fsurf,
as well as the direct coordination of O/F/Cl toward Y/Hosurf are visualized in Figure 6.
See Table S5 for a comparison of non-/weighted averages over each or all surfaces, as well
as Figure S18 for a version of Figure 6 including the hydride-forming adsorptions.

As by the lanthanide contraction, the ionic radii of Y(III) and Ho(III) differ by as
little as 0.3 pm [1]; any difference in coordination originates from a different bonding
situation. However, we found that the difference in the ∆∆EY−Ho

bond (see Figure S24) is too
weak to affect the intra-adsorbate bond lengths, as these stay insensitive to the metal center.
By closer contact to the surface, the H-bond angles and distances, as well as the direct
coordination distances of O/F/Cl to Msurf show notable differences between YF3·Ads
and HoF3·Ads when analyzing each surface separately. On the other hand, the signs of
these differences vary by surface. As a result, averaging over all surfaces, the metal-type
correlated differences do not persist. Considering all surfaces, only those between the
adsorbates survive. These emphasize the considerable distinction between weak H2O
H-bonds vs. strong HF and HCl ones. Moreover, they reveal the high similarity between
the latter two, which is also present in the direct coordination when accounting for the gap
in ionic radii [1].

Linked to the ionic radii and electronegativities, differences between the adsorbates
appear within the partial Bader charges. Due to the high electronegativity of F and, thus,
little variance of its strongly negative partial charge, which is already very low (−0.7 e) for
molecular HF, the adsorption onto MF3 shows no further reduction (see Figures 7 and S20).
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Figure 6. H-bond angles (AX – H· · · Fsurf (a)) and distances (RH· · · Fsurf (b)) or direct surface coordination
distances of X = O/F/Cl (RX – Msurf (c)) vs. ∆Ebond for all non-hydride-forming adsorptions. The
respective ∆Ebond-weighted means over all surfaces are given as dashed lines. The area of H-bonds
classified as moderate [34] is shaded.

However, for HCl adsorption, the partial charges change significantly compared to
molecular HCl due to the low ionic character of the H – Cl bond (see Figure S21). This
allows the bonding character of MF3·HCl to be surface-dependent. For adsorptions toward
six-fold coordinated Msurf as present in (100) and (011), the partial charges suggest a
strong ionic character comparable to MF3·HF. This is linked to the formation of the H-bond
dissociated Cl· · ·H – Fsurf introduced above, for which we find no significant differences
between both MF3 (see Figure S17). Finally, the partial charges of H2O are only marginally
affected by the adsorption (see Figures S22 and S23). Onto all stoichiometric surfaces,
the positive charge of H slightly increases by 0.1 e, regardless of CNsurf. Adsorbed at the
substoichiometric, electron-rich (101), the positive charge of H is reduced slightly by up to
−0.2 e. However, in contrast to HF and HCl, no dissociation is observed.

Despite the high similarity between the two MF3 for the properties discussed above,
subtle differences appear within the adsorption energies. The differences between both
MF3 for all adsorptions are weighed with the respective surface abundance ratios (%surf,
Equation (5)) of the ideal crystals taken from [13] and compared in Figure 8.

∆∆EY−Ho
bond,% =

(

∆EYF3·Ads
bond · %YF3

surf

)

−
(

∆EHoF3·Ads
bond · %HoF3

surf

)

(5)

Note that HoF3 possesses higher %surf than YF3 for the surfaces of (010) and (100)
but lower ones for (011) and (101). See Figure S24 for the corresponding non-weighted
differences (∆∆EY – Ho

bond ) together with the respective %surf.
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Figure 7. Partial Bader charges (q(H) (a) and q(Cl)/q(F) (b)) of molecular HF or HCl (dotted lines) or
adsorbed onto MF3 (markers).

Figure 8. The %surf-weighted differences in ∆Ebond between YF3 and HoF3 (∆∆EY – Ho
bond,%) (see

Equation (5)) is given for all adsorptions (black lines). The bar plots highlight the respective strongest
adsorptions. The hydride-forming adsorptions of (101)·H3ÅF/Cl (upward stripes), (101)·H3.5ÅF
(horizontal stripes), or (101)·H7ÅF/Cl (downward stripes) are given separately.

Even though the non-weighted H2O adsorptions bind slightly stronger to HoF3 than
YF3 regardless of the surface cut, the different %surf of the two MF3 impose a surface
dependency for ∆∆EY – Ho

bond,%. In contrast, the binding preference for HoF3 or YF3 shown by
HF or HCl varies inherently between the different surfaces. At the eight-fold coordinated
Msurf of (010), HF and HCl, both slightly prefer HoF3. While the ∆∆EY – Ho

bond, % of HF is
about the same as H2O, it is lowest for HCl. By the better accessible Msurf of (100), the
%surf-weighted preferences for HoF3 grow considerably, yielding the strongest for (100)·HF
within all (hkl)·Ads. In contrast, all ∆∆EY – Ho

bonds,% at (011) prefer YF3 due to the flipped order
in surface abundances. Although (011) also contains six-fold coordinated Msurf, these are
less accessible (see Figure 1). In agreement with the metal accessibility, the magnitude
of ∆∆EY – Ho

bond,% is only marginally larger than in (010). Finally, for the hydride-forming
adsorptions of (101), the higher %surf of YF3 amplifies the inherent preference for the lighter
twin element. We believe that this difference primarily originates from the ionization
potentials (IP) of M(II), which are measured to be 20.5 eV for Y(II) and 22.8 eV for Ho(II)
in the gas phase [35,36]. It may be assumed that the qualitative relation of considerably
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easier Y(II) than Ho(II) oxidation remains the same for six-fold coordinated metal centers.
It should be noted that Ho(II) is measured to have a 4f11 configuration [36], which is not
possible with the applied 4f10-in-core potential developed for the stable oxidation state of
Ho(III). Therefore, no quantitative relation of ∆IP to ∆∆EY – Ho

bond may be drawn.
Comparing our quantum chemical results with experiments and theoretical studies

in solutions at elevated temperatures, we find an agreement of the preference for fluoride
over chloride found for Y(III) in aqueous solutions by AIMD simulations [6]. This suggests
that the preference is present in different phases of Y(III). A solubility study in aqueous
HF compared the fluoride affinity of Y(III) vs. Ho(III) [4]. At high HF concentrations, they
found a higher fluoride affinity by Y(III). In another study applying AIMD and in situ X-ray
experiments onto aqueous NaCl solutions, the chloride affinity of Y(III) was also found to
be higher compared to Ho(III) [5]. Within our study, however, the marginal difference in
fluoride or chloride affinity shown between the two metals is much lower than between
the surfaces. This demonstrates that, compared to the free ions in solution, the difference in
binding affinity at the surface is very sensitive to the surface geometry and termination,
even when the respective ions are as similar as Y(III) vs. Ho(III). Apparently, the change in
the local environment between the surfaces affects the two twin elements differently and,
thus, shifts the small gap in halide affinities between the two. Comparable experimental
and computational studies of Y(III) and Ho(III) affinities in solutions containing both HF
and HCl could give more insight into these subtle differences and would be the next step
to elucidate the composition in fluoride-rich ores originating from hydrothermal veins.

4. Conclusions

The adsorptions of HF, HCl, and H2O onto the four most abundant surfaces of YF3
and HoF3 were studied by applying periodic density functional theory. Comparing the
two halides, we found that both MF3 bind HF notably stronger than HCl for all three
stoichiometric surfaces. We found that the adsorption energy of H2O is insensitive to
the surface cut. Due to this surface insensitivity, the slight preference for HoF3 over YF3
remains constant. On the contrary, the adsorption energies of HF and HCl are sensitive to
the surface. For the latter, this also shows within the partial charges. For the rather bulk-like
surface of (010) with low metal accessibility, the preference for HoF3 is comparable to that
shown by H2O. The adsorptions of HF and HCl onto stoichiometric surfaces with more
accessible Msurf are considerably stronger, showing the strongest H-bonds and, thus, the
largest structural changes upon adsorption. These also show varying metal affinities. HF
and HCl both show the strongest preference for HoF3 over YF3 within (100), a surface that
is also much more abundant in the heavier twin trifluoride. On the other hand, (011) prefers
YF3. Finally, the largest preference for YF3 is found for the hydride-forming adsorptions
onto the F-substoichiometric (101).

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/cryst13040555/s1, Table S1: Scope of supercell size convergence
onto the (010) YF3 surface with a single adsorbate. Each column gives the supercell thickness in
unit cell copies (UC) and YF3-layers perpendicular to the surface. The supercells of 1 UC thickness
are done for a single adsorbate of HF or H2O. Figure S1: Supercell size convergence of ∆Ebond
for the (010) YF3 surface with a single adsorbate of HF (top left) or H2O (top right). The x-axis
gives the thickness perpendicular to the surface (p) in YF3-layers. The difference to the biggest
supercell (∆Ebond − ∆Ebond(6 × 3 × 4)) is plotted for YF3·HF (bottom). The green dotted lines and
shaded areas visualize ±1.0 and ±0.5 kJ·mol−1, respectively. Table S2: Converged supercell sizes
of all surface cuts with their corresponding surface area (Asurf), the total number of formula units
(Nf.u.) and atoms within the supercell (Natoms). Table S3: Overview of AIMD simulation at different
temperatures for pure monolayers of YF3·(Ads)4 and 1:1 mixed monolayers of YF3·(Ads1)4·(Ads2)4
with summed-up simulation times over all respective runs. Table S4: Structural scope of MF3·(Ads)
giving the total number of different final conformers with the total number of all respective starting
structures in parenthesis. Figure S2: Relaxed adsorption structures of (010)·1HF in order of increasing
|∆Ebond| viewing onto the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells.
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Two YF3 structures were conducted for structural isomer c and five for structural isomer e. Three
HoF3 structures were conducted for structural isomer c and two for structural isomer e. Figure S3:
Relaxed adsorption structures of (010)·1HCl in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Three structures were conducted for
structural isomer b and two for structural isomer c. Figure S4: Relaxed adsorption structures of
(010)·1H2O in order of increasing |∆Ebond| viewing onto the surface unit cell (black frame) made
from (2 × 3 × 2) bulk unit cells. Three structures were conducted for structural isomers b and
c. Figure S5: Relaxed adsorption structures of (100)·1HF in order of increasing |∆Ebond| viewing
onto the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Figure S6: Relaxed
adsorption structures of (100)·1HCl in order of increasing |∆Ebond| viewing onto the surface unit
cell (black frame) made from (2 × 3 × 2) bulk unit cells. Figure S7: Relaxed adsorption structures
of (100)·1H2O in order of increasing |∆Ebond| viewing onto the surface unit cell (black frame) made
from (2 × 3 × 2) bulk unit cells. Two YF3 structures were conducted for structural isomer a. Figure S8:
Relaxed adsorption structures of (011)·1HF in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. Two structures were conducted for
structural isomer c. Figure S9: Relaxed adsorption structures of (011)·1HCl in order of increasing
|∆Ebond| viewing onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. Two
structures were conducted for structural isomer c. Figure S10: Relaxed adsorption structures of
(011)·1H2O in order of increasing |∆Ebond| viewing onto the surface unit cell (black frame) made
from (2 × 2 × 4) bulk unit cells. Two structures were conducted for structural isomer b. Figure S11:
Relaxed adsorption structures of (101)·1HF in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. The hydride-forming configurations
c, d, and e are called MF3·H3ÅF, MF3·H3.5ÅF and MF3·H7ÅF within the main paper according to
the H – F distance. Figure S12: Relaxed adsorption structures of (101)·1HCl in order of increasing
|∆Ebond| viewing onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells.
The hydride-forming configurations c and d are called MF3·H3ÅCl and MF3·H7ÅCl within the
main paper according to the H – Cl distance. For configuration d, two structures were conducted
for HoF3·H7ÅCl. Figure S13: Relaxed adsorption structures of (101)·1H2O in order of increasing
|∆Ebond| viewing onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells.
Figure S14: Difference in the adsorption energies of YF3·HF and HoF3·HF with (∆∆EY – Ho

bond ) or without
(∆∆EY – Ho

int ) relaxed reactants. An area of ±2 kJ·mol−1 is shaded. Figure S15: Difference in the
adsorption energies of YF3·HCl and HoF3·HCl with (∆∆EY – Ho

bond ) or without (∆∆EY – Ho
int ) relaxed

reactants. An area of ±10 kJ·mol−1 is shaded. Figure S16: Difference in the adsorption energies
of YF3·H2O and HoF3·H2O with (∆∆EY – Ho

bond ) or without (∆∆EY – Ho
int ) relaxed reactants. An area of

±2 kJ·mol−1 is shaded. Table S5: Calculated means of intra-adsorbate bond length (RX – H), H-bond
angles (AX – H···Fsurf ) and distances (RH· · · Fsurf ), direct O/F/Cl to metal coordination (RX – Y/Hosurf

)
without weight (a) or weighted by ∆Ebond as given in Equation 1 (aE) for all non-hydride-forming
single adsorptions and without the 7 Ådissociated (100)·HCl structural isomer e; the aE over all
(hkl) are plotted in Figure 6 within the main paper. Figure S17: RH· · · Fsurf vs. RX – H for HoF3·Ads
(a) and YF3·Ads (b) for all non-hydride-forming adsorptions but the 7 Åwide H-bond dissociated
(100)·HCl. RH· · · Fsurf = RX – H − ∆Rx pm is highlight for ∆Rx = 0 (solid line) and ∆Rx = 30 (dotted
line). Figure S18: Coordination distances toward the surface by the adsorbate for H (RH· · · F/Msurf

, a)
and X = O/F/Cl (RX – Msurf , b) vs. ∆Ebond for all single adsorptions. Figure S19: Changes in partial
Bader charges (≥0.05 e) of Msurf upon adsorbate dissociation for (101)·H3ÅF/Cl (a), (101)·H3.5ÅF
(b) and (101)·H7ÅF/Cl (c) for YF3·HF (1a–1c), HoF3·HF (2a–2c), YF3·HCl (3a–3c) and HoF3·HCl
(4a–4c). Figure S20: Change of partial Bader charges of HF adsorbed onto YF3 or HoF3 (∆q(H)
a with zoom b and ∆q(F) c) vs. molecular HF. Figure S21: Change of partial Bader charges of
HCl adsorbed onto YF3 or HoF3 (∆q(H) a and ∆q(Cl) b) vs. molecular HCl. Figure S22: Partial
Bader charges of molecular H2O (dotted line) and adsorbed onto YF3 or HoF3 (q(H) a and q(O) b).
Figure S23: Change of partial Bader charges of H2O adsorbed onto YF3 or HoF3 (∆q(H) a and ∆q(O)
b) vs. molecular H2O. Figure S24: The difference in ∆Ebond between YF3 and HoF3 (∆∆EY – Ho

bond ) (see
Equation (2)) is given for all single adsorptions (black lines). The bar plots highlight the respective
strongest adsorbed structures. The hydride-forming adsorptions of (101)·H3ÅF/Cl (upward stripes),
(101)·H3.5ÅF (horizontal stripes) or (101)·H7ÅF/Cl (downward stripes) are given separately. The
surface abundance ratios (%surf) for the ideal crystals are taken from [13].
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1. Computational Method Validation 30

1.1. Potential Files 31

We used the hard potential files for atoms available as recommended by VASP for 32

very small bond distances, as e.g. the case for H ± F, a central molecule of this study. We 33

tested the effect of the hard potential files F_h and H_h vs. the normal ones F and H 34

while keeping all other parameters, including the kinetic cutoff value constant as given in 35

computational details. The first test system is the simple free, molecular HF in vacuum, 36

which we need to calculate ∆Ebond of the adsorpted systems. When using the hard potential 37

files, a bond distance of RH ± F = 93.15 pm is obtained. With the normal potential files, 38

the bond elongates significantly by 0.62 pm. According to NIST, the experimental bond 39

length is RH ± F = 91.68 pm [2] or by calculation e.g. 91.7 pm at the CCSD(T)/aug-cc-pVQZ 40

level [1]. Consequently, the bond elongation equals a worse description. 41

We also tested the effect onto the surfaces by single point calculations with the normal 42

potential files onto bare (100) and adsorbed (100)·HF isomer c (see Figure S5 c) built and 43

relaxed at the hard potential file setup as described in the computational details. The 44

adsorption energy obtained by applying the normal potential files is by −3.4 kJ·mol−1 or 45
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4% stronger. Thus the normal vs. hard potential files also have a considerable effect on the 46

adsorption energies. 47

1.2. Supercell Size 48

To ensure isolated adsorptions with non-interacting adsorbates, we tested supercell 49

sizes (n × m × p) with n, m, p = {1 − 3} UC onto the (010) surface with a single HF or H2O 50

molecule adsorbed. Note that each (010) UC corresponds to (2 × 1 × 2) YF3-layers. The 51

atomic positions of the adsorbate and the first YF3-layer are relaxed. All other parameters 52

equal those given within in the computational details for the isolated adsorption setup of 53

the main paper. 54

Table S1. Scope of supercell size convergence onto the (010) YF3 surface with a single adsorbate.
Each column gives the supercell thickness in unit cell copies (UC) and YF3-layers perpendicular to
the surface. The supercells of 1 UC thickness are done for a single adsorbate of HF or H2O:

YF3·HF + YF3·H2O YF3·HF YF3·HF
UC layer UC layer UC layer

1 × 1 × 1 2 × 1 × 2 1 × 1 × 2 2 × 1 × 4 1 × 1 × 3 2 × 1 × 6
2 × 2 × 1 4 × 2 × 2 2 × 2 × 2 4 × 2 × 4 2 × 2 × 3 4 × 2 × 6
2 × 3 × 1 4 × 3 × 2 2 × 3 × 2 4 × 3 × 4 2 × 3 × 3 4 × 3 × 6

3 × 3 × 2 6 × 3 × 4

Figure S1. Supercell size convergence of ∆Ebond for the (010) YF3 surface with a single adsorbate of
HF (top left) or H2O (top right). The x-axis gives the thickness perpendicular to the surface (p) in
YF3-layers. The difference to the biggest supercell (∆Ebond − ∆Ebond(6× 3× 4)) is plotted for YF3·HF
(bottom). The green dotted lines and shaded areas visualize ±1.0 and ±0.5 kJ·mol−1, respectively.

Comparing the two in-surface-plane lattice vectors, we find that the effect onto 55

YF3·H2O is smaller than on YF3·HF. Therefore, the bigger supercell tests were only done 56

for the slower converging YF3·HF. When increasing from the unit cell of (2x1) YF3 lay- 57

ers to a (2x2) supercell of (4x2) YF3 layers, the difference in ∆Ebond is as large as 7± 58

8 kJ·mol−1. A further increase to the square-like supercell of (4x3) YF3 layers, only 59

changes ∆Ebond by 0.5 kJ·mol−1. The next possible supercell of (6x3) YF3 layers alters 60

the ∆Ebond by as little as 0.1 kJ·mol−1. We thus consider a supercell size of (2× 3× 2) in UC 61

or (4× 3× 4) in YF3-layers as converged. This corresponds to almost square-like dimensions 62
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of 12.6430 Å × 12.9900 Å × 13.6118 Å. The ∆Ebond differed by as little as 0.5 kJ·mol−1 com- 63

pared to the largest tested supercell area of 18.9645 Å × 12.9900 Å × 13.6118 Å by 64

(6 × 3 × 4) YF3-layers. For the other surface cuts, supercells have been chosen that keep the 65

dimensions similar. 66

Upon increasing the supercell thickness, the changes in relaxed adsorption energy 67

∆Ebond are very low. 2 YF3-layers perpendicular to the surface give already a converged 68

∆Ebond. However, for the substoichiometric (101) surfaces, these were found to be unstable 69

within the atomic position relaxations. Consequently, a thickness of 4 MF3-layers is used 70

for all supercells. 71

Table S2. Converged supercell sizes of all surface cuts with their corresponding surface area (Asurf),
the total number of formula units (Nf.u.) and atoms within the supercell (Natoms):

(hkl) in UC in layers Asurf in Å2 Nf.u. Natoms
(010) (2 × 3 × 2) (4 × 3 × 4) (12.6430 × 12.9900) 48 192
(100) (2 × 3 × 2) (4 × 3 × 4) (13.6117 × 12.9900) 48 192
(101) (2 × 2 × 4) (4 × 4 × 4) (13.6117 × 15.3245) 64−8F 248
(011) (2 × 2 × 4) (4 × 4 × 4) (12.6430 × 16.1330) 64 256

2. AIMD 72

An overview of all AIMD runtimes and temperatures is given in Table S3. Within the 73

pure HF monolayers, the issue of infinite HF-chains forming by the periodic boundary 74

conditions was frequently encountered due to the relatively small lattice vectors within 75

the surface plane. These Ads-Ads interactions gave a more favorable energy than the 76

interaction towards the surface. Accordingly, it was not helpful to judge adsorption events 77

by the energy time series of the trajectory. 78

Table S3. Overview of AIMD simulation at different temperatures for pure monolayers of YF3·(Ads)4

and 1:1 mixed monolayers of YF3·(Ads1)4·(Ads2)4 with summed up simulation times over all
respective runs:

(hkl) Ads setup T in K runtime in ps

(010)

HF a 50 1
HF a 100 2.5
HF a 200 25

H2O a 50 1
H2O a 100 2.5
H2O a 200 25

HF:H2O 1:1 c 200 20
HCl:H2O 1:1 c 200 8

(011)

HF b 50 1
HF b 100 2.5
HF b 200 25
HF b 300 1

H2O b 50 1
H2O b 100 2.5
H2O b 200 25
H2O b 300 1

(101)

HF b 50 1
HF b 100 2.5
HF b 200 25
HF b 300 1

H2O b 50 1
H2O b 100 2.5
H2O b 200 25
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3. Structural Scope 79

This section visualizes all found 44 single adsorption conformations grouped form 80

60 relaxed structures for YF3 and 58 for HoF3 done in the isolated setup. All final elec- 81

tronic structure data used to calculate ∆Eint and ∆Ebond are available within the NOMAD 82

repository (ID: xoipefEvRGOWfNVSx_R1MA). 83

Table S4. Structural Scope of MF3·(Ads) giving the total number of different final conformers with
the total number of all respective starting structures in parenthesis:

(hkl) n Ads YF3 HoF3

(010)
1 HF 5 (10) 5 (8)
1 HCl 3 (6) 3 (6)
1 H2O 3 (7) 3 (7)

(100)
1 HF 4 (4) 4 (4)
1 HCl 5 (5) 5 (5)
1 H2O 3 (4) 3 (3)

(011)
1 HF 3 (4) 3 (4)
1 HCl 3 (4) 3 (4)
1 H2O 2 (3) 2 (3)

(101)
1 HF 5 (5) 5 (5)
1 HCl 4 (4) 4 (5)
1 H2O 4 (4) 4 (4)

3.1. (010) 84

3.1.1. HF 85

Figure S2. Relaxed adsorption structures of (010)·1HF in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Two YF3 structures were
done for structural isomer c and five for structural isomer e. Three HoF3 structures were done for
structural isomer c and two for structural isomer e.
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3.1.2. HCl 86

Figure S3. Relaxed adsorption structures of (010)·1HCl in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Three structures were done
for structural isomer b and two for structural isomer c.

3.1.3. H2O 87

Figure S4. Relaxed adsorption structures of (010)·1H2O in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Three structures were done
for structural isomer b and c.

3.2. (100) 88

3.2.1. HF 89

Figure S5. Relaxed adsorption structures of (100)·1HF in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells.
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3.2.2. HCl 90

Figure S6. Relaxed adsorption structures of (100)·1HCl in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells.

3.2.3. H2O 91

Figure S7. Relaxed adsorption structures of (100)·1H2O in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Two YF3 structures were
done for structural isomer a.

3.3. (011) 92

3.3.1. HF 93

Figure S8. Relaxed adsorption structures of (011)·1HF in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. Two structures were done for
structural isomer c.
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3.3.2. HCl 94

Figure S9. Relaxed adsorption structures of (011)·1HCl in order of increasing |∆Ebond| viewing onto
the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. Two structures were done for
structural isomer c.

3.3.3. H2O 95

Figure S10. Relaxed adsorption structures of (011)·1H2O in order of increasing |∆Ebond| viewing
onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. Two structures were
done for structural isomer b.

3.4. (101) 96

3.4.1. HF 97

Figure S11. Relaxed adsorption structures of (101)·1HF in order of increasing |∆Ebond| viewing
onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. The hydride forming
configurations c, d and e are called MF3·H3ÅF, MF3·H3.5ÅF and MF3·H7ÅF within the main paper
according to the H ± F distance.
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3.4.2. HCl 98

Figure S12. Relaxed adsorption structures of (101)·1HCl in order of increasing |∆Ebond| viewing
onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells. The hydride forming
configurations c and d are called MF3·H3ÅCl and MF3·H7ÅCl within the main paper according to the
H ± Cl distance. For configuration d, two structures were done for HoF3·H7ÅCl.

3.4.3. H2O 99

Figure S13. Relaxed adsorption structures of (101)·1H2O in order of increasing |∆Ebond| viewing
onto the surface unit cell (black frame) made from (2 × 2 × 4) bulk unit cells.

4. Effect of Relaxation 100

Figures S14±S16 illustrate how the difference in adsorption energy between YF3·Ads 101

and HoF3·Ads is affected by the relaxation energy of the reactants. ∆∆EY ± Ho
int is defined 102

analogously to ∆∆EY ± Ho
bond (see Equation 5 of the main paper). The central, black diagonal 103

plots ∆∆EY ± Ho
bond against itself. A positive ∆∆EY ± Ho

int (or ∆∆EY ± Ho
bond ) means that the HoF3·Ads 104

is stronger bound than the respective YF3·Ads. Therefore, values within the lower right tri- 105

angle correspond to an increased difference between the two MF3 upon reactant relaxation. 106

Figure S14. Difference of adsorption energies of YF3·HF and HoF3·HF with (∆∆EY ± Ho
bond ) or without

(∆∆EY ± Ho
int ) relaxed reactants. An area of ±2 kJ·mol−1 is shaded.
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Figure S15. Difference of adsorption energies of YF3·HCl and HoF3·HCl with (∆∆EY ± Ho
bond ) or without

(∆∆EY ± Ho
int ) relaxed reactants. An area of ±10 kJ·mol−1 is shaded.

Figure S16. Difference of adsorption energies of YF3·H2O and HoF3·H2O with (∆∆EY ± Ho
bond ) or without

(∆∆EY ± Ho
int ) relaxed reactants. An area of ±2 kJ·mol−1 is shaded.

5. Averages over Structural Properties 107

The coordination of an adsorbate towards the surface has been considered a H-bond, 108

if either the angle or distance satisfies at least the criteria of moderate H-bonds with 109

AX ± H· · · Fsurf ≥ 130◦ or RH· · · Fsurf ≤ 220 pm [3]. 110

For the structural properties (a) of bond distances and H-bond angle, its arithmetic 111

mean and linearly weighted mean by ∆Ebond (aE) is given in Table S5 for each surface and 112

over all surfaces. Note that the intra-adsorbate bond length (RO ± H) for MF3·H2O is given 113

as the mean over both O ± H bonds. 114

aE =
∑i(−∆Eint,i ai)

∑i(−∆Ebond,i)
(1)
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Table S5. Calculated means of intra-adsorbate bond length (RX ± H), H-bond angles (AX ± H···Fsurf )
and distances (RH· · · Fsurf ), direct O/F/Cl to metal coordinations (RX ± Y/Hosurf

) without weight (a) or
weighted by ∆Ebond as given in Equation 1 (aE) for all non-hydride forming single adsorptions and
without the 7 Å dissociated (100)·HCl structural isomer e; the aE over all (hkl) are plotted in Figure 6
within the main paper:

RX ± H / pm AX ± H· · · Fsurf / ◦ RH· · · Fsurf / pm RX ± Y/Hosurf
/ pm

(hkl) MF3 a aE a aE a aE a aE

HF

(010) Y 98 99 159 161 149 146 252 246
Ho 98 98 156 157 152 149 244 244

(100) Y 100 103 159 162 130 130 241 237
Ho 100 103 160 162 128 128 243 239

(011) Y 107 108 169 170 128 126 232 230
Ho 107 108 169 170 128 126 235 234

(101) Y 95 96 151 148 165 165 260 260
Ho 96 96 154 149 166 165 257 257

all Y 100 102 160 164 144 138 246 239
Ho 100 103 160 162 144 137 242 239

HCl

(010) Y 131 131 149 151 178 175 321 318
Ho 132 133 153 155 166 164 310 308

(100) Y 149 163 155 156 107 107 289 277
Ho 148 161 155 156 106 106 293 286

(011) Y 157 157 172 173 116 115 278 277
Ho 158 158 172 173 114 113 279 278

(101) Y 130 130 156 154 188 189 Ð Ð
Ho 130 130 156 153 193 194 Ð Ð

all Y 143 151 158 162 151 133 297 286
Ho 143 152 159 162 147 129 295 288

H2O

(010) Y 98 98 155 156 182 173 262 248
Ho 98 98 143 142 187 181 245 245

(100) Y 97 97 113 113 202 202 241 241
Ho 97 97 114 114 203 203 244 244

(011) Y 98 98 141 142 195 195 241 241
Ho 98 98 134 135 203 202 245 245

(101) Y 99 99 132 137 226 223 241 240
Ho 98 99 143 144 233 226 244 243

all Y 98 98 138 138 198 197 249 243
Ho 98 98 137 136 199 199 244 244

The non-/weighted averages of R̄X ± H hardly differ (≤ 2 pm) between Y and Ho. 115

Which MF3·Ads possesses the smaller R̄X ± H is surface dependent. Only those H-bonds 116

have been included that are either by distance (≤ 220 pm) or by angle (≥ 130◦) at least 117

within the moderate regime. By that criteria (101)·H2O isomer a (see Figure S13 a) is just 118

(hardly) included within YF3 but (hardly) not in HoF3. 119

The H-bond angles also hardly differ between the two metals for MF3·HF, as well 120

as MF3·HCl with a maximum difference of 4◦. Interestingly for adsorptions of H2O, the 121

weighted averages for (010) and (011)·H2O are 14◦ and 7◦ wider for YF3 than for HoF3, 122

while no such difference is observed for (100) and even the opposite for non-hydride 123

forming (101)·H2O. The F ± H· · · Fsurf distance is equivalent for YF3 and HoF3. For (010), 124

however, the respective Cl ± H· · · Fsurf distance is significantly shorter in HoF3. This is 125

supported by the little bit wider H-bonds angles. 126

6. H-Bond Dissociated Structures 127

Adsorbates have been classified as H-bond dissociated if the distance within the 128

adsorbate molecule is at least by 30 pm larger than the H-bond distance to a surface. This 129

cutoff is illustrated in Figure S17 as dotted line. 130
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Figure S17. RH· · · Fsurf vs. RX ± H for HoF3·Ads (a) and YF3·Ads (b) for all non-hydride forming
adsorptions but the 7 Å wide H-bond dissociated (100)·HCl. RH· · · Fsurf = RX ± H −∆Rx pm is highlight
for ∆Rx = 0 (solid line) and ∆Rx = 30 (dotted line).

7. Hydride Forming Dissociated Structures 131

Figure S18 gives a version of Figure 6 b and c of the main paper including the hydride 132

forming adsorptions of (101)·HF/HCl. Their negatively charged hydrogen forms no H- 133

bond to Fsurf but directly coordinates to Msurf. Thus, the distances of hydrogen towards the 134

surface given in Figure S18 a are RH· · ·Msurf for the hydride forming adsorptions, while for 135

any other, these are RH· · · Fsurf , as in the main paper. 136

Figure S18. Coordination distances towards the surface by the adsorbate for H (RH· · · F/Msurf
, a) and X

= O/F/Cl (RX ± Msurf , b) vs. ∆Ebond for all single adsorptions.

Figure S19 gives the changes in partial Bader charges of ≥ 0.05 e upon adsorption 137

for all metal centers. The partial charges of all Fsurf remain unchanged compared to the 138

bare surface. Upon hydride formation, the surface metal partial charges are increased by 139

0.4±0.5 e for each of the two Msurf(II) (next to) coordination sites for (101)·H7ÅF/Cl (and 140

(101)·H3.5ÅF). In (101)·H3ÅF/Cl, with the halide and hydride coordinating to the same 141

Msurf(II), again increased by 0.5 e, the remaining charge is split over two further Msurf(II). 142
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Figure S19. Changes in partial Bader charges (≥ 0.05 e) of Msurf upon adsorbate dissociation for
(101)·H3ÅF/Cl (a), (101)·H3.5ÅF (b) and (101)·H7ÅF/Cl (c) for YF3·HF (1a±1c), HoF3·HF (2a±2c),
YF3·HCl (3a±3c) and HoF3·HCl (4a±4c).

8. Partial Charges 143

The partial charges of the adsorbed structure, as well as their differences compared 144

to the free molecule are given in Figure S20±S23. See the main paper Figure 7 for the final 145

partial charges of HF and HCl adsorptions. 146
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Figure S20. Change of partial Bader charges of HF adsorbed onto YF3 or HoF3 (∆q(H) a with zoom b

and ∆q(F) c) vs. molecular HF.

Figure S21. Change of partial Bader charges of HCl adsorbed onto YF3 or HoF3 (∆q(H) a and ∆q(Cl)
b) vs. molecular HCl.
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Figure S22. Partial Bader charges of molecular H2O (dotted line) and adsorbed onto YF3 or HoF3

(q(H) a and q(O) b).

Figure S23. Change of partial Bader charges of H2O adsorbed onto YF3 or HoF3 (∆q(H) a and ∆q(O)
b) vs. molecular H2O.

9. Y vs. Ho Surface Dependence of Adsorption Energy 147

Figure S24 gives the difference in ∆Ebond between YF3 and HoF3 with the surface 148

abundance ratios used to calculate the surface-weighted ∆∆EY ± Ho
bond,% of main paper Figure 8. 149

∆∆EY−Ho
bond = ∆EYF3·Ads

bond − ∆EHoF3·Ads
bond (2)



Version March 22, 2023 submitted to Crystals S15 of S15

Figure S24. The difference in ∆Ebond between YF3 and HoF3 (∆∆EY ± Ho
bond ) (see Equation 2) is given for

all single adsorptions (black lines). The bar plots highlight the respective strongest adsorbed struc-
tures. The hydride forming adsorptions of (101)·H3ÅF/Cl (upward stripes), (101)·H3.5ÅF (horizontal
stripes) or (101)·H7ÅF/Cl (downward stripes) are given separately. The surface abundance ratios
(%surf) for the ideal crystals are taken from [4].
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Abstract

The surfaces of waimirite β-YF3have been studied for their fluorine and chlorine ver-

sus water affinity. Bonding patterns of HF, HCl, and H2O chemically adsorbed onto

surfaces of (010), (100), (011), and (101) have been quantified by density functional

theory applying energy decomposition analysis. We found that the adsorption of

H2O is dominated by about 65% of electrostatics, which causes a low surface sensi-

tivity and weak interactions. On the contrary, the adsorptions of HF and HCl are

driven by strong hydrogen bonds resulting in a highly surface-dependent ratio of

30–60% electrostatic versus orbital contribution. Among the stoichiometric surfaces,

the shortest and strongest hydrogen bonds and consequently most covalent bonding

patterns are found within YF3�HCl. However, when including the preparation energy,

each surface favors the adsorption of HF over HCl, which reproduces the higher

affinity of yttrium towards fluoride over chloride, previously known for solutions, also

for the solid state.

K E YWORD S

DFT, HFSE, pEDA, surface adsorption, waimirite

1 | INTRODUCTION

Current research suggests that subtle differences within the fluoride

and chloride affinities of solvated rare earth element or yttrium (REE

+Y) cations have a major impact on their hydrothermal transport.1-8

However, little is known how these translate to the solid phase and

which impact the surface structure has. The prototype structure for

most REE+Y fluorides is β-YF3, an interesting host material for laser

applications due to its huge absorption-free window.9-15 Moreover,

by its extraordinary high F� conductivity, it is a promising candidate

for the upcoming field of solid state fluoride batteries.16-20 In nature,

β-YF3 is found as the mineral waimirite-(Y).9 Ore forming and enrich-

ing processes are generally dominated by simple electrostatics driven

by ionic radius and charge.2 The ionic radius of 107.5 pm found for

Y(III) is well within the range of middle to late lanthanides of

samarium(III)–lutetium(III).21 Consequently, these are found in

relatively high concentrations within waimirite.9 Nevertheless, as Y is

4–74 times more abundant within the upper continental Earth's crust

than Sm–Lu, it remains the dominant cation within the lattice.22,23

The accumulation of REE within ores in general, as well as the enrich-

ment of other high field strength elements (HFSE) is reasoned to be

mainly driven by fluoride, because of the stronger complexes formed

than with chloride.1,2,4,24-26 This is especially pronounced for the later

lanthanides, due to their smaller ionic radii and thus even harder ionic

character.27 Ab initio molecular dynamics (AIMD) simulations of Y(III)

in aqueous solutions of 1 molal NaCl and 0.0001–0.1 molal NaF have

shown a clear preference for fluoride. For concentrations below

0.01 molal NaF, YCl2
þ has been found the dominant Y-species.
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However, above that threshold, YF3 has been predicted the most

dominant Y-species, despite the still 100 times higher availability of

chloride.5 The difference in affinity for chloride and fluoride shown

by the HFSE can already be qualitatively predicted by electrostatics,

only, or the simple concept of hard and soft Lewis acids and bases

(HSAB). However, electrostatics alone cannot predict that two cat-

ions of equivalent charge to radius ratio show a different affinity for

the same anion. However, such fluoro-specific interactions have

been found within dissolving measurements of solid β-YF3 and

β-HoF3 in aqueous HF (0.001–0.3 molal), which revealed that both

equally sized cations form different fluoride-species of YF2
þ and

HoF2þ in solution.4 This difference in fluoride affinity can only occur

if besides simple electrostatics, the different nature of their occupied

orbitals plays a role. It is not possible to directly access the energy of

electrostatics versus orbital contributions, as well as bonding patterns

of hydrogen bonds (H-bonds) by experiments. Consequently, this gap

may be ideally filled by computational insights. To illuminate, whether

this preference for fluoride over chloride is also present in the solid

state, and especially, if this applies to all surface cuts, we invest

adsorptions of HF, HCl, or H2O onto several pristine β-YF3 surfaces.

By this simplistic model system, we aim to quantify the difference in

affinity between chloride and fluoride in reference to water, explore

how large the ratios of electrostatics versus orbital contributions vary,

which bonding patterns are inherent to these, and to which degree

they depend on the chosen surface.

2 | METHODOLOGY

2.1 | YF3 structure and surfaces

Below temperatures of 1350 K, YF3 crystallizes in its orthorhombic

β-phase.15,28 The Pnma-symmetric unit cell (see Figure 1) is consti-

tuted by four formula units of YF3 fully occupying the Wyckoff posi-

tions 4c (Y), 4c (F), and 8d (F).

Within a previous study, the surface formation energies (Esurf)

have been calculated from the difference in total energies of the slab

supercell (En) and the bulk unit cell (Ebulk) multiplied by the number of

unit cells within the slab (n).29 This difference has been divided by

double the surface area (A) as symmetric slabs have been used.

Esurf ¼
En�nEbulk

2A
ð1Þ

For the substoichiometric surface of (101), the F potential (μF) is

added to the numerator for each missing F. μF itself has been derived

from the unit cells of YF3 and metallic Y. Applying a Wulff analysis on

these energies, we found the following abundances for the different

low-lying Miller indices surfaces (hkl): 26% (010), 22% (011), 20%

(101), 10% (001), 10% (111), 7% (100), and 5% (110).29-31 The two

most available surfaces, (010) and (011) possess terminations

that are stoichiometric, whereas the third most abundant surface

(101) prefers a substoichiometric termination missing one sur-

face fluorine atom (Fsurf) per four surface yttrium atoms (Ysurf).

Together, these three surfaces constitute 68% of the overall crystal-

line surface. Additionally, we also include the lesser abundant stoi-

chiometric surface (100) to compare to future studies on HoF3

surface, as in contrast to YF3 , it is with 25% the second most available

surface in HoF3. All four surfaces cover 75% of the YF3 crystal. Within

the bare relaxed surface supercells, (010) only contains eight-fold

coordinated Ysurf (see Figure 2). (100) and (011) show six- and nine-

fold coordinations, in which the six-fold coordination of (100) leaves

the Ysurf more exposed. The substoichiometric (101) contains Ysurf in

six-, seven-, and eight-fold coordination. These six-fold coordination

polyhedra leave the Ysurf much more accessible, than in the other sur-

faces. Thus, the accessibility of Ysurf increases as (010) < (011) <

(100) < (101).

2.2 | Approach to model adsorptions

The studied adsorption structures originate from scanning the confor-

mational landscape of HF and H2O adsorptions onto the three most

stable YF3 surfaces of (010), (011), and (101) done in a preceding

study.32 It covered 200 ps of AIMD simulations, as well as over

300 systematically created, differently orientated monolayers of

adsorbate molecules. From these, coordinations of single or multiple

molecules have been extracted. The lesser stable surface of (100)

was not part of this conformational scan. Instead, the (100)�Ads (Ads

= H2O, HF, HCl) structures have been obtained by transferring

adsorbate coordinations from other surfaces. Moreover, all single HCl

adsorptions of YF3�HCl originate from the respective YF3�HF struc-

tures. From all YF3�Ads structures, 38 chemically nonequivalent single

adsorbate structural isomers (grouped form 46 relaxed structures) and

8 multiple adsorbate structural isomers are considered within this

work. These are visualized in Figures S5–S17. Their adsorption ener-

gies are split into their subcomponents yielding insight into their

F IGURE 1 Unit cell of β-YF3 with (PBE) relaxed lattice parameters
of a¼6:3215 Å, b¼6:8059 Å, and c¼4:3300 Å.29 Each unit cell
contains four F bridging two Y and eight F coordinating to three Y. All
Y are symmetry-equivalent, each coordinated by nine F forming a
distorted tricapped trigonal anti-prism.
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covalent versus ionic character. This also allows to quantify the contri-

butions of H-bond to Fsurf versus direct coordination to Ysurf. This divi-

sion is done with the pEDA with NOCV extension method as

implemented in AMS-BAND and described below. However, for peri-

odic systems, a plane waves basis set as used in VASP is much more

efficient than an atom-centered one, especially if these are Slater-type

orbitals as in AMS-BAND. Therefore, all atomic coordinates are kept

as relaxed inside VASP and only the electronic structure is recalcu-

lated inside AMS-BAND. We validated this approach by calculating

the bonding energy with relaxed reactants (ΔEbond) for all (010)�(Ads)n

according to Reaction R1. We found an excellent agreement

(R2 ¼0:9999, ΔΔEbond ≤2 kJ mol�1 per adsorbate molecule) between

ΔEbond determined purely within VASP and by recalculating the elec-

tronic energies within AMS-BAND (see Figures S3 and S4). For the

other stoichiometric surfaces of (100) and (011) showing stronger

adsorptions, ΔΔEbond remains almost identical with ≤3 kJ smol�1 (see

Table 2). For substoichiometric (101), the difference grows to

≤5 kJ mol�1, however, given the much larger absolute values, these

are just ≤1:6%.

2.3 | Quantifying adsorption by pEDA with NOCV

extension

Within this paper, we quantified the electronic adsorption energies of

different adsorbates (Ads) onto different surfaces of YF3. The adsorp-

tion energy with relaxed atomic structures (superscript 0) of reactants

and product according to Reaction R1 is referred to as bonding energy

(ΔEbond). For ΔEbond with multiple molecules adsorbed, a multiple of

the isolated molecule was taken.

YF03ðsurfÞþn Ads0ðgasÞ !
ΔEbond YF3 � ðAdsÞ

0
nðsurfÞ ðR1Þ

In contrast, the interaction energy (ΔEint) refers to the adsorption

energy obtained from reactants with the same atomic structure as

inside the product (see Reaction R2).

YF3ðsurfÞþðAdsÞnðgasÞ !
ΔEint YF3 � ðAdsÞ

0
nðsurfÞ ðR2Þ

Therefore both adsorption energies differ by the relaxation (or prepa-

ration) of the reactants (ΔEprep).

ΔEbond ¼ΔEprepþΔEint ð2Þ

Using a PBE+D3 approach,33 the energy attributed to dispersion

interaction (ΔEdisp) may be separated from ΔEint leaving an electronic

term (ΔEintðelecÞ) associated with covalent bonding.

ΔEint ¼ΔEdispþΔEintðelecÞ ð3Þ

By periodic energy decomposition analysis (pEDA), ΔEint(elec) can be

separated further into its subcontributions of semi-classical electro-

statics (ΔEelstat), as well as attractive orbital contributions (ΔEorb), and

a repulsive term to account for the Pauli principle (ΔEPauli).
34-36

ΔEintðelecÞ¼ΔEelstatþΔEorbþΔEPauli ð4Þ

The first two terms of Equation (4) may be combined to the attractive

interaction (ΔEattr).

ΔEattr ¼ΔEelstatþΔEorb ð5Þ

Finally, ΔEorb is split into pairwise orbital interactions of natural orbitals

for chemical valence (NOCV) between the surface and the adsor-

bate.37,38 The NOCVs are the eigenvectors of the deformation density

matrix, which is the density difference between the intermediate and

the final state in the EDA procedure. The corresponding eigenvalues

are a qualitative measure of the amount of charge transferred.

2.4 | Computational details

All atomic structures within this study have been partially (adsorbates

and top two YF3-layers) relaxed. These originate from our preceding

F IGURE 2 Topview onto the bare surface supercells of (4�3�4) YF3-layers for (010) and (100) or (4�4�4) YF3-layers for (011) and (101),
each with the top two layers (PBE+D3(BJ)) relaxed.
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work on YF3 surface adsorptions32 done within the Vienna Ab Initio

Simulation Package (VASP, version 5.4.4)39 applying the computational

setup showing very good agreement with the crystal unit cell.29 Sum-

ming up, the Perdew–Burke–Ernzerhof (PBE) functional40 with the pro-

jector augmented wave (PAW) method41,42 with a kinetic cutoff of

772.6 eV using the soft valence Y, as well as the hard H, O, F, and Cl

core PAW potentials yielding respective valence electron numbers of

11, 1, 6, 7, and 7. The previously tested effect of normal versus hard core

potentials showed a better description using the latter, especially for

HF.32 Around the isolated molecules and perpendicular to the surface

plane, 25 Å vacuum has been applied as converged in our previous YF3

study.29 A neglectable adsorbate-adsorbate interaction using the

Γ-point only was found at supercell sizes of (4�3�4) YF3-layers for

(010) and (100) or (4�4�4) YF3-layers for (101) and (011) with

respective surface areas of 164 Å2 (010), 177 Å2 (100), 204 Å2 (011)

or 209 Å2 (101).32 These are visualized in Figure 2. The adsorbate

molecules and the first two YF3-layers of each surface have been

relaxed in atomic coordinates with allowed spin polarization, Gaussian

smearing with a width of 0.2 eV and Grimme's dispersion correction

with Becke-Johnson damping (D3(BJ)).33,43 For the bare surfaces, the

first two layers consist of 48 atoms for (010) and (100) or 64 atoms

for (101) and (011). The atomic structure relaxations performed inside

VASP have been done with an energetic atomic relaxation criterion of

10�4 eV between two ionic steps and a self-consistent field (SCF)

convergence criterion of 10�5 eV. Final electronic structures have

been calculated with a SCF criterion of 10�6 eV. Onto all VASP calcu-

lations, a self-consistent field (SCF) convergence criteria of 10�5 eV

for atomic structure relaxations and 10�6 eV for the final electronic

structure have been applied.

VASP-derived energies (EVASP) given are labeled accordingly.

All energies without superscript label originate from PBE+D3

(BJ) electronic energies by AMS-BAND version 2021.102.44 Frozen

core sizes have been chosen to obtain the same number of valence

electrons as within VASP. This corresponds to a large frozen core on

Cl and small frozen cores on O, F, and Y. Tests of applying the

default, large frozen core on Y yielded unsatisfactory results (see

Figure S1 and Table S1 ). The effects of basis set, k-grid and numeri-

cal quality were tested (see SI Section 1). These tests yielded TZ2P

at the Γ-point only with a very good numerical quality as the best

setup. The letter corresponds to a SCF criterion of at least

1:6�10�7 eV. Scalar relativistic effects were treated by the zeroth

order regular approximation (ZORA).45,46 All systems that converged

F IGURE 3 Atomic structures
of the respective strongest
adsorptions of YF3�HF (1–4a),
YF3�HCl (1–4b), and YF3 �H2O
(1–4c) onto (010) (1a–c), (100)
(2a–c), (011) (3a–c), or (101)
(4a–c).

TABLE 1 Comparison of studied surfaces ordered according to their Ysurf accessibility listing their surface energies (Esurf; PBE) and ratios
(%surf)

29 with the respective strongest bound YF3�Ads (see Figure 3; PBE+D3(BJ)) yielding the strongest interaction (ΔEint), as well as bonding
energy (ΔEbond); for (100)�HCl, these are obtained by two different structures giving the one with the strongest ΔEint (2b') in parenthesis; the
coordination numbers (CNY

surf) correspond to the empty adsorption site Ysurf of the bare surface.

Esurf %surf

CNY
surf jΔEintj in kJ mol�1 jΔEbondj in kJ mol�1

(hkl) in J�m�2 in % HF/HCl H2O HF HCl H2O HF HCl H2O

(010) 0.58 26 8 8 106 57 104 75 42 86

(011) 0.61 22 6 6 253 265 135 123 90 114

(100) 1.03 7 6 6 194 227 (376) 102 134 97 (83) 93

(101) 0.76 20 6 8 969 821 130 310 306 111
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to a closed shell electronic structure inside VASP have been calculated

with spatial orbitals inside AMS-BAND neglecting symmetry. Conse-

quently, only the substoichiometric surfaces of (101) have been calculated

with spin orbitals. Due to SCF convergence issues and to reduce compu-

tational time, these runs are performed utilizing symmetry at the good

numerical quality yielding a SCF criterion of 1:6�10�6 eV, as well as

with an enforced ferromagnetic magnetic arrangement as found by

VASP (see SI Section 3). Partial charges originate from the Charge

Model 5 (CM5) scheme.47,48 The NOCV deformation densities are

plotted in AMSview and atomic structure visualizations are done in

VESTA.49

3 | RESULTS AND DISCUSSION

3.1 | Strongest single adsorptions

The structure of the obtained strongest single adsorptions of each

surface and adsorbate molecule are shown in Figure 3. Within each

(hkl)�Ads, the strongest adsorption by ΔEbond with relaxed reactants

(Reaction R1) or ΔEint with nonrelaxed reactant (Reaction R2) are

obtained by the same structural isomer, with the exception of (100)�

HCl, for which both structures are given. While the H-bond within the

strongest adsorption by ΔEbond (see Figure 3 2b) is formed to the

TABLE 2 Energy contributions (PBE+D3(BJ)) to ΔEbond in kJ mol�1 with ΔEint (ΔEdisp, ΔEelstat, ΔEorb, ΔEPauli) and ΔEprep of the adsorbate and
surface of the strongest adsorbed YF3�Ads with percentages among ΔEattr (%a) or ΔEint (%i) given in parenthesis; for (100)�HCl, both strongest
adsorptions are listed in order of strongest by ΔEbond (2b) or ΔEint (2b'); the VASP-derived ΔEVASPbond as in Reference 32 are given for comparison.

HF (010) (100) (011) (101)

ΔEVASPbond
�75 �135 �125 �315

ΔEbond �75 �134 �123 �310

ΔEint �106 �194 �253 �969

ΔEdisp �12 (11%i) �9 (5%i) �9 (4%i) �10 (1%i)

ΔEelstat �179 (55%a) �251 (51%a) �305 (48%a) �503 (29%a)

ΔEorb �145 (45%a) �244 (49%a) �333 (52%a) �1230 (71%a)

ΔEPauli 230 310 394 774

ΔEprep(Ads) 9 33 60 547

ΔEprep(surface) 22 27 70 111

HCl (010) (100) 2b (100) 2b' (011) (101)

ΔEVASPbond
�41 �99 �86 �93 �311

ΔEbond �42 �97 �83 �90 �306

ΔEint �57 �227 �376 �265 �821

ΔEdisp �21 (36%i) �18 (8%i) �18 (5%i) �16 (6%i) �19 (2%i)

ΔEelstat �106 (55%a) �313 (42%a) �445 (39%a) �328 (40%a) �466 (32%a)

ΔEorb �88 (45%a) �436 (58%a) �708 (61%a) �484 (60%a) �1003 (68%a)

ΔEPauli 157 540 795 562 667

ΔEprep(Ads) 2 82 196 89 412

ΔEprep(surface) 13 48 96 86 102

H2O (010) (100) (011) (101)

ΔEVASPbond
�85 �92 �114 �113

ΔEbond �86 �93 �114 �111

ΔEint �104 �102 �135 �130

ΔEdisp �17 (16%i) �10 (10%i) �19 (14%i) �21 (16%i)

ΔEelstat �199 (65%a) �153 (68%a) �219 (67%a) �221 (64%a)

ΔEorb �108 (35%a) �72 (32%a) �107 (33%a) �123 (36%a)

ΔEPauli 220 133 210 235

ΔEprep(Ads) 1 2 1 1

ΔEprep(surface) 17 7 20 18
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neighboring surface polyhedron, the one with the strongest ΔEint (2b')

is formed within the same polyhedron, which goes along with a much

stronger H–Cl bond elongation.

In Table 1, their respective adsorption energies are related with

the properties of the bare surface as Ysurf accessibility, surface energy

(Esurf), and ratio of that surface within a perfect nanocrystal at 0 K

(%surf). It also gives the Ysurf coordination numbers (CNY
surf) referring to

the empty adsorption sites of the bare surfaces.

For (011) and (100), each direct coordination to a Ysurf or H-bond

to a Fsurf are formed to six-fold coordination polyhedra. A difference

between the adsorbates is only found for the substoichiometric sur-

face (101), for which H2O coordinates directly to an eight-fold coordi-

nated Ysurf(III). On the other side, HF and HCl are bound to six-fold

coordinated Ysurf at a formal oxidation state of (II). These give the by

far strongest ΔEint as they dissociated in a hydride-forming manner

discussed below. Comparing the adsorption of HF and HCl between

the different surfaces, we find that ΔEbond grows stronger with the

Ysurf accessibility. For ΔEint the same relation is found for HCl adsorp-

tions, while for HF, (011) and (100) swap positions. For Esurf of the

bare surfaces, no correlation to the most stable adsorptions is found.

While (010) and (011) hardly differ in Esurf, the latter binds any adsor-

bate much stronger. On the contrary, the bare surface of (100) is sig-

nificantly less stable but regardless of reactant relaxation, HF and HCl

adsorb only slightly stronger onto (100) than (011). The opposite is

even found for H2O. Within YF3 �H2O, the four surfaces seem to form

two groups of slightly weaker (010) and (100) versus slightly stronger

(011) and (101) interacting surfaces. However, these differences are

much less pronounced than those found for YF3�HF/HCl. A more

detailed comparison of the strongest single adsorptions is given in

Table 2 listing the different energy contributions to ΔEint and ΔEbond.

ΔEdisp remains practically constant, while ΔEelstat and ΔEorb signifi-

cantly vary and grow by ΔEint. The role of each of this three contribu-

tions is discussed in more detail for all adsorptions below. By ΔEorb,

naturally also the counter-acting ΔEPauli grows. The listed ΔEprep is

foremost an indicator for the structural change within the reactant

upon adsorption. Accordingly, it is largest by far for the hydride-

forming adsorptions by HF and HCl onto substoichiometric (101).

Within the nonhydride-forming adsorptions, ΔEprep correlates with

the change in adsorbate bond length due to the formed H-bond (see

Figure 9 3a). Consequently, it is very low for the weaker adsorptions

shown by H2O, as well as those onto (010). By the [FHF]-like moiety

forming HF adsorptions onto (100), ΔEprep is almost half of the total

ΔEbond. Finally, by the even stronger change in adsorbate bond length

in (011)�HF and the respective HCl adsorptions onto (100) and (011),

ΔEprep is found to be larger than ΔEbond itself. The largest ratio of

ΔEprep to ΔEbond is found in (100)�HCl 2b' with more than three times

the latter.

3.2 | Structural features

For all adsorptions, the structural parameters for H-bond and direct

coordinations are analyzed according to Figure 4. The results for sin-

gle adsorbates versus ΔEint are plotted in Figure 5. Practically equiva-

lent trends are observed against ΔEelstat or ΔEorb (see Figures S18 and

S19). The respective means over all surfaces weighted linearly by

ΔEint are also plotted. The Boltzmann weighted and nonweighted

means within each or among all surfaces are listed in Table S2.

According to Jeffrey's classification,50 H-bonds spanning an

angle of 130–170� and/or measuring a distance of 150–220 pm

may be considered moderately strong (see gray area in

Figure 5A–B). Most AX–H���Fsurf and distances RH���Fsurf fall into this

range. Strong H-bonds are found for HF and HCl adsorptions of about

jΔEintj>100 kJ mol�1 (see gray vertical line), while even the strongest

bound YF3 �H2O only exhibit weak to moderate H-bonds. Taking a

look at how these structural H-bonds parameters influence ΔEint, we

find that the H-bond angle and more importantly its distance correlate

with a stronger interaction for adsorptions of HF and HCl onto any

surface (see Figure 5A–B). At comparable H-bond distances, YF3�HF

and YF3�HCl, both give comparable ΔEint. However, as HCl is a much

better H-donor than HF, the stronger bound YF3�HCl form H-bonds

of Cl� � �H–Fsurf yielding the shortest RH���Fsurf (see Figure 9 3a). Accord-

ingly, these also come at the strongest ΔEint giving a slightly (15 pm)

lower weighted mean for HCl than HF adsorptions. On the contrary,

the YF3 �H2O adsorptions show little variation and correlation. Only

within (010), the dependence of ΔEint onto the H-bond distance is

clearly given. This already indicates, that the H-bond contributes less

to the adsorption compared to those of HF and HCl.

In contrast to the H-bond distance, a shorter RX–Ysurf correlates to

a stronger interaction for all three adsorbates (see Figure 5C). At simi-

lar distances, similar ΔEint for YF3�HF and YF3 �H2O are found, while

the respective YF3�HCl adsorptions show an about 50 pm larger dis-

tance due to the equally larger ionic radius.21 As the hydride-forming

adsorptions onto the electron-rich, substoichiometric (101) possess

no H-bond, these are also not given in Figure 5A–B. The formed nega-

tively charged hydride (qCM5(H)¼�0:2 e) bridges two Ysurf atoms with

RH–Ysurf ¼208–220 pm. Moreover, by their large ΔEint (see Figure 7D),

their direct coordinations (RF–Ysurf ¼200 pm, RCl–Ysurf ¼252 pm) are

F IGURE 4 Visualization of the analyzed structural adsorption
parameters of H-bond angle (AX–H���Fsurf , A) and distance (RH���Fsurf , B), as
well as direct O/F/Cl to Ysurf coordination (RX–Ysurf , C) on the example
of the strongest bound (100)�HF.
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also outside the zoomed window of Figure 5C. In the following, the

hydride-forming adsorptions are labeled (101)�H3ÅF/Cl according to

the relaxed interatomic distance of RH–F=Cl ¼3 Å of the dissociated

adsorbate.

3.3 | Dispersion energy

The strength of dispersion is linked to the polarizability, which is espe-

cially low for fluorine. Therefore, the energy attributed to dispersion

interaction is low but increases as YF3 �HF <YF3 �H2O<YF3�HCl (see

Figure 6A). It only contributes < 10% to the sum of attractive interac-

tions and ΔEdisp (see Equation 5 and Figure 6B). Even for very weak

ΔEint and thus also weak electrostatics and orbital interactions,

dispersion accounts for only a fifth of the adsorption. The relation of

ΔEdisp versus ΔEint is plotted in Figure S20.

3.4 | Electrostatic and orbital contributions in

single adsorptions

As discussed above, ΔEint is only little effected by dispersion. The sig-

nificant contributions originate from electrostatics and orbital

interactions. Their ranges within each surface are plotted together

with the adsorption energies in Figure 7. As this study did not sample

the conformational space in its entirety, but focused on the

adsorption sites of strongest interactions, the plotted ranges rather

visualize the limit of strongest energy contributions. We expect that a

more complete scan of the conformational space would include very

weak adsorptions with near zero energies for any of these ranges.

Extremely large energy ranges are observed for (101)�HF/HCl

due to the very strong hydride-forming adsorptions on one side and

very weak adsorptions otherwise. On the contrary, YF3 �H2O adsorp-

tions are rather insensitive to the surface and the overall ΔEint or

ΔEbond hardly differ between the four surfaces. Within each (hkl)�Ads,

the conformation with the strongest ΔEint also shows the strongest

ΔEelstat, as well as ΔEorb with the exception of (101)�H2O. Comparing

the strongest (Figure 3 4c) and second strongest interacting

F IGURE 6 Ranges of dispersion energy determined with PBE
+D3(BJ) (ΔEdisp, A) per surface (hkl) for all single adsorptions. The
individual values are marked by black bars or dotted bars for the
hydride-forming structures of (101)�H3ÅF/Cl. Ratio of ΔEdisp within
the sum of ΔEdisp and attractive energies (ΔEattr, B) versus the
interaction energy (ΔEint) for all surfaces and adsorbates.

F IGURE 5 Angles (AX–H���Fsurf , A) and distances (RH���Fsurf , B) of H-
bond and direct O/F/Cl to Ysurf coordinations (RX–Ysurf , C) versus the
interaction energy (ΔEint; PBE+D3(BJ)) for single nonhydride-forming
adsorptions; the averages over all (hkl) weighted linearly by ΔEint are
also given (dashed lines).
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structures, the latter is by about 40 kJ mol�1 weaker in ΔEint, but

stronger by the same magnitude in each of ΔEelstat and ΔEorb. This

goes along with a considerable shift in electron density at Ysurf only

found in the latter structure (ΔqBader(Y)¼þ0:4 e).32 However, by the

significant shift in electronic density, the repulsive ΔEPauli is also con-

siderably larger and overcompensates the gains in electrostatic and

orbital interactions. The ratio of ΔEelstat within ΔEattr, the sum of

ΔEelstat and ΔEorb (see Equation 5) is visualized in Figure 8. Depending

on which term dominates within this ratio, an adsorption may classify

as ionic or covalent. For YF3�HF and YF3�HCl adsorptions of at least

jΔEintj≥60 kJ mol�1, for which the weak contribution of ΔEdisp

becomes negligible, ΔEint grows stronger with the degree of cova-

lency. This correlation is not found for YF3 �H2O, for which electro-

statics strongly dominate the interaction regardless of ΔEint. The ionic

versus covalent bonding character described for the single molecule

adsorption remain the same for the simultaneous adsorption of multi-

ple molecules. ΔEint per adsorbate molecule is also not significantly

altered up to the maximum tested number of YF3�(Ads)4.

Within the nonhydride-forming adsorptions, the increase in cova-

lent bonding character correlates with the formation of strong H-

bonds to Fsurf introduced above (see Figure 5). For YF3�HF, it is the

formation of rather symmetric [FHF] moieties (see Figure 3 2–3a). For

YF3�HCl, it is the partial dissociation of H–Cl to form a H-bond of

Cl� � �H– Fsurf (see Figure 3 2b'+3b and Figure 9 3a). Alike, structural

features that come with dominating electrostatics are weak or even

absent H-bonds. Instead, the adsorption is dominated by a direct

coordinated via X–Ysurf with X = {O, F, Cl}. This supports that the

direct coordination to Ysurf is electrostatic dominated, while the H-

bond to Fsurf is orbital dominated.

3.5 | Pairwise electron interactions

The orbital energy is further divided into pairwise NOCV interactions

between surface and adsorbate. All corresponding deformation densi-

ties are considered, which show an electronic charge displacement

F IGURE 7 Ranges of electrostatic energy (ΔEelstat, A), bonding energy (ΔEbond, B), orbital energy (ΔEorb, C), and interaction energy (ΔEint, D)
per surface (hkl) for all single adsorptions of YF3�HF (green), YF3�HCl (orange), and YF3 �H2O (red). The individual values are marked by black bars
or dotted bars for the hydride-forming structures of (101)�H3ÅF/Cl.

F IGURE 8 Ratio of electrostatic energy (ΔEelstat; PBE+D3(BJ))
within the attractive energies (ΔEattr) versus the interaction energy
(ΔEint) for all adsorptions.
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upon adsorption of νn ≥0:1 e. This relatively low cutoff is chosen as

the overall ΔEorb within many YF3�Ads, and thus, also their νn, are

rather small. All νn versus their corresponding contribution to the

orbital energy (ΔEnorb) are plotted in Figure S21. The flatter slope of

Δνn=ΔE
n
orb shown by the stronger adsorbed HF or HCl onto (100),

(011) or (101) also supports that their bonding character is less ionic

than within the weaker adsorbed (hkl)�Ads. The NOCV deformation

densities are grouped into different interactions of σ-like or π-like

interactions of three-centered H-bonds of X–H� � �Fsurf (or X� � �H–Fsurf)

in contrast to two-centered direct coordinations of X–Ysurf with X =

{O, F, Cl} or H–Fsurf. However, only the σ-like X–H� � �Fsurf and σ-like

X–Ysurf are found within most YF3�Ads. These two interactions also

give the largest νn for all nonhydride-forming adsorptions. Their ΔEnorb
are plotted in Figure 9 versus the overall ΔEorb or ΔEint (for the corre-

sponding νn see Figure S23). Note that within the former (1a–b), the

strongest bound (100)�HCl by ΔEint (2b') is outside the zoom because

of its very large ΔEorb (see Table 2). Its deformation densities are dis-

cussed versus the strongest bound (100)�HCl by ΔEbond (2b) in the SI

(see Figure S24). The same applies to the hydride-forming adsorptions

of (101)�H3ÅF/Cl (see Figure S25). On the opposite, weak end of the

ΔEint range, several H-bonds and direct coordinations found by atomic

positions (see Figure 5) are too weak in their pairwise electron interac-

tion to meet the applied threshold. This is most prominently the case

within the weak, nonhydride-forming adsorptions onto (101), for

which no H-bond, but only the direct coordinations of (101)�H2O

show. For these, the sum of α and β-components are plotted.

Moderate H-bonds are defined to be bound by 17–63 kJ mol�1

(see gray area in Figure 9 1–3a).50 Thus, YF3�HF/HCl adsorptions with

an interaction energy stronger than �100 kJ mol�1 possess H-bonds

classifying as strong by their ΔEH-bond
orb . This energy agrees excellently

with the criteria on H-bond distances RX–H���F (see gray line in Figure

5A–B). For the H-bond strength, we find a strong dependence on the

surface by HF and even more so by HCl, but practically none for H2O.

For the latter, all H-bonds are much weaker than those formed by HF

or HCl. Among the adsorbates, the increasing H-bond strength can be

ordered as (hkl)�H2O < (hkl)�HF < (hkl)�HCl for all (hkl) but (010), for

which the strongest bound (010)�HF possess a 27 kJ >mol�1 stronger

ΔEH-bond
orb than (010)�HCl. However, the fluorine-rich surface of (010)

shows the smallest differences between the adsorbates, as well as the

smallest overall ΔEH-bond
orb . Note that these trends observed for the

H-bond strength support the findings on the maximum adsorption

strengths and ionic versus covalent adsorption character discussed

F IGURE 9 PBE+D3(BJ)
energies of H-bonds to Fsurf

(ΔEH-bond
orb , a) or direct

coordinations to Ysurf (ΔE
direct
orb , b)

versus the orbital energy (ΔEorb;
1a–b), interaction energy (ΔEint;
2a–b) or the difference of H-bond
and adsorbate bond length
(RH���Fsurf �RX�H, 3a) with X = {O,
F, Cl} for all nonhydride-forming
single adsorptions.
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above. We therefore conclude that the formation of strong H-bonds

sets the interaction of YF3 towards HF and HCl apart from H2O.

Coming to the electrostatic-driven direct coordinations, we find that

the total ranges of ΔEdirectorb are much smaller than the corresponding

H-bond terms (see Figure 9 2a–b). Accordingly, the direct coordina-

tion strength is less decisive for the bonding than the H-bond strength

for the moderately and strongly bound YF3�HF/HCl. On the contrary,

it is more decisive than the H-bond strength for YF3 �H2O. For a

detailed look at the bonding patterns, it should be noted that several

weakly, but also moderately (jΔEintj<95 kJ mol�1) bound adsorbates

coordinate via the direct X–Ysurf only, whereas a few weakly

(jΔEintj<35 kJ mol�1) coordinations coordinate by the H-bond only.

Furthermore, within some weakly and moderately bound (hkl)�HF/

HCl, NOCV deformation densities are found that show a combination

of X–H� � �Fsurf and X–Ysurf. Therefore, the corresponding energy con-

tributions were chosen to be halved to enter each of the categories.

From these, only within one (010)�HCl, both νn remain above the

threshold and are thus also present as two entries at the same overall

ΔEorb or ΔEint. The only actual, although weak bifurcated H-bond is

found for the strongest adsorbed (011)�H2O (ΔEint ¼�135 kJ mol�1)

with ΔEH-bond
orb ¼�f12,21} kJ mol�1 (see Figure 3 3c). The dependency

of H-bond energy to the difference in H-bond and adsorbate bond

length is shown in Figure 9 3a. Equivalent plots for the eigenvalues

and the overall orbital energy are given in Figure S22. For the moder-

ate and strong H-bonds, the H-bond strength increases linearly with a

decreasing RH�Fsurf �RX�H. The strongest H-bond formed by HF is

found for (011)�HF forming a [FHF] moiety (see Figure 10 1a). Before

adsorption, the Fsurf is bridging two six-fold coordinated Ysurf. Upon

HF adsorption, this bridge is elongated to a [FHF] leaving the Ysurf

coordination number unchanged. The [FHF] angle is almost linear and

the two RH–F differ by only 6 pm among each other and are very close

to the symmetric H–F lengths of 114 pm within gaseous [FHF]�.51,52

Because the H–F interaction is much stronger than the respective H–

Cl one, or in other words, because HF is the worse H-bond donor, the

strongest H-bonds within YF3�HCl are of Cl� � �H–Fsurf type, in which

the hydrogen is much closer to Fsurf (see Figure 10 1b). Within (011)�

HCl, the H-bond is about 120 kJ mol�1 stronger than within the

respective HF structure (see Figure 10 2a–b).

At the same time, the direct coordinations of Cl–Ysurf and F–Ysurf

are very similar in ΔEdirectorb (see Figure 10 3a–b). However, the

NOCV deformation density predominantly attributed to F–Ysurf also

accumulates electron density along H–Fsurf. Noteworthy is also the

third main contribution of the two adsorptions, which favors

Cl� � �H–Fsurf by another 20 kJ mol�1 over F–H–Fsurf (see Figure 10

4a–b). A very similar energy difference reproduces itself also in

ΔEelstat. On the other hand, the H-bond-driven much larger ΔEorb of

(011)�HCl is counter-balanced by ΔEPauli leaving an overall difference

of merely about 10 kJ mol�1 within ΔEint (see Table 2). Finally, due to

the large ΔEprep required for the partial H–Cl dissociation, the (011)�

HCl adsorption is even about 30 kJ mol�1 weaker judged by ΔEbond.

Among all studied adsorptions, the largest ΔEorb, as well as overall

ΔEint is shown by (101)�H3ÅF/Cl, which spontaneously dissociated in a

hydride-forming possess. This is accompanied by a reduction in

magnetic moment from eight to six. At the bare substoichiometric sur-

face, all formal 8 Y(II) centers orientate ferromagnetically. However,

within (101)�H3ÅF/Cl, the Y-centers coordinated by the anions lost

their magnetic moment. Something that is not observed for weakly

bound (101)�HF/Cl or the (101)�H2O. The classification as charge

transfer is backed up by the change in electron density topography

leading to the change in partial Bader charges.32 The Löwdin-based

CM5 partial charges are smaller in magnitude but qualitatively agree.

These show a reduction from �0:2 e in free HF or �0:1 e in free HCl

to qH ¼�0:2 e, qF ¼�0:5 e or qCl ¼�0:4 e for (101)�H3ÅF/Cl. The dis-

sociated atoms coordinate to the same polyhedron (see Figure 3 4a–

4b). Nonetheless, in contrast to the H-bond partially dissociated

adsorbates (see negative distance differences of (100)/(011)�HCl in

Figure 9), within in this hydride-forming dissociation, the two anions

are almost 1 Å further apart with RH–F ¼2:57 Å or

RH�Cl ¼2:85 Å versus for example, RH–Cl ¼1:87 Å in (100)�HCl. Their

spin-asymmetric NOCV deformation densities are visualized in

Figure 11 using arabic labels for (101)�H3ÅF and roman labels for

(101)�H3ÅCl.

The deformation densities of both adsorptions are equivalent in

shape. However, due to the smaller electronegativity of Cl and there-

fore less ionic character of the (101)�H3ÅCl adsorption (see Figure 8),

the respective ΔEnorb are smaller than those of (101)�H3ÅF. This is

especially pronounced (23%) for the strongest ΔEαorb (2a, IIa). It corre-

sponds to one transferred α-electron previously rather localized at

Ysurf towards H and F or Cl spanning a larger volume as typical for

anions. By the second strongest interaction (2b, IIb), β-electron

F IGURE 10 Strongest adsorbed structures within (011)�HF (1a)
and (011)�HCl (1b), with respective NOCV deformation densities (red
= reduction / blue = accumulation of electron density) of
jΔEnorbj>20 kJ mol�1 visualized with isosurface values of 0.006 (2a–
b), 0.0015 (3a–b), and 0.0003 (4a–4b). Within the inserts, the first
row gives the eigenvalues (νn) in e and the each second row the ΔEnorb
in kJ mol�1.
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density of 0.5 e further accumulates at H, while along the same direc-

tions 0.3 e of α-electron density depletes from H (3a, IIIa). The next

weaker interactions show the same σ-like direct coordination of

F–Ysurf (4a–b) and Cl–Ysurf (IVa–b) with a comparable νdirect and

ΔEorb;direct as within the nonhydride-forming YF3�Ads (see Figure 10

3a–b). The weaker contributions are π-like direct coordinations of

F–Ysurf (4b, 5a–b) or Cl–Ysurf (IVb, Va–b). In accordance to the nega-

tive polarization of H, no deformation density indicates an H-bond.

4 | CONCLUSIONS

Four surfaces, (010), (100), (011), and (101) of β-YF3 have been stud-

ied for their binding affinity and chemisorption bonding patterns

towards HF, HCl, and H2O. Applying density functional theory with

periodic energy decomposition and natural orbital for chemical

valence analysis, the adsorption energies were quantified according to

their subcomponents. We found that the H2O adsorptions are

strongly ionic with electrostatics constituting about 65% of all

attractive forces for practically any surface and adsorption energy. As

a result, we find a very low sensitivity towards the surface termina-

tion. This is accompanied by a bonding pattern dominated by the

O–Ysurf coordination. On the other hand, the adsorptions of HF and

HCl show a varying electrostatic ratio from 30% to 60% between and

within the different surfaces. We find a correlation of an increasing

H-bond strength with a growing covalent bonding character and

growing adsorption strength. These adsorptions are therefore highly

sensitive to the surface termination and show a large range within the

interaction energy. H-bonds with similar distances give comparable

interaction, electrostatic, and orbital interaction energies. For HF, the

strongest H-bonds are the most symmetric F–H–Fsurf. Overall, the

strongest H-bonds and thus most covalent adsorptions of

Cl� � �H– Fsurf are formed by HCl due to its better quality as H-donor.

However, including the relaxation of the reactants, each surface

favors the adsorption of HF over HCl. These findings reproduce the

reported higher affinity of Y(III) solutions towards fluoride over chlo-

ride. No change in bonding patterns has been found upon the co-

adsorption of up to four adsorbates.

F IGURE 11 Strongest adsorbed structures of (101)�H3ÅF (1) and (101)�H3ÅCl (I) with respective NOCV deformation densities (2–5, II–V) for
α (a) and β-spin components (b) visualized with isosurface values of 0.0035 (2a, IIa), 0.0030 (2b, IIb), 0.0015 (3b, IIIb), 0.0010 (3–4a, IIIa), 0.0007
(IVa), 0.0004 (4b, 5a–b), and 0.0002 (IVb, Va–b). Within the inserts, the first row gives the eigenvalues (νn) in e and the second row the ΔEnorb
in kJ mol�1.
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1 Computational Method Validation
1.1 Basis Set and Frozen Cores

The AMS-BAND basis set library contains Slater-type orbital basis sets of SZ, DZ, TZP, TZ2P or QZ4P quality,
as well as small (11 valence electrons) and large frozen core (3 valence electrons) for Y. The large core is the default
setting. We tested the effect of the 9 more valence electrons and the effect of the basis set size itself onto the
pEDA terms of the most stable (010)·HF adsorption (structural isomer d) shown in Figure S5 d (see Figure S1 and
Table S1). All other details as in the computational details.

Figure S1: Effect of basis set size from DZ to QZ4P onto the pEDA terms onto (010)·HF d Figure S5 at a supercell
size of (4× 2× 2) YF3-layer with a large core on Y (red cycle) or (4× 3× 2) YF3-layer with a large (blue triangle)
or small core on Y (green cross). All values given in eV.

The dispersion energy is not given in Figure S1–S2 or Table S1 because it does not depend on the electronic
density. Looking at the large core setups of the two different supercell sizes (red cycles and blue triangles), one sees
that at the large QZ4P basis set, ∆Eelstat turns strongly repulsive while ∆EPauli becomes strongly attractive. How-
ever, the 10 highest occupied molecular orbitals (MOs) do not change in order or exchange with an unoccupied MO
comparing TZ2P/large core with QZ4P/large core. This has to be connected to Y3+/large core being left without
valence electrons but a bare frozen core, while including a very large number of then empty basis function. The
respective Mulliken charges suggest even Y3.3+, which should not be possible by its 3 valence electrons. According
to the Mulliken charge contributions, Y-5s and Y-4d STOs spill out too much electron density in QZ4P/large core
compared to the QZ4P/small core or TZ2P/large core. Consequently, the QZ4P basis set seems unbalanced for Y
and should not be applied with a large core. Due to this instability, we chose to use the second largest available
basis set TZ2P with the small core (green crosses).

Table S1: Comparison of pEDA terms with TZ2P basis set size but 11 (small core) vs. 3 (large core) valence
electron per Y on (010)·HF d (see Figure S5) at a supercell size of (4 × 3 × 4) YF3-layers. The bottom row gives
the difference of both calculations. All energies in kJ·mol−1:

PBE/TZ2P/Γ-only ∆EPauli ∆Eelstat ∆Eorb ∆Eint

small core on Y 230.0 −179.3 −144.5 −105.8
large core on Y 218.7 −169.7 −144.0 −107.0
∆(small − large core) 11.3 −9.6 −0.5 1.2

2



We found that upon increasing the number of electrons on Y, ∆Eorb and ∆Eint change by only 1 kJ·mol−1. The
former shows that the orbital contribution of this adsorption is hardly affected by the additional basis functions onto
the cation. This can be explained by looking at the orbital interactions of the small core calculations (see Figure
9 1–2a within the main paper), which are strongly dominated with −73 kJ·mol−1 by the F–H· · ·Fsurf H-bond
involving no Y. The direct coordination of F· · ·Ysurf is a considerably weaker contribution with −41 kJ·mol−1.
In contrast to these hardly affected terms, ∆EPauli and ∆Eelstat both increase by about 10 kJ·mol−1 in strength
between the two cores. Consequently, the ratio of ∆Eelstat to ∆Eorb increases significantly by the smaller core on
Y. This is linked to the better polarizability of Y, because Y3+/large core is left without valence electrons and a
bare frozen core. Therefore, we consider the results by applying a small core on Y as more reliable.

1.2 k-Grid

We tested the effect of regular k -grid sizes of Γ-only, 3 × 3 and 5 × 5 onto the pEDA terms of (010)·HF d (see
Figure S5) at a supercell size of (4× 3× 2) YF3-layer. All other details as in the computational details. Note that
by the atom-centered basis set of AMS-BAND, the dimension perpendicular to the surface is not subject to periodic
boundary conditions and thus does not use k -points. The two given k -point dimensions refer to the dimensions
containing the surface. We found that all pEDA terms only change within 0.1 kJ·mol−1 or 1 meV. The energy
of formation by AMS-BAND of the YF3·HF structure was also only reduced by 0.13 kJ·mol−1 or 1.3 meV when
increasing the k -grid from Γ-only to 5× 5. The energy reduction from 3× 3 to 5× 5 was found to be only 0.5 meV.
Because of the very low effect of just about 0.1 kJ·mol−1, we consider Γ-only as sufficient for the AMS-BAND
calculations.

1.3 Numerical Quality

AMS-BAND provides numerical quality settings from so called basic, normal, good, very good to excellent, which
set a number of cutoffs for the calculation. We tested their effect onto the pEDA terms of (010)·HF d (see Figure S5
d) at a supercell size of (4× 3× 2) YF3-layers (see Figure S2). All other details as in the computational details. In
tradeoff to the exponentially growing CPU time, we chose the very good setting as sufficient.

Figure S2: Effect of numerical quality setting onto the pEDA terms onto (010)·HF d at a supercell size of (4×3×2)
YF3-layer.
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2 Transferability of VASP to AMS-BAND

Within the main paper, all atomic coordinates have been relaxed inside VASP and only the electronic structure
has been recalculated using AMS-BAND. We validated this approach by calculating the bonding energy including
the reactant relaxation (∆Ebond, see Reaction R1 of the main paper) of the (010)·(Ads)n (Ads = H2O, HF, HCl)
by energies determined in VASP ( ∆EVASP

bond ), as well as those determined using AMS-BAND (∆EAMS
bond). Within the

latter, single points in AMS-BAND have been calculated on the VASP relaxed product structure, as well as on the
VASP relaxed reactants. Note that within the main paper, all energies are derived from AMS-BAND and thus,
∆Ebond without superscript equals ∆EAMS

bond . The only ∆EVASP
bond are given in Table 2 for comparison. Both Ebond

for (010)·(Ads)n and their differences are plotted in Figure S3 and S4, respectively.

Figure S3: Adsorption bonding energies for (010)·(Ads)n including reactant relaxation (Ebond) determined in
AMS-BAND vs. determined in VASP; the correlation between the two is plotted (solid line) and a line of f(x) = x
is given to visualize equality (dotted line).

Figure S3 shows the excellent agreement between the ∆Ebond values obtained by VASP or AMS-BAND. Both
∆Ebond correlate linearly with a slope of 1.015 and R2 of 0.9999 without allowing an offset. We find that adsorption
energies obtained by AMS-BAND are systematically slightly more negative for all (010)·Ads. The bonding energies
differ by only < 2.0 kJ·mol−1 for a single molecule adsorption between AMS-BAND and VASP or < 2.5 kJ·mol−1

for the adsorption of two molecules. Both are within chemical accuracy of 1 kcal·mol−1. Only the adsorption of four
water molecules exceeds this mark with a difference of 4.4 kJ·mol−1. However, considering the relative difference to
∆EVASP

bond , this a less than 2%. It should be noted, that both determined ∆Ebond systematically slightly overestimate
the binding strength, as the zero-point-energy correction is missing.
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Figure S4: The difference of ∆EAMS
bond − ∆EVASP

bond vs. ∆EVASP
bond (top) for (010)·(Ads)n; the chemical accuracy of

±1 kcal·mol−1 is visualized (dotted line); the difference of ∆EAMS
bond − ∆EVASP

bond as ratio to ∆EVASP
bond vs. ∆EVASP

bond

(bottom).

3 Spin Arrangement in Substoichiometric Surface (101)

As given in the computational details, the substoichiometric surface (101) yielded non-singlet spin configurations.
As each (101) surface unit cell is missing one F atom, the calculated (2x2x4) bare supercell is missing eight F in
total. This leaves Y-centers with an unbound electron as formally Y(II). VASP predicts a ferromagnetic alignment
of all eight spins giving a collinear magnet moment of eight for the whole bare surface supercell. For the adsorbed
systems of (101)·Ads, several adsorbates of HF and HCl spontaneously dissociated and got reduced in their oxidation
state by −II in sum leaving a collinear magnetic moment of six for the whole supercell with adsorbate. More details
on these VASP results are given elsewhere.1

Within AMS-BAND, the same bare (101) surface converged to a ferrimagnetic alignment with a collinear mag-
netic moment of four. At the top, as well as at the bottom surface, the eight Y(II) centers partially co-aligned.
When enforcing a ferromagnetic arrangement of eight, the obtained electronic energy is 23 meV less stable. Thus,
the unrestricted calculation with a collinear magnetic moment of four is used to calculate ∆Erelax or ∆Ebond. Be-
cause of SCF convergence issues inside AMS-BAND observed when applying no restrictions onto the spin for the
(101)·Ads structures, the ferromagnetic spin arrangement as found by VASP of eight (or six for the hydride-forming
structured) was enforced. The bare surfaces within the final (101)·Ads structure needed for ∆Eint were done in the
same spin arrangement of eight (or six).

4 Structural Scope

This subsection visualizes all found 38 single adsorbate structural isomers (grouped form 46 relaxed structures)
and the 8 multiple adsorbate structural isomers. All surface structures relaxed within VASP are available within
the NOMAD repository (ID: xoipefEvRGOWfNVSx R1MA). Note that the dataset was also built for our previous
study comparing YF3 and HoF3 surface adsorptions.1 It therefore also contains HoF3 structures. Moreover, some
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weakly adsorbing structural isomers, as well as those dissociated by more than 3 Å final adsorbate bond length
have been excluded from this work. Accordingly, the enumeration of the structural isomers may differ, please refer
to the dataset explanation at the NOMAD repository. All electronic structure data generated within AMS-BAND
used for this paper are available at Zenodo: https://doi.org/10.5281/zenodo.7784827;
https://doi.org/10.5281/zenodo.7788901; https://doi.org/10.5281/zenodo.7788977;
https://doi.org/10.5281/zenodo.7789104; https://doi.org/10.5281/zenodo.7789115

4.1 (010)

4.1.1 HF

Figure S5: Relaxed adsorption structures of (010)·1HF (a–d), (010)·2HF (e–f) and (010)·4HF (g) in order of
increasing |∆Ebond| viewing onto the surface unit cell (black frame) made from (2×3×2) bulk unit cells. Structural
isomer d equals 1a in Figure 3 of the main paper. For isomer b, two nearly equivalent structures were considered
within the dataset.
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4.1.2 HCl

Figure S6: Relaxed adsorption structures of (010)·1HCl in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 3× 2) bulk unit cells. Structural isomer c equals 1b in Figure 3 of the main
paper. For isomer b, two nearly equivalent structures were considered within the dataset. This figure is reprinted
from [ 1 (SI Figure S3)].

4.1.3 H2O

Figure S7: Relaxed adsorption structures of (010)·1H2O (a–c), (010)·2H2O (d–f) and (010)·4H2O (g) in order
of increasing |∆Ebond| viewing onto the surface unit cell (black frame) made from (2 × 3 × 2) bulk unit cells.
Structural isomer c equals 1c in Figure 3 of the main paper. For isomers b and c, two nearly equivalent structures
were considered within the dataset.
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4.1.4 HCl/H2O

Figure S8: The relaxed adsorption structure of (010)·1HCl·2H2O viewing onto the surface unit cell (black frame)
made from (2× 3× 2) bulk unit cells.

4.2 (100)

4.2.1 HF

Figure S9: Relaxed adsorption structures of (100)·1HF in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 3× 2) bulk unit cells. Structural isomer d equals 2a in Figure 3 of the main
paper. This figure is reprinted from [ 1 (SI Figure S5)].

4.2.2 HCl

Figure S10: Relaxed adsorption structures of (100)·1HCl in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2 × 3 × 2) bulk unit cells. Structural isomers c and b equal 2b and 2b’ in
Figure 3 of the main paper, respectively.
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4.2.3 H2O

Figure S11: Relaxed adsorption structures of (100)·1H2O in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 3× 2) bulk unit cells. Structural isomer c equals 2c in Figure 3 of the main
paper. For isomer a, two nearly equivalent structures were considered within the dataset. This figure is reprinted
from [ 1 (SI Figure S4)].

4.3 (011)

4.3.1 HF

Figure S12: Relaxed adsorption structures of (011)·1HF in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 2× 4) bulk unit cells. Structural isomer c equals 3a in Figure 3 of the main
paper. For isomer c, two nearly equivalent structures were considered within the dataset. This figure is reprinted
from [ 1 (SI Figure S8)].

4.3.2 HCl

Figure S13: Relaxed adsorption structures of (011)·1HCl in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 2× 4) bulk unit cells. Structural isomer c equals 3b in Figure 3 of the main
paper. For isomer c, two nearly equivalent structures were considered within the dataset. This figure is reprinted
from [ 1 (SI Figure S9)].
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4.3.3 H2O

Figure S14: Relaxed adsorption structures of (011)·1H2O in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 2× 4) bulk unit cells. Structural isomer b equals 3c in Figure 3 of the main
paper. For isomer b, two nearly equivalent structures were considered within the dataset. This figure is reprinted
from [ 1 (SI Figure S10)].

4.4 (101)

4.4.1 HF

Figure S15: Relaxed adsorption structures of (101)·1HF in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 2× 4) bulk unit cells. Structural isomer c equals 4a in Figure 3 of the main
paper.

4.4.2 HCl

Figure S16: Relaxed adsorption structures of (101)·1HCl in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 2× 4) bulk unit cells. Structural isomer c equals 4b in Figure 3 of the main
paper.
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4.4.3 H2O

Figure S17: Relaxed adsorption structures of (101)·1H2O in order of increasing |∆Ebond| viewing onto the surface
unit cell (black frame) made from (2× 2× 4) bulk unit cells. Structural isomer d equals 4c in Figure 3 of the main
paper. This figure is reprinted from [ 1 (SI Figure S13)].
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5 pEDA and NOCV Plots

Within this subsection further pEDA result plots are given to support the main paper.

5.1 Structural Data vs. Electrostatic and Orbital Contributions

Figure S18 and Figure S19 give the structural parameters vs. ∆Eelstat and ∆Eorb, respectively. Compared to the
analogous Figure 5 of the main paper, they visualize the equivalent trends of these parameters to any of these three
energies.

Figure S18: Angles (AX–H· · ·Fsurf
, a) and distances (RH· · ·Fsurf

, b) of H-bond and direct (RX–Ysurf
, c) surface

coordination for X = {O, F, Cl} vs. ∆Eelstat for all single adsorptions without charge transfer.
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Figure S19: Angles (AX–H· · ·Fsurf
, a) and distances (RH· · ·Fsurf

, b) of H-bond and direct (RX–Ysurf
, c) surface

coordination for X = {O, F, Cl} vs. ∆Eorb for all single adsorptions without charge transfer.

5.2 Averages over Structural Properties

The mean (aE) of property a is weighted linearly by ∆Eint.

aE =

∑

i(−∆Eint,i ai)
∑

i(−∆Eint,i)
(S1)

The mean (aB) of property a is Boltzmann weighted by ∆Eint.

aB =

∑

i

(

exp
−∆Eint,i

kBT
ai

)

∑

i

(

exp
−∆Eint,i

kBT

) (S2)

aB was calculated for a variety of temperatures. The values obtained at T = 200 K, the temperature used for the
majority of AIMD simulations1 are given in Table S2. However, given the large energy gaps between the structural
isomers, no temperature induced population shift is observed. Consequently, the strongest adsorbed structural
isomer dominates aB fully. Thus, aB remains unchanged to the digits given with the tiny exception of AO–H···Fsurf

for YF3·H2O, which alter by 1 ◦ only.
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Table S2: Calculated means of H-bond angles (AX–H···Fsurf
) and distances (RH· · ·Fsurf

), direct O/F/Cl to metal
coordinations (RX–Ysurf

) without weight (a) or weighted by ∆Eint as given in Equation S1 (aE) or S2 (aB) for all
single adsorptions without the charge transfer; the aE over all (hkl) (highlighted bold) are plotted in Figure 5 of
the main paper:

ĀX–H· · ·Fsurf
/ ◦ R̄H· · ·Fsurf

/ Å R̄X–Ysurf
/ Å

(hkl) a aE aB a aE aB a aE aB

HF

(010) 151 152 168 1.5 1.5 1.4 2.6 2.5 2.4
(100) 159 161 172 1.3 1.3 1.3 2.4 2.4 2.3
(011) 169 171 176 1.3 1.2 1.2 2.3 2.3 2.2
(101) 151 147 138 1.7 1.6 1.6 2.6 2.6 2.6
all 158 163 176 1.4 1.3 1.2 2.5 2.4 2.2

HCl

(010) 149 151 164 1.8 1.8 1.6 3.2 3.2 3.1
(100) 155 153 144 1.1 1.1 1.0 2.8 2.7 2.6
(011) 172 173 178 1.2 1.1 1.1 2.8 2.7 2.7
(101) 156 154 149 1.9 1.9 1.9 – – –
all 159 163 144 1.5 1.2 1.0 2.9 2.8 2.6

H2O

(010) 154 156 157 1.9 1.7 1.7 2.7 2.5 2.4
(100) 113 113 112 2.0 2.0 2.0 2.4 2.4 2.4
(011) 141 142 145 2.0 2.0 2.0 2.4 2.4 2.4
(101) 126 130 154 2.2 2.2 1.8 2.4 2.4 2.4
all 132 132 145 2.0 2.0 2.0 2.5 2.4 2.4
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5.3 Dispersion Energy

Figure S20 gives ∆Edisp vs. ∆Eint. In all (hkl)·Ads, but (011)·HF/HCl, ∆Edisp is strongest for the strongest ∆Eint.
For (011)·HF/HCl ∆Edisp grows stronger for longer adsorbate to surface distances and shorter inner-adsorbate
distances. It therefore behaves anti-proportional to ∆Eint.

Figure S20: Energy contribution to the adsorption by dispersion (∆Edisp) vs. the overall interaction energy
(∆Eint) for all surfaces and adsorbates.

It should be noted that ∆Edisp is obtained from the semi-empirical D3(BJ) correction and is thus independent
from the actual electron density. Instead it only depends on the atomic positions and its inherent dispersion
coefficients. These are fitted for each DFT functional. Therefore another, than the used PBE, functional might
obtain slightly different ∆Edisp on the same structures.

5.4 NOCV Eigenvalues and Energies

Figure S21 a gives the NOCV eigenvalues and energies of any type (n). The slope of ∆νn/∆∆En
orb is steeper

for smaller values. The interactions above νn > 0.35 e or ∆En
orb < −70 kJ·mol−1 of (100), (011) and (101)

(hkl)·HF/HCl give a flatter slope, in accordance to the lower ratio of ∆Eelstat vs. ∆Eorb and thus more covalent
character of the adsorptions (see main paper Figure 8). Figure S21 b is a zoom into the weaker interactions of a.

Figure S21: NOCV deformation density eigenvalues in absolutes (νn) ≥ 0.1 e vs. the corresponding contribution
to the orbital energy (∆En

orb) for all adsorptions (a) and zoomed in to the weaker ∆En
orb (b).
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Figure S22 expands Figure 9 3a of the main paper to the corresponding νH-bond and the overall ∆Eorb. The
relation of H-bond eigenvalues and the overall orbital energy, dominated by the H-bond energy show very similar
dependencies on RH···Fsurf

−RX−H.

Figure S22: NOCV deformation density eigenvalues in absolutes (νH-bond, a), contributions to the orbital energy
(∆EH-bond

orb , b with Jeffrey’s criteria of medium strong H-bonds highlighted) and the overall orbital energy (∆Eorb,
c) vs. the difference of H-bond length and adsorbate bond length (RH−Fsurf

− RX−H) with X = {O, F, Cl} for all
single non-hydride-forming adsorptions.

Figure S23 gives the eigenvalues of the NOCV deformation densities for the corresponding ∆En
orb given in

Figure 9 of the main paper. Again, the sum of α and β-components grouped into the same category are plotted
for the non-hydride-forming adsorptions onto substoichiometric (101). Note that it zooms to the same lower
energy regime, which neglects (100)·HCl 2b’ (see Figure S10 b and Figure 3 from the main paper) due to its
large ∆Eorb. These deformation densities are plotted below in Figure S24. The order between the surfaces and
adsorbates judged by the strongest νn or ∆En

orb is in general equivalent for the H-bond strength, as well as the direct
coordination strength. Exceptions are found within the H-bond strengths of (010)·HCl and the structural isomer
of (011)·HCl bound by ∆Eint = −125 kJ·mol−1. Their νH-bond corresponds to a smaller ∆EH-bond

orb than within
the other (hkl)·Ads. An exception of the opposite case is found within the direct coordinations. Here, (011)·HF
has the second strongest ∆Edirect

orb but only medium-strong νdirect. In other words, these (010)/(011)·HCl possess
Cl–H· · ·Fsurf that are less sensitive to displacement of electron density, while F–Ysurf in (011)·HF, a displacement
of the same electron density has a larger effect than in the other (hkl)·Ads.
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Figure S23: -NOCV deformation density eigenvalues in absolutes (ν) ≥ 0.1 e for H-bonds (1) or direct O/F/Cl
to metal coordinations (2) vs. the overall orbital energy (∆Eorb) for all non-hydride-forming single adsorptions.

5.5 NOCV Deformation Densities of (100)·HCl

The NOCV deformation densities of the strongest bound (100)·HCl by ∆Eint (2b’) or by ∆Ebond (2b) are visualized
in Figure S24 2–4a or 2–4b, respectively.

Figure S24: Highlighted adsorption structures of (100)·HCl 2b’ (see 1a, Figure S10 b, and Figure 3 from the
main paper) and (100)·HCl 2b (see 1b and Figure S10 c), with NOCV deformation densities (red = reduction /
blue = accumulation of electron density) of 2b’ (2–4a) and 2b (2–4b) for isosurface values of 0.014 (2a–b), 0.0025
(3a–b) and 0.0015 (4a–b). Each first row number gives the eigenvalues (νn) ≥ 0.1 e and each second row number
the orbital energy (∆En

orb) in kJ·mol−1.

As seen in Figure S24 1a, within (100)·HCl 2b’ H and Cl, both coordinate to the same YF3 polyhedron, whereas
in structural isomer 2b (see Figure S24 1b), these are bridging two neighboring polyhedrons. The former has a
final bond length of RH–Cl = 1.87 Å vs. RH–F = 1.01 Å and slightly higher Bader (or CM5) charges of qH = 0.7 e
(0.2 e) and qCl = −0.7 e (−0.3 e). Due to the larger H–Cl bond elongation, it shows a very strong ∆Eorb but also
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a stronger preparation term of the fragments. Therefore, a stronger ∆Ebond is observed for (100)·HCl 2b, in which
H is still more shared between F and Cl with RH–Cl = 1.60 Å and RH–F = 1.13 Å, yielding slightly lower charges
of qH = 0.6 e (0.2 e) and qCl = −0.7 e (−0.2 e).

According to the NOCV, the main orbital interaction is the Cl–H· · ·Fsurf or Cl· · ·H–Fsurf H-bond (see Fig-
ure S24 2a–b). In both structural isomers, it constitutes about 70% of the overall ∆Eorb. For the bridging
coordination 2b, it is about 200 kJ·mol−1 weaker, even though its H-bond is 22◦ more linear. In accordance to
the longer H–Fsurf distance, its two-centered interaction (see Figure S24 4a–b) is also considerably weaker in 2b
than 2b’. However, the direct coordination of Cl–Ysurf remains equivalent in both contributions, which means it
contributes only 8% in 2b’ but 14% in 2b. Within the remaining, minor contributions, a π-back donation along
the H-bond Fsurf –H· · ·Cl is found that contributes 27 or 18 kJ·mol−1 for 2b’ or 2b.
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4. Summary and Discussion

This thesis was devoted to find and investigate subtle differences shown between the geo-

chemical twins of Zr:Hf or Y:Ho as crystalline fluorides. From aq. solutions, it is known,

that these high field strength elements (HFSE) differ in their affinity for fluoride.[18,37–39,41]

The respective twin element, which possesses a higher fluoride affinity in solution, namely

Y or Hf, is also found at significantly enriched concentrations within fluoride-rich hydrother-

mal veins.[3,15,30] It is therefore suggested, that this small gap in fluoride affinities is the

main reason behind the extraordinary fractioning among the twin elements.[3,31–33] However,

prior to this work, no theoretical, neither experimental study illuminated, whether this effect

also showed within the crystalline compounds, even though, the transport of elements is

largely affected by precipitations and re-solvations. Moreover, the crystalline geochemical

twin element fluorides, themselves have been practically a blind spot in computational re-

search. Given the widespread application of crystals and glasses based on these fluorides,

it was time to reduce this blindness.[49–53,56–65] Along the varieties, the solid phase offers,

the publications within this work took a journey from bulk crystals (A), to pristine surfaces

(B.1) to arrive at the description of adsorbate-surface interactions (B.2–B.3).

In the following, the major points of each paper are summarized and discussed in context

of literature. Paper A illuminated the differences within the geochemical twin pair of Zr:Hf.

It aimed to evaluate their affinities for oxide, fluoride, and hydroxide within the solid phase

by their respective cohesive energies. The former two, oxide and fluoride were compared

as the respective, experimentally known binary crystals. The naturally occurring baddeleyite

(α-MO2) and fluorozirconate or fluorohafniate (β-MF4) were considered (see Fig. 4.1 a and

c).[45–48] Their affinity for fluoride vs. hydroxide is modeled by mono-hydroxylation of the re-

spective fluorides or hypothetical oxofluorides. Experimentally, two Zr(IV) oxofluoride crystal

structures have already been measured about 40 years ago.[169–171] However, neither pos-

sessed an easy integer ZrOxFy stoichiometry, nor distinguished positions of F and O. The 1:2

mixed oxofluorides (MOF2) are only known as molecules within a solid argon matrix, not as

crystalline compounds.[172] Instead, the calculated, hypothetical crystalline model was based

on the known crystal structure of Te(IV)OF2.
[173] Such a theoretical crystalline form was

chosen as a simplification for anion affinity model purposes, just as the theoretical, endother-

mic anion exchange of a fluoride for a hydroxide. As all studied crystals possess a strongly

ionic character with band gaps far in the insulating regime, simple periodic density functional

theory (DFT) at the generalized gradient approximation (GGA) level has been applied.
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Figure 4.1 paper A contrasting the cohesive energies (PBE/773 eV/4 × 4 × 4) of the
geochemical twins Zr:Hf as monoclinic crystals of (a) α-MO2 (P21/c), (b) MOF2 (P21),

(c) β-MF4 (C2/c), and respective most stable mono-hydroxylation products of the unit cells

of β-MF4 yielding (d) M6F23OH, or of MOF2 yielding (e) M4O4F7OH.

Following published method testing results, which revealed ordinary Perdew-Becke-Ernzerhof

(PBE) as the best suited functional for Zr(IV) oxide,[174] we chose the same. Despite the

wide application of the binary fluorides, this paper was the first DFT and second computa-

tional investigation[175] overall to be conducted on fluorozirconates or fluorohafniates, just

as on crystalline Zr(IV) or Hf(IV) oxofluorides of any stoichiometry. Experiments have shown

that solvated Hf/Zr(IV)-species in aq. solution are fluorido hydroxido complexes. Thus, pa-

per A also probed the affinity for hydroxide by the cohesive energies of the hypothetical,

endothermic mono-hydroxylation of the respective fluorides or oxofluorides. Again, no simple

Zr(IV) or Hf(IV) crystals are known that incorporate hydroxides within the lattice. Therefore,

only a low degree of hydroxylation was modeled by replacing a single fluorine per unit cell.

This equaled a F:OH ratio of 7:1 within the mono-hydroxylated oxofluorides or 23:1 within

the mono-hydroxylated fluorides (see Figure 4.1 d–e). It was found that the geochemical

twins favor the same position for mono-hydroxylation. For binary and ternary oxo-/fluorides,

the relaxed interatomic distances of Hf–O/F were slightly shorter than Zr–O/F, agreeing

well with the respective crystal structures. That our PBE-relaxed atomic structures repro-

duced this, suggested that no explicit relativistic treatments were needed for Hf(IV) within

the periodic bulk, at least for the applied plane wave PAW ansatz. Also within the solvated

fluorido hydroxido complexes, the average radial distance over Hf–F/OH was measured to

be slightly shorter than the respective average distance to Zr.[176] This is consistent with our

found slightly shorter bond distances for Hf–OH than Zr–OH within the mono-hydroxylated

products. In agreement with the shorter bond distances, also the cohesive energies have
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been found to be more negative for the crystals of Hf(IV) compared to those of Zr(IV). This

suggested that Hf(IV) formed stronger bonds to any of these three anions. The fluorination

reaction from oxide to fluoride showed that the affinity gap between Zr(IV) and Hf(IV) was

slightly larger for the fluorides than the oxides. This agreed with the higher fluoride affinity

shown by Hf(IV) than Zr(IV) within diluted aq. HF.[38,39] Within all respective four most

stable mono-hydroxylation products, trifurcated H-bonds were found. However, only for the

mono-hydroxylated fluorides, such trifurcated H-bonds were a reoccurring feature regardless

of the position of mono-hydroxylation. The strength of their H-bond correlated with the

energetic order of the positional isomers. Compared to averages among transition metal

compounds,[177] the main O–H· · ·F interaction of these trifurcated H-bonds were found to
be quite strong. For the Zr(IV) and Hf(IV) oxides, a publication has shown,[178] that the

subtle differences between the electronic energies at the PBE level are of equivalent size

as those of the free energies at elevated temperature. Consequently, either the differences

themselves within zero point energy (ZPE), temperature-dependent enthalpic term, transla-

tional entropy, and volume work have been of even smaller magnitude or canceled each other.

For the ZPE itself, it has been found that the almost doubled mass of Hf–O compared to

Zr–O was counterbalanced by the higher force constant, which results in practically identical

ZPE for the bulk unit cell.[179,180] Due to the absence of literature phonon spectra for ZrF4

or HfF4, we investigated the ZPE differences for the molecular counterparts. According to

these calculations at the PBE/def2-TZVP level applying zeroth order regular approximation

(ZORA), both ZPE have been identical. This agrees well with the known equivalency in ZPE

for the respective solid MO2. Therefore, we considered the approach of comparing purely

electronic energies as a sufficient first approximation to evaluate the difference between the

respective bulk Zr(IV) and Hf(IV) crystals. The same paper also evaluated the fluorination

reaction of crystalline Zr(IV) and Hf(IV) oxides.[178] In contrast, however, they considered

molecular oxo-/fluorides as products within the gas phase. Interestingly, they found the re-

versed Zr:Hf trend suggesting a higher fluoride affinity shown by Zr(IV). From this follows,

that the stability of the molecular products must have been reversed compared to our crys-

talline fluorides. Mullins et al.[178] state that the enthalpic and entropic terms for molecular

MF4 were calculated at the PBE/TZ2PP level, presumably applying effective core poten-

tials (ECPs) and presumably also deriving the ZPE from this setup. No explicit relativistic

correction was applied onto the basis functions. Within our own, analogous molecular test

calculations of PBE/TZ2P, we found that applying the default, large ECP of 60 electrons

onto Hf results in overestimated Hf–F bond lengths and underestimated ZPE. Accordingly,

these results are in great contrast to the ones obtained from expanding all electrons in ba-

sis functions and explicitly treating the scalar relativistic effects. This suggested, that the

ZORA/all-electron ansatz was essential for molecular Hf(IV) fluoride. However, as this work

focused on the Zr:Hf differences within the solid state, we chose to dive not too deep into the
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underlying reasons for the odd, method-depending gas phase behavior. We left this question

open for further studies.

Figure 4.2 geochemical twin surface modeling and fluoride vs. chloride affinities at surfaces:

the study of the geochemical twin pair Y(III) (cyan frame) and Ho(III) (violet frame) triflu-

orides started from modeling the low-lying Miller indices surfaces as slabs within paper B.1

to analyze their relative stabilities and abundances; onto the few most abundant surfaces

of both materials, the configurational landscape of adsorption sites is probed within paper

B.2 by a full coverage of HCl, HF, or H2O molecules; for YF3, the bonding nature of these

adsorptions is analyzed in paper B.3 allowing to assign covalent vs. ionic contributions.

So far, the differences within a geochemical twin pair have only been discussed for bulk crys-

tals. In the upcoming part, the discussion is expanded to the situation at pristine surfaces (see

Fig. 4.2). While numerous experimental works exists on waimirite-structured β-YF3-based

thin films[56,67–69] or nanoparticles,[61–63,66,70–73] prior to our work, no publication evaluated

the surfaces without external influences from the particle growth procedure. In paper B.1,

we performed the first comprehensive surface stability analysis for any waimirite-structured

crystal (orthorhombic, Pnma). The surface stabilities and abundances were evaluated for

the prototype structure of β-YF3 itself and its geochemical twin compound β-HoF3. Due to

the practically identical ionic radii of both cations, their crystalline unit cells are also very

alike.[181,182] However, at the surfaces, there are non-saturated electrostatic interactions by

the missing counter ions, as well as missing orbital interactions by the dangling bonds. While

we expected the former to influence the two twin elements equivalently, this was not clear for

the missing orbital interactions. Consequently, the surface stability analysis was performed

for both, β-YF3 and β-HoF3, independently.

Before the surface results are discussed, comments on the electronic structure methods

applied on β-HoF3 should be made. Within this work, Ho has been the only element with

unpaired electrons in its most stable oxidation state. The electronic configuration of Ho(III) is

[Xe] 4f10. Conveniently, the 4f-shell of lanthanides has been found to generally not participate

in chemical bonding.[5–11] Especially, as this work aimed for correct atomic structures, not for

optical properties, we chose it a valid approach to use a 4f-in-core ansatz for the electronic

structure of Ho. Additionally, treating the 4f-electrons explicitly would demand a method

beyond ordinary DFT (see section 2.4). The 4f-shell of LnF3 is known to produce split
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bands of an occupied valence band and an unoccupied conduction band.[101] Applying a plain

GGA (e.g., PBE), this cannot be reproduced. Instead, a single, joint 4f-band was formed.

Subsequently, the Fermi-level lies within the band yielding a pseudo-metallic character. By

using exact Hartree-Fock exchange as in hybrid DFT (e.g., the Heyd-Scuseria-Ernzerhof

hybrid functional of HSE06), the 4f-band splitting was reproduced. To avoid the costly

hybrid functional, the 4f-splitting can also be achieved by applying a Hubbard-type correction

with an empirical U parameter onto the respective DFT Kohn-Sham orbitals (see subsection

2.1.5). Within paper B.1, we used PBE to apply the same functional on the MF3 crystals, as

well as on the molecular adsorbates for the further studies already planned. The U parameter

for Ho was scanned within a range of 1–10 eV in steps of 1 eV for f-orbitals of Ho (Uf).

The experimental unit cell data[181] and HSE06 band gaps served as references. The d-shells

of isolated Ln(III) ions are either fully occupied (3d and 4d) or empty (5d). However, our

density of states (DOS) calculation for β-HoF3 showed, that the 5d-bands of Ho not only

constituted the conduction band (CB), to a smaller portion, these also overlapped with the

2p-band of fluorine forming the valence band (VB). Due to their VB contribution, we also

tested a Hubbard-type correction onto the d-orbitals of Ho with Ud = 1–10 eV in steps of

1 eV. We found that the relaxation with PBE+Ud/4f-in-core applying 3 eV reproduced the

experimental crystal structure,[181] as well as the HSE06 band gaps best. All these points

suggested, that the explicit treatment of 4f-electrons was not needed for, or even led away

from, a reasonable electronic structure. Finally, on the magnetic structure, it should be

commented, that β-HoF3 is anti-ferromagnetic below 0.53 K and paramagnetic above.
[183]

This means, that magnetism is only of importance at extremely low temperatures. Given

the low magnetic coupling, we expected little influence on the atomic structure. Therefore,

paper B.1 applied PBE+Ud 3 eV/4f-in-core to obtain and investigate the atomic structure

of β-HoF3.

The aim of this paper was to find the most stable surface terminations and consequently,

surface abundances for the seven low-lying Miller indices surfaces (hkl) of β-YF3 and β-HoF3.

From all stoichiometric surface terminations and those, with a small to moderate fluorine-

deficit of one or two F per surface unit cell, the most stable ones have been determined (see

Fig. 4.3 c). This yielded a scope of 24 terminations. According to their inherent quantum

chemical stabilities, both trifluorides were found to prefer the same termination for each

Miller indices surface, with the exception of substoichiometric (111), for which different

coordination polyhedra are formed at the surface. Linked to their surface geometry, the

respective surface abundances were determined by a Wulff plot construction (see Fig. 4.3

a–b). The highest abundances within β-YF3 and β-HoF3 were found for (010). However,

already the second most abundant surface differed between the two twins. While (100) was

found to be the second most abundant surface for β-HoF3, it was the second least one

for β-YF3. The contribution of substoichiometric surfaces of (101) and (111) varied from
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one fifth in β-HoF3 to one third in β-YF3. Averaged over the overall quantum chemically

predicted surface, the thermodynamical barrier for the formation of surfaces from bulk was

found to be higher for β-YF3 than β-HoF3.

Figure 4.3 paper B.1 scanning surface stabilities of β-YF3 (PBE/772.6 eV/9× 9× 9) and
β-HoF3 (PBE+Ud 3 eV/772.6 eV/7×7×7): Wulff plots of (a) β-YF3 and (b) β-HoF3 with
respective surface abundances (%surf); (c) most stable surface terminations with surface

energies (Esurf) in Jm
−2 of first β-YF3, then β-HoF3; within (111) β-YF3 prefers (111)-2,

while β-HoF3 prefers (111)-3, which differ in metal coordination numbers (CNsurf).

On the atomic surface structures determined in paper B.1, the adsorbate-surface interac-

tions with HF, HCl, and H2O were examined in paper B.2. Its aims were to first, scan

the vast configurational space of possible adsorptions (see Fig. 4.4 a), second, to determine

whether the adsorbate-surface interactions differ between β-YF3 and β-HoF3, and third, to

reveal if this is dependent on the chosen surface cut. The four most abundant surfaces

of stoichiometric (010), (100), and (011), as well as (101) showing a substoichiometric

F-content were considered. The fluoride and chloride affinities have been probed using the

neutral species of HF and HCl, in accordance to the applied periodicity. The possible adsorp-

tion sites were scanned by > 300 generically created adsorbate conformations and 200 ps of

ab initio molecular dynamics (AIMD) simulations. Both considering surfaces fully covered

by adsorbates. From those, 44 single adsorbate configurations were structurally and ener-

getically compared between β-YF3 and β-HoF3. The chosen reference of H2O adsorptions
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showed themselves as weak and insensitive to the surface cut (see Fig. 4.4 b). Onto any

surface, H2O adsorbed slightly stronger onto β-HoF3 than β-YF3. For the adsorptions of

HF or HCl, we found a strong dependence of bonding energy (∆Ebond) on the chosen sur-

face cut. For HCl, this even showed within its Bader charges. Contrasting HF vs. HCl, we

found that both β-MF3 show considerably higher ∆Ebond for HF than for HCl onto any of

the three stoichiometric surfaces. This agreed with the preference for fluoride over chloride

found for Y(III) in aq. solutions by AIMD simulations.[54] Consequently, the preference for

fluoride shown by Y(III) is not only present in solution. Unfortunately, no such reference

publication could be found for the behavior of Ho(III). Between the surface cuts, it varied

whether the respective ∆Ebond was stronger for Y(III) or Ho(III). The bulk-like surface of

(010), with a low metal accessibility, showed a slight preference of both halides for β-HoF3

over β-YF3, which were comparable to that of H2O. Onto the stoichiometric surfaces with

a higher metal accessibility of (100) and (011), ∆Ebond of HF and HCl were significantly

stronger. This correlated with both surfaces also yielding the strongest H-bonds. By the

stronger interactions, also the structural changes upon adsorption were higher. Interestingly,

these surfaces showed a varying metal preference. HF and HCl, both gave a considerable

preference of β-HoF3 over β-YF3 onto (100). As described in paper B.1, this surface was

found to be much more available for β-HoF3 than β-YF3. However, onto (011), HF and HCl

showed the reversed preference by forming the stronger ∆Ebond with β-YF3. This surface

was also more abundant within β-YF3 than β-HoF3. Comparing these surface interactions

with the literature on aq. solutions, we found that only the adsorptions onto (011) and (101)

agreed with the described stronger affinity for fluoride, as well as for chloride shown by Y(III)

compared to Ho(III).[18,37,41,54,55] Thus, the variety for one adsorbate between different sur-

faces was found to be much larger than the difference between adsorbates onto the same

surface. This illustrated that, in contrast to free Y(III) and Ho(III) cations in solution, the

local environments at β-YF3 and β-HoF3 surfaces have been much more diverse. These

produced very surface dependent binding situations for the adsorbates, even though, the two

respective ions are as similar as Y(III) and Ho(III). The differences within the local environ-

ments affected the two twin elements differently. Consequently, it shifted been the surfaces,

which of the two β-MF3 could bind HF or HCl a little stronger compared to the other metal

fluoride.

Coming to the substoichiometric surface of (101), both, HF and HCl adsorbed consider-

ably stronger onto β-YF3 than β-HoF3. However, adsorptions onto the (101) surface re-

vealed themselves as special, as the molecular adsorbate dissociated in a hydride-forming

manner. Three different final hydride to fluoride distances were obtained. (101)·H3ÅF/Cl,
(101)·H3.5ÅF, and (101)·H7ÅF/Cl, which according to the charge repulsion, are listed in or-
der of stability. For HCl, the medium hydride to chloride distance of 3.5 Å was not found to

be meta-stable. Instead, HCl posed it as more mobile than HF directly yielding the 7 Å sepa-
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rated positional isomer. The hydride formation was possible, as (101) contained formal M(II)

centers, whose electron density was transferred to the adsorbate. We tested the effect of

the applied Ud = 3 eV onto Ho-d orbitals onto the electronic and magnetic structure of bare

(101). PBE and PBE+Ud agreed on all considered quantities.

Figure 4.4 paper B.2 of YF3 vs. HoF3 surface-adsorbate interactions to HF, HCl, or

H2O (PBE+D3(BJ)/773 eV/Γ) with Ud = 3eV on Ho: (a) with exemplary structure of

(HCl)4(H2O)4·(010) for the adsorption site scan applying AIMD; (b) ∆Ebond,%(YF3) –
∆Ebond,%(HoF3), the difference in bonding energy between isolated adsorptions onto YF3
or HoF3 multiplied by the respective surface abundance (%surf); bar plots highlight the re-

spective strongest adsorptions among all values (black lines); the hydride-forming adsorptions

are given separately as (101)·H3ÅF/Cl (upward stripes), (101)·H3.5ÅF (horizontal stripes),
or (101)·H7ÅF/Cl (downward stripes).

Since by electrostatics alone, Y(III) and Ho(III) should act equally, any difference must

originate from unequal orbital interactions and thus covalent contributions. To explore these,

periodic energy decomposition analysis (pEDA) was applied to break the overall interaction

energy (∆Eint) of adsorbate-surface interactions into its subcomponents (see subsection

2.2.3). Within paper B.3, the same atomic structures for β-YF3 as obtained in paper B.2

were analyzed further. Its aim was to reveal the electrostatic vs. covalent contributions for

the three adsorbates of HF, HCl, or H2O and to illuminate which effect the chosen surface of

(010), (100), (011), or substoichiometric (101) had, before moving on towards the respective

β-HoF3 adsorptions. To apply pEDA, the VASP-determined electronic structures have been

recalculated within AMS-BAND. This approach was validated by comparison of the overall

∆Ebond with relaxed reactants from the VASP and AMS-BAND-derived electronic structures.

No difference within the bonding pattern was observed between the adsorptions of a single

molecule or multiple molecules of up to four adsorbates (see Fig. 4.5 (b)). We found all

H2O adsorptions to be very ionic. The attractive contributions were made from 65% elec-

trostatics. This yielded a very low sensitivity for the surface structure. The corresponding
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atomic bonding pattern was dominated by a direct O–Ysurf coordination. Quite contrary, the

adsorptions of HF and HCl varied in their ionic to covalent character with electrostatic ratios

of 30–60%. Accordingly, these have been found to be very sensitive for the surface structure.

With a decreasing electrostatic ratio, the adsorption strength increased. The overall ∆Eint

varied by almost 1000 kJmol−1. Again, the electrostatic interaction mainly corresponded to

a direct F/Cl –Ysurf coordination (see 4.5 (a) 3a–3b). The increased covalency and there-

fore surface-sensitivity was found to be correlated to a H-bond of F/Cl –H· · ·Fsurf (see 4.5
(a) 2a–2b), which was much stronger than the direct coordination. H-bonds of compara-

ble distance also gave similar interaction, electrostatic, and orbital interaction energies. For

the adsorption of HF, the formed H-bond has been highly symmetrical forming a [FHF]-like

moiety. With X = Cl, the surface fluorine abstracted the hydrogen from HCl. The most

asymmetrical Cl· · ·H–Fsurf were found to yield the strongest H-bonds resulting in the most
covalent adsorptions among the stoichiometric surfaces. However, due to the H–Cl disso-

ciation, these also came with the highest preparation energies. Including the relaxation of

the reactants, each surface formed the strongest adsorption with HF instead of HCl. The

preference for HF has been in line with the higher affinity for Y(III) in solution for fluoride

than chloride.[54] From the hydride-forming dissociated structures, only (101)·H3ÅF/Cl could
be evaluated by pEDA, as the further separated anions gave no suitable fragment. According

to the large change in electron density, these possessed the strongest ∆Eint and covalency,

from which both, was found to be stronger for the dissociated fluoride than the chloride.
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Figure 4.5 paper B.3 of β-YF3 surface-adsorbate interactions to HF, HCl, or H2O applying

pEDA (PBE+D3(BJ)/ZORA/TZ2P/Γ): (a) comparison of strongest adsorbed structures

within (011)·HF (1a) or (011)·HCl (1b) with the respective two strongest NOCV deformation
densities (red = reduction / blue = accumulation of electron density) with isosurface values

of 0.006 (2a–b) or 0.0015 e Å−3 (3a–b); the inserts state the respective eigenvalues in e

(top) with their contribution to the orbital energy (∆Eorb) in kJmol
−1 (bottom); (b) ratio

of electrostatic energy (∆Eelstat) among its sum with ∆Eorb vs. the overall interaction energy

(∆Eint).

As a whole, this work was dedicated to find subtle differences within the atomic and electronic

structures between crystalline fluorides of the geochemical twin pairs of Zr:Hf (paper A) and

Y:Ho (paper B.1–B.3). This search presented itself as a journey from the bulk, crystalline

properties in paper A, went over to detect the atomic structures of the pristine surfaces

in paper B.1, to finally arrive at molecular adsorptions onto these surfaces within paper

B.2–B.3. Along the way, a broad area of solid state models and varieties was visited.
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Taking this journey further, the next destination would be to isolate the distinct bonding

contributions for adsorptions onto HoF3. It would be very interesting to compare the degree

and nature of covalent bonding character to those onto YF3. For the latter, this work

revealed within paper B.3 that strong orbital contributions have been linked to X–H · · ·Fsurf
H-bonds, while direct X–Msurf coordinations contributed only minor to the covalent character

and subsequently total interaction energy. Given the different frontier orbitals of Ho(III), the

orbital contributions should effect the adsorptions onto HoF3 somewhat differently. To make

this analysis possible, however, a preceding method developing task is necessary to expand

the scope of the applied pEDA onto DFT+U. Moreover, experiments could provide further

insights. Especially, adsorption studies onto surfaces of YF3 and HoF3 in ultra high vacuum

could experimentally prove the found impact of the surface cut. From a practical point of

view, water would be the least problematic adsorbate. However, only HF and HCl showed

the interesting surface dependency. Handling HF is without doubt challenging given the

health risk and special experimental setup needed. To study the interaction of HCl onto the

surfaces, on the other hand, should be manageable.

However, apart from this next step at hand, taking that journey further, also demands

to take a detour, away form the crystalline phase, back to aq. solutions. To understand

the non-chondritic geochemical twin ratios found within the fluoride-rich, hydrothermal vein

ores, further experimental and computational studies are needed for both twin pairs. While

incomplete and partially incompatible data exists for the twin pair of Y:Ho, it is very rare

for Zr:Hf. Even for the former, however, the roles of certain anions are still under debate.

On the one hand, Migdisov et al. proposed in 2016, that REE(III) and Y(III) are mainly

transported as complexes with chloride or sulfate, while fluoride leads to precipitation.[42] On

the other hand, Louvel et al. emphasized in 2022, that the transport of these cations is very

pH-dependent.[184] At alkaline conditions, the fluoride-induced precipitation of REE(III) and

Y(III) is much weaker, as the stability of the solvated fluorido complexes is improved. On

the same account, sulfates and chlorides may only transport REE(III) and Y(III) in acidic

solutions. Instead, Louvel et al. suggest that precipitation of fluorocarbonates from alkaline

solutions plays an important role.[184]

New lab measurements scanning a range of pH-values, temperatures, and concentrations

should be considered. So far, most experimental setups only varied one of these three

parameters, which reduces the comparability to other publications. Furthermore, most of

these involved a single anionic species only. For example, no solution experiment has been

conducted, yet, which contained fluoride as well as chloride, while also containing both twin

elements, Y and Ho simultaneously. Such an experiment, also applied on the twin pair of

Zr:Hf could finally elucidate their relative affinities.
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Also further computational works on aq. solutions are needed. AIMD simulations at ele-

vated temperatures including several of the available anionic species as phosphate, sulfate,

hydroxide, carbonate, or hydrogencarbonate simultaneously, could provide a more realistic

understanding. These would also allow the formation of e.g. fluorocarbonates.

With a more complete picture of the geochemical twin compounds present in hydrother-

mal solutions, it would be very interesting to come back to the solid phase. While this

work contrasted the fluoride vs. chloride affinities via adsorptions of HF and HCl onto crys-

talline geochemical twin fluorides, it would be insightful to compare it to the reserved model.

Fluorspar is the most common fluoride source in hydrothermal veins. The adsorption of the

geochemical twin complexes as found in solution as e.g., fluorides, or chlorides onto fluorspar

surfaces could provide a deeper understanding of the precipitation process. Especially, AIMD

would be suited to investigate the dynamics, but also the explicit solvent and temperature

effects.
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[29] P. Möller, M. Bau, P. Dulski, V. Lüders, Proc. of the Ninth Quadrennial IAGOD

Symposium 1998, 575–592.

[30] E. Anders, N. Grevesse, Geochim. Cosmochim. Acta 1989, 53, 197–214.

[31] J. M. C. Neves, J. E. L. Nunes, T. G. Sahama, Contrib. to Mineral. Petrol. 1974,

48, 73–80.

[32] R. Yin, R. C. Wang, A.-C. Zhang, H. Hu, J. C. Zhu, C. Rao, H. Zhang, Am. Mineral.

2013, 98, 1714–1724.

[33] N. M. Kudryashov, S. G. Skublov, O. L. Galankina, O. V. Udoratina, A. V. Voloshin,

Geochemistry 2020, 80, 125489.

[34] A. Loges, Freie Universität Berlin, Berlin, Germany, private communication, 2023.

[35] A. P. Gysi, A. E. Williams-Jones, Geochim. Cosmochim. Acta 2013, 122, 324–352.

[36] G. Schwinn, G. Markl, Chem. Geol. 2005, 216, 225–248.

[37] A. A. Migdisov, A. E. Williams-Jones, T. Wagner, Geochim. Cosmochim. Acta 2009,

73, 7087–7109.

[38] A. Migdisov, A. E. Williams-Jones, V. van Hinsberg, S. Salvi, Geochim. Cosmochim.

Acta 2011, 75, 7426–7434.

[39] A. Loges, A. A. Migdisov, T. Wagner, A. E. Williams-Jones, G. Markl, Mineral. Mag.

2012, 76, 2030.



167

[40] E. Chao, J. Back, J. Minkin, R. Yinchen, Appl. Geochem. 1992, 7, 443–458.

[41] A. Loges, Element mobility in hydrothermal systems, PhD thesis, Universität Tübin-
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2002, 85, 1745–1749.

[181] A. Zalkin, D. H. Templeton, J. Am. Chem. Soc. 1953, 75, 2453–2458.

[182] A. K. Cheetham, N. Norman, Acta Chem. Scand. 1974, 28, 55–60.

[183] P. J. Brown, J. B. Forsyth, P. C. Hansen, M. J. M. Leask, R. C. C. Ward, M. R.

Wells, J. Phys.: Condens. Matter 1990, 2, 4471–4484.

[184] M. Louvel, B. Etschmann, Q. Guan, D. Testemale, J. Brugger, Nat. Commun. 2022,

13, 1456.


	List of Figures
	Lists of Abbreviations and Symbols
	Abstract and Kurzzusammenfassung
	List of Publications
	Introduction
	Theory
	Electronic Structure Calculations
	Schrödinger Equation
	Hartree Fock Method
	Density Functional Theory
	Dispersion Correction
	Hubbard-Type Correction
	Basis Sets and Core Potentials

	Periodic Systems
	Atomic and Electronic Structure of Ideal Crystals
	Surface Energies and Abundances
	Adsorption Energies via pEDA with NOCV Extension

	Contributions from Special Relativity
	Electronic Structure of Lanthanides

	Publications
	 Paper A
	 Paper B.1
	 Paper B.2
	 Paper B.3

	Summary and Discussion
	Outlook
	6   References

