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ABSTRACT
Conversational technologies such as chatbots have shown to be promising in eliciting self-
disclosure in several contexts. Implementing such a technology that fosters self-disclosure can
help to assess sensitive topics such as behaviours that are perceived as unaccepted by others,
i.e. the exposure to unaccepted (alternative) news sources. This study tests whether a
conversational (chatbot) format, compared to a traditional web-based survey, can enhance self-
disclosure in the political news context by implementing a two-week longitudinal, experimental
research design (n = 193). Results show that users disclose unaccepted news exposure
significantly more often to a chatbot, compared to a traditional web-based survey, providing
evidence for a chatbots’ ability to foster the disclosure of sensitive behaviours. Unlike our
hypotheses, our study also shows that social presence, intimacy, and enjoyment cannot explain
self-disclosure in this context, and that self-disclosure generally decreases over time.
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Conversational technologies (such as chatbots, animated
virtual characters, or embodied conversational agents)
are making their way into a wide variety of domains
such as customer service, shopping, education, or the pol-
itical news context by sending users personalised (news)
recommendations (e.g. Maniou and Veglis 2020; Shin
2022; Yin 2019). Most notably, they are utilised in
domains in which users are urged to reveal information
about themselves, for example health-related, or other
personal or emotional details (for an overview in the
health domain, see Laranjo et al. 2018). Chatbots can
be defined as programmes that use natural language to
interact in a dialogical manner and simulate human con-
versations (Westerman, Cross, and Lindmark 2019). By
doing so, they utilise the benefits of human-to-human
communication: They can build rapport between user
and chatbot and create a social environment for users
to feel comfortable to reveal information about them-
selves (Pickard, Roster, and Chen 2016). At the same
time, by having a non-human nature – they have techno-
logical benefits, such as perceivably being non-judgmen-
tal, objective, or free of bias (Pickard, Roster, and Chen
2016; Sundar and Kim 2019).

An especially important field of application is the
potential of conversational technologies for self-disclos-
ure in survey research. Respondents might avoid self-
disclosing personal information in surveys because of
fear of negative evaluation. While some studies explore
the overall advantages of conversational technologies
over traditional web-based surveys (Kim, Lee, and
Gweon 2019; Xiao et al. 2020; Zarouali et al. 2023),
self-disclosure of personal information to a conversa-
tional agent in comparison to other survey formats
has not been extensively studied yet. We know, how-
ever, from related research in the health sector that con-
versational technologies are promising in eliciting self-
disclosure (Crutzen et al. 2011; Lucas et al. 2014).
Hence, we argue that implementing a chatbot could
also be useful to enhance self-disclosure of sensitive
topics such as behaviours that are deemed unacceptable.

People’s hesitancy to self-disclose unacceptable beha-
viours becomes especially prevalent in political news con-
text. Assessing media usage behaviour that might be seen
as unacceptable has been a major challenge for media
exposure research due to the peculiarity of asking respon-
dents about their use (Steppat, Herrero, and Esser 2020).
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A share of the population avoids legacy information
sources intentionally when familiarising themselves
with political issues (Bennett and Livingston 2018; New-
man et al. 2021), and some turn to alternative online
sources that report ‘a proclaimed and/or (self-) perceived
corrective, opposing the overall tendency of public dis-
course’ (Holt, Ustad Figenschou, and Frischlich 2019,
862), including information of questionable accuracy
(Bennett and Livingston 2018). These citizens, however,
might not disclose exposure to such sources openly as
they perceive this behaviour as unaccepted by the
majority. Given its potential involvement in the rise of
populism and fears of online ‘radicalisation’ (Holt,
Ustad Figenschou, and Frischlich 2019), news exposure
behaviour provides an important vantage point for
studying self-disclosure of unaccepted behaviours.

Hence, this study tests whether a chatbot format
(compared to a traditional web-based survey) can be a
useful tool to enhance self-disclosure of perceived unac-
cepted news exposure. By doing so, we contribute to the
growing body of research examining conversational
technologies and self-disclosure. Furthermore, we
investigate three mechanisms that have been shown to
be related to self-disclosure in the context of conversa-
tional technologies and that can potentially explain
self-disclosure towards a chatbot: Social presence (see
Chaves and Gerosa 2021; Ciechanowski et al. 2019), per-
ceived intimacy (see Croes and Antheunis 2021), and
enjoyment (see Lee and Choi 2017). Lastly, we provide
a methodological contribution to conversational tech-
nology research by assessing self-disclosure towards a
chatbot with a longitudinal, diary-style research design.

1. Previous work on self-disclosure in
conversational technology research

Self-disclosure – defined as the act of revealing personal
information about oneself to someone else (Archer and
Burleson 1980; Schmidt and Cornelius 1987) – is an
important concept in the research field concerning con-
versational technologies. Research has established the
benefits of self-disclosure towards conversational tech-
nologies; it showed for example that self-disclosure
towards a chatbot has positive effects on user satisfac-
tion and enhances relationship building between users
and chatbots (S. Y. Lee and Choi 2017; Skjuve et al.
2022), or that disclosing more intimate information
towards a chatbot can positively influence emotional,
relational and psychological outcomes (Ho, Hancock,
and Miner 2018; Y.-C. Lee et al. 2020).

Moreover, conversational technologies have been lar-
gely shown to be promising in eliciting self-disclosure.
Research in the health sector demonstrated the potential

of chatbots for delivering health-promotion initiatives
to adolescents to create a comfortable environment for
discussing sensitive topics (Crutzen et al. 2011), and to
adults to reduce depression and anxiety (Fitzpatrick,
Darcy, and Vierhile 2017). Previous work has shown
chatbots to encourage self-disclosure when performing
small talk (Y.-C. Lee et al. 2020), and most importantly
for the current research, chatbots leading to more high-
quality self-disclosure data in survey research than using
a traditional web-based survey (Kim, Lee, and Gweon
2019; Xiao et al. 2020).

In the political news context, increasing polarisation
in society and heated debates around political topics,
such as climate change, election outcomes, or vacci-
nation, spilled over to the sources of information itself.
The news outlets someone visits have become an
increasing issue for disagreement, as they give away a
political stance, an elite-skepticism, the belief in conspi-
racy narratives, or populist attitudes (Bennett and
Livingston 2018; Holt, Ustad Figenschou, and Frischlich
2019; Schulz 2019). Conversational agents survey tech-
niques can potentially help to assess this exposure
behaviour, as previous research in the era of news
exposure has shown that when trusted, conversational
interfaces can lead to reduced privacy concerns and
increased self-disclosure (Shin et al. 2022).

Research comparing conversational technologies
with ‘real’ human interaction partners, provided evi-
dence that the non-human nature of virtual humans
led to higher willingness to disclose personal health-
related information compared to a human conversation
partner (Lucas et al. 2014). Even though some scholars
did not find any differences in emotional disclosures
when interacting with a chatbot or with a human (Ho,
Hancock, and Miner 2018), research on embodied con-
versational agents as interviewers has shown respon-
dents preference for non-human over human
interaction partners when discussing sensitive topics
(Pickard, Roster, and Chen 2016).

Given this considerable body of literature supporting
the potential for conversational technologies to elicit
self-disclosure, chatbots might also be able to create a
comfortable environment for people to disclose other
types of information – in particular, behaviours that
might be deemed unacceptable. One important behav-
iour that people might not want to discuss openly is
the use of perceived unaccepted news exposure.

2. The political news context: perceived
unaccepted news exposure

The rise of digital media has opened up new possibilities
for citizens to be informed about public affairs (Bennett
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and Livingston 2018), and at the same time has compli-
cated the correct assessment of news exposure further.
New online-only outlets, such as Breitbart in the United
States, the German version of Epoch Times in Germany
(Hettena 2019; Levy et al. 2018), De Andere Krant,
Gezond Verstand and Café Weltschmerz in the Nether-
lands (Newman et al. 2021), or Uncut-News and con-
viva-plus in Switzerland (Fög - Forschungsinstitut
Öffentlichkeit und Gesellschaft 2017), have established
themselves as an ‘alternative’ to legacy news media, in
which trust is declining in specific segments of the
population (Fawzi 2019). Alternative media are found
at both the left and right wing of the political spectrum
(Atkinson and Kenix 2019; Haller, Holt, and de la
Brosse 2019). Recently, a closer connection to populist
movements that also present themselves as an alterna-
tive to established political parties was asserted (Fawzi
2019).

Assessing the extent of alternative news sources is
difficult. Drawing the line on an outlet level has been
shown to be problematic, as perceptions of what
alternative news sources are, can differ strongly
(Holt, Ustad Figenschou, and Frischlich 2019; Steppat,
Herrero, and Esser 2020). Recent research has shown
that when being asked what alternative news sources
they follow, most respondents indeed mentioned
non-mainstream but also mainstream sources, (Step-
pat, Castro, and Esser 2023). This shows that percep-
tions of societally accepted and unaccepted news
sources have changed, with potentially problematic
consequences. Hence, our study is interested in asses-
sing the extent to which citizens perceive news
exposure to be not accepted by others. Studying the
frequency of behaviour that is perceived as unaccepted
gives important insights into how much media use has
become a divisive topic in society: The perception of
being outside the mainstream news cycle can poten-
tially have negative consequences on trust, press, and
politics as attention shifts to news sources that publish
heavily disputed content itself.

Media use is closely connected to an individual’s
social identity (see Chan 2017) and citizens can gather
strength from being part of an in-group that consumes
different news sources than an out-group (Tajfel and
Turner 1986). In a survey response situation, however,
citizens potentially understand that their media use
would be ‘unaccepted’ by most citizens (the out-
group) and subsequently do not report openly about
their sources. Compared to other types of news
exposures, we can expect that asking citizens to report
exposure behaviour to alternative media is subject to
stronger social desirability biases (see Prior 2009)
regardless of the survey mode. Hence, citizens who are

aware that the outlets from which they consume news
diverge from the majority’s opinion would not speak
freely about this behaviour, making it an important con-
text in which to study self-disclosure.

3. Hypotheses development

3.1. Chatbots enhancing self-disclosure of
perceived unaccepted news exposure

The current study compares a chatbot to a traditional
web-based survey due to the relative proximity as
opposed to other assessment modes. Web-based for-
mats are generally suited to foster self-disclosure and
assess sensitive information, and are shown to be
superior to face-to-face, or telephone methods
because social desirability can be reduced (e.g. Hen-
derson et al. 2012; Zhang et al., 2017). While these
beneficial effects of an online environment are present
for both, a chatbot, and traditional web-based survey,
we argue that chatbots can enhance self-disclosure
even further.

The non-human nature of a chatbot as a communi-
cation partner might be perceived as non-judgmental
if recognised as a machine, referred to in the literature
as a ‘machine-heuristic’ (Sundar and Kim 2019). Beliefs
in a machine heuristic have been shown to significantly
predict attitudes and behavioural intentions to use con-
versational technologies in domains that involve the dis-
cussion of sensitive topics (i.e. health; Gambino, Sundar,
and Kim 2019). This can also explain previous findings
of conversational technologies reducing psychological
barriers to self-disclosure by providing a ‘safe’ environ-
ment for users to reveal personal information (Lucas
et al. 2014).

In addition to exploiting the benefits of having a non-
human appeal, a chatbot can show social characteristics
that can help foster self-disclosure by providing comfort
in the interaction (Pickard, Roster, and Chen 2016).
Several scholars could show that the conversational
and social characteristics of a chatbot can facilitate
user engagement, favourable assessments (Crutzen
et al. 2011; Fitzpatrick, Darcy, and Vierhile 2017), and
self-disclosure of personal information (Ischen et al.
2020b; Sah and Peng 2015). Since the potential of chat-
bots for self-disclosure has been shown in several
domains (mainly in the health context), we hypothesise
that this effect also holds in a political news context, i.e.
the self-disclosure of unaccepted news exposure behav-
iour, and propose the following:

H1. Citizens self-disclose perceived unaccepted news
exposure behavior more often to a chatbot compared
with a traditional, web-based survey.
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3.2. Underlying mechanism explaining enhanced
self-disclosure towards a chatbot

In addition to studying the overall potential of chatbots
for self-disclosure in a political news context, the cur-
rent research seeks to understand why people might
be more inclined to self-disclose information to a chat-
bot. Including concepts related to the social character-
istics of a chatbot, we argue for three underlying
mechanisms explaining why users are more likely to
self-disclose sensitive information to a chatbot than to
a traditional, web-based survey. Previous research has
shown that social presence (Chaves and Gerosa 2021;
Ciechanowski et al. 2019), perceived intimacy (Croes
and Antheunis 2021), and enjoyment (Lee and Choi
2017) are related to self-disclosure in the context of
chatbots.

3.2.1. Social presence
Social presence has initially been conceptualised as a
psychological variable that reflects closeness in a
mediated communication interaction. As a property of
a medium it describes the ‘degree of salience of the
other people in the interaction’ (Short, Williams, and
Christie 1976, 65). For this research, we define social
presence, in reference to Lee (2004) and prevalent in
human-machine communication, as a psychological
state in which chatbots are ‘experienced as actual social
actors’ (45) and in which users fail to notice the role of
technology. In other words, users feel together with a
chatbot in the communication environment (Lee 2004;
Xu and Lombard 2017).

Previous research has shown that social presence is
an important variable in the context of chatbots,
demonstrating that chatbots imbuing social or human-
like cues are perceived as higher in social presence
than chatbots not presenting these cues (Araujo 2018;
Go and Sundar 2019). Recent research comparing
different survey chatbots shows that a human-like chat-
bot leads to higher social presence, and higher self-dis-
closure compared to a baseline chatbot (Rhim et al.
2022). We argue that social presence is also higher for
a chatbot than for a web-based survey, since the chatbot
can act as a communication partner and deliver social
interactions through its dialogic properties (Guzman
2019).

Research on source orientation has demonstrated
that users orient towards conversational technology as
a communication partner, instead of thinking they com-
municate with a human through the technology (Guz-
man 2019). If users perceive a chatbot as their
communication partner (and perceive it as socially pre-
sent), this might in turn foster self-disclosure. By being

socially present, chatbots can provide a comfortable
environment for users to reveal information about
themselves similar to interpersonal communication, at
the same time emphasising their non-human nature as
the technology users communicate with it (Pickard,
Roster, and Chen 2016).

3.2.2. Perceived intimacy
Intimacy can be described as an affective reaction
towards a communication partner (Edinger and Patter-
son 1983). Previous research has suggested that per-
ceived intimacy may play a significant role in the
development of the relationship with a chatbot as a
communication partner (Croes and Antheunis 2021).
We argue that by showing a dialogical character and dis-
playing social or human-like cues, intimacy in an inter-
action can be enhanced. Chatbots as social actors allow
for a more intimate relationship development and can
take for example the role of a companion (Gronau
et al. 2020), thus feeling more personal than filling in
a traditional survey. Initial qualitative results by Kim
and colleagues (2019) show that respondents indeed
perceived intimacy with a chatbot using a more casual
conversational style.

Previous research from computer-mediated com-
munication showed perceptions of intimacy leading
users to reveal more intimate details about themselves
(Jiang, Bazarova, and Hancock 2013). Furthermore, by
seeing a chatbot as a communication partner, we can
utilise theories from interpersonal communication to
explain the underlying mechanism. An important the-
ory from human-to-human relationships is that of
social penetration by Altman and Taylor (1973),
which states that relationships do not remain the same
throughout a timespan but rather have distinctive
phases. When a relationship moves from a shallow
level to a more personal one, it is also more likely that
intimate thoughts and details about one’s life are
revealed to the interaction partner, both in breadth
(the variety of topics that are addressed) and depth
(the amount of information provided; Derlega and
Chaikin 1977). Thus, the more intimate someone feels
with another social actor, the more likely the person is
to self-disclose.

3.2.3. Enjoyment
Lastly, we examine enjoyment as an underlying mech-
anism, defined as perceiving an interaction with a med-
ium or communication partner as enjoyable in its own
right (Carrol and Thoma 1988; Hassanein and Head
2007). Several studies could show that interacting with
a chatbot can be an enjoyable experience (Kim, Lee,
and Gweon 2019; Lee et al. 2020; Skjuve et al. 2021),
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and leads to more enjoyment than receiving infor-
mation from a website (Ischen et al. 2020a). The dialo-
gical interaction provided by a chatbot can lead to
higher engagement that can in turn encourage partici-
pants to self-disclose personal information (Xiao et al.
2020).

In sum, we propose social presence, intimacy, and
enjoyment as being underlying mechanisms that explain
self-disclosure towards a chatbot and hypothesise the
following:

H2. Chatbot modality leads to higher citizens’ self-dis-
closure of perceived unaccepted news exposure behav-
ior compared to web-based survey modality,
positively mediated by (a) perceptions of social pres-
ence, (b) perceived intimacy, and (c) enjoyment.

3.3. Longitudinal dynamics of self-disclosure
towards a chatbot

Self-disclosure is an important variable in relationship
building over time (Ho, Hancock, and Miner 2018).
Skjuve and colleagues (2021), for example, found that
a human-to-chatbot relationship to be developed over
time where self-disclosure increased as time progressed
and trust in the chatbot as a conversational partner
increased. Through the establishment of a trusting
relationship over time, conversations deepened and
people self-disclosed more, irrespective of whether the
chatbot self-disclosed itself. To extend research con-
ducted on the longitudinal dynamics of the relation-
ship-building with chatbots (Croes and Antheunis
2021; Lee et al. 2020), we are interested in the trajec-
tories of self-disclosure over time, and pose the follow-
ing research question:

RQ1. Does the self-disclosure of perceived unaccepted
news exposure behavior to a chatbot compared to a tra-
ditional, web-based survey show different trajectories
over time?

4. Method

4.1. Experimental design of the study

This study is part of a larger data collection that aims to
answer substantial and methodological questions,
implementing a longitudinal, diary-style split-method
experimental research design with two experimental
conditions. The study was approved by the Ethical
Review Board of the University of Amsterdam and
was pre-registered with the open science framework.1

Data was collected between November and December
2020 via a professional polling company (Panel Inzicht),
where all participants were part of a research panel.

Criteria for a participation invitation were being adult
(i.e. over 18 years), owning a smartphone, and having
(or being willing to set up) a Skype account. To reflect
in part the online population of the Netherlands, light
quotas were added ensuring variance in terms of gender
and age, thus participants were not specifically sought to
be consumers of unaccepted (alternative) media.

In both conditions, participants were invited to
answer daily questionnaires over a period of fourteen
days. In the chatbot-based questionnaire, participants
were invited to answer daily questionnaires through
conversations with a chatbot via Skype. The second con-
dition involved a traditional, web-based survey, in
which participants were asked to respond to daily ques-
tionnaires using the Qualtrics platform.

Before being randomly assigned to one of the two
conditions, participants completed a recruitment ques-
tionnaire in Qualtrics including demographical and
control variables (for the overall project). Afterwards,
participants received invitations to daily surveys, based
on their individual response pattern. These daily ques-
tionnaires were completed either via Skype (in the chat-
bot condition) or via Qualtrics (as part of the web-based
survey condition).

While simultaneously ensuring ecological validity of
both conditions, the design of the chatbot and the web
survey strove to keep conditions as similar as possible.
Therefore, participants only interacted with the chatbot
via text in the standard Skype instant messenger chat
window with a rule-based set-up (see Figure 1). The
questions were asked in different three configurations:
(1) open-ended questions, where participants answered
in text, (2) closed-ended questions with text options,
where participants answered in text using one of the
pre-defined options, and (3) closed-ended questions
with numerical options, where the answer provided by
participants was a number. Participants could miss
two subsequent daily surveys if they responded on the
third subsequent day. If they however did not respond
to the invitations of three subsequent daily surveys,
they were no longer invited and received a debrief sur-
vey, being dismissed from sample early. Hence, partici-
pants could respond to a maximum of fourteen, and a
minimum of five daily surveys, without being dismissed
from the sample early. After fourteen days, all remain-
ing participants received a debrief survey.

4.2. Sample

Of 304 participants who completed the recruitment sur-
vey, 236 (77%) completed at least one daily survey. The
average retention rate across field time was 68%, varying
from 93% to 25% per day. On average, the 304
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participants answered 7.6 daily surveys; 16 participants
participated only once, while 58 participants partici-
pated on all fourteen days. For this study, only partici-
pants with at least two measurement points for
unaccepted news exposure were included in the further
assessment, resulting in 193 participants with a mean
age of 47 (SD = 16.44) of which 46% reported to be
female.

4.3. Measurements

The dependent variable in this study was perceived
unaccepted news exposure (PUNE), which was used as
a proxy for self-disclosure. This variable was measured
every second day of the fourteen-day survey period in
total seven times (day 2, 4, 6, 8, 10, 12 and 14). The vari-
able was assessed through a single-item question asking:
‘People can have different tastes in news. Did you con-
sume information from news sources today that you
wouldn’t tell everybody about?’. A summative index of
daily responses was calculated, which was divided by
the days of responses.

Social presence, perceived intimacy and enjoyment
were measured once in the debrief survey. All three
mediators asked the participant if they agreed or dis-
agreed with a series of statements. All the items were
assessed on a seven-point Likert-scale with 1 being
‘strongly disagree’ and 7 being ‘strongly agree’. Social
presence, adapted from Gefen and Straub (2004), was
measured with five items, e.g. ‘There was a sense of
human contact in the chatbot [online] surveys’. Per-
ceived intimacy was adapted from Croes and Antheunis

(2021) with three items, e.g. ‘I experienced the inter-
action with the chatbot [online] surveys as intimate’.
Enjoyment was adapted from Bosnjak, Metzger, and
Gräf (2010) with three items, e.g. ‘It was fun for me to
fill out the questions in the chatbot [online] surveys’.

5. Results

5.1. Self-disclose of unaccepted news exposure
behaviour

To test the first hypothesis of whether citizens self-dis-
close unaccepted news exposure behaviour more often
to a conversational chatbot compared to a traditional,
web-based survey, we first calculated a relative
measurement of unaccepted news exposure on an indi-
vidual data level. Participants were asked every second
day whether they were exposed to news sources that
they would not tell anyone about, resulting in seven
measurements. However, not all participants answered
the question on all the days they were asked this ques-
tion. To receive a reliable estimate, we excluded par-
ticipants who answered this question less than twice.
To account for this variation in participation and to
make data comparable, we calculated a relative
exposure measurement on an individual data level.
The number of unaccepted news exposures reported
was divided by the number of days each participant
had answered the survey. The relative measure ranged
from 0 to 1 on a continuous level, with 1 indicating
unaccepted news exposure reported on all days of
participation.

Figure 1. Depiction of the used chatbot software interface.
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We conducted an independent sample t-test with this
unaccepted news exposure measurement as the depen-
dent variable and condition (chatbot vs. web-based sur-
vey) as the independent variable. Participants in the
chatbot condition (M = 0.36, SD = 0.32) indicated sig-
nificantly higher levels of perceived unaccepted news
exposure than participants in the web-based survey con-
dition (M = 0.15, SD = 0.27), t(384) =−5.75, p < .001.
This supports H1, participants self-disclosed unac-
cepted news exposure behaviour more often to a con-
versational chatbot compared to a traditional, web-
based survey.

5.2. Mediation

To test the mediation effects of social presence, per-
ceived intimacy, and enjoyment on perceived unac-
cepted news exposure, we used the mediation package
in R (Tingeley et al. 2019). We calculated three different
models with unaccepted news exposure as the depen-
dent, condition (chatbot vs. web-based survey) as the
independent and (a) social presence, (b) perceived inti-
macy, and (c) enjoyment as the mediator. Means and
standard deviations are shown in Table 1 and the indir-
ect effect (average causal mediation effect i.e. ACME),
direct effect (average direct effects i.e. ADE) and total
effect are depicted in Figure 2.

5.2.1. Social presence
The total effect of condition on perceived unaccepted
news exposure was significant (B = 0.21, SE = 0.04, t
(191) = 4.94, p < .001), and so was the direct effect (B
= 0.23, SE = 0.05, t(183) = 5.20, p < .001). The direct
effect of condition on the mediator social presence
was also significant (B =−1.30, SE = 0.23, t(184) =
−5.55, p < .001), and so was the direct effect of the
mediator social presence on unaccepted news exposure
(B = 0.03, SE = 0.01, t(183) = 1.39, p = .018). We calcu-
lated the unstandardised indirect effects for each of
1000 bootstrapped samples, and the 95% confidence
interval by determining the indirect effects at the 2.5th
and 97.5th percentiles. The effect of condition on unac-
cepted news exposure was mediated by social presence,
the indirect effect was significant (B =−.04, CI = [−0.07,

−0.01], p = .004). This means that taking the survey in
the chatbot condition resulted in lower social presence
compared to the traditional web-based survey, which
negatively affected reported unaccepted news exposure.
In other words, although unaccepted news exposure is
higher in the chatbot condition (vs. web-based survey),
lower social presence tempered this difference. H2a is
therefore not supported.

5.2.2. Perceived intimacy
The total effect of condition on perceived unaccepted
news exposure was significant (B = 0.21, SE = 0.04, t
(191) = 4.94, p < .001), and so was the direct effect (B =
0.22, SE = 0.05, t(183) = 4.55, p < .001). The direct effect
of condition on the mediator perceived intimacy was
also significant (B =−1.33, SE = 0.19, t(184) =−6.98, p
< .001), but the direct effect of the mediator perceived
intimacy on unaccepted news exposure was not signifi-
cant (B = 0.02, SE = 0.02, t(183) = 1.04, p = .200). We
again calculated the unstandardised indirect effects for
each of 1000 bootstrapped samples, and the 95% confi-
dence interval. The effect of condition on unaccepted
news exposure was not mediated by perceived intimacy,
the indirect effect was not significant (B = -.12, CI =
[−0.38, 0.09], p = .230). H2b is not supported.

5.2.3. Enjoyment
The total effect of condition on perceived unaccepted
news exposure was significant (B = 0.21, SE = 0.04, t
(191) = 4.94, p < .001), and so was the direct effect (B
= 0.19, SE = 0.05, t(183) = 4.24, p < .001). The direct
effect of condition on the mediator perceived intimacy
was also significant (B =−0.91, SE = 0.17, t(184) =
−5.53, p < .001), but the direct effect of the mediator
perceived intimacy on unaccepted news exposure was
not significant (B = 0.00, SE = 0.02, t(183) = 0.01, p
= .995). We again calculated the unstandardised indirect
effects for each of 1000 bootstrapped samples, and the
95% confidence interval. The effect of condition on
unaccepted news exposure was not mediated by enjoy-
ment, the indirect effect was not significant (B = -.00,
CI = [−0.21, 0.23], p = .970). H2c is not supported.

5.3. Trajectories over time

To test the research question of whether the self-disclos-
ure of unaccepted news exposure behaviour to a conver-
sational chatbot compared to a traditional, web-based
survey shows different trajectories over time, we com-
puted a linear mixed-effects model using the R package
lme4 (Bates et al. 2015). We hereby treated unaccepted
news exposure as nested per participant, instead of rely-
ing on one relative measurement on an individual level.

Table 1. Overall means and standard deviations of the variables
of interest.

M (SD)

Chatbot Web-based survey

Perceived unaccepted news exposure 0.36 (0.32) 0.15 (0.27)
Social presence 3.14 (1.65) 4.44 (1.54)
Intimacy 3.43 (1.29) 4.76 (1.30)
Enjoyment 4.70 (1.21) 5.61 (1.05)
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Mixed-effects models allow for dependencies in
repeated measures data. While treating participants as
nested random factors, condition was included as a
fixed factor explaining differences in perceived unac-
cepted news exposure. In a first step (model 1), we
specified a random intercept model, in which partici-
pants were entered as a random factor to control for
their associated intraclass correlation. In a second step
(model 2), we included the three predictor variables:
condition, participation day, and since we expect a
dependency among the unaccepted news exposure

variable, we also include a lagged dependent variable
as an additional predictor. In the last step (model 3),
an interaction term of condition (web-based survey =
0, chatbot = 1) and participation day was added. The
intraclass correlation coefficients (ICC) for both models
were moderately high (ICCmodel1 = 0.38, ICCmodel2 =
0.36, ICCmodel3 = 0.37), indicating that a significant
amount of variance can be explained within subjects,
while a bigger part is left unexplained.

Regression results are presented in Table 2.
Regression results of the full model (model 3) show

Figure 2. Mediation effects of social presence, perceived intimacy, and enjoyment. Notes: ACME = Average causal mediation effect
(indirect effect); ADE = average direct effect.

Table 2. Mixed-effects regression of unaccepted news exposure (fixed effects).
Model 1 Model 2 Model 3

B (SE) p LL UL B
(SE)

p LL UL B (SE) p LL UL

(Intercept) 0.24 (0.02) .000 0.20 0.29 0.30 (0.04) .000 0.23 0.38 0.23 (0.04) .000 0.15 0.31
Lag (PUNE) 0.00 (0.03) .950 −0.06 0.06 −0.01 (0.03) .700 −0.07 0.05
Condition 0.22 (0.04) .000 0.14 0.31 0.39 (0.06) .000 0.27 0.50
Day −0.03 (0.00) .000 −0.03 0.20 −0.01 (0.00) .000 −0.02 −0.01
Condition*Day −0.03 (0.01) .000 −0.04 −0.01
Note: PUNE = perceived unaccepted news exposure.
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that unaccepted news exposure at t-1 does not predict
unaccepted news exposure at t. This means that pre-
vious unaccepted news exposure as such does not pre-
dict current unaccepted news exposure. Hence,
unaccepted news exposure is not a constant occurrence
among participants but most likely dependent on daily
news experiences. Moreover, results show that con-
dition is a significant predictor of perceptions of unac-
cepted news exposure, supporting our results found
for H1. The chatbot condition (in comparison to the
web-based survey condition) did in fact lead to a higher
reporting of unaccepted news exposure.

Day of participation is a significant negative predic-
tor of reporting of unaccepted news exposure, and the
interaction effect is also significant. These results indi-
cate that later in the study there were significantly less
instances of unaccepted news exposure reported. This
in turn points to a habituation effect. The significantly
negative interaction effect of condition and day shows
that the chatbot condition over the study period has a
stronger impact on reported unaccepted news exposure
than the web-based survey condition over the same
period. It is thus stipulated that though over time the
negative slope for reported unaccepted news exposure
is bigger in the chatbot condition than in the web-
based survey condition. This means that while unac-
cepted news exposure reports decrease in both con-
ditions over time, this type of self-disclosure becomes
even less likely in the chatbot condition. Hence, we can-
not observe that continuous interaction with a chatbot

increases chances of self-disclosure of behaviour that
might be perceived as unaccepted by participants. The
overall means of PUNE over time in the two conditions
are presented in Figure 3.

6. Discussion

Our work has three main implications which we will
discuss in the following. First, we find that people dis-
close unaccepted news exposure significantly more
often to a chatbot, compared to a traditional web-
based survey. This adds to previous research (Y.-C.
Lee et al. 2020; Lucas et al. 2014; Pickard, Roster, and
Chen 2016) showing that the use of conversational tech-
nologies such as chatbots can increase self-disclosure in
a political news context. Based on our data, we cannot
say which mode – chatbot or web-based survey – is bet-
ter for assessing actual unaccepted news exposure. Yet,
given that such exposure is not willingly expressed by
everyone, the fact that self-disclosure is higher in the
chatbot condition means that chatbots should be con-
sidered helpful to encourage users to reveal information
about more sensitive topics. Researchers and prac-
titioners can benefit from this finding, as chatbots can
overall be seen as having the potential (or at least not
performing worse) than online surveys when it comes
to self-disclosure.

Second, based on previous research, our study tests
potential explanations for differences of self-disclosure.
Interestingly, we do not find that social presence,

Figure 3. Overall means of PUNE over time per condition. Note: PUNE = Perceived unaccepted news exposure.
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intimacy, and enjoyment of taking the survey are per-
ceived as higher in a chatbot interaction. While previous
research has suggested that these mechanisms can be
useful for self-disclosure (Jiang, Bazarova, and Hancock
2013; Pickard, Roster, and Chen 2016) we find no or
even the opposite effect: the perceived lower social pres-
ence slightly but significantly inhibits self-disclosure
towards a chatbot (in comparison to a web-based sur-
vey). Some previous research found similar seemingly
counterintuitive results, for example, a chatbot being
perceived as less human-like than a website (Ischen et
al. 2020a). One explanation for these findings might
be the level of social cues. Previous research has indeed
shown that manipulating the interactive features such as
the anthropomorphic design (i.e. the chatbot has a name
and uses dialogue commonly used in human communi-
cation) can have effects on the emotional bond a respon-
dent has with a chatbot (Skjuve et al. 2021) and that
anthropomorphic linguistic cues (i.e. conversational
language) can foster self-disclosure (Sah and Peng
2015). The chatbot as used in the current research did
not have any particular anthropomorphic features.
Using a relatively simply conversational interface
might thus not be enough to evoke the social benefits
that can enhance self-disclosure.

Third, we tested whether repeated interaction will
likely build a relationship with a chatbot that makes it
easier to disclose sensitive behaviour. While this is
often assumed, this is one of the first studies that inves-
tigates effects of a chatbot on self-disclosure over time.
Our results do not provide evidence that an extended
duration of interaction, over several days or even
weeks, increases the level of self-reported unaccepted
news exposure behaviour. Furthermore, while the chat-
bot led to higher self-disclosure compared to the web-
based survey at all time points, we do find that a longer
duration of taking a survey with a chatbot decreased the
chance of self-disclosure. Potential reasons for this are
that the increased duration of engagement may show-
case the repetitive nature of the chatbot conversation
that becomes increasingly similar to answering a static
web-based survey and thereby approach similar levels
of self-disclosure over time. We could thus argue for a
habituation effect in both modes.

7. Conclusion

Conversational technologies such as chatbots can be
social communication partners, and at the same time
have technological benefits such as being (perceived
as) non-judgemental in computer-aided interactions.
Hence, there is a growing interest in implementing chat-
bots in domains in which users are sharing personal

information about themselves. This study investigated
the potential of a chatbot (in comparison to a web-
based survey) to elicit self-disclosure in a political
news context, i.e. the exposure to news that might be
perceived as unaccented by others. Furthermore, it
investigated three underlying mechanisms (i.e. social
presence, enjoyment, intimacy) that can explain differ-
ences in self-disclosure, and examined trajectories over
time. In summary, we find that overall self-disclosure
was higher for a chatbot compared to a web-based sur-
vey, however, social presence, enjoyment, and intimacy
cannot explain this effect, and that self-disclosure gener-
ally decreases over time.

We identify two limitations that can provide sugges-
tions for future research. Firstly, our study only focuses
on social perceptions as underlying mechanisms. The
finding that self-disclosure in the chatbot condition is
higher but cannot be explained by the factors (i.e. social
presence, enjoyment, intimacy) tested leaves us with a
puzzle: What is it that, despite random assignment,
leads citizens to higher self-disclosure with a chatbot,
especially at the beginning of the study? One possibility
might be the difference in functionality between chatbot
and web-based survey. An important feature of chatbots
is the direct interaction with users, which may even be
perceived as reciprocal by some. The mere fact that typ-
ing a response causes a reaction may indeed be enough
for respondents to self-disclose to a greater extent, than
if they were filling in a matrix grid question in an online
survey. This, however, would mean that the social cues
of a chatbot are much less important than the mere
functionality of a chatbot, e.g. providing fast responses,
or possibly the novelty of such an interaction. To
address these and related questions, future research
should further investigate the underlying mechanisms
of self-disclosure in survey research, particularly focus-
ing on the utilitarian perceptions of chatbots, e.g. per-
ceived efficiency (which has, for example, been
investigated in the context of online avatars; Etemad-
Sajadi 2014).

A second limitation of this study is related to the
longitudinal setup of this study. The design of our chat-
bot followed a pre-defined script, which could lead to
perceptions of repetition over time. This can potentially
explain the decrease in self-disclosure over time. Future
research should take this possible explanation into
account by having a specific focus on engaging users
in chatbot interactions. Another reason for the decrease
of self-disclosure towards chatbot as well as web-based
survey might be that once disclosed, participants
might have not deemed it necessary to repeatedly men-
tion an additional exposure in the subsequent question-
naire. Future research should take these possible
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explanations into account by having a specific focus on
engaging users. The methodological advancement of
questionnaires used for repeated measurements in the
context of chatbots would hence be a useful endeavour
for future research.

Concluding, even though further research about the
underlying mechanisms and trajectories over time is
needed, we can show that implementing a chatbot can
be a promising way to elicit self-disclosure of behaviours
that might be perceived as unaccepted by others. This
applies to media usage behaviours, such as the exposure
to (alternative) media sources, but also has wider impli-
cations for the implementation of chatbots in domains
that involve sensitive questions, not only regarding
health (e.g. unsafe sexual behaviour, see Crutzen et al.
2011), but also the political (e.g. non-voting) context.

Note

1. https://osf.io/wcjgz?view_only=ff738bb2f35e47f0a7332
9f75d8827a6; for further details on the method see also
(Zarouali et al. 2023)
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