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FREIE UNIVERSITÄT BERLIN

Abstract

Design and multi-criteria optimization of cell classifier circuits in cancer therapy

MELANIA NOWICKA

Custom frameworks that enable exploitation of incomplete and noisy data reflecting
real-world environments are frequently critical to satisfy the needs of a particular
synthetic design problem. In this thesis, I focus on the in silico design of synthetic
circuits for the diagnosis and treatment of cancer. In particular, I develop compu-
tational frameworks for the logic-based design of the classifier circuits, utilizing a
range of different computational paradigms from machine learning to evolutionary
algorithms. First, I focus on the optimization of single-circuit classifiers according
to the objectives and constraints imposed by the experimental circuit assembly. I
exploit the potential of logic programming, in particular, Answer Set Programming,
and propose a workflow for the design of globally optimal logic classifiers. Fur-
ther, I introduce an alternative, theoretical design of classifiers consisting of multi-
ple circuits, namely, distributed classifiers. I leverage the advantages of ensembles,
in particular, collective decision-making, to yield better performance for heteroge-
neous data. To optimize the ensembles, I develop a custom genetic algorithm, as
well as revise the classifier optimality criteria. Next, I focus on refining the evalua-
tion strategies and increasing the robustness of our designs to novel data. Finally, I
explore alternative applications beyond cancer classifiers to showcase the versatility
of the proposed methods.
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Chapter 1

Introduction

1.1 The new era of synthetic biology

Synthetic biology is transforming modern medicine, advancing material engineer-
ing, and supporting the battle against climate change (El Karoui et al., 2019; Voigt,
2020; Roell and Zurbriggen, 2020; Zhao, 2022; An et al., 2023). We are no longer ob-
serving an emerging field but approaching the next era of bio-design that leaves the
lab and slowly enters our households - for instance, in the form of environmentally-
safe synbio-based agriculture (Voigt, 2020; Zhao, 2022). The development of new
wet lab techniques provides arrays of tools accelerating the exploration of biological
designs in the laboratory (Doudna and Charpentier, 2014; Hsu et al., 2014; Schmidt et
al., 2023). Benefiting from this momentum, long-awaited precision medicine based
on synthetic biodesign becomes viable, providing novel therapeutics ranging from
synthetic enzymes for diabetes to personalized cell therapies for leukemia patients
(Voigt, 2020). In particular, different cancer therapies rely on synthetic design to cir-
cumvent the cancer escape mechanisms and lower the toxicity of treatment (Nissim
et al., 2017; Cho et al., 2018; Angelici et al., 2021). In this work, we focus on syn-
thetic cell classifiers that enable in vivo selective targeting of cancer cells (Xie et al.,
2011; Mohammadi et al., 2017; Dastor et al., 2018; Angelici et al., 2021). After be-
ing delivered to the tumour, the circuits sense a pre-defined array of biomarkers,
process them in a logic-inspired manner, and trigger apoptosis in cancerous cells, as
briefly illustrated in Figure 1.1. The authors have shown that cell classifiers enable a
substantial reduction of cancerous cells, simultaneously displaying minimal toxicity,
and thus shape a potential alternative for cancer patients (Angelici et al., 2021).

FIGURE 1.1: Classifier circuits (yellow circles) are introduced into liv-
ing cells (healthy and cancerous), sense different levels of markers
enabling distinguishing the cancerous and healthy cells, and activate

output production in cancerous cells, causing their apoptosis.
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Various diagnostic and therapeutic synbio-based tools are currently under de-
velopment. However, the design of new biodevices touching upon a wide range
of applications requires interdisciplinary effort and close collaboration between the
dry and wet labs to achieve success (Ho and Bennett, 2018; Mohammadi et al., 2017;
Cubillos-Ruiz et al., 2021; Hérisson et al., 2022; Schmidt et al., 2023; Yeh et al., 2023).
As the complexity of synthetic devices often rises with the complexity of the de-
sired functionality, the time and financial resources needed to design sophisticated
circuits are increasing. Hence, to mitigate those limitations the vast majority of bio-
logical designs are supported by artificial intelligence and automation to save valu-
able resources, allowing the field to thrive and play a major role in the fast-growing
bioeconomy (Zhao, 2022).

The development of synthetic cell classifiers also benefits from computer-aided
design, as the vast space of possible circuits hinders the manual search for promis-
ing candidates (Mohammadi et al., 2017). However, multiple optimality criteria and
design constraints impede the employment of existing methods for classifier design,
creating the need for application-tailored approaches. In silico screening through po-
tential alternative designs of classifiers and evaluating their performance in differ-
ent scenarios is crucial for boosting the development of cell classifiers. Mohammadi
et al., 2017 proposed a proof-of-concept computational framework for cell classifier
design. The authors focus on a particular model of classifiers, assessing its perfor-
mance in specific cancer case study scenarios. In this work, I propose alternative
computational frameworks and circuit architectures, assessing their performance in
a broader context. In particular, we develop custom machine-learning approaches
for the design and optimization of different cell classifiers, and for estimating their
robustness in various environments, including facing novel and heterogeneous data.
The following sections outline the background on the development of synthetic cell
classifiers for cancer research in the context of basic principles behind synthetic bi-
ology. Further, I briefly introduce the primary application of cell classifiers, namely,
diagnostics and therapy of cancer. Finally, I outline the motivation behind our work
and summarize the main goals of the thesis.

1.2 Designing synthetic devices

Diagnostic and therapeutic biodevices often aim at high precision and steep on-off
response in varying environments such as discriminating cell types as healthy or
diseased in vivo. At the core of the field, synthetic biology relies on engineering prin-
ciples and aims at rational design or redesign of basic biological parts, more complex
circuits, or even entire systems (Endy, 2005). Basic parts such as sensors or actuators
can be used to build circuits that allow processing information from the input to the
output by sensing certain compounds in the environment and responding with re-
gard to their presence. Examples include biological toggle switches controlling gene
expression and production of desired molecules (Bothfeld et al., 2017) as well as cell
classifiers - multi-sensor devices that can recognize different cell phenotypes (Xie
et al., 2011; Mohammadi et al., 2017). To process the incoming signals, biological
circuits often mimic analog and digital computation known from electronic devices
and create their biological counterparts in living cells.

However, both digital and analog computing occurs also in natural biological
systems, in particular, in the decision-making processes such as development or re-
sponse to environmental stressors (Daniel et al., 2013) providing a repertoire of ex-
isting biological parts and circuitry to design new components and functionalities.
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The natural biological systems constantly process various signals, either endoge-
nous or exogenous, and respond according to the computed outcome. For that, they
are equipped with complex networks of sensors and actuators that allow reacting to
continuous changes. At the cellular level, each cell processes input signals, such as
endogenous protein expression levels, that decide its future state. An example is the
lac operon allowing bacteria to digest lactose (if present) in the absence of glucose
(Setty et al., 2003). Briefly, if the lactose level is above a given threshold θlac and
the glucose level is below a given threshold θglu, then the lactose metabolism can
be activated. We can summarize the above-mentioned example with a set of rules
resembling pseudocode: if lactose > θlac and glucose < θglu, activate the lactose
metabolism. Alternatively, such behaviour can be represented via logic functions,
particularly Boolean functions. We can transform the quantitative levels of molecu-
lar entities into qualitative categories, e.g., high (1) and low (0), describe the signal
processing using logic operators (such as AND or OR) and the decision as True (1) or
False (0) meaning, e.g., yes/no or activation/repression. This allows using a Boolean
term as a human-readable description of the input-output relation: if lactose AND
NOT glucose is True, then activate lactose metabolism (Benenson, 2009). Note that
the complex processing of molecular signals usually cannot be entirely reduced to
logic operations, and the Boolean function only approximates a circuit’s behaviour.
However, it is possible to adjust the biological design to achieve nearly digital com-
putation and simulate the circuit’s behaviour in a dry lab (Setty et al., 2003; Didovyk
et al., 2015; Mohammadi et al., 2017).

Studying the natural computation in the living cells and whole biological sys-
tems, we can (re)design synthetic biodevices using natural and manufactured parts
(Meng and Ellis, 2020). Further, we can use the Boolean representation to build
schemas of the existing systems and computationally simulate their behaviour. This
is particularly valuable in an adjacent research field, systems biology. Here, Boolean
representations of the biological networks complement their analysis and acceler-
ate, e.g., drug target discovery (Borriello and Daniels, 2021; Cifuentes-Fontanals et
al., 2022). As synthetic biodesign often aims for on-off logic-like circuit behaviour,
the Boolean representation can serve not only as an abstract description but also
as a baseline for the circuit’s design. Hence, various studies presented biodesigns
that rely on Boolean logic, from the aforementioned toggle switches (Bothfeld et al.,
2017), through multi-cellular frameworks performing Boolean logic (Guiziou et al.,
2018; Guiziou et al., 2019) and multi-input cell classifiers (Mohammadi et al., 2017),
to different variants of memory-like synthetic circuits (Ho and Bennett, 2018).

Following the engineering principles, multiple ’programming’ languages were
designed to assist the standardized description and in silico design of biological de-
vices (Umesh et al., 2010; Vasić et al., 2020; McLaughlin et al., 2020). Such computer-
aided design (CAD) software tools aim at describing the biodevices in a machine-
readable manner that allows for modular and scalable design and optimization (Nielsen
et al., 2016; Guiziou et al., 2018; Hiscock, 2019; McLaughlin et al., 2020; Gorochowski
et al., 2021; Hérisson et al., 2022). For example, Cello (Nielsen et al., 2016) utilizes
the programming language Verilog used to model electronic systems to describe
the logic of a desired circuit. Recently published Galaxy-SynBioCAD (Hérisson et
al., 2022) allows for end-to-end metabolic pathways design. There are no univer-
sal tools, and the published frameworks usually cover a particular subset of design
problems. Custom approaches must be developed to assess the performance of new
design concepts or simply satisfy the constraints of a particular use case. For in-
stance, Mohammadi et al., 2017 developed an application-tailored framework Syn-
Net for cell classifier design and optimization that incorporates desired optimality
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criteria and structural requirements of classifiers needed for successful wet lab as-
sembly. As cancer is thus far one of the major health concerns worldwide, there
are many available tools for cancer sample classification (Lopez-Rincon et al., 2019;
Alharbi and Vakanski, 2023). However, even though they can uncover relevant diag-
nostic features, they cannot be directly applied to the design of cell classifiers. Thus,
none of the previously available tools meets the needs of the respective use-case
scenario (Mohammadi et al., 2017).

1.3 Battling cancer

In the past decades, technological advances such as sequencing or novel molecu-
lar techniques shed light on the genetic landscape of cancer. The scientific com-
munity gathers substantial amounts of data and develops advanced computational
approaches, providing extensive knowledge about the mechanisms underlying the
disease (Creighton, 2018; Dagogo-Jack and Shaw, 2018). Nevertheless, according
to the World Health Organization (WHO), cancer is the cause of one in six deaths
worldwide (WHO report on cancer: setting priorities, investing wisely and providing care
for all 2020) and still poses a considerable challenge for the diagnosis and treatment
of patients (Dagogo-Jack and Shaw, 2018; “The global challenge of cancer” 2020),
even though new therapeutic agents are approved every year (Dupont et al., 2021).
Newly emerging strategies usually target specific types and subtypes of cancer as
the complex and dynamic environment of cancer cells impedes the development
of versatile and efficient drugs of low toxicity (Dagogo-Jack and Shaw, 2018; “The
global challenge of cancer” 2020; Dupont et al., 2021). However, even type-targeting
approaches may be unsuccessful facing within-tumour and between-patient diver-
sity of cancer cells (Zhang et al., 2019).

The malignant tumours usually undergo constant stochastic evolution, result-
ing in cells with heterogeneous genetic and molecular signatures, destabilizing sur-
rounding tissues (Dagogo-Jack and Shaw, 2018). Ultimately, the tumours consist
of various cell compositions displaying a range of resistance patterns. The hetero-
geneity occurs on different levels: intratumoral (within cells belonging to a primary
tumour), intermetastatic (between metastases), intrametastatic (within metastatic le-
sion), and interpatient (Dagogo-Jack and Shaw, 2018; Ward et al., 2021). The inter-
patient (or intertumoral) heterogeneity occurs between tumours of the same his-
tological type and can impede the between-patient transferability of cancer thera-
pies (Marusyk et al., 2012; Dagogo-Jack and Shaw, 2018). Based on the genetic and
molecular characteristics of the patient-derived tumour, we can define subtypes of
particular cancers that often demonstrate different treatment resistance behaviour
and prognoses (Marusyk et al., 2012). For instance, different therapies are proposed
for patients with different breast cancer subtypes (Ward et al., 2021). Another ex-
ample of patient-personalized treatment is chimeric antigen receptor T cells (CAR
T) therapy. It relies on the patient’s T cells that are genetically modified outside
the subject’s organism and delivered back to the patient as targeted therapeutics.
This approach was successful in the treatment of patients with acute lymphoblastic
leukaemia (Grupp et al., 2013; Dagogo-Jack and Shaw, 2018).

In the case of intratumoral heterogeneity, the cells belonging to the same tumour
differ in their genetic and molecular makeup. Thus, sampling the tumour from sev-
eral sites can result in different cell profiles (Dagogo-Jack and Shaw, 2018; Ward et
al., 2021). In such cases, personalized therapeutic agents that use the knowledge
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about the genetic composition of the tumour demonstrated better performance fac-
ing the heterogeneous environment (Dagogo-Jack and Shaw, 2018). To encompass
the diverse cancer environment resulting from inter- and intratumor heterogeneity,
synthetic therapeutics that do not account for the tumour- and patient-derived diver-
sity may not be sufficient (Mohammadi et al., 2017). Thus, to circumvent the tumour
heterogeneity, novel cancer therapies rely on multi-input biocomputation that takes
into account different markers and genetic modalities. Examples include logically
programmed immunotherapeutics (Nissim et al., 2017), aforementioned multi-input
sensing CAR-T cells (Cho et al., 2018), and, combined with acting at a single-cell
level, adenovirus-based cancer cell classifiers (Angelici et al., 2021). The following
section focuses on the development of the last of those approaches – the cancer cell
classifier circuits.

1.4 Development of cell classifiers

In 2011, Xie et al. proposed multi-input synthetic circuits for the in vitro classification
of cell phenotypes based on miRNA expression profiles. The authors have demon-
strated that the circuits successfully recognize cells belonging to HeLa and control
cell lines. Moreover, the circuits selectively trigger apoptosis in HeLa cells, not affect-
ing non-HeLa controls. In another study, Dastor et al., 2018 set up an experimental
framework for preclinical assessment of cell classifiers using mouse tumour mod-
els. The framework enables validating miRNA candidates and the circuit’s ability to
yield output production in vivo. The authors screened potential input candidates and
selected two miRNAs that allow distinguishing cancerous and healthy cells. As an
output treatment, the authors chose HSV-TK (Herpes Simplex Virus type 1 Thymi-
dine Kinase) followed by the administration of ganciclovir. This approach is known
as gene-directed enzyme prodrug therapy (or suicide gene therapy) and has been
previously validated in vivo (Wang et al., 2011; Oishi et al., 2022). The circuits are
introduced into the cells via an adeno-associated virus (AAV) vector delivery plat-
form. After delivery, the circuits sense the presence of given miRNAs and release an
encoded enzyme (HSV-TK), which is followed by the administration of ganciclovir.
HSV-TK allows converting the non-cytotoxic prodrug ganciclovir into a cytotoxic
compound, subsequently resulting in cell apoptosis (Wang et al., 2011). The authors
demonstrated that for the particular mouse setup, a construct built with miR-122 as
input and HSV-TK/ganciclovir treatment yields the best performance. This combi-
nation allowed for eradicating the vast majority of tumour cells and demonstrated
moderate cytotoxicity in healthy cells. However, the authors suggested that multi-
input control of drug production could decrease the toxicity of the therapy (Dastor
et al., 2018). Thus, they later rearranged the proposed framework using multiple in-
puts representing different molecular modalities, namely, transcription factors and
miRNAs (Angelici et al., 2021). Integration of multiple inputs reduced the therapy’s
adverse effects and increased the control over circuits, showing promising avenues
for clinical translation. As an alternative to miRNAs and transcription factors, clas-
sifier circuits can also process promoter activities (Dastor et al., 2018; Angelici et al.,
2021). However, regardless of the chosen biomarker type, manual selection of the
features and evaluation of classifiers impedes their development. Here, machine
learning supports the search for suitable input candidates and simulation of the cir-
cuit behaviours, as well as enables exploring alternative circuit designs.
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1.5 Machine learning for cell classifier design

To accelerate the design process, Mohammadi et al., 2017 proposed a computational
framework allowing searching through a vast space of biomarker combinations to
design logic-like cancer cell classifiers. Due to the plethora of feasible solutions, the
authors leverage evolutionary algorithms to optimize the classifier’s topology. The
authors focus on optimizing the classifier topology represented as a single Boolean
term (single-circuit classifiers) via in silico simulation of the circuit behaviour (see the
following chapter for a detailed description). In this work, I developed alternative
machine-learning approaches to design logic-based cell classifier circuits. The thesis
focuses on four main aspects of classifier design: (1) we leverage logic programming
to design single-circuit classifiers based solely on Boolean terms and obtain globally
optimal classifiers, (2) we introduce a new, theoretical topology of a classifier cir-
cuit consisting of multiple single-circuit classifiers and develop a proof-of-concept
genetic algorithm for their optimization, (3) we increase the classifiers’ robustness to
data heterogeneity and improve the evaluation strategy to assess classifier suscepti-
bility to noisy data, (4) finally, we extend our methods to create a reusable framework
and show-case alternative applications.

The thesis is structured as follows. Chapter 2 contains preliminaries on the state-
of-the-art biological and computational design of cancer cell classifiers comprising
the data and optimality criteria. In Chapter 3, I present the logic programming-based
workflow for the optimization of single-circuit cell classifiers based solely on discrete
data. In Chapter 4, I introduce a theoretical design of multi-circuit cell classifiers and
propose a proof-of-concept genetic algorithm to optimize such circuits. In Chapter 5,
I present a refined optimization strategy of the multi-circuit classifiers and the eval-
uation scheme to assess the robustness of classifiers in different scenarios. Chapter
6 contains exemplary extensions and applications of the presented computational
approaches beyond the cancer therapeutics scenario. Finally, Chapter 7 summarizes
my contributions, discusses the limitations, and outlines the future of the presented
work.
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Chapter 2

From data to circuits

2.1 The inputs: miRNAs

The design of synthetic cancer cell classifiers begins with data describing cancerous
and non-cancerous cells. Cell classifier circuits developed so far can process miRNA
expression levels, promoter activities and transcription factors as input signals (Das-
tor et al., 2018; Angelici et al., 2021). The circuits proposed by Xie et al., 2011 and
Dastor et al., 2018 can sense miRNAs (microRNAs), small non-coding RNAs consist-
ing of ~22 nucleotides. miRNAs negatively regulate gene expression in the process
of RNA silencing and post-transcriptional regulation by base-pairing to the comple-
mentary sequences occurring in mRNA, which would normally be further translated
to proteins. By targeted binding to the mRNA sequence, miRNAs repress the trans-
lation of a given protein to regulate its expression in a cell (Bartel, 2009; Lan et al.,
2015). The post-transcriptional regulation mechanism enables control of many cel-
lular processes such as proliferation, apoptosis, or stress responses (Lan et al., 2015).

Hundreds of miRNAs regulate protein expression in humans (Lan et al., 2015).
Interestingly, a single miRNA can regulate the translation of many mRNAs, and a
single mRNA can be a target of several miRNAs (Hashimoto et al., 2013). As shown
in Figure 2.1a if a miRNA targeting a given mRNA is present in the cell, it can bind
to the complementary part of the mRNA sequence and repress its translation. Oth-
erwise, the protein is synthesized (Figure 2.1b). The efficiency of protein expres-
sion is regulated by the expression level and activity of the particular miRNAs in
a cell. Abundant or highly expressed miRNAs block the protein translation with
potentially higher efficiency than the lower-expressed ones (Bartel, 2009). Hence,
miRNAs can act as switches that turn protein expression on and off or regulate the
protein expression in a cell to maintain its desired level (Bartel, 2009).

Overall, miRNAs regulate many different cellular processes, from growth, through
differentiation to cell death. Differential expression of miRNAs was described in dif-
ferent cell types, as well as under different cell conditions (Lan et al., 2015; Ludwig et
al., 2016). In particular, miRNAs were shown to be differentially regulated between
cancerous and non-cancerous cells (Lan et al., 2015; Iorio and Croce, 2012). Thus,
differentially expressed miRNAs provide a valuable source of information about tu-
mour development, progression, and response to a therapy (Lan et al., 2015; Iorio
and Croce, 2012) and have been considered diagnostic and prognostic biomarkers in
cancer.

2.2 The data: miRNA expression profiles

Various databases gather information about miRNA regulation in cancer, e.g., The
Cancer Genome Atlas or dbDEMC (Yang et al., 2017b; Sarver et al., 2018). The Cancer
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(a)

(b)

FIGURE 2.1: Different levels of miRNA regulate protein expression.
(a) Highly expressed miRNA base-pair to the complementary part
of the mRNA sequence, and the expression of an output protein is
repressed. (b) Low-expressed miRNA does not bind to the mRNA

sequence, and an output protein is synthesized.

Genome Atlas (TCGA) contains diverse data, including genomic, transcriptomic and
proteomic data sets. dbDEMC gathers data sets of differentially expressed miRNAs
in human cancers obtained mainly from microarray experiments deposited in Gene
Expression Omnibus (GEO) (Yang et al., 2017b). Both databases allow accessing
multiple data sets allowing for comparative analysis of miRNA expression across
cancerous and non-cancerous tissues (Li et al., 2008; Burchard et al., 2010; Jang et al.,
2012).

FIGURE 2.2: Example of a simplified miRNA expression data set. The
first column (ID) contains unique sample IDs, and the second (AN-
NOT - annotation) sample assignment to a particular class (cancerous
- 1, control - 0). The IDs and annotation are followed by miRNA ex-

pression profiles given as, e.g., sequencing read counts.

Regarding cell classifier design, miRNAs that are differentially regulated, i.e.,
up- or down-regulated in the cancerous cells compared to the control, are candi-
dates for inputs (Xie et al., 2011; Mohammadi et al., 2017). An exemplary data set
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containing miRNA expression data is presented in Figure 2.2. The first column in-
cludes unique sample IDs, and the second is the sample’s assignment to a particular
class, where 0 is a label indicating the negative (healthy) and 1 indicates the positive
class (cancerous). The following columns are miRNA expression profiles describing
the miRNA regulation among the samples. Depending on the employed technology,
the measured expression is stored, e.g., as sequencing read counts or signal intensi-
ties. Various approaches to the analysis of differential expression data are available
(Robinson et al., 2009; Soneson and Delorenzi, 2013). Data discretization, described
further in the next section, is an approach enabling obtaining clear-cut information
about the miRNA expression level while being compatible with the logic design of
cell classifiers.

2.3 Discretization

Discretization enables transforming quantitative into qualitative data by mapping
the continuous values into a finite number of non-overlapping states according to a
given threshold. In terms of expression data, the continuous values are discretized
into states indicating expression levels, e.g., high or low (Gallo et al., 2016b). This
technique is a common step in preprocessing biological data to uncover the patterns
underlying particular biological mechanisms and find features that describe the dif-
ferences between samples (Gallo et al., 2016b; Wang et al., 2014). Discretization pro-
vides clear-cut and easily interpretable information about the expression levels and
makes learning from the data more efficient. Further, the biological and technical
noise in the expression data can be partially absorbed in the discretization process
leading to better performance (Gallo et al., 2016b). However, the significant reduc-
tion in data resolution also poses a risk of potential information loss. Therefore, the
discretization approach should be applied carefully and account for potential reso-
lution loss.

From the technical perspective, discretization can be supervised or unsuper-
vised, i.e., considering the sample labels or not, respectively. In the process, the
continuous values are mapped into two (binary), three (ternary) or many categories
(multi-level discretization). Also, the discretization can be applied to different data
scopes, such as a single data point, sample, feature, or the entire data set (Gallo et al.,
2016b).

FIGURE 2.3: Example of data discretization according to a discretiza-
tion threshold θ.

In this work, we focus on discretizing the expression data into two states, i.e.,
binarization. We define a binarized data set D = (S, A) as a finite set of samples
S ⊆ {0, 1}m, where m ∈ N is the number of miRNAs and A : S −→ {0, 1} is sample
annotation. miRNAs are binarized into two states according to a given threshold θ:
up- (1/high) if the miRNA expression value is ≥ θ and down-regulated (0/low) if
the expression value is θ. We consider two different data scopes: the threshold is ei-
ther identical for the entire matrix or thresholds are assigned to particular miRNAs.
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A general example of discretization using a single threshold for the entire matrix is
shown in Figure 2.3. In the latter case, θ is a vector of thresholds θi ∈ R, i ∈ N,
and i ∈ [1, 2, ..., m]. Note that θi is usually a value higher or equal to the minimal
expression and lower or equal to the maximal expression of miRNA i in the dataset
D. As a result, miRNAs are high (1) or low (0) in particular samples, irrespective of
the data scope. A miRNA is non-regulated if its state is either 0 or 1 for every sam-
ple (e.g., Figure 2.3, miR-d). As such a miRNA is noninformative regarding sample
classification, it can be removed from further analysis. Some miRNAs can correctly
separate the samples into the two categories implied by the annotation (e.g., Figure
2.3, miR-a). However, biological data is usually affected by technical artifacts, and
thus, we expect most of the miRNAs to separate the samples only partially.

2.4 Boolean representation of a circuit

A single classifier circuit can be represented by a boolean function f : S −→ {0, 1},
where logic inputs correspond to miRNA expression levels defined as low (0) or high
(1) and the output to the cell condition classified as non-cancerous (0) or cancerous
(1). Regarding the biological function, the binary output equal to 1 indicates the
circuit activation and 0 - the repression of output production. Due to the wet lab as-
sembly limitations, the function must be given in the Conjunctive Normal Form (CNF)
(Mohammadi et al., 2017). This representation corresponds to the combination of the
available biological building blocks. A function in the conjunctive normal form is a
conjunction (logical AND) of clauses where each clause is a disjunction (logical OR)
of literals. The literals can be negative or positive corresponding to negated (logical
NOT) or non-negated atoms (inputs), respectively. In terms of synthetic circuit de-
sign, the literals correspond to the miRNA inputs and the clauses to the biological
modules concatenated into a larger logic function. Ultimately, according to Moham-
madi et al., 2017, the function can comprise up to 10 miRNAs and 6 gate modules
combined with AND gates (∧). Mohammadi et al., 2017 proposed two modules that
fulfil the assembly restrictions according to the proposed model: an OR gate module
(∨) comprising up to 3 miRNAs and a NOT gate module (¬) with a single miRNA.
In terms of gates, the circuit can consist of up to two OR gate modules and up to
four NOT gate modules. The following term:

(miR-a ∨miR-b) ∧ ¬miR-c (2.1)

is an example of a 3-miRNA classifier consisting of 2 gate modules, one OR module
and one NOT module. The function outputs 1 (activation) if either miR-a or miR-b
(or both) is up-regulated (1) and miR-c is down-regulated (0). Otherwise, the output
production is repressed (0).

2.5 A mechanical model of the circuit

For the purpose of computational modelling and optimization of classifier circuits,
Mohammadi et al., 2017 developed a mathematical model that enables estimating
the level of an output compound for a given circuit based on a Boolean term rep-
resenting the circuit’s topology, a vector of continuous-valued miRNA levels corre-
sponding to the circuit’s inputs, and a pre-optimized set of biochemical parameters.
The model comprises Hill equations enabling the simulation of the production of a
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desired output with regard to the given levels of miRNAs. Below a certain thresh-
old of the output compound, the cell should survive, while above the threshold, it
should undergo apoptosis. In terms of the therapeutic application, the lower is the
output concentration in healthy cells, the less toxic the treatment is. Further, a larger
margin between the outputs in the positive and negative classes increases the treat-
ment’s accuracy. Ideally, the output in healthy cells is close to zero, and the output
in cancerous cells is sufficient to cause apoptosis without triggering adverse side
effects.

In case of expression levels that are very high or very low, the model can be well
approximated by a Boolean function (Mohammadi et al., 2017). Figure 2.4 illustrates
a schema of the biological classifier circuit and a corresponding Boolean topology
(matching the Boolean term introduced in 2.1).

FIGURE 2.4: A schema of the circuit (left) and its Boolean representa-
tion (right). Adapted from Mohammadi et al., 2017.

The model comprises five biochemical parameters (C1, C2, Tmax, FF4max, Outmax
shown in Figure 2.4) optimized by the authors to maximize the margin between the
output released in cancerous versus control cells (further described in S2.1). Each
parameter set corresponds to a discretization threshold that can be used to binarize
the expression data. The circuit’s design utilizes the inherent miRNA function to
base pair to complementary sequences of the output sequence and regulate its pro-
duction. According to the schema, NOT gate modules (miR-c, Figure 2.4) block the
output compound production when the concentration of the corresponding input
miRNA is high in a cell. Thus, only the miRNAs which are low-expressed in the dis-
eased cells can be candidates for inputs in the NOT gate module in order to promote
the production of the output compound in the tumour. Unlike the NOT gates, the
OR gate modules (miR-a OR miR-b, Figure 2.4) control the output production indi-
rectly via an artificial miRNA miR-FF4, which acts as an additional NOT gate. Here,
the production of the output compound is promoted via the prevention of miR-FF4
activation. This can be achieved by blocking the production of the rtTA activator
by miRNAs occurring in the diseased cells at higher concentrations. Thus, only the
miRNAs which are highly expressed in the diseased cells may be used as inputs in
the OR gate. The model is explicitly employed by Mohammadi et al., 2017 to de-
sign and optimize classifier circuits. The following section outlines the basics of the
computational framework proposed by the authors.
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2.6 Computer-aided design of cell classifiers

Mohammadi et al., 2017 proposed an evolutionary algorithm (EA) that enables the
optimization of the circuit’s topology regarding the output concentration in can-
cerous and non-cancerous cells. Evolutionary algorithms are problem-independent
population-based metaheuristics inspired by the process of natural selection occur-
ring in biology (Mitchell, 1996). In the Darwinian theory, a population of individuals
undergoes development, adapting to the surrounding environment through selec-
tive reproduction and survival. In nature, different biological processes, such as
genetic recombination or mutation, contribute to the diversity of the population.
Among individuals variously adapted to the environment, the process of natural se-
lection favours the fittest individual to be a part of the next generation. In terms of
an evolutionary algorithm, a population of candidate solutions (individuals) evolves
through the algorithm’s iterations, undergoing alterations and producing new pop-
ulations until the termination criterion is met.

EAs are often employed to solve complex search problems in which the explo-
sion of feasible solutions impedes using deterministic approaches. Hence, the au-
thors employ an EA to optimize the topology of the classifier and propose two vari-
ations of the algorithm: a specific and a general search differing mainly in terms of
the optimized objectives. The specific search employs the previously described bio-
chemical model and parameters to simulate the real-valued circuit’s concentrations.
In contrast, the general search does not rely on a biochemical model but uses solely
the Boolean approximation of the circuit. As previously mentioned, the biochemi-
cal model enables the estimation of the circuit’s output concentration in relation to
the real-valued miRNA levels. In practice, circuits that operate under clear-cut, bi-
ologically viable thresholds are challenging to manufacture. Thus, proper in silico
evaluation of the circuits is crucial for their success.

To assess the circuit’s performance, Mohammadi et al., 2017 proposed two objec-
tive functions in a hierarchical relation that enable in silico estimation of the circuit’s
performance. The primary score, the area under the ROC curve (SAUC), measures
the classifier’s accuracy under different decision thresholds that separate the pos-
itive and negative classes. If more than one classifier performs equally well, the
authors employ an additional score to select preferred candidates. The Sm score
comprises two margins separating positive and negative samples: the average mar-
gin (Ma) that measures the difference between the average output in the positive and
negative sample class and indicates how well the output concentration separates all
samples in the dataset. The worst margin (Mw) is the smallest output margin be-
tween the pair of the closest (in terms of the circuit’s output) positive and negative
samples and helps to capture the outliers. The two margins are combined into a
weighted sum:

Sm = λMa + (1− λ)Mw (2.2)

where λ ∈ [0, 1] is a weight that specifies the margin’s contribution to the score. In
the following chapter, we employ the described scores to evaluate and compare the
prediction accuracy of our framework and the approach proposed by Mohammadi
et al., 2017.

As an alternative to the specific search, the authors propose a general search ap-
proach that does not rely on the pre-optimized biochemical parameters. The general
search enables the optimization of the classifiers based on their Boolean topology.
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First, the authors compute so-called binary margins as a logarithmic distance of the
continuous input expression from the pre-defined binarization threshold. Then, the
binary margins are propagated through the circuit from the input to the output ac-
cording to pre-defined rules. In the end, the output margin is employed to compute
the average and worst classification margin that corresponds to the margins com-
puted for the specific search. For more details, please refer to Mohammadi et al.,
2017. The authors compare the performance of the specific and general search using
the biochemical model and conclude that the general search does not perform sub-
stantially worse than the specific search in terms of the real-valued classification of
samples.

Besides the above-described scores, the authors implement a so-called pruning
procedure. As the difficulty of the circuit’s assembly rises together with its size,
the authors shorten (if possible) the optimized circuits while aiming to maintain
their accuracy. Thus, miRNA inputs that only minimally contribute to the classifier’s
performance can be removed to decrease the complexity of a circuit. Both algorithms
return Boolean terms as the circuit’s representation.





15

Chapter 3

Discrete single-circuit cell
classifiers

Contribution Note

Part of the work presented in this chapter has been published as a joint article
by Katinka Becker (KB), Hannes Klarner (HK), Melania Nowicka (MN) and
Heike Siebert (HS) in Becker et al., 2018.

KB, HK and MN contributed equally to this work. KB, HK, and HS con-
ceived the study. If not stated otherwise, KB and HK implemented the code
presented in the publication and this chapter. HK designed and performed
the simulated data case studies. MN describes the work done by KB and
HK for the purpose of the study outline and discussion. MN extended
the framework with step-wise constraint relaxation optimization and the
evaluation procedure, added post-processing steps, as well as performed the
breast cancer case studies presented in the thesis. The code is deposited at:
https://github.com/hklarner/RnaCancerClassifier.

The breast cancer data and the assigned discretization thresholds were
received from our collaborators at ETH Zurich: Yaakov Benenson, Niko
Beerenwinkel and Pejman Mohammadi. The data were binarized according
to thresholds proposed by the authors and formatted by MN. Note that the
development of both studies (by Mohammadi et al., 2017 and Becker et al.,
2018) overlapped in time.

A comparison of binary and continuous settings (presented at the end of the
chapter) was performed by MN and is a result of a meeting with Yaakov Be-
nenson and Nico Beerenwinkel at ETH Zurich in Basel in February 2018.

3.1 Introduction

As the classifiers’ topologies can be represented as Boolean terms, mathematical
modelling offers a variety of tools to support their in silico design. Nonetheless, the
Boolean framework, in particular, logic programming, remains largely unused in the
context of synthetic circuit design (Xie et al., 2011; Moon et al., 2012; Mohammadi
et al., 2017). Although Mohammadi et al., 2017 proposed a general search algorithm
that relies on the Boolean approximation of a circuit, it is embedded in a metaheuris-
tic approach without explicitly relying on the logic toolkit. In our work, we show
the potential of formal methods, particularly Answer Set Programming (ASP), in the

https://github.com/hklarner/RnaCancerClassifier
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context of cell classifier design. Answer Set Programming is a declarative problem-
solving paradigm (Kaufmann et al., 2016) which, in contrast to imperative program-
ming, allows defining only the computational logic of the problem without explic-
itly specifying a strategy to solve it. The advantage of ASP is that usually, difficult
search problems can be solved efficiently without employing substantial computa-
tional resources (Kaufmann et al., 2016). Also, ASP has already been applied to solv-
ing various biological questions (Gebser et al., 2010; Guziolowski et al., 2013; Palu
et al., 2018). For instance, the BioASP software collection (Gebser et al., 2010) gathers
multiple ASP-based tools applied in systems biology. Furthermore, the solver can
search through the entire search space in a short time while enumerating all globally
optimal solutions or proving that no solution exists for a particular problem. How-
ever, vast and complex data sets may increase the run-time and require additional
resources or heuristic approaches (Guziolowski et al., 2013; Kaufmann et al., 2016).

In this chapter, we employ Answer Set Programming to design cell classifiers.
We focus on the Boolean representation of the classifiers and exploit the advantages
of the ASP toolkit to find globally optimal logic terms ensuring the biological feasi-
bility of the classifiers. In this context, a classifier is represented solely by a Boolean
term that outputs the binary cell state, given a discretized miRNA profile as input.
We develop a multi-step workflow for optimizing the classifiers with regard to their
accuracy and size and evaluating the designs employing different performance met-
rics, including the scores proposed by Mohammadi et al., 2017 (described in 2.6). We
tailor our implementation to distinguish between healthy and cancerous cells based
on miRNA expression profiles, although the proposed workflow can be applied be-
yond the described scenario.

The following sections describe the employed data, proposed workflow and the
classifier optimization strategy. Next, we present simulated data studies estimating
the method’s performance in terms of generalization error and scalability. To show-
case the performance of our approach on real-world data, we present breast cancer
case studies and compare the results of the ASP-based strategy with the state-of-the-
art method proposed by Mohammadi et al., 2017. Here, we compare the classifier’s
performance in two settings: using binary and non-binary performance metrics. Fi-
nally, we discuss the limitations of the Boolean representations of biological circuits
as well as the shortcomings of the employed approach and future outlook.

3.2 Methods

3.2.1 Answer Set Programming workflow

As previously mentioned, the ASP-based problem-solving approach comes with
computational advantages. However, encoding the problem as an ASP program
requires familiarity with the ASP semantics. A simplified Answer Set Programming
solving pipeline is presented in Figure 3.1. First, the problem must be modelled
as a logic program according to the mentioned ASP semantics. This comprises the
data, problem-imposed constraints and the problem’s logic. Then, the program is
grounded, i.e., all variables occurring in the program are replaced by variable-free
terms. Finally, the solver takes the propositional (variable-free) program as input
and computes so-called answer sets, namely, the solutions (Kaufmann et al., 2016).
Manual encoding of large data sets and alternating constraints into the ASP lan-
guage repeatedly is inefficient, impeding its usability. Thus, we automated the en-
coding of the data and user-specified constraints into an ASP program as well as de-
veloped an objective function described by a set of logic rules. The program is later

https://bioasp.github.io/apps.html
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grounded by an ASP grounder and solved by a solver. Various ASP-solving soft-
ware is available (Febbraro et al., 2011; Gebser et al., 2012; Kaufmann et al., 2016). To
ground and solve cell classifier programs, we employed the grounder gringo and the
solver clasp, both part of the Potsdam Answer Set Solving Collection Potassco (Geb-
ser et al., 2012; Kaufmann et al., 2016). The Potassco project offers a well-maintained
and accessible collection of tools designed for a wide range of solving tasks. Finally,
the returned classifiers are evaluated according to the performance metrics.

FIGURE 3.1: The Answer Set Programming pipeline.

Figure 3.2 presents a visual description of the particular steps of our workflow.
First, the data, classifier constraints, e.g., specifying the wet lab assembly feasibil-
ity, and the optimization strategy are translated into an ASP program. The work-
flow takes as input the binarized training data in a format presented in Section 2.3
and constructs classifiers according to the user-defined constraints imposed on the
Boolean function, for instance, by the lab assembly of the circuits (described in 2.4).
The user can also specify, e.g., whether the miRNAs must be unique in the classifier
or repetitions of the same miRNAs are allowed. More details on the implementation
can be found in the code and data repository. Then, the program can be grounded
with gringo and solved with clasp. Returned classifiers are assessed with a two-step
evaluation procedure: using binary metrics and the evaluation scores proposed by
Mohammadi et al., 2017. Based on this assessment, we identify the best-performing
classifiers. The details regarding the optimization strategy and evaluation approach
are described in the following sections.

3.2.2 Optimization strategy

In Section 2.6, we describe two optimality criteria related to the classifier design:
accuracy and size. Motivated by the medical application, we optimize those criteria
hierarchically: prediction accuracy is prioritized over the size of classifiers, similarly
to the strategy proposed by Mohammadi et al., 2017.

The optimization of accuracy is embodied within the program’s constraints. Here,
the bounds on allowed errors (i.e., the maximal number of misclassified samples)
must be specified beforehand by the user. The workflow enables searching for per-
fect classifiers, namely, classifiers that distinguish all the samples in the data without
errors (by applying the perfect classifier option or setting upper bounds on errors to
0). However, most biomedical data, particularly expression data, is exposed to noise
derived from experimental artefacts or data pre-processing (Whalen et al., 2022).
Thus, we introduce an option to search for so-called imperfect classifiers by setting
upper bounds on the number of allowed false-positive (FP) and false-negative (FN)
errors. The division provides higher flexibility regarding the classifier’s application
as a particular error type can influence the efficiency (false negatives) versus toxic-
ity balance (false positives). The workflow allows enumerating all globally optimal
solutions for a given set of constraints. If no solutions are found for the particular

https://potassco.org/
https://github.com/hklarner/RnaCancerClassifier
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FIGURE 3.2: All steps of our workflow. First, the data and user-
specified constraints are encoded as an ASP program. Next, the pro-
gram can be solved with the clasp solver. The returned classifiers are

then evaluated. Figure created by MN.

error restrictions, the user can relax the constraints and repeat the optimization pro-
cedure. Note that relaxing upper bounds on the number of errors too far can lead to
an explosion in the number of returned solutions.

Different combinations of allowed FPs and FNs can result in equally precise so-
lutions in terms of the total number of errors, e.g., 4 FPs and 3 FNs, as well as 3 FPs
and 4 FNs resulting in 7 errors in total. Thus, we employed a step-wise constraint re-
laxation that allows optimization of the number of allowed errors and enumeration
of globally optimal solutions for all the combinations. First, we search for a perfect
classifier. Then, if such does not exist, the constraints are step-wise relaxed, allow-
ing up to 1 FN and 0 FPs, 0 FNs and 1 FPs, and 1 FN and 1 FN, examining all the
combinations of allowed errors up to the pre-defined bounds.

In terms of size optimization, the following strategies are included in the work-
flow: (1) minimize the total number of inputs, (2) minimize the total number of gates,
(3) minimize the number of inputs followed by the number of gates, and (4) mini-
mize the number of gates followed by the number of inputs. (1) and (2) enable the
minimization of the number of inputs and gates in the Boolean term, respectively.
The two last strategies, (3) and (4), are hierarchical, bi-level optimization problems,
i.e., the upper-level problem is solved first, followed by the lower-level problem.
Note that different optimization strategies can result in different solutions for the
same data and constraints.

3.2.3 Post-processing

The Potassco solver allows for isomorphic classifiers to be counted as separate so-
lutions. The gates and inputs in each returned function are ordered, e.g., gates are
assigned an integer identifier determining which input belongs to which gate. Per-
mutations of the assigned identifiers result in symmetric (or isomorphic) solutions
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differing solely in their arrangement. Since the solver enumerates all the optimal
solutions, returning isomorphic functions can impede the computation by signifi-
cantly increasing the run time. However, in our application, we can solve this prob-
lem through a post-processing step by comparing the returned solutions and choos-
ing one representative per isomorphic class (details described in Section S3.1). We
present an exemplary case study in Section 3.2.6. The procedure was implemented
by MN.

3.2.4 Classifier Evaluation

We distinguish two settings for the classifier performance evaluation. In the Boolean
setting, we evaluate how well the logic term separates samples for a given binarized
dataset employing the false positive (FPR = FP/N) and false negative rates (FNR =
FN/P). FPR allows estimating the probability of classification as a false positive,
i.e., classifying a control sample as cancerous, while FNR estimates the probability
of a false negative, i.e., classifying a cancerous sample as healthy. In the continuous
setting, we adopt the scores proposed by Mohammadi et al., 2017 and described in
detail in Section 2.6. Employing these measures enables estimating whether Boolean
classifiers optimized within the Answer Set Programming paradigm result in a sim-
ilar performance in terms of sample separation as the classifiers presented by Mo-
hammadi et al., 2017. If the data size permits, we perform a 3-fold cross-validation
to test the generalization power of the computed classifiers facing unseen data.

3.2.5 Simulated data generation

To assess the performance of our approach, we simulate synthetic data sets reflecting
two different scenarios. We either: (1) ensure a feasible solution exists or (2) create
a data set without a known solution. First, we simulate matrices with random val-
ues ∈ {0, 1} (both independent and equally likely to occur), where each column is a
feature and each row is a sample, analogously to the format described in Section 2.3.
We generate matrices of different sizes, starting from 10x10 to 500x500, with a step of
10 for both dimensions, resulting in 2.500 data sets. To assign the samples to the two
classes, we propose two setups. In the first setup (1), we randomly (with equal prob-
abilities of the gate and input occurrence) generate a Boolean classifier according to
the core constraints proposed by Mohammadi et al., 2017 described in 2.4 and use
the classifier to assign each sample to one of the two classes. In this setup, we guar-
antee the existence of a desired solution. In setup (2), we design classifiers according
to a binomial distribution setting the upper bound of the number of gates to 10 and
the number of features assigned to one gate to 5. We then randomly (with equal
probabilities) choose whether each gate and input is a part of the final classifier. In
this case, we do not ensure a feasible solution (fulfilling the constraints described in
2.4) exists. To each classifier, we randomly (with equal probabilities) assign features
from the data set. Finally, we employ the classifiers to annotate the samples in each
simulated matrix.

As the ASP solver searches through all possible solutions, we also perform a
scalability study estimating our approach’s run time for various data sizes. Thus,
we generate additional data sets with a number of features going up to 10.000 and
setting the number of samples to 50 per data set. We apply setup (1) for all scalability
data sets, ensuring a feasible solution exists.
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3.2.6 Breast cancer data

To evaluate the performance of the ASP-based approach on experimental data, we
employed breast cancer data sets previously used by Mohammadi et al., 2017 (ini-
tially described by Farazi et al., 2011). The authors pre-processed the data sets via
normalization, aggregation of similar miRNAs and removal of undesirable (e.g., pre-
mature) miRNAs as described in Mohammadi et al., 2017. The authors also provide
binarization thresholds according to which the entire data set can be discretized into
high (1) and low (0) expression levels. The details about the samples and miRNAs
comprised by the particular data sets are presented in Table 3.1. The binarization
thresholds applied to discretize the data may be found in Section S2.1.

TABLE 3.1: Breast cancer data details. Abbreviation diff. reg. stands
for differentially regulated.

Dataset Samples Positive Negative miRNAs diff. reg. miRNAs

All 178 167 11 478 57

Triple- 82 71 11 456 52
Her2+ 86 75 11 438 19

ER+ Her- 32 21 11 392 18

Cell Line 17 6 11 375 59

Breast cancer subtype classification is based on the expression of estrogen (ER)
and progesterone (PR) hormone receptors, as well as ERBB2 (also called HER2) gene
expression. The tumour can be luminal (ERBB2-negative, ER-positive and, in the
case of the luminal A subtype, PR-positive), of ERBB2+ type (also called Her2+,
i.e., ERBB2-positive and at the same time ER-negative and PR-negative), or triple-
negative (also called Triple-, i.e., ER-negative, PR-negative and ERBB2-negative).
The data set All includes samples of different breast cancer subtypes (Triple-, Her2+
and ER+ Her-) as well as 11 control samples coming from healthy tissues. The fol-
lowing subtype data sets Triple-, Her2+ and ER+ Her- represent the mentioned breast
cancer subtypes. The last data set (Cell Line) consists of cell line samples (not in-
cluded in the All data set) and the control samples. We format the data according
to the description in Section 2.3. In the case of cell classifier design, non-regulated
miRNAs do not carry any information. Thus, we remove them from the data sets
before optimizing the classifiers. The last two columns of Table 3.1 include numbers
of miRNAs before and after removing non-relevant miRNAs from each data set.

3.3 Results

3.3.1 Simulated data studies

Performance analysis We run our approach on simulated data sets generated with
setup (1) - data set annotated with a feasible solution (see Section 3.2.5), and setup
(2) - a feasible solution is not ensured. In both setups, we first search for at least
one feasible solution without size optimization. Then, we re-run the solver using
the size optimization strategy (3) - minimizing the number of inputs followed by the
number of gates. We use time-outs between 10 and 60 minutes to limit the run time.

Figure 3.3a shows that for setup (1), we can find at least one feasible solution
for most problems within the maximum time limit of 60 minutes. The black squares
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indicate that the problem is unsolved within the maximum run time, and the black
frames that the problem is proven to be unsatisfiable, namely, a feasible solution
does not exist for a given data set. Figure 3.3b shows that, in the case of size opti-
mization, more problems (16% of all) are unsolvable in under 10 minutes compared
to the previous setup. We sample 10% of unsolved problems and re-run the solver
with a time-out of 5 hours. About 67.5% of the sampled problems are solvable at an
average of 1 hour and 27 minutes. The remaining runs exceeded the maximal run
time.

We repeat the above-described experiments with setup (2). Figure 3.3c shows
that more problems are proven to be unsatisfiable with the increasing number of
samples. However, above a certain number of features oscillating between 250 and
300, many problems are solved within the time limit. With the increasing number
of features in the data also increases the chance that a feasible classifier can be con-
structed. This is not visible in Figure 3.3d, where around half of the problems reach
the maximal run time.

(a) (b)

(c) (d)

FIGURE 3.3: Performance analysis: (a) run with setup (1) and without
the size optimization strategy, (b) run with setup (1) and with the
size optimization strategy (3), (c) run with setup (2) and without the
size optimization strategy (b) run with setup (2) and with the size
optimization strategy (3). The x-axis corresponds to the number of
samples and the y-axis to the number of features. The black squares
indicate that the problem is unsolved within the maximum run time,
and the black frames that the problem is proven to be unsatisfiable.

Figures generated by HK.
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Cross-validation To measure the generalization error of our classifiers, we per-
form 10-fold cross-validation for data sets generated with setup (1). Next, we split
the data into ten pairs of disjoint training and validation fractions. Each training
fraction consists of the remaining nine validation fractions. Then, we run ASP for
each training fraction to find a classifier further evaluated on the validation data. We
treat time-outs of 10 minutes as false predictions. In Figure 3.4a, we can distinguish
two areas with visibly lower performance. First, the low number of samples in the
training fraction can result in overfitting. Thus, the performance drops along the
y-axis. Also, for some of the largest data sets, the run time exceeds the upper bound
of 10 minutes. If no feasible classifiers are found for all ten training data sets, the
generalization error is 1.0. We repeat the cross-validation with optimization strategy
(3). Here, across both axes, the generalization error increases drastically, particularly
with the increasing number of features.

(a) (b)

FIGURE 3.4: Cross-validation: (a) without the size optimization strat-
egy (b) with the size optimization strategy (3). The x-axis corresponds
to samples, and the y-axis to the features. Figures generated by HK.

Scalability We uniformly sample 4.500 from 10.000 data sets and run our workflow
without the optimization strategy and with a time-out of 30 minutes per problem.
We present the results in Figure 3.5. As expected, with the increasing number of
features, the number of problems not solvable within 30 minutes increases as well.
However, the average elapsed time is below 10 minutes for all data sets. Figure 3.6
shows that for different numbers of features in the data, the number of unsolved
problems does not exceed 15 (one histogram bar corresponds to 400 runs).

3.3.2 Breast Cancer Case Studies

We employ the All dataset to asses the performance in classifying cancerous vs
healthy samples. We also use each subset, as well as the cell line data, to evaluate the
classification of subtype or cell line samples vs. healthy samples. For each dataset,
we apply the (3) optimization mode (minimize the number of inputs followed by
the number of gates) and search for a perfect classifier respecting the following core
constraints: upper bound on the number of gates: 6, upper bound on the number
of inputs: 8, and specify two types of gates based on the feasibility constraints pro-
posed by Mohammadi et al., 2017, where an OR gate module consists of up to 2
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FIGURE 3.5: Scalability results: a scatter plot of the problems that are
solved in under 30 minutes. Figure generated by HK.

FIGURE 3.6: Scalability results: a histogram of the number of prob-
lems that are unsolvable in under 30 minutes. Each bar corresponds

to 400 problems. Figure generated by HK.

miRNA inputs and a NOT gate of up to 1 miRNA input. If the search is unsuccess-
ful, we apply the constraint relaxation procedure described in Section 3.2.2. Table
3.2 includes the returned classifiers and summarises the evaluation scores. For all
data sets, the solutions were returned by the solver in seconds.
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Subtype Classifier FNR FPR SAUC Ma Mw Sm

BC All (¬miR-378) 0.02 0.27 0.96 0.79 -0.47 0.16
Triple- (miR-24-1) ∧ (¬miR-378) 0.04 0.18 0.99 0.61 -0.10 0.25

(¬miR-378) ∧ (¬miR-144) 0.04 0.18 0.98 0.81 -0.34 0.24
Her2+ (miR-21) ∧ (¬miR-451-DICER1) ∧ (¬miR-320-RNASEN) 0.00 0.09 0.99 0.87 -0.24 0.31
ER+ Her- (miR-21) ∧ (¬miR-320-RNASEN) 0.00 0.18 0.96 0.74 -0.46 0.14

(miR-21) 0.00 0.27 1.00 0.85 0.14 0.50
Cell Line (¬miR-145) 0.00 0.00 1.00 1.66 1.33 1.50

(¬miR-143) 0.00 0.00 1.00 - - 1.16
(¬miR-199a-2-5p) 0.00 0.00 1.00 - - 0.96

(¬miR-451-DICER1) 0.00 0.00 1.00 - - 0.93
(¬miR-146a) 0.00 0.00 1.00 - - 0.55

(miR-425) 0.00 0.00 1.00 - - 0.32

TABLE 3.2: Evaluation of breast cancer classifiers with scores: false negative rate, false positive rate, AUC, average margin and worst
margin. Best performing classifiers for a particular data set are in bold.
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Breast Cancer All For the breast cancer All dataset, we found two classifiers pre-
sented in Figure 3.7. The first classifier consists of only one gate and one input
miRNA (miR-378) and results in four false negative (FNR = 0.02) and three false
positive (FPR = 0.27) errors. The single-miRNA classifier is easier to assemble in the
wet lab. However, it is worth considering whether one input classifiers are reliable
enough to tackle the real-environment diversity of cancer cells (Mohammadi et al.,
2017). Results generated by MN.

FIGURE 3.7: Classifiers for Breast Cancer All data set. Note that the
classifier is in the conjunctive normal form being a conjunction (AND)
of disjunctions (OR). Thus, all miRNAs are inputs to the disjunctions
(OR) as negated (marked with a red line with a perpendicular bar
at the end) or non-negated features (marked with an arrow). Figure

generated by MN using scripts provided by HK.

As mentioned before, one type of error may be less desirable or entirely forbid-
den in this particular application. Hence, we re-run the optimization for the All data
set, setting the upper bound on false positive errors to 0, restricting the misclassi-
fication of healthy cells as cancerous. In this case, we find six optimal solutions.
However, all of them are isomorphic to the classifier presented in Figure 3.7. If we
compare the presented classifier (miR-24-1 ∨ miR-103-2) ∧ (¬ miR-144) ∧ (¬ miR-
378) ∧ (¬ miR-10b) with one of 5 remaining solutions, for example, (miR-24-1 ∨
miR-103-2) ∧ (¬miR-378) ∧ (¬miR-10b) ∧ (¬miR-144) it is clearly visible that these
solutions differ in the order of miRNA IDs assigned to the three NOT gates. All six
isomorphic solutions differ, in fact, in the permutations of the three different IDs as-
signed to three NOT gates and belong to the same isomorphism class. We process
the solutions to eliminate these copies as described in Section 3.2.3. Ultimately, we
find only one isomorphism class. Although, in this case, the isomorphic solutions
are easily distinguishable, it may happen that the computation results in a few iso-
morphic classes (e.g., in the case study Breast Cancer Triple- we find more than one
class), and the classifiers consist of many inputs. Then, we may receive thousands
of isomorphic solutions, and an automated approach to scan the solutions becomes
necessary.

Both classifiers presented in Figure 3.7 share the same gate and input miRNA
miR-378, which is down-regulated. The study of Farazi et al., 2011 describe miR-
378 as low expressed and suggests that the use of miR-378 as a potentially down-
regulated marker in a classifier is reasonable. Also, an unrelated study shows that,
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e.g., miR-144, which occurs in the second classifier, is expected to be down-regulated
in breast cancer (Pan et al., 2016).

To further assess the performance of our classifiers, we perform 3-fold cross-
validation for the breast cancer All data set. We randomly divided the dataset into
three almost equal subsets (the difference between the data sizes does not exceed 1)
without taking an even distribution of positive and negative samples between sub-
sets into account (the folds comprise between 2 and 6 negative samples). The folds
consist on average of 56 positive and only 4 negative samples. To find the classifiers,
we again employ the constraint relaxation procedure and find classifiers resulting
in FN rate = 0.01 and FP rate = 0.56. The results show that our approach allows the
training of classifiers that recognize positive samples almost perfectly. The high FP
rate reflects the data’s imbalance of negative and positive samples, e.g., if a test data
set comprises only 2 negative samples and one of them is falsely classified as positive
the FPR = 0.50. We revisit this issue in the discussion. The cross-validation resulted
in 2 different classifiers: (¬ miR-144) and (¬ miR-10b) AND (¬ miR-193a-5p). Both
miR-144 and miR-10b appeared in the second classifier presented in Figure 3.7, and
both were marked as down-regulated in different studies (Farazi et al., 2011; Pan
et al., 2016). Also, miR-193a-5p is marked as down-regulated by Farazi et al., 2011.
Despite discretization, our method recovers the signal present in the data.

Breast Cancer Triple- For the breast cancer Triple- dataset, we found two classi-
fiers: the first classifier consists of two NOT gate modules, and the second of one
NOT gate and one of type OR gate. Both classifiers, shown in Figure 3.8, are results
of allowing at most 3 false negatives and 2 false positives (FNR = 0.04, FPR = 0.18).
Here, different criteria can be taken into account to choose between the classifiers,
e.g., whether some gate modules are more desired than others. This choice makes
our method flexible regarding particular experiments and datasets. miR-378 appear-
ing in both classifiers is marked as down-regulated in a study by Farazi et al., 2011.
miR-24-1 is described as a up-regulated (Roscigno et al., 2017) and, as mentioned be-
fore, miR-144 is described as down-regulated in breast cancer by unrelated studies
(Pan et al., 2016).

FIGURE 3.8: Classifiers for the breast cancer Triple- data set. Figure
generated by MN using scripts provided by HK.

Breast Cancer Her2+ The resulting classifier for the dataset Her2+ (shown in Figure
3.9) consists of three inputs and three gates: one OR gate with one input and two
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NOT gates (FNR = 0.00, FPR = 0.09). miR-451-DICER1 and miR-320-RNASEN are
marked as down-regulated and miR-21 as up-regulated in a study by Farazi et al.,
2011.

FIGURE 3.9: Classifier for the breast cancer Her2+ data separating
samples with one false positive error. Figure generated by MN using

scripts provided by HK.

Breast Cancer ER+ Her- For the ER+ Her- dataset we found one classifier shown
in Figure 3.10A on the left side. The classifier consists of two gates of both types
and two inputs resulting in a classification with two false positive errors (FNR =
0.00, FPR = 0.18). Here, we present an additional classifier with only one input
forming an OR gate resulting in classification with three false positive errors (FNR
= 0.00, FPR = 0.27) shown in Figure 3.10A on the right side. In this case, we are able
to obtain a shorter classifier relaxing the bounds on the number of false positives
by only one additional error. It is worth considering whether the one misclassified
sample is reliable or if we could neglect it and build a simpler classifier. Also, in
case one of the miRNAs cannot be included in the classifier or the classifier consists
of too many inputs, it may be worth further increasing the bounds on errors. Note
that the first classifier consists of only one gate, and the same gate is a part of the
second classifier. miR-21 is marked as up-regulated and miR-320-RNASEN as down-
regulated by Farazi et al., 2011.

Breast Cancer Cell Line For the Cell Line dataset, the optimization results in six
perfect classifiers that consist of only one gate and one input each, where five of
them consist of single NOT gate modules and only one consists of a single OR gate
module. These classifiers distinguish cancerous from healthy samples based merely
on the expression level of one miRNA (FN rate = 0.00, FP rate = 0.00). As an ex-
ample, we present a classifier with a negative input of miRNA mir-145 (see Figure
3.10B). The classifier predicts every sample to be cancerous if mir-145 is at a low ex-
pression level. All other samples are predicted to be healthy. mir-145 is also marked
as down-regulated in a study by Farazi et al., 2011. The six resulting classifiers are



28 Chapter 3. Discrete single-circuit cell classifiers

FIGURE 3.10: Results for the breast cancer (A) ER+ Her- and (B) Cell
Line data sets. Figure generated by MN using scripts provided by

HK.

presented in Table 2. In this case, the miRNAs can also be combined into one classi-
fier to increase the robustness of classifiers. In the next section, we discuss additional
optimality criteria for choosing between several perfect classifiers.

FIGURE 3.11: Comparison of the shortest ASP-generated classifier
(left) with the classifier proposed by Mohammadi et al. (right) for
breast cancer ER+ Her-. Figure generated by MN using scripts pro-

vided by HK.

Approach comparison In this section, we compare the performance of classifiers
optimized with the ASP-based approach and the state-of-the-art method proposed
by Mohammadi et al., 2017. We focus on the primary algorithm proposed by the au-
thors, namely, the specific search (described further in Section 2.6). In their work, the
authors compare the specific and general search approaches and conclude that the
specific search performs with higher accuracy in comparison to the general search
according to the metrics described in 2.6. We consider only pruned circuit designs,
i.e., the circuits post-processed by the authors to decrease the overall number of in-
puts (without substantial influence on the accuracy of classifiers).
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The authors assess the classifier’s performance in two setups. First, they uti-
lize entire data sets in training and report training performance for all the breast
cancer data sets. Then, the authors perform 3-fold cross-validation to estimate the
generalization error of the classifiers. We follow this strategy and report training ac-
curacy for all data sets and the performance measured in 3-fold cross-validation for
the breast cancer All data set. We report the performance of the circuits in two set-
tings: (1) In the binary setting, we compute FNR and FPR for each circuit. (2) In the
non-binary setting, we report SAUC, Sm, as well as Ma (average margin), Mw (worst
margin), proposed by Mohammadi et al., 2017 and described in Section 2.6. Table
3.3 includes the performance obtained in training by both methods. We compute all
the scores keeping the same biochemical parameter sets and binarization thresholds
for each dataset as proposed by Mohammadi et al., 2017 and compare classifiers pre-
sented by the authors (Table S3.1) with ours (Table 3.2). If we receive more than one
equally well-performing classifier, we follow the strategy proposed by Mohammadi
et al., 2017 and select the one with the highest SAUC and Sm for comparison. Note
that Mohammadi et al., 2017 optimize the classifiers in a different modelling frame-
work, while our classifiers are optimized solely on the binary data set. Nevertheless,
the central goal of both approaches is to find minimal and accurate classifiers. Also,
note that in terms of the binary classification scores, our classifiers are the optimal
solutions for each data set with regard to the binary setting, i.e., a better solution
does not exist for a particular data set.

Data set Method SAUC Ma Mw Sm FPR FNR

All SynNet 1.00 0.78 0.01 0.40 0.00 0.63
ASP 0.96 0.79 -0.47 0.16 0.27 0.02

Triple- SynNet 1.00 0.94 0.08 0.51 0.00 0.10
ASP 0.98 0.81 -0.34 0.24 0.18 0.04

Her2+ SynNet 1.00 0.87 0.18 0.53 0.27 0.00
ASP 0.99 0.87 -0.24 0.31 0.09 0.04

ER+ Her- SynNet 1.00 0.92 0.37 0.65 0.27 0.13
ASP 0.96 0.74 -0.46 0.14 0.18 0.00

Cell Line SynNet 1.00 1.90 1.51 1.71 0.00 0.00
ASP 1.00 1.66 1.33 1.50 0.00 0.00

TABLE 3.3: Evaluation scores for SynNet and our method: m (aver-
age margin), w (worst margin), SAUC, FNR and FPR for each circuit.
Corresponding circuits are presented in Table S3.1. MN generated
results for ASP. Results for SynNet were partially obtained from Mo-
hammadi et al., 2017. Additionally, MN computed FPRs and FNRs

for the SynNet classifiers.

Although we optimized our classifiers using different optimality criteria, our cir-
cuits perform similarly well regarding the SAUC score, which is the primary score
considered by Mohammadi et al., 2017. According to the second score, Sm, the ASP-
optimized classifiers perform worse in comparison to SynNet. For all data sets be-
sides Cell Line, the worst margin is negative, substantially influencing the Sm score.
The worst margin describes the distance between the closest data points in the two
classes and thus concerns only two samples. Nevertheless, the negative worst mar-
gin indicates that at least one sample is misclassified, and the effectiveness of the



30 Chapter 3. Discrete single-circuit cell classifiers

therapy decreases. This is not the case in Mohammadi et al., 2017 as the authors
optimize the AUC and the margin-based scores directly. In contrast, we rely exclu-
sively on the absolute number of errors in the binary setting. Thus, one misclassified
sample likely results in the low worst margin.

Strikingly, although the methods perform comparably regarding the non-binary
metrics, there is a large discrepancy between the FPRs and FNRs reported for both
methods. The classifiers optimized with the specific search perform worse for most
data sets according to the binary metrics, whereas according to the objective criteria
proposed by Mohammadi et al., 2017, the circuits perform with AUC=1.00. In par-
ticular, FNR for the All data set is substantially higher, resulting in more than 60%
misclassified samples belonging to the positive class. We address this problem in the
following section.

We employed slightly different constraints than in Mohammadi et al., 2017 to
optimize the logic classifiers (maximum of 8 inputs, 10 in Mohammadi et al., 2017).
Here, extending the size of the classifier would enable obtaining better results in
terms of ASP-based optimization, as ASP allows enumerating all globally optimal
solutions for particular constraints in the binary setting. Thus, we relaxed size con-
straints for all the data sets except for the Cell Line (for which we received perfect
classifiers). This enabled improving the performance of classifiers for All (FPR =
0.18, FNR = 0.02), Triple- (FPR = 0.09, FNR = 0.04) and ER+ Her- (FPR = 0.09, FNR =
0.00) datasets. In all cases, the size of classifiers increased due to additional inputs
allowed in the OR gate modules.

The results for the 3-fold cross-validation reported by Mohammadi et al., 2017
(SAUC = 0.99, Sm = 0.31) and ours (SAUC = 0.93, Sm = 0.24) show that our method
separated the unseen samples with slightly worse, but similar performance accord-
ing to the non-binary metrics. Note that the samples are divided into random subsets
by us and by Mohammadi et al., 2017 independently. Mohammadi et al., 2017 do not
publish the data and the classifiers optimized in the cross-validation. Thus, we do
not report FPR and FNR. However, the similarity of performance suggests that the
different data splits did not substantially affect the results. We revisit this issue in
the discussion.

In terms of size, we find shorter classifiers for all data sets and improve their
performance according to the binary metrics. The larger difference in size is visible
for the ER+ Her- data set for which we found a classifier consisting of single miRNA,
whereas Mohammadi et al., 2017 proposed a classifier comprising seven features
(depicted in Figure 3.11).

3.4 Boolean approximation of the circuit

In this section, we address the issue related to the Boolean representation as an ap-
proximation of a circuit’s biochemical model, visible in the discrepancy between the
performance metrics employed in the previous section. The SAUC=1.00 obtained by
all classifiers presented by Mohammadi et al., 2017 indicates the perfect classification
for all the data sets based on the circuit output concentration. However, the SynNet
classifiers misclassify several samples when evaluated on the binarized data. Here,
we present a few examples of disparities between the binary representation and the
circuit’s models.

In Figure 3.12, we present a plot of the output concentrations for the circuit op-
timized by Mohammadi et al., 2017 for the breast cancer All data set. We compute
the concentrations based on the biochemical model and parameters assigned to each
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data set. The exact circuit output concentrations in ascending order computed for 20
samples can be found in Table S3.2. The circuit output separates all the samples in
the data set into two groups. The outputs for the samples closest to each other (nega-
tive sample 7 and positive sample 178) are separated by approximately 2.5 mol/cell,
leaving little margin for error (captured by the worst margin Mw = 0.01). Here, one
could consider merging Sm and SAUC into a weighted score to increase the robust-
ness of the classifiers.

FIGURE 3.12: Circuit output concentrations in two groups calculated
for the breast cancer All data set. A feasible threshold separating the
samples is plotted as a light red line. Note that the centre of the point
represents its position (see Table S3.2 for exact values of the output

concentration).

Evaluation of the SynNet Boolean classifier on the binary All data set results in
105 false predictions (FNR=0.63), indicating a discrepancy between the model and
the logic representation of the circuit’s architecture. We can observe the same sce-
nario for the following 3 data sets: Triple-, Her2+ and ER+ Her- (Table 3.3). We
analyze two types of errors occurring for these data sets (false negatives and false
positives) and evaluate which parts of the circuits are involved in the classification
failure. The details are presented in the Appendix S3.3-S3.4. In both cases, certain
miRNA concentrations exceed the binarization thresholds and therefore are misclas-
sified in the binary setting. As previously mentioned, the Hill functions are well-
approximated by a Boolean term only in the case of very high or very low concen-
tration values. However, such an approximation does not account for values that are
close to the threshold. Therefore, the comparison of classifiers optimized based on
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real-valued miRNA concentrations and based on binarized values is not trivial. The
margin could be considered within the optimality criteria to increase the robustness
of the Boolean representation of the circuit, especially in extreme cases such as the
breast cancer All data set.

3.5 Discussion

In this chapter, we introduced an ASP-based approach to cell classifier design. We
developed and implemented a workflow finding globally optimal Boolean classifiers
based on binary data, enabling the enumeration of all optimal solutions in a short
time. We employ simulated data sets to measure the overall performance of our
method, including the generalization error and scalability. Further, we apply our
approach to cancer data and compare it with the state-of-the-art method.

The simulated data studies have shown that for most problems in which feasible
classifiers exist, the solver returns solutions in below ten minutes of elapsed time
for hundreds of samples and features in the data set. The ASP solver can easily re-
trieve a classifier created in the simulation process. If the simulation setup does not
ensure a feasible solution, our workflow returns solutions for most of the problems
in an extended run-time, if they exist. Otherwise, the solver proves numerous prob-
lems unsatisfiable in a short time. Adding the size optimization strategy seems to
increase the run time substantially. However, many problems may potentially be
solved within extended time limits.

According to the performed cross-validation, the optimized classifiers generalize
well to unseen data, particularly if the size optimization strategy does not limit the
classifier’s structure. However, all the samples in the data set have been annotated
with a simulated feasible solution (see section 3.2.5). This can be interpreted as in-
formation leakage between the training and validation fractions of the data set. To
properly estimate the generalization error in a more realistic scenario, the training,
validation and test data should reflect the use-case scenario. However, information
not related to creating a suitable evaluation environment shared between the data
sets should be minimized to avoid distorted generalization error estimation (Whalen
et al., 2022). Employing the size optimization strategy again increases the run-time
of the workflow, and as we treat time-outs as misclassification, the generalization
error is also very high. This effect could be potentially reduced by extending the run
time limits. We revisit these issues in Chapter 5, which focuses on refined strategies
to simulate a comprehensive evaluation environment and mitigate the influence of
information leakage to enable properly estimating the generalization error of classi-
fiers.

The scalability study shows that the proposed workflow is flexible regarding the
number of miRNAs in the data set. However, the influence of the increasing num-
ber of samples could be further investigated, as the scalability study was performed
for only 50 samples. We address this issue in Chapter 5 by performing an extensive
scalability test employing data sets comprising different numbers of samples and
features. Note that in many cases, the ASP encoding influences the scalability of
the solving process (Falkner et al., 2018). In our case, most of the simulated prob-
lems have been solved in a matter of minutes. Thus, the proposed encoding seems
efficient, although it could be potentially improved by, e.g., preventing symmetric
solutions in the solving process by embedding proper constraints into the ASP pro-
gram (Falkner et al., 2018).
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To assess the performance of our approach in a real-world environment, we em-
ployed breast cancer data sets. Our classifiers correctly recognize most cancerous
samples for all data sets according to the reported False Negative Rate. The False
Positive Rate is lower, potentially indicating the higher treatment’s toxicity. How-
ever, the data sets employed in the study are heavily imbalanced. In particular, the
negative class is substantially underrepresented, providing a small number of neg-
ative examples in training and potentially influencing the classifier’s performance
(Whalen et al., 2022). Thus, employing alternative data sets or balancing strategies
that mitigate this issue is recommended. We revisit this issue in Chapter 4 and ap-
ply balanced accuracy that averages the sensitivity and specificity of classifiers as
the objective function and performance measure to reduce the influence of class im-
balance on the training and evaluation of classifiers. Also, as the approach is tested
solely on breast cancer data, evaluating the approach on different cancer data sets
would be beneficial. In Chapter 5, we present multiple case studies that employ
different cancer data sets, in particular, liver and lung cancer data. Although we
tailor our implementation to a particular application, the workflow can be applied
to any problem that requires finding Boolean classifiers for binary data. The flexibil-
ity of our encoding could be further investigated by, e.g., applying the workflow to
alternative data sets beyond the cancer context.

We compare the performance of our approach with the state-of-the-art method
proposed by Mohammadi et al., 2017 by evaluating the classifiers in two scenarios,
using binary and non-binary metrics. Although our classifiers are optimized based
solely on the Boolean topology and the overall number of errors, they perform no-
tably well in the non-binary setting. The lower performance is particularly visible in
the margin separating the closest negative and positive samples with regard to the
output concentration. However, in the binary context, our classifiers outperform the
designs optimized by Mohammadi et al., 2017. The performed comparison focuses
on the training performance of classifiers. This does not reflect well the real-world
application of cancer classifiers. We address this issue in the following chapters by
estimating the generalization error of the ASP-based approach in different scenarios.

The approach comparison uncovers a considerable discrepancy between the bi-
nary and non-binary metrics in the case of SynNet-optimized classifiers. We fur-
ther investigate this issue by stepwise evaluating particular samples and classifier
topologies. We focus on two aspects of this issue. First, Mohammadi et al., 2017
use the AUC score as the primary measure of the classifier’s performance. How-
ever, the margin score seems to be equally important. Even though the samples are
separated into two classes by AUC, the margin between the output concentrations
in the cancerous and non-cancerous cells is very narrow. Thus, incorporating the
margin score into the primary objective function could be advantageous. Second,
although the Boolean term can approximate the model, it has to follow the underly-
ing assumptions. Thus, in the case of the near-threshold miRNA concentrations, the
robustness of the Boolean representation seems to be decreased. In the approach pro-
posed by Mohammadi et al., 2017, the binarization threshold corresponds to a set of
biochemical parameters used in the optimization process and describes the model’s
behaviour below and above the binary threshold. However, when fully translating
the real-valued model into a binary classification problem, a margin of error around
the threshold should be considered to increase the robustness of the Boolean rep-
resentation. In Chapters 4 and 5, we focus on increasing the robustness of Boolean
classifiers employing different classifier topologies and refining the training scheme
to increase the generalization error.
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Chapter 4

From single- to multi-circuit
classifiers

Contribution note

The greater part of the work presented in this chapter has been published
in the Proceedings of the 17th International Conference on Computational
Methods in Systems Biology, Lecture Notes in Computer Science by Springer
(Nowicka and Siebert, 2019). The employed data and code are stored in a
GitHub repository at: https://github.com/MelaniaNowicka/RAccoon.

4.1 Introduction

The studies by Mohammadi et al., 2017 and Becker et al., 2018 (see Chapter 3) have
shown the potential of single-circuit classifiers to perform with high accuracy in the
task of cancer cell classification. However, as described in Chapter 1, the hetero-
geneity of cancer cells within a tumour usually requires very robust and versatile
therapies to encompass the variety of molecular patterns, as well as to avoid tu-
mour escape mechanisms. Moreover, the dynamic environment that classifiers enter
frequently generates ambiguous perturbation events, decreasing therapy effective-
ness (Dagogo-Jack and Shaw, 2018). A further limitation lies in the data gathered
to design the circuits. The performance of a classifier strongly relies on the quan-
tity and quality of data employed for training (Yang et al., 2006; Haixiang et al.,
2017). Here, the coverage of patterns occurring in the tumour is limited by the finite
number of acquired samples, sample purity, data pre-processing, and experimental
artefacts. Hence, the data represents an incomplete description of the tumorous and
non-tumorous environment. For the therapy to be effective, the classifiers must be
resistant to noise and generalize to novel examples inadequately described by the
data. Here, more complex therapies covering underrepresented and heterogeneous
patterns could compensate for the insufficient environment depiction. Mohammadi
et al., 2017 briefly mention a possibility of developing multi-circuit classifiers that
could be potentially advantageous in countering the tumour escape mechanisms,
mirroring other combined therapies aiming at multiple targets (Rubinfeld et al.,
2006; Bozic et al., 2013; Xu et al., 2015).

Furthermore, both the complexity in the number of inputs and the allowed com-
binations of gates in a single-circuit classifier are limited by the lab assembly con-
straints. The classifier’s complexity potentially rises with the variety of patterns
hidden within the data, finally becoming not feasible to build (Mohammadi et al.,

https://github.com/MelaniaNowicka/RAccoon
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2017). The architecture of single-circuit classifiers can also be prone to lower sensi-
tivity in the case of functions consisting of many gates and inputs. Here, the Con-
junctive Normal Form underlying the classifier’s design enforces that all the gates
must output "cancerous" to classify a sample as diseased. Thus, a single gate has a
significant influence on the overall decision of the classifier, which, taking the hetero-
geneity into account, can decrease the classifier’s ability to recognize cancerous cells
correctly. On the other hand, a single-miRNA or a single-gate classifier can result
in decreased specificity, resulting in misclassifying healthy cells. Balancing those
effects can increase the effectiveness of the therapy and lower the risk of harming
healthy tissues.

To address the issues mentioned above, the principles of ensemble learning can
provide a more flexible solution and potentially increase the accuracy of classifiers.
Ensemble learning employs multiple alternative models with possibly lower predic-
tive performance that can yield better results collectively (Opitz and Maclin, 1999a;
Polikar, 2006; Rokach, 2010). An example of such an approach is a random forest
classifier, where a group of decision trees collectively determine the output of a for-
est of trees. A common strategy combining the individual tree outputs to decide on
the final outcome is the majority vote. Here, the classifier’s decision is equal to the
output of the majority of trees.

Regarding the cell classifier problem, we can design a set of different single-
circuit classifiers that perform classification in an integrated manner and are of lower
complexity in terms of lab assembly. In other words, we design a set of simple
Boolean functions that satisfy the assembly constraints. A theoretical design of a
so-called distributed classifier based on synthetic gene circuits was presented by Di-
dovyk et al., 2015. Here, the distributed classifier is a population of genetically en-
gineered microbial cells containing simple synthetic biosensors sensitive to specific
chemicals. The population forms a single complex classifier trained to find biologi-
cal patterns according to a threshold function (Didovyk et al., 2015; Kanakov et al.,
2015). The classifier is optimized by training a biosensor population on the available
data, similarly to machine learning algorithms, i.e., by presenting learning exam-
ples and successively removing low-performance circuits. While this work consid-
ers only a specific scenario of bacterial cell cultures classifying chemical signals, it
highlights the potential of multi-circuit biological devices.

In this chapter, we re-define the distributed classifier proposed by Didovyk et al.,
2015 in terms of the cell classifier design. We introduce a distributed classifier (DC)
as a set of single-circuit classifiers (multi-circuit classifier) that decide collectively
whether a cell is cancerous based on a threshold function. Biologically, the threshold
may correspond to a specific concentration of the drug that allows for treating the
cells or fluorescent marker allowing to classify the cell type (Didovyk et al., 2015;
Mohammadi et al., 2017; Miki et al., 2015). Due to an ample search space of feasible
classifiers and a novel topology, in particular, the incorporation of the thresholded
function resulting in considerably more combinations and more difficult ASP imple-
mentation, we apply a heuristic approach to design and optimize DCs, namely, a
genetic algorithm. Evolutionary algorithms were successfully applied to various bi-
ological questions (Manning et al., 2013), e.g., the design of synthetic networks and,
in particular, the design of single-circuit classifiers (Smith et al., 2017; Mohammadi
et al., 2017). Since GAs are problem-independent and particularly flexible in design,
the algorithm can be efficiently adapted to the distributed classifier problem.

The chapter illustrates the potential of distributed classifiers in the application
to cancer cell classification. The following sections contain the definition of a dis-
tributed classifier and the description of the algorithm’s architecture. Further, we
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present case studies performed on real-world breast cancer data, compare the re-
sults with a single-circuit design method proposed in Chapter 3 (Becker et al., 2018)
and discuss the classifier’s performance.

4.2 Methodology

4.2.1 Distributed classifiers

A Distributed Classifier (DC) is a finite set DC = { f1, ..., fc}, where each fi : S −→
{0, 1} is a unique single-circuit classifier (rule), S is a finite set of samples as intro-
duced in section 2.3 and c ∈ N is a size of a distributed classifier, i.e., the number of
single-circuit classifiers in a DC. The size c is restricted by an upper bound cmax ∈N,
c ≤ cmax. DCs classify cells as non-cancerous (0) or cancerous (1) according to a
threshold function specifying the classifier’s output O(DC, s) : S −→ {0, 1}:

O(DC, s) =

{
0 , ∑c

i=1 fi(s) < θ

1 , ∑c
i=1 fi(s) ≥ θ

, (4.1)

where s ∈ S is a sample, θ = ⌊α · c⌉ is a decision threshold (rounded half up), and
α is the ratio that allows calculating the decision threshold based on the DC’s size.
The α value corresponds to the minimal fraction of rules in the DC that must output
1 (cancerous) for the DC to classify a sample as cancerous. Otherwise, the sample
is recognized as healthy. An example of a DC is a set consisting of three rules and
four miRNAs as inputs: (1) miR-a AND miR-b, (2) NOT miR-c, (3) miR-d. Here,
(i) for low α (θ = 1), at least one rule must output 1 for the DC to output 1, (ii) for
intermediate α (θ = 2), at least two of the rules must output 1 as shown in Figure
4.1a, (iii) for high α (θ = 3) all of the rules must output 1. In the case of the low α, the
function becomes a disjunction of the rules. In the second, the DC decides according
to a verdict of the majority. In the last case, the function becomes a conjunction of
rules being similar to a large single-circuit classifier. Thus, the classifier’s output may
substantially differ for varying values of α, influencing the sensitivity and specificity
of the classifiers as further discussed in section 4.3.3. If the threshold is not reached,
the classifier’s output is 0 resulting in repression of the drug release (see Figure 4.1b).

Further restrictions on the general design of DCs were introduced to adapt the
circuit’s feasibility in terms of lab assembly. Motivated by section 2.4, a rule must
satisfy the architecture constraints imposed on single-circuit classifiers. The number
of miRNAs in a rule is restricted to 2 inputs connected with an AND operator to
simplify the rule design. Further, to reduce the overall complexity of DC’s architec-
ture and compare the performance of both single-circuit and multi-circuit designs,
the number of rules is restricted to 5. Hence, the maximal number of inputs in a DC
is limited to 10 as proposed for SC classifiers by Mohammadi et al., 2017. We apply
the above-described constraints to case studies presented further in this chapter. We
assume that each rule in the DC must be unique. Thus, each rule has a single vote re-
garding cell classification. Also, two identical miRNA IDs cannot occur in one rule,
i.e., a trivial false function (a ∧ ¬a) is not allowed.

4.2.2 Genetic algorithms

In our work, we employ a genetic algorithm to optimize multi-circuit classifiers.
Genetic Algorithms (GAs) belong to the broader class of evolutionary algorithms
(Mitchell, 1996; McCall, 2005). As in the case of EAs, the GA’s core architecture is
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(a)

(b)

FIGURE 4.1: Exemplary distributed classifier’s behaviour for the
threshold θ = 2. (a) Two of SC classifiers output 1 (cancerous), and
the drug is released. (b) Only one of SC classifiers outputs 1, and drug

release is repressed.

not designed for a particular problem providing a flexible algorithmic toolbox of op-
erators. Thus, GAs may be applied to an array of different search and optimization
problems (Manning et al., 2013; Katoch et al., 2021). Here, finding an optimal solu-
tion is not guaranteed due to the heuristic character of the algorithm. However, GAs
often perform well in many different areas of research and return solutions at rea-
sonable computational cost (McCall, 2005; Manning et al., 2013; Katoch et al., 2021).
The general architecture of a GA is depicted in Figure 4.2.

FIGURE 4.2: General architecture of a Genetic Algorithm.
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The algorithm begins with initializing the first population of feasible solutions, so-
called individuals, in terms of GAs. Usually, the initial solutions are generated ran-
domly. However, the first population can also be pre-optimized to seed the algo-
rithm’s starting point potentially closer to the optimum (Kazimipour et al., 2014).
Each solution consists of properties specifying the genotype that translates to the
individual’s phenotype. In a simple exemplary scenario, we can consider an indi-
vidual represented by five different features (genes) that are either on (1) or off (0).
Such a solution may be encoded as an array of 1 and 0 (genotype), e.g., [1, 0, 1, 0, 0]
where features 1 and 3 are on, and features 2, 4 and 5 are off. A particular combi-
nation of feature states allows the best adaptation (fitness) to particular conditions.
The individual’s fitness can be described by the function F(xi), where xi is the i-th
individual in a population P of size n, n ∈N. As the optimization goal, the objective
function F(xi) can be maximized or minimized.

After the population initialization, the fitness of each individual in the popula-
tion is assigned, starting the first iteration of the GA. The population usually evolves
in three steps: selection, crossover and mutation of individuals. Selection is a pro-
cess in which a fraction of the existing population is chosen (selected) to reproduce.
The parents are selected based on their fitness, i.e., better-adapted individuals are
usually more likely to be chosen. Several selection operators can be applied, e.g.
roulette wheel selection, rank selection or tournament selection (McCall, 2005; Ka-
toch et al., 2021). Selected parents undergo reproduction, and a new population of
offspring (new generation) is created. During reproduction, the parent’s features
can, with a certain probability, undergo recombination in the crossover process, ex-
changing parts of their genotypes. A variety of crossover operators were proposed,
e.g., k-point crossover or uniform crossover (McCall, 2005; Katoch et al., 2021). Af-
ter crossover, the newly generated population of offspring undergoes the mutation
process. Here, each of the individuals mutates, i.e., a part of the genotype is altered,
with a given probability (mutation probability) (McCall, 2005; Katoch et al., 2021).
In the previously mentioned example, a mutation of an individual can be a switch
on/off of one of the genes, e.g., [1, 0, 1, 0, 0]−→ [0, 0, 1, 0, 0] (gene at the first position
is switched off). Crossover and mutation enable maintaining diversity in a popula-
tion, ensuring that the population does not prematurely converge. After mutation,
the new population is evaluated according to the optimality criteria, and the next it-
eration of GA begins unless a termination criterion is met. The termination criterion
can be specified by, e.g., a fixed number of GA iterations after which the algorithm
stops, measuring the population convergence or using more complex methods (Liu
et al., 2018). After the termination, the best solutions are returned.

4.2.3 Proposed architecture

In this section, we provide a general description of the algorithm’s architecture, in-
cluding the encoding of classifiers (solutions) and employed operators and param-
eters. The core architecture of the proposed GA is summarized by Algorithm 1.
The detailed algorithms regarding particular components, e.g., employed operators,
may be found in section S4.

As an input, the algorithm takes a discrete dataset D formatted as presented in
section 2.3, a set of parameters describing the GA’s run: titer - number of GA iter-
ations until termination, psize - population size, cprob - crossover probability, mprob -
mutation probability, tsize - tournament size, and the design of DCs: cmax - maximal
size of a DC, α - the decision threshold ratio. The algorithm starts with a random gen-
eration of an initial population of psize distributed classifiers (Algo. 1, line 1). Next,
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the fitness of each DC in the population is assigned according to the fitness function,
and a list of best solutions found over all iterations of the algorithm DCbest is created
(Algo. 1, 2). After the generation of the first population, the algorithm starts with
the initial iteration. First, psize individuals are selected in so-called tournaments as
potential parents to be recombined, i.e., exchange genes in the crossover process.
(Algo. 1, 4-7). Next, the crossover occurs with the probability cprob (Algo. 1, 8-13).
Crossover allows generating new solutions based on previously selected individu-
als. Here, a child classifier may be created by copying rules from parent classifiers
and randomly choosing which parent the next rule is duplicated from. As classi-
fier sizes may differ, we propose two uniform recombination strategies described
further in section 4.2.6. Next, individuals in the new population mutate with the
probability mprob (Algo. 1, 14). At the end of each iteration, the list of best solutions
DCbest is updated (Algo. 1, 15). All the described steps in a generation are repeated
titer times (Algo. 1, 3-16). After reaching the titer-th iteration, the algorithm returns
the best solutions found over all the iterations. In the case of single-circuit classifiers,
besides the balanced accuracy, the complexity of a solution is also taken into account
(Mohammadi et al., 2017; Becker et al., 2018). Hence, if multiple DCs have the same
fitness, we choose the DCs consisting of the lowest number of rules as the best final
candidates.

Algorithm 1: A genetic algorithm for designing DCs.
Data: dataset D
Parameters: number of iterations titer, population size psize, crossover

probability cprob, mutation probability mprob, tournament size
tsize, maximal size of DC cmax, threshold ratio α

Output: DCbest
1 Population←− InitializePopulation(D, psize, cmax)
2 DCbest ←− Evaluate(Population, D, α)
3 for i = 0 to titer do
4 for i = 0 to psize/2 do
5 Parent1, Parent2 ←− SelectParents(Population, tsize)
6 Parents←− Add(Parent1, Parent2)
7 end
8 for i = 0 to psize/2 do
9 Parent1, Parent2 ←− RandomlyChooseParents(Parents)

10 Child1, Child2 ←− Crossover(Parent1, Parent2, cprob, cmax)
11 NewPopulation←− Add(Child1, Child2)
12 RemoveUsedParents(Parent1, Parent2, Parents)
13 end
14 Population←−Mutate(NewPopulation, D, mprob, cmax)
15 DCbest ←− Evaluate(Population, D, α)
16 end

4.2.4 Population

Individual encoding An individual, i.e., a DC, is encoded as a vector of single
rules (genes). Each gene is a rule consisting of maximally two negated/non-negated
miRNA-IDs. Here, the genotype can be changed by adding/removing negation of
a miRNA, adding/removing miRNAs, changing miRNA-IDs or adding/removing
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rules. A unique ID and a fitness score are assigned to each individual. Both the dis-
tributed classifier and single rules must satisfy the previously described constraints
(see Section 4.2.1).

Initial population An initial population of psize DCs is generated randomly, i.e.,
each classifier and single rule in the classifier is randomly initialized. Individuals in
the population can be of a different size c ≤ cmax. After randomly choosing c, every
rule is generated in a few steps. First, the rule size (rsize) and rsize miRNA IDs are
randomly (uniformly) chosen. Then, for each miRNA, the sign (positive/negative)
is randomly assigned. The procedure is described in detail in the appendix (Algo.
A1).

4.2.5 Fitness function and evaluation

Various metrics for the evaluation of binary classifiers are available (Ramola et al.,
2019). However, real-world expression data is often significantly imbalanced, mean-
ing that samples in one of the classes are overrepresented in the data. This may
significantly influence the classification results (Yang et al., 2006; Rubinfeld et al.,
2006; Whalen et al., 2022). The breast cancer data set described in section 3.2.6 is an
example of a significantly imbalanced data set, where the negative class (represent-
ing healthy tissue environment) is heavily underrepresented. Balanced Accuracy
(BACC, Eq. 4.2) is an intuitive and easily interpretable metric that allows balancing
the importance of samples in both classes and evaluation of the actual performance
of classifiers in case of imbalanced data (Ramola et al., 2019). Thus, as the objective
(fitness) function and the primary measure of the classifier’s performance, we apply
balanced accuracy:

BACC(DC, D) =
TP
P + TN

N
2

(4.2)

where DC is a distributed classifier, D is a given data set, P and N are the numbers
of positive and negative samples in D, TP is the number of samples correctly clas-
sified as positive, and TN is the number of samples correctly classified as negative.
TP and TN are threshold-dependent, i.e., they can change while applying different
threshold values for a given classifier. A given DC correctly classifies a single sam-
ple if the classifier’s output agrees with its annotation in the data set D (analogously
to SC classifiers). To count TPs and TNs, we iterate over samples and assess the
performance of a DC according to the threshold function described in section 4.2.1
and a user-specified α value. The fitness score is calculated separately for each DC in
the population (Algo. 1, 2, 15). Each iteration of the GA is completed by the update
of the list of the best-found solutions (DCbest). If the newly generated DCs perform
with higher BACC than the solutions currently stored in DCbest, the list is cleared,
and the new best DCs are added to DCbest. If the new DCs have identical scores as
the solutions in DCbest, they are added to the list of the best solutions (Algo. 1, 15).
In section 4.3, we discuss the influence of different thresholds on the results.

Besides balanced accuracy as the primary performance measure, to evaluate
other aspects of the classifier’s behaviour, we employ the following metrics: sen-
sitivity (True Positive Rate, TPR): TPR = TP/(TP + FN), specificity (True Negative
Rate, TNR): TNR = TN/(TN + FP), False Negative Rate (FNR): FNR = 1− TPR,
False Positive Rate (FPR): FPR = 1 − TNR and accuracy (ACC): ACC = (TP +
TN)/(P + N). Sensitivity (TPR) represents the ability of the method to recognize
samples belonging to the positive class correctly, and specificity (TNR) shows the
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ability to recognize samples belonging to the negative class correctly. As introduced
in the previous chapter, False Negative Rate (FNR) describes the probability of over-
looking a positive sample, and False Positive Rate (FPR) misclassification of a neg-
ative sample as positive. Accuracy gives information about the proximity of results
to true values but does not consider data imbalance.

4.2.6 Operators

Selection Parents that are potential candidates for recombination are chosen in the
process of tournament selection (Algo. 1, 4-7). Tournament selection allows increas-
ing the chance of high-fitness solutions to be selected as parents while maintaining
the diversity in the population and can be efficiently implemented (Shukla et al.,
2015). In each selection iteration, two parents are chosen in separate tournaments.
First, tsize individuals are randomly chosen from the current population to partici-
pate in a tournament. The winning candidate (parent) has a higher fitness score. In
each iteration of selecting two parents, the first chosen parent is not returned to the
pool of possible candidates to preserve diversity. The steps are repeated to form a
population of selected individuals of the pre-defined population size. See Appendix
(Algo. A2) for more details.

Crossover In each crossover iteration, two individuals are randomly chosen from a
population of selected parents to recombine and generate two new individuals (chil-
dren). Crossover (Algo. 1, 8-13) occurs with the probability cprob. A random number
p is chosen to decide whether parents exchange information, and: (i) if p ≤ cprob,
then the two randomly chosen parents recombine, (ii) otherwise, parents are copied
to a new population without change. If chosen parents are of the same size, we
perform uniform crossover (Fig. 4.3a). First, rules from the first and second parent
are paired off. Then, the first rule in each pair is assigned with equal probability to
either the first or second child, while the second rule is assigned to the other child.
The step is repeated until all the rules from the parents are utilized, and the children
consist of the same number of rules as the parents. Otherwise, if the sizes of parents
differ, to preserve a chance for each rule to be exchanged, we apply an index-based
uniform crossover (Fig. 4.3b). Here, the rules from the first and second parent are
paired off according to a randomly chosen index specifying the position of a shorter
parent in relation to the other one (see example in Fig. 4.3b). Paired rules crossover
uniformly. Rules that cannot be paired (due to different sizes) may be copied to a
randomly chosen child. Note that the index-based crossover may shorten the size
of an individual as additional rules cannot be copied to the larger classifier. Details
on the implementation of the index-based crossover may be found in the Appendix
(Algo. A3 and A4).

Mutation Each classifier mutates with probability mprob. Mutation (Algo. 1, 14)
occurs on two levels: both rules and inputs can mutate. A rule may (i) be removed
from a classifier, (ii) be added to a classifier, and (iii) be copied from one classifier to
another. As mentioned before, the index-based crossover may shorten the classifier.
Here, two possibilities to extend the size of a classifier are available: a new rule may
be initialized and added to a classifier or copied from another classifier. These two
options balance the influence of crossover on the size of classifiers. An input may
(i) be removed from a rule, (ii) be added to a rule, (iii) may change the sign (i.e.,
become a negative or positive input respecting the constraints described in Section
4.2.1). Rules, being larger components affecting the classifier size, mutate with a
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(a) (b)

FIGURE 4.3: Crossover strategies. (a) Uniform crossover applied to
individuals of the same size. (b) Index-based crossover applied to in-
dividuals of different sizes. The rules from the first and second parent
are paired off according to a randomly chosen index (in red) specify-

ing the position of a shorter parent in relation to the other one.

lower probability than inputs (0.2). Note that the maximal size of a classifier (cmax)
must be preserved. For more details, see Appendix (Algo. 5).

4.2.7 Parameter tuning

As described in section 4.2.3, the genetic algorithm takes five different parameters
describing the details of each run, which must be tuned for a particular task to obtain
adequate performance. Thus, we apply a random search approach (Bergstra and
Bengio, 2012) to find a suitable parameter set. A widely used alternative, grid search,
relies on sequentially testing each combination appearing in a pre-defined grid of
parameters. In contrast, the random search allows defining only the boundaries
of the search space in which the parameter combinations are randomly sampled
for testing. It has been shown that random search allows obtaining results similar
to the grid search approach while significantly decreasing the computational cost
(Bergstra and Bengio, 2012). We sample several combinations of parameters within
a pre-defined search space. Further, we perform 3-fold cross-validation using one
of the case study data sets to select the parameter set achieving the highest scores.
We repeat each GA run ten times to obtain the average balanced accuracy for the
validation data. Further, the parameters are employed to train distributed classifiers
presented in the following section.

4.3 Case study

4.3.1 Breast cancer data

Here, we illustrate the potential of DCs in the application by performing case studies
on real-world breast cancer data previously applied by both us (Becker et al., 2018)
and Mohammadi et al., 2017 to the design of single-circuit classifiers (described in
detail in section 3.2.6). The data sets are formatted as presented in section 3.2.6.

4.3.2 Parameters, training and validation

We have randomly chosen 300 combinations of 5 parameters in the following ranges:
titer: 25 - 100, step 25; psize: 50 - 300, step 50; cprob: 0.1 - 1.0, step 0.1; mprob: 0.1 -
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1.0, step 0.1; tsize: 0.1 - 0.5, step 0.1 (of psize). We tune the parameters for α = 0.50,
corresponding to the majority vote strategy. Tuning for each value of α separately
would be computationally expensive. The intermediate threshold ratio, although
suboptimal, may give an estimate of well-performing parameters for other values
of α. We set the upper bound on the size of DCs cmax=5 to preserve the maximal
number of miRNA inputs as proposed for single-circuit classifiers (Mohammadi et
al., 2017; Becker et al., 2018). In the process of tuning, we selected the following set of
GA parameters: titer = 75, psize = 200, cprob = 1.0, mprob = 0.3, ts = 0.1 (20 individuals).

To assess the DCs’ performance, we employed 3-fold cross-validation using each
of the breast cancer data sets separately. We apply the parameters selected in the
tuning process to train the classifiers. We repeat the CV for eight different values of
α: 0.25, 0.35, 0.40, 0.50, 0.60, 0.65, 0.75, 0.85, to evaluate the influence of the decision
threshold on the classification accuracy. We run the algorithm once for each fold and
set cmax=5. At the end of the run, scores for the single best-performing and shortest
classifier are recorded.

4.3.3 Performance evaluation

The results for best performing α values are presented in Table 4.1 (the complete re-
sults for particular thresholds may be found in the Appendix, Table S4.1). If more
than one threshold resulted in identical BACC values, we present results for a thresh-
old with the highest BACC recorded in training. In the case of equal training BACC
values, we present exemplary results for a chosen threshold. Table 4.1 includes the
values of α and performance scores. Solutions recorded for all folds corresponding
to the results may be found in Table 4.2.

Dataset α BACCtr TPR TNR ACC BACCval

All 0.50 0.98 0.92 0.92 0.92 0.92
Triple- 0.85 0.98 0.92 0.75 0.89 0.83
Her2+ 0.75 0.96 0.99 0.61 0.94 0.80

ER+ Her- 0.50 0.93 0.90 0.64 0.82 0.77
Cell Line 0.25 1.00 1.00 1.00 1.00 1.00

TABLE 4.1: Results of 3-fold cross-validation. For the breast cancer
All data set we found DCs performing with identical BACC for two
α values (0.50, 0.60) and for ER+ Her- for six different α values (0.35,
0.50, 0.60, 0.65, 0.75, 0.85). Metrics: BACCtr - average balanced accu-
racy recorded for training data in the 3-fold CV, TPR - average True
Positive Rate recorded for validation data in the 3-fold CV, TNR -
True Negative Rate, ACC - accuracy, BACCval - balanced accuracy

recorded for the validation data.



4.3.
C

ase
study

45

TABLE 4.2: Solutions for all folds of breast cancer data sets corresponding to the results presented in Table 4.1. The rules repeating
between folds are in bold.

Dataset Solution

All fold 1 NOT hsa-miR-19b-2, NOT hsa-miR-145, NOT hsa-miR-193a-5p, hsa-miR-200c
fold 2 NOT hsa-miR-378, NOT hsa-miR-126, hsa-miR-200c, hsa-miR-142-3p
fold 3 NOT hsa-miR-378, hsa-miR-200c, NOT hsa-miR-145, NOT hsa-miR-451-DICER1

Triple- fold 1 NOT hsa-miR-320-RNASEN
fold 2 NOT hsa-miR-451-DICER1, NOT hsa-miR-145, NOT hsa-miR-423-3p, hsa-miR-24-1
fold 3 NOT hsa-miR-320-RNASEN, NOT hsa-miR-451-DICER1, hsa-miR-99a, (hsa-miR-24-1) AND (NOT hsa-miR-378)

Her2+ fold 1 NOT hsa-miR-451-DICER1, (NOT hsa-miR-320-RNASEN) AND (NOT hsa-miR-99a)
fold 2 (NOT hsa-miR-451-DICER1) AND (NOT hsa-miR-125b-1), hsa-miR-21
fold 3 hsa-miR-21

ER+ Her- fold 1 hsa-miR-378, (hsa-miR-21) AND (NOT hsa-miR-451-DICER1), NOT hsa-miR-320-RNASEN
fold 2 NOT hsa-miR-125b-1
fold 3 (hsa-miR-21) AND (NOT hsa-miR-320-RNASEN)

Cell Line fold 1 hsa-miR-425, NOT hsa-miR-143
fold 2 NOT hsa-miR-199a-2-5p, NOT hsa-miR-221
fold 3 NOT hsa-miR-146a, NOT hsa-miR-143

[h]
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High BACC values obtained for the training data sets and the final average pop-
ulation BACC values (0.91) show that the algorithm converges on good solutions, re-
sulting in high-performing DCs. The BACC values measured for the validation data
are particularly higher for the largest (All) and the smallest (Cell Line) data sets than
the intermediate-size ones. As the All data set consists of the largest number of learn-
ing examples, it potentially contains more information about the miRNA expression
patterns. The Cell Line data set includes six different miRNAs that perfectly separate
samples (Becker et al., 2018). Therefore, excellent performance was expected for this
particular data set. For the data sets Her2+ and ER+ Her-, the number of relevant
miRNAs is lower than for the other data sets (see Table 3.1). Therefore, the search
space of feasible solutions is also substantially decreased compared to the other data
sets. The accuracy is higher than BACC for all data sets. However, the metric is not
sensitive to data imbalance and seems to overestimate the classifiers’ performance.

The sensitivity (TPR) is high for all data sets meaning that the method success-
fully classifies samples belonging to a positive class. In all the data sets except for
the Cell Line, the positive class is over-represented in terms of sample abundance.
Hence, the algorithm has access to a large number of learning examples that possi-
bly better describe the patterns behind the positive class. The specificity (TNR) is
particularly decreased for the Her2+ and ER+ Her- subtypes. Note that the data sets
are substantially imbalanced, i.e., the negative class is strongly underrepresented.
Hence, the number of learning examples is significantly smaller. Also, even a few
false-positive errors result in substantially lower specificity. In terms of cell classi-
fiers, this may increase the toxicity of the therapy as the drug would be released in
misclassified healthy cells.

The best performing α values differ among the data sets. For the largest one, α
is equal or not much higher than 0.50. According to the average number of rules
in DCs for the All data set (see Table 4.2), the threshold 0.50 corresponds to exactly
50% of rules (two out of four). The data sets of intermediate sizes (Triple- and Her2+)
favoured two more extreme α values. Here, the thresholds require all the rules to
classify the sample as positive to trigger the response in the case of all classifiers for
both data sets. For the ER+ Her- subtype, several α values returned identical results
(Appendix, Table S4.1). For the smallest data set, the lowest α value resulted in the
highest BACC. However, taking the size of DCs into account, the threshold is, in
fact, equal to 0.5 in terms of the classifier’s decision. The α parameter seems to be
data-related and should be tuned for a given data set to increase the performance of
DCs.

The best performing α values presented in Table 4.1 are collected based on BACC
recorded for the validation data. As validation data should represent a fraction of
unseen samples simulating the real-world environment, the α cannot be selected in
such a manner in practice. In Table 4.3, we present the average performance of classi-
fiers for (i) all employed thresholds and (ii) thresholds achieving the highest BACC
on training data. This allows estimation of the threshold performance in terms of
generalization to novel samples. The scores for both above-mentioned cases do not
differ substantially. The largest variance in performance is recorded for the small-
est Cell Line data set. Although the classifier’s threshold may be estimated using
training data, the performance is substantially lower for most of the data sets in
comparison with the highest achieved scores presented in Table 4.1. We comment
on this further in the discussion.

Applying a certain threshold caused a slight shift in the rates of certain types of
errors. Here, we analyze false positive rates (FPR) and false negative rates (FNR)
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Dataset Thresholds BACCtr BACCval σte

All all 0.98 0.86 0.04
best 1.00 0.84 0.00

Triple- all 1.00 0.77 0.03
best 1.00 0.76 0.02

Her2+ all 0.96 0.76 0.02
best 0.96 0.76 0.02

ER+ Her- all 0.93 0.76 0.02
best 0.93 0.76 0.02

Cell Line all 1.00 0.87 0.07
best 1.00 0.87 0.07

TABLE 4.3: Average performance of classifiers recorded for (i) all em-
ployed thresholds and (ii) thresholds achieving the highest BACC on
training data (All: 0.25, Triple-: 0.25, 0.40, 0.50, 0.60, 0.65., Her2+: all

except for 0.25, ER+, Her-: all except for 0.25, Cell Line: all)

observed among all data sets for two extreme α values. In the case of a low thresh-
old (0.25, FPR = 0.34), the shift is displayed towards misclassification of the negative
samples compared to the highest employed threshold (0.85, FPR = 0.27). The high
threshold (0.85, FNR = 0.13) causes more frequent misclassification of positive sam-
ples in comparison to the lowest one (0.25, FNR = 0.04). This could be related to the
multi-circuit classifier’s structure. The higher the decision threshold α is, the more
rules must agree with the prediction ’cancerous’. In extreme cases (very high α), all
the rules must identify a sample as ’cancerous’, which may result in increased FNR.
Complete information about FPR and FNR for different thresholds may be found
in Table 4.4. As employed breast cancer data sets are significantly imbalanced, the
influence of certain thresholds on the shift should be further investigated using al-
ternative data sets.

TABLE 4.4: Average FPR and FNR values for different thresholds (for
all datasets).

Threshold FPR FNR

0.85 0.27 0.13
0.75 0.23 0.11
0.65 0.31 0.11
0.60 0.26 0.12
0.50 0.26 0.12
0.40 0.35 0.11
0.35 0.34 0.04
0.25 0.34 0.04

The tests were performed using Allegro CPU Cluster provided by Freie Uni-
versität Berlin. The average run-time is 45 min for one cross-validation fold of the
largest data set employed in the case studies. Thus, the tests may be performed on
a personal computer. However, the breast cancer data sets consist of up to 180 sam-
ples and up to 60 relevant miRNAs. Therefore, extended scalability tests would help
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estimate the run-time limits of the method and optimize the computational cost of
the implemented code.

4.3.4 Analysis of input viability

In this section, we analyze miRNA inputs that occur in two exemplary classifiers.
We chose the best-performing classifiers for the largest data set (All), representing
all subtypes, and the smallest Cell Line data set.

For breast cancer All, two different α values resulted in the highest BACC. The
classifiers for each cross-validation fold in the data set are identical for both α and
are of the same size c = 4. In this case, the applied α does not change the thresh-
old function between both values (0.50 and 0.60), i.e., for all data sets, at least two
rules must output 1 to classify a cell as positive. Here, we present a DC found for
the third cross-validation fold of the All data set (i.e., the fold on which the algo-
rithm performed best, with BACCtr = 1.00, BACC = 0.95). The classifier consists
of 4 different 1-input rules: (1) NOT miR-378, (2) miR-200c, (3) NOT miR-145, (4)
NOT miR-451-DICER1. We analyzed the miRNAs and found that all of them may
be relevant for cancer sample classification. miR-378, miR-145, miR-451-DICER1 are
described as down-regulated in breast cancer (Ding et al., 2017; Farazi et al., 2011),
e.g., the study by Ding et al., 2017 has shown that underexpression of miR-145 is
related to increased proliferation of breast cancer cells. Also, miR-378 occurred as
down-regulated in the best 1-input single-circuit classifier presented in Chapter 3
(Becker et al., 2018) for the same data set. miR-200c is marked as up-regulated in
breast cancer in Sánchez-Cid et al., 2017.

Another classifier we present is a DC for the third cross-validation fold for the
Cell Line data set. The classifier consists of two rules: (1) NOT miR-146a, (2) NOT
miR-143. Both miRNAs (negated) were previously presented as parts of classifiers
described in Chapter 3 (Becker et al., 2018) as perfectly separating the positive and
negative samples. For most of the α values, the performance of found DCs is signifi-
cantly lower for this particular fold in the Cell Line data set (BACC = 0.50). A perfect
classifier of size two performing with BACC = 1.00 on both training and testing data
was found with α = 0.25 (equivalent to 0.50), i.e., one of 2 rules must output 1 to clas-
sify the cell as positive. We found that both miR-146a and miR-143, are described as
down-regulated in breast cancer (Li et al., 2015; Ng et al., 2014).

4.3.5 Comparison to other methods

We optimized single-circuit classifiers with the ASP-based approach described in
Chapter 3 (Becker et al., 2018) by performing 3-fold cross-validation employing the
breast cancer data sets and using identical folds as in the case of training distributed
classifiers. The ASP algorithm’s objective function is based on minimizing the to-
tal number of classification errors. Note that the ASP method may return several
optimal classifiers if such exist. Different combinations of FPs and FNs influence
balanced accuracy. Thus, we trained the classifiers using balanced accuracy to in-
crease the chance of ASP performing well in comparison. Here, we do not compare
our results to Mohammadi et al., 2017, as their approach did not perform better
than the ASP-based approach described in Chapter 3 (Becker et al., 2018) in terms
of binary classification. For optimization of single-circuit classifiers, we employ the
constraints described in 2.4.

The DC-based method outperformed the single-circuit approach in 3 of 5 case
studies. For two other data sets, the resulting BACC (validation) values are either
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TABLE 4.5: Comparison of results of 3-fold cross-validation for the
ASP-based approach proposed by Becker et al. Becker et al., 2018 and

for the GA (as in Table 4.1).

Dataset Method Sensitivity Specificity ACC BACC BACCtrain

All GA 0.92 0.92 0.92 0.92 0.98
ASP 0.96 0.47 0.93 0.72 0.92

Triple- GA 0.92 0.75 0.89 0.83 0.98
ASP 0.89 0.44 0.83 0.67 0.96

Her2+ GA 0.99 0.61 0.94 0.80 0.96
ASP 1.00 0.61 0.95 0.81 0.96

ER+ Her- GA 0.90 0.64 0.82 0.77 0.93
ASP 0.90 0.64 0.82 0.77 0.93

Cell Line GA 1.00 1.00 1.00 1.00 1.00
ASP 0.83 1.00 0.93 0.92 1.00

identical (ER+Her-) or very similar (Her2+). This may imply that further improv-
ing classifier performance for those data sets is not possible with the currently ap-
plied techniques. The training BACC values are also significantly higher for the
DC-based approach. Note that the DC-based design method explores a different
search space than the single-circuit approach. Although single circuits are also al-
lowed as 1-rule classifiers, their complexity is substantially lower in comparison to
SC classifiers. Additionally, ASP returns globally optimal solutions, i.e., it adjusts
the classifier perfectly to the training data, which may cause overfitting. Although
the classifiers obtain high BACC on the training data (average for all data sets: 0.95),
the classifiers may be too specific to perform well on the validation data. However,
as mentioned before, the best-performing values of α for the distributed classifiers
were chosen based on the BACC recorded on validation data. Considering average
results presented in Table 4.2 (including also worst performing thresholds) for data
sets All and Triple- the performance is substantially higher. For the remaining data
sets, the results are similar or slightly worse.

In Chapter 3, we presented a scalability study demonstrating the ASP’s perfor-
mance regarding run-time. As mentioned before, the ASP-based approach optimizes
classifiers of a different architecture than the GA-based method. Also, at the moment
of comparison, ASP-based optimization requires a substantial amount of manual in-
put. Thus, the run times of both approaches are not easily comparable. We revisit
this issue in the next chapter.

4.4 Discussion

In this chapter, we introduced a proof-of-concept approach for cell classifier design
by re-formalizing the concept of distributed classifiers previously proposed by Di-
dovyk et al., 2015 in the context of miRNA-based cell classification. The presented
case study demonstrates the DC’s ability to perform classification on real-world can-
cer data. The proposed algorithm allows optimizing classifiers that achieve high ac-
curacy in training. Further, the cross-validation study indicates that the optimized
DCs classify unknown data with moderate to high accuracy. However, compared
with single-circuit classifiers, multi-circuit devices show the potential to increase cell
classification accuracy, in particular, boosting the classifiers’ specificity.



50 Chapter 4. From single- to multi-circuit classifiers

The problem of designing robust classifiers begins with the initial data process-
ing. The breast cancer data sets employed in the case study are significantly imbal-
anced, which can impede the classifiers’ training (Yang et al., 2006; Whalen et al.,
2022). Although we apply an objective function that partially allows overcoming
this issue, one may consider applying data balancing methods such as under- and
oversampling or weighted schemes that balance the sample importance (Haixiang
et al., 2017). Alternatively, the classifiers could be trained on balanced data sets
to eliminate the influence of class over-representation on the results (Whalen et al.,
2022). We address this issue in the following chapter by employing balanced data
and re-evaluating the classifiers in different scenarios. Further, as in the case of the
ASP-based approach, the proposed method for DC design requires discretized data
as an input, limiting its re-usability. Thus, in the next chapter, we introduce a pre-
processing step allowing for binarizing the data would be advantageous to further
applications, e.g., designing classifiers based on gene expression data. Note that the
motivation behind this study was to showcase the potential of multi-circuit designs
and present a proof-of-concept algorithm for their optimization. In the next chap-
ter, we address this limitation and introduce a binarization strategy as a part of the
workflow.

We compared the performance of multi- and single-circuit classifiers and ob-
tained higher (or similar) performance. Although the DCs perform better on the
largest and the smallest data sets than on the intermediate-size ones, the results
obtained for both methods for Her2+ and ER+Her- data sets are almost identical.
This suggests that significant improvement is not possible for those data sets with
currently applied approaches. We also compared the average performance of DCs
obtained for different thresholds with SC classifiers. The increased or comparable
performance holds for most of the data sets. The improvements in binary classifi-
cation likely result from applying a different strategy to cell classifier design. Here,
a single-circuit decision is complemented by a collective classification of multiple
circuits. Thus, the DCs may be more resistant to data noise than single-circuit classi-
fiers.

The parameter set applied in training was tuned using the breast cancer All
data set that comprises sub-type samples (Triple-, ER+ Her- and Her2+), causing
information leakage between the training and validation fractions of the data. This
could have resulted in overestimating the generalization error, indicating the clas-
sifiers’ performance on unseen data (Whalen et al., 2022). Further, choosing a suit-
able decision threshold seems to pose a particular challenge. Using training scores
as a threshold indicator results in overfitting visible in the cross-validation. Alter-
natively, an additional validation data set should be considered to select the best-
performing parameters. However, in this case, separating a fraction of data to tune
the parameters and creating a hold-out test data set was challenging due to a low
number of negative samples. We address this issue in the next chapter by refining
our training and evaluation strategies and minimizing information leakage. Also,
we incorporate the decision threshold as a part of the classifier instead of using it as
a tunable parameter. The ASP approach does not require parameter tuning, which
gives a significant advantage in this case. However, the results obtained for the ASP
method are substantially lower, dropping below 0.68 for the Triple- data set.

Although DCs are not yet applied in cancer cell classification, the approach should
be further investigated. DCs are designed based on available building blocks that
are, in fact, single-circuit classifiers. Mohammadi et al., 2017 presented a biochem-
ical model of a single-circuit classifier that allows manipulating the output com-
pound concentration. Thus, the biological output threshold for a given classifier can
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be adjusted to perform the classification in living cells. As the on-off single-circuit
response may be regulated on the biological level, the sum of their outputs should
also be adaptable for a given DC, e.g., by introducing a signal amplification step
after reaching the threshold of an intermediate compound.
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Chapter 5

Finding Robust Classifiers

Contribution note

A part of the work presented in this chapter has been published in
https://www.biorxiv.org/content/10.1101/2020.05.13.092908v1 (Now-
icka and Siebert, 2020). The second version of the manuscript is under prepa-
ration and will soon be available on biorxiv. The employed data, Jupyter
Notebooks allowing reproducibility of data processing and code are stored in
a GitHub repository at: https://github.com/MelaniaNowicka/RAccoon.

The UMAP visualisations are generated using a script written by Melania
Nowicka and Jakub Bartoszewicz as a part of a study: JM Bartoszewicz, F
Nasri, M Nowicka, BY Renard, Detecting DNA of novel fungal pathogens
using ResNets and a curated fungi-hosts data collectionBartoszewicz et al.,
2022.

5.1 Introduction

In the previous chapter, we have shown the potential of distributed classifiers to rec-
ognize breast cancer samples in two scenarios. In the first case, the positive group
consisted of mixed subtype cancer samples, whereas in the second, the positive
class was represented by a single cancer subtype or cell line. According to the pre-
sented studies, distributed classifiers substantially improved sample classification
compared to single-circuit classifiers. However, the employed data and training-
and-validation strategy provide only a narrow insight into the performance of the
multi-circuit classifiers facing different environments.

The breast cancer case study is limited to a single cancer type, providing no in-
formation about the circuit’s performance in other cancers. The data is also signif-
icantly imbalanced (imbalance ratio reaching 15 indicating that the positive class
comprises 15 times more samples than the negative class), hindering the training of
well-generalizing classifiers (Whalen et al., 2022). The under-represented negative
class is limited to 11 samples, meaning that after division into cross-validation folds,
the training fraction comprises an even smaller number of control samples. Here, the
scarcity of negative samples in training may result in the misclassification of healthy
cells, increasing the toxicity of the therapy.

Another limitation is the lack of data for which the ground truth about the fea-
tures is known, namely, the truly up- and down-regulated markers. This was par-
tially shown in the breast cancer study in which our classifiers recovered features
also described by Farazi et al., 2011 as differentially regulated. Identifying relevant
features can significantly advance the evaluation of classifiers by indicating whether

https://www.biorxiv.org/content/10.1101/2020.05.13.092908v1
https://github.com/MelaniaNowicka/RAccoon
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the trained circuits pinpoint truly valuable feature candidates. However, a more ex-
tensive study performed in a controllable environment could bring more insights
into the true signal recovery.

Also, the accessibility and applicability of the algorithm proposed in the previ-
ous chapter are limited, as the approach operates exclusively on binarized data and
is not flexible in terms of the data input. The binarization approaches allow the
profiling of the feature expression levels in an interpretable manner. However, the
advantage of binarization in categorizing the continuous data makes it also prone
to information loss. Depending on the discretization approach, one can partially re-
trieve missing information, which can be further employed to optimize classifiers by
pointing toward more robust feature candidates. For instance, using the information
about the discriminative power of the features explicitly in the objective function can
facilitate finding good candidates for the classifier inputs.

Another relevant issue often neglected in the study design is the information
leakage between the training and test fractions of the data. Recently, Whalen et
al., 2022 described various machine learning pitfalls common for genomics studies,
which are, in fact, inherent in most classification problems where machine learning
is applied to biological (and non-biological) data. The proper study design is cru-
cial for estimating the generalization error and allows for predicting the classifier’s
performance while facing unseen data. The examples included in the training data
describe only a part of the environment the classifiers must face in practice. Thus,
the appropriate estimation of classifier behaviour tackling novel data is essential for
real-world application. In the breast cancer study, the data sets were previously
processed by Mohammadi et al., 2017. The processing comprises normalization and
binarization of miRNA expression and is followed by data split into cross-validation
folds. However, it is recommended to perform the data division at first, if possible,
on raw data and apply the necessary processing afterwards (Whalen et al., 2022).
Otherwise, information can be passed between the training and test fractions, mak-
ing the test samples simpler to recognize. This may result in a more optimistic gener-
alization error than the real-world performance and decrease the overall robustness
of the circuits in terms of classifying novel data (Whalen et al., 2022).

In this chapter, we address the issues mentioned above. We extend our workflow
with a data processing step, particularly the binarization procedure that may be ap-
plied to different data types. We employ an approach that allows threshold-based
feature selection and provides easily interpretable scores indicating the feature ro-
bustness. We further employ this measure to design and optimize cell classifiers. We
extend the objective function to take not only the accuracy of the entire classifier but
also the robustness scores of particular miRNAs into account. Here, we score the fea-
tures based on their discriminative power and employ the assigned scores directly
in the optimization process. In terms of the study design, we focus on the train-test
strategy, in particular on modelling different scenarios simulating various data per-
turbations. First, we generate synthetic data sets to create a controllable environment
for performance evaluation. We establish a simulated data study that allows testing
classifiers to face pre-defined experimental conditions and evaluating the classifier’s
features with regard to the ground truth. Here, we set up an evaluation strategy to
assess classifiers’ performance against the noise of different intensities and types.
Further, we simulate data of a different size to capture the algorithm’s run-time. We
also gather four miRNA expression profiles representing liver and lung cancer. We
search for balanced data sets to build reliable training example sets. We train clas-
sifiers in two scenarios by performing joint and separate normalization of training
and test data and compare multi- and single-circuit designs. Finally, we perform a
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cross-platform evaluation of trained classifiers and analyze exemplary designs.

5.2 Data

5.2.1 Discretization

We adopted the discretization method proposed by Wang et al., 2014 to binarize the
miRNA expression profiles. The authors demonstrated that their approach outper-
forms other commonly used supervised discretization methods when applied to the
classification of cancer gene expression data of different types, e.g., cancer vs control
or subtype A vs subtype B. (Wang et al., 2014; Gallo et al., 2016b). The approach
defines the expression pattern of each feature in the data across all samples by em-
ploying information about the sample labels. Each feature is discretized into one,
two or three states by finding zero, one or two cut-points, respectively, depending
on its expression in each class. According to such an approach, a feature may be (i)
in the same regulatory state in both classes (Figure 5.1A), (ii) up-regulated in one
class and down-regulated in the other class (Figure 5.1B) or (iii) be both up- and
down-regulated in one class and non-regulated in the other class (Figure 5.1C). In
the latter case, the feature is discretized into three states: -1, 0 and 1, which is not
compatible with the Boolean representation of a classifier and, what follows, with
the classifier’s functional structure. Thus, in terms of the cell classifier application,
only miRNAs that follow the second pattern (B) are valuable candidates for the in-
puts. We refer to such miRNAs as relevant and the remaining ones (A and C) as
non-relevant features.

To find the thresholds, the expression range of each miRNA (increasing from
the minimal to the maximal expression value for a given sample) is divided into m
(m ≥ 50) left-side-half-open intervals of equal size, where vi = (−∞, li] is the i-th
half-open interval and li = 1, 2, ..., m are the upper-boundaries of the m intervals.
Here, vm = (−∞, lm] comprises all expression values. For each of the intervals the
class distribution diversity CDD(vi) is calculated according to Eq.5.1:

CDD(vi) =
n1(vi)

N1
− n2(vi)

N2
(5.1)

where n1(vi) and n2(vi) represent the numbers of samples belonging to the first or
the second class in the interval vi. N1 and N2 are the total numbers of samples in
each class. This gives information about whether in the interval vi one of the classes
is overrepresented, and if yes, which one it is, according to following cases: if (i)
CDD > 0, class 1 is overrepresented, (ii) CDD = 0, both classes are equally repre-
sented, (iii) CDD < 0, class 2 is overrepresented. Then, among all the intervals, two
with the maximum and minimum CDDs (CDDmax and CDDmin) are found and the
global class distribution diversity of a feature ∆ f eature can be calculated according to
Eq.5.2:

∆ f eature = |CDDmax − CDDmin|. (5.2)

Here, ∆ f eature ∈ [0, 1] describes the overall capability of a feature to distinguish be-
tween two classes. The discriminative power increases with ∆ f eature, i.e., if the classes
are perfectly separated ∆ f eature = 1. We employ this measure to assess the robustness
of miRNAs as classifier inputs (described further in section 5.3.2). The authors use
∆ f eature, CDDmax, CDDmin and two other tunable parameters α and λ to find the dis-
cretization cut-points based on three criteria described in detail in Wang et al., 2014.
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(A)

(B)

(C)

FIGURE 5.1: Three expression patterns proposed by Wang et al.,
2014. Down-regulation is marked as -1, no regulation as 0 and up-
regulation as 1, respectively. A gene may be (A) in the same regu-
latory state in both classes, (B) up-regulated in one class and down-
regulated in the other class or (C) be both up- and down-regulated in
one class and non-regulated in the other class. We discard all miR-
NAs following (A) or (C) patterns from the data set. Figure adapted

from Wang et al., 2014.

In this study, we refer to the discretization parameters as mbin, αbin and λbin. αbin is
a lower-bound on the ∆ f eature that allow distinguishing between non-regulated (Fig-
ure 5.1A) and differentially regulated features (Figure 5.1B and C). Thus, αbin can be
used as a cut-off for relevant and non-relevant features. The λbin parameter decides
whether the miRNA is discretized into two or three states (Figure 5.1B and C, for de-
tails see Wang et al., 2014). Based on results employing four real-world cancer data
sets and different values of αbin and λbin the authors demonstrated that αbin = 0.5
and λbin = 0.1 may be applied as default parameter values in practice. We transform
the continuous data described in the further sections into discrete profiles employ-
ing the above-described strategy. This allows converting the data set of continuous
values into a binarized data set D = (S, A) defined in section 2.3. We also remove
non-relevant features from further analysis to reduce the data sets’ size and increase
the computation’s efficiency.
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5.2.2 Simulated expression data

Data simulation

To simulate synthetic data sets, we employ the compcodeR package developed by
Soneson, 2014. CompcodeR is a benchmarking Bioconductor library designed to
simulate differential gene expression RNA-seq experiments using various parame-
ters. This allows controlling the setting of each experiment regarding the number
of samples in each class and the fraction of truly differentially regulated genes, as
well as the noise level in the data (Soneson and Delorenzi, 2013). As a default, com-
pcodeR uses the Negative Binomial distribution to simulate RNA-seq counts. The
distribution parameters, i.e., the mean and the dispersion, are estimated based on
real-world gene expression data sets (Soneson and Delorenzi, 2013). Depending on
the purpose of the data set, we employed different simulation parameters. To es-
timate the performance of classifiers regarding accuracy and robustness to noise,
we generated data consisting of (i) 200 samples in total, 100 samples per class, and
(ii) 1000 genes, of which 10% are differentially expressed, where (iii) 50% of the dif-
ferentially expressed genes are up-regulated. Here, the number of samples and fea-
tures approximately corresponds to the maximal size of cancer data sets employed
in cancer case studies (described in section 5.2.3). The fraction of differentially ex-
pressed and up-regulated genes comes from the setting proposed by Soneson and
Delorenzi, 2013.

Further, we introduce different types of variations in the data. First, we test the
classifiers against the occurrence of random outlier values among the read counts.
Here, each observed count is multiplied or divided by a random number between 5
and 10, with an equal probability of increased or reduced value. We introduce the
outliers with probabilities varying between 0.0 and 0.5 with step 0.1 labelling data
sets as SDR0, SDR10, SDR20, SDR30, SDR40 and SDR50 (Simulated Data Random,
SDR), where the number indicates the probability of random outliers allowed in the
simulation. All the other parameters are set to default. The MA plots visualising
the differences between all the data sets are presented in Figures S5.1. The plots rep-
resent log2 fold changes (M, vertical axis) versus the average expression signal (A,
horizontal axis) for all samples in each data set. Red dots correspond to truly dif-
ferentially regulated features, and black ones to non-regulated features. Increasing
noise is visible in the sparsity of non-regulated features (black dots) along the hori-
zontal axis (A values). In particular, in Figure 5.2B, the non-regulated features blend
with several truly differentially regulated ones compared to Figure 5.2A.

We also test two other scenarios by altering the distribution parameters. First, we
generate a data set with different dispersions between the two conditions using the
Negative Binomial distribution (SDDISP). This allows evaluating the DC’s perfor-
mance against the different spread of expression values between the classes. Then,
we generate a data set where 50% of the genes are simulated following the Nega-
tive Binomial distribution and 50% are simulated following the Poisson distribution
(SDP50) to assess the DC’s robustness against features following different distribu-
tions across the samples. The MA plots of SDDISP and SDP50 data sets are shown
in Figure S5.2.

Finally, we generate a more extensive data set (Simulated Data Large, SDL) as
a baseline to reduce the number of features and samples afterwards and capture
the run-time of the employed optimization methods in terms of different data sizes.
For this purpose, we simulate a data set consisting of 200 samples (balanced) and
10000 features, of which 80% are differentially expressed (50% of the differentially
expressed genes are up-regulated), with a random outlier probability of 0.5. Here,
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(A) SDR0

(B) SDR50

FIGURE 5.2: MA plots for the outlier simulated data sets: SDR0 and
SDR50. Red dots represent truly differentially expressed features, and
black dots - are features that are not differentially regulated. Plots

generated with the compCode R package (Soneson, 2014).
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we simulate a data set abundant in differentially regulated features to extend the
data size. We employ the SDL data set to create subsets of data with various number
of features and samples. Further steps of data set reduction are described in the
following sections.

To test the performance of distributed classifiers, we employ 5-fold cross-validation
for each data set (except for SDL, of which the primary purpose is to measure the
algorithm’s run-time). The SDL data set is split into single training (80%) and test
(20%) fractions. The data division is performed directly after the simulation.

Normalization

The synthetic data sets are normalized with the TMM (trimmed mean of M-values)
normalization method available in the edgeR package (Robinson et al., 2009). TMM
normalization was shown to maintain a low false-positive rate in terms of detecting
differentially regulated genes while facing count variations in the data (Dillies et
al., 2013). The normalization strategy assumes that most of the genes in the data
are not differentially expressed (Dillies et al., 2013). The fraction of differentially
regulated features in the simulated data sets does not exceed 10% (except for the SDL
data set), making the TMM normalization applicable. Usually, the normalization
factors are calculated using a single reference sample chosen from all samples in
the data set (Robinson et al., 2009). In this study, we normalize the training and
validation data sets separately to avoid information leakage (Whalen et al., 2022).
Hence, the reference sample was chosen based on the training data set and then
used to normalize the training and testing data sets. The procedure, not directly
available within the edgeR package, is implemented in R and accessible within the
code repository.

Discretization

The data sets are binarized using the discretization method by Wang et al., 2014
described in section 5.2.1. The training and testing data sets are discretized sep-
arately, as in the case of data normalization, to avoid information leakage. First,
the discretization thresholds of each feature in the data set are calculated based on
the training samples with the default parameters estimated by Wang et al., 2014:
mbin=50, αbin=0.5, λbin=0.1. Then, the thresholds are applied to discretize the testing
data set. All non-relevant features are filtered out from the training data. For each
feature in the training data, the global class distribution diversity ∆ f eature is calcu-
lated and stored.

Table 5.1 contains the average (across all folds) numbers of features selected in
the process of discretization, the average values of ∆ f eature over each of them, as well
as the average values of ∆ f eature for all features in the data set before selection. Ac-
cording to the criteria proposed by Wang et al., 2014, the cut-off for relevant features
lies at ∆ f eature ≥ 0.5. This allows separating features with low values of ∆ f eature that
are abundant across all data sets as shown in Table 5.1. The number of relevant fea-
tures following the two states’ regulation pattern drops with the growing number of
outliers in the data set, which is also true for the average ∆ f eature. This is expected,
as perturbed data sets contain less distinctly regulated features. It is particularly
evident in the case of the SDR40-50 data sets, where the probability of the outlier
occurrence is the most elevated. The SDP50 data set seems to contain many features
that follow clear-cut patterns (also shown in Figure S5.2B). This feature selection ap-
proach allows selecting of potentially valuable features, reducing the search space
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(by removing non-relevant features) and thus also decreasing the run-time of the
computation. Note that extending the binarization threshold may substantially re-
duce the number of features in the data or eliminate them completely.

We compared the features selected in the discretization process with the ground
truth-regulated features. For most data sets (except for the SDDISP data set), the
discretization allowed the selection of only truly differentially expressed features
as relevant. The different levels of dispersion between the two conditions make it
slightly more difficult for the discretization approach to recover the ground truth.
However, the majority of the selected features (87%) belong to the truly regulated
fraction.

Dataset Features ∆ f eature (all) ∆ f eature

SDR0 65 0.207 0.762
SDR10 57 0.171 0.705
SDR20 49 0.166 0.658
SDR30 35 0.162 0.611
SDR40 19 0.157 0.574
SDR50 6 0.155 0.531
SDDISP 92 0.361 0.718
SDP50 84 0.229 0.899

TABLE 5.1: The number of relevant features, average values of
∆ f eature for all features ∆ f eature (all) and over differentially regulated

features after binarization (∆ f eature).

Data set reduction

To record the run times, we prepare subsets of the SDL data set by reducing the
number of features and samples. This allows isolating the influence of the data size,
as generating independent data sets results in separate problem instances. First,
we randomly reduce the number of samples (Simulated Data Samples, SDS) in the
normalized training fraction of SDL (Simulated Data Large) data set to 60% (120
samples, SDS120), 40% (80 samples, SDS80), 20% (40 samples, SDS40) and 12% (24
samples, SDS24) as well as keep the original size training data set (160 samples,
SDS160). The test fraction remains unaltered (40 samples per data set). With SDS
data sets, we aim at assessing the algorithm’s performance in terms of the reduced
number of training examples. Further, we employ the original SDL data set to gener-
ate subsets with different numbers of features (Simulated Data Features, SDF). The
number of features can be reduced in the discretization process by decreasing the
lower bound on the αbin defining the threshold between relevant and non-relevant
features. This results in a different number of features in the data set, enabling as-
sessment of the algorithm’s scalability against different amounts of features in the
data. Note that applying different thresholds also results in different feature robust-
ness, which may also influence the run times. The applied thresholds and resulting
numbers of features are presented in Table 5.2.

5.2.3 Cancer expression data

Data description We employ the dbDEMC 2.0 database (Yang et al., 2017b) to ac-
quire cancer miRNA expression profiles that follow cancer vs control design. We
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Data set αbin Features

SDF50 0.50 743
SDF45 0.45 1369
SDF40 0.40 2251
SDF35 0.35 3260
SDF30 0.30 4201

TABLE 5.2: Applied αbin and the resulting numbers of features in the
reduced simulated data sets. The number in the name of the data set

indicates the applied threshold.

search for balanced data sets, i.e., data sets containing an equal number of samples
representing both conditions to avoid bias towards one of the classes (Yang et al.,
2006; Whalen et al., 2022). Finally, we download three real-world cancer data sets
from the NCBI’s Gene Expression Omnibus (Edgar, 2002). The details regarding
each of the data sets employed in this study are presented in Table 5.3.

GEO Acc. No. cancer type samples positive negative miRNAs

GSE22058 HCC 192 96 96 220
GSE10694 HCC 166 78 88 121
GSE36681 NSCLC 206 103 103 1145

TABLE 5.3: Cancer data sets description before pre-processing.

Two hepatocellular carcinoma (HCC) data sets (accessible at NCBI GEO database:
GSE10694 and GSE22058, platform GPL10457), as well as the non-small-cell lung car-
cinoma (NSCLC) data set (accessible at NCBI GEO database: GSE36681), come from
matched experiments, i.e., two samples are collected from each subject, one from the
cancerous and one from the adjacent non-cancerous site (Li et al., 2008; Burchard
et al., 2010; Jang et al., 2012). GSE10694 includes 156 matched samples and ten addi-
tional control liver samples. The NSCLC data set consists of two subsets that can be
separated by the sample preparation procedure (FF - fresh frozen, FFPE - formalin-
fixed, paraffin-embedded). For one of the HCC data sets (GSE10694), we download
GEO Series Matrices containing pre-processed data as a non-normalized data matrix
is not available. For another HCC (GSE22058) and the NSCLC data set (GSE36681),
we download pre-processed data and available non-normalized matrices. All steps
of data processing described in this section are recorded and accessible as interactive
Jupyter Notebooks for re-use and reproducibility purposes.

Data processing: normalized GEO Series Matrices All the GEO Series Matrices
acquired from the database were pre-processed by the authors of the experiments
using methods adequate for applied miRNA profiling platforms. Also, the authors
normalized all the data using different techniques (Li et al., 2008; Burchard et al.,
2010; Jang et al., 2012). Further, we remove ten samples coming from normal liver
tissues collected from other subjects (unmatched) from the GSE10694 data set to
maintain an equal number of samples in each class. Additionally, for all data sets,
we filter out all samples (as well as their pairs, if possible) according to the following
normalization quality constraint:

M(si) /∈ [Q1, Q3] (5.3)

https://github.com/MelaniaNowicka/RAccoon/tree/master/Cancer%20data%20studies/GEO_microarray_data
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where si is a vector of all expression values of sample i, M(si) is the median of si
and Q1 and Q3 are the first and third quartile for the whole dataset, respectively.
This enables removing extreme outlier samples (those for which the median does
not lie between 25% and 75% quantiles for the whole data set). As a result, 14 sam-
ples (7 pairs) are removed from the GSE10694 data set. The difference between the
data before and after the procedure is shown in Figure 5.3. This procedure does not
influence all the other data sets.

Further, we remove all non-human and precursor (marked with * symbol) miR-
NAs from each data set as suggested previously by Mohammadi et al., 2017, as
precursor miRNAs are not good candidates as circuit inputs. Both HCC data sets
(GSE22058 and GSE10694) are divided into five cross-validation folds by subject, i.e.,
both samples, cancerous and non-cancerous, from the same subject were randomly
added to either training or testing data set to avoid information leakage (Whalen et
al., 2022). The NSCLC data set (GSE36681) is split into GSE36681-FF and GSE36681-
FFPE subsets, according to the applied sample preparation method. Further, both
data sets were randomly divided into five folds as the information about sample
pairing is unavailable. The data sets were discretized analogously to the procedure
described for the synthetic data. The numbers of samples and miRNAs included in
the data sets after the processing can be found in Table 5.4. Finally, the data sets are
split into five pairs of training and test sets analogously to the simulated data sets.

GEO Acc. No. cancer type samples positive negative miRNAs

GSE22058 HCC 192 96 96 210
GSE10694 HCC 142 71 71 109
GSE36681 (FF) NSCLC 112 56 56 687
GSE36681 (FFPE) NSCLC 94 47 47 687

TABLE 5.4: Normalized and non-normalized cancer data sets after
pre-processing.

Data processing: non-normalized data For the non-normalized data sets GSE22058,
GSE36681-FF and GSE36681-FFPE, we first remove the non-human and precursor
miRNAs. Further, the data sets are split into five pairs of training and test subsets.
The subsets are next normalized using quantile normalization. To prevent informa-
tion leakage, similarly to the simulated data described in 5.2.2, we normalize each
training and testing fraction separately after the division into cross-validation folds.
The number of miRNAs and samples in the data sets are described in Table 5.4. As
the normalized and non-normalized data sets comprise identical sets of samples and
features, the numbers of samples and features after pre-processing are identical as in
the case of jointly normalized data. We will further refer to the non-separately nor-
malized data sets as GSE22058, GSE36681-FF and GSE36681-FFPE and to separately
normalized data sets as GSE22058sn, GSE36681-FFsn and GSE36681-FFPEsn.

Discretization All cancer data sets are discretized analogously to the procedure
described for synthetic data. Table 5.5 contains the average number of features se-
lected in the process of discretization and the average values of ∆ f eature over them,
as well as the average values of ∆ f eature for all features in the data set before selec-
tion. The GSE22058 data set is characterized by higher ∆ f eature values compared to
the rest of the data sets and the highest number of relevant features. The least rel-
evant features are recovered from the GSE10694 data set, whereas in the case of all
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(A) GSE10694 data set before quality control. The y-axis corresponds to the normalized gene expres-
sion and the x-axis to particular samples.

(B) GSE10694 data set after quality control. The y-axis corresponds to the normalized gene expression
and the x-axis to particular samples.

FIGURE 5.3: GSE10694 data set before quality control (A) and after
it (B). The y-axis corresponds to the normalized gene expression and
the x-axis to particular samples. Negative and positive sample order
corresponds to sample pairs, i.e., the first negative sample is paired
with the first positive sample in the plot. 14 samples (7 negative and

7 positive) were removed from the data set.
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NCLS data sets, the number of relevant features is similar. The higher the ∆ f eature
is, the higher is also the chance of constructing well-performing classifiers, as more
features with high discriminative power are in the data. Thus, we suspect that for
data set GSE22058, the performance of the classifiers will be higher than for the rest
of the data.

Dataset Features ∆ f eatures (all) ∆ f eature

GSE22058 62 0.450 0.632
GSE22058sn 62 0.415 0.631
GSE10694 12 0.313 0.582
GSE36681-FF 22 0.270 0.585
GSE36681-FFsn 24 0.270 0.584
GSE36681-FFPE 21 0.260 0.568
GSE36681-FFPEsn 21 0.252 0.572

TABLE 5.5: The number of relevant features, average values of
∆ f eature for all features ∆ f eature (all) and over differentially regulated

features after binarization across the training subsets (∆ f eature).

5.3 Methods

5.3.1 Algorithm alterations

As the core algorithm, we use the GA architecture applied to the DC problem as
described in section 4.2.2. Further, we build on that, focusing on key aspects of
the classifier’s performance, namely, the objective function and the training proce-
dure. First, we introduce multi-objective optimization of classifiers tailored to the
demands of the application, taking into account not only the classifier’s accuracy but
also single input robustness, as described in the following section. In section 4.2.1,
we introduced distributed classifiers in which the clauses (miRNAs) in a single rule
could be connected only with an AND operator. Here, we extend the definition of
the classifier proposed in section 4.2.1 by allowing an OR operator to connect clauses
(miRNAs) in a single rule, creating an OR gate module as proposed in Mohammadi
et al., 2017. Furthermore, we elevate the parameter tuning and classifier training
procedures to improve the classifiers’ performance in terms of generalization facing
novel data and to reduce the run-time. We also slightly change the selection proce-
dure by adding randomly chosen best-performing solutions gathered over the past
generations in each iteration of the algorithm to the current population. This helps
increase the chance of best (also called elite) solutions to participate in a crossover
in every iteration of the algorithm and look through the neighbouring points in the
search space. Finally, we move our focus to increase the flexibility and accessibility
of the tool, as described in the last section.

5.3.2 Objective function

As described in section 4.2.5, we apply balanced accuracy to evaluate the perfor-
mance of distributed classifiers. However, differentially regulated miRNAs usually
diverge in terms of robustness. This can be measured using the global class distri-
bution diversity ∆ described in section 5.2.1. The miRNAs that demonstrate high
∆ display more consistent discriminative regulation patterns between the classes



5.3. Methods 65

across samples. Thus, such miRNAs may be more robust against noise and general-
ize better to novel information that is not described by the training data. Here, we
introduce the second measure of classifier performance DC∆ calculated according to
Eq.5.4:

DC∆ =
∑n

i=1 ∆ f eaturei

n
(5.4)

where i = 1, ..., n is the ith miRNA in a finite set M = { f eature1, ..., f eaturen} and n
is the number of unique miRNA inputs in a given DC. DC∆ describes the average
ability of miRNAs in the classifier to distinguish between the two classes. Further,
we propose a weighted multi-objective function that allows calculating a combined
DCscore:

DCscore = wBACC + (1− w)DC∆ (5.5)

where weight w ∈ [0, 1] determines the importance of each objective, i.e., high w em-
phasizes the importance of BACC and low w the importance of DC∆ in the optimiza-
tion process. The weight allows adapting the significance of both objectives to the
data and increases the performance of classifiers in terms of their robustness to noise
and novel information. Note that w = 0 leads to optimizing only for DC∆. Thus, the
information about the accuracy of a classifier is not included in the optimization pro-
cess. Further, w = 1 corresponds to the prior objective function proposed in section
4.2.5. For data sets, in which miRNAs significantly differ in terms of robustness (∆),
using DC∆ allows capturing better candidates for classifier inputs and accelerates
the optimization process. Here, one may expect a higher contribution of the DC∆
to be beneficial. In this study, we apply DCscore to optimize classifiers and BACC to
evaluate their performance in training and on hold-out test data.

Another important objective in cell classifier design is the simplicity of the cir-
cuit. As described in section 4.2.5, the proposed algorithm records all the best so-
lutions found during the GA iterations. After the termination, solutions consisting
of the lowest number of inputs (features) are returned as the final best-performing
classifiers. Among them, a single solution of top of the list is passed for evaluation.

5.3.3 Training and evaluation scheme

To measure the performance of DCs, we performed tests in a controlled and real-
world setting, i.e., on both simulated and cancer data described in Section 5.2. To
tune the parameters of the algorithm, train and evaluate the classifiers we employed
a nested cross-validation. The outer 5-fold CV is performed for 5 training-validation
data pairs resulting from a data division described in Section 5.2. The inner 5-fold
cross-validation is used to find the most suitable parameters of the algorithm for a
particular training data set. Those parameters are applied to train the classifiers on
the training fraction and test them on hold-out test data. The overall workflow is
presented in Figure 5.4 and the details are described in further sections. This setup
is further applied to all data sets if not specified differently.

Parameter Tuning The training data sets of the outer CV (Figure 5.4) are employed
to tune the standard GA parameters: termination criterion (tc), population size (ps),
tournament size (ts), crossover (cp) and mutation probability (mp), as well as the
multi-objective function weight (w, optional). The objective function weight w can
be also fixed to a user-specified value in the process of tuning. Note that balanced
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FIGURE 5.4: Training and testing scheme: (1) First the original data
set is divided into training and test fractions. Next, the training and
testing fractions are separately pre-processed. (2) The normalized
training fraction is further used to tune parameters of the GA and
the weight w in an inner 5-fold cross-validation. (3) The best parame-
ter set is further applied to train classifiers on pre-processed training

fraction and evaluated on the hold-out test data set.
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accuracy previously applied in Chapter 4 contributes to the multi-objective function
and can be also used as a single-objective function by setting w to 1.0. To increase
the performance of the algorithm we refined the termination criterion proposed in
4. Previously, the number of algorithm’s iterations was restricted by a pre-defined
number of iterations. This can increase the optimization run-time, as well as result
in the classifier’s under-fitting (Liu et al., 2018). Thus, the termination criterion is
specified by the maximal number of consecutive iterations in which the classifier’s
performance was not improved.

To optimize the parameters we again applied a random search approach (Bergstra
and Bengio, 2012). We randomly chose 100 sets of parameters in the following
ranges: w: 0.01-1.0, step 0.01, tc: 5-50, step 5, ps: 25-300, step 25, ts: 0.05-0.5, step
0.05, cp: 0.0-1.0, step 0.05, mp: 0.0-1.0, step 0.05.

We performed 5-fold inner cross-validation for each generated parameter set.
First, we divided the non-discretized training data into 5 pairs of training and val-
idation fractions and discretized them analogously to the procedure described in
Section 5.2. In this step, we omit separate normalization of inner folds. We revisit
this issue in section 5.5. For paired data sets (GSE22058 and GSE10694), the sam-
ples were split by subject into training and validation fractions. The classifiers were
trained on the training data using DCscore as the objective function and evaluated
on the validation data using BACC. GAs are non-deterministic algorithms and each
GA run may result in different results. Each single GA run was repeated 25 times
to estimate the performance of the algorithm in a reasonable run time and the aver-
age score was recorded for each data fold. The best parameter set was chosen based
on the average validation BACC resulting from the 5-fold CV. If two parameter sets
resulted in equal BACC, we choose the parameters resulting in lower between-fold
standard deviation.

In contrast to the studies presented in Chapter 4, we do not tune the α thresh-
old of the distributed classifiers. Instead, α is here an inherent part of the classifier,
affected by the mutation process of the algorithm – changing α to another feasible
value is one of the implemented mutation mechanisms. This results in generating
classifiers that may differ in the decision threshold but perform equally well in terms
of accuracy, providing a variety of feasible architectures as a result of the optimiza-
tion process. Further, we change the feasible values of α (α ∈ 0.25, 0.45, 0.50, 0.75, 1.0),
which allows covering all possible thresholds for all considered sizes, as shown in
Table 5.6.

α 1 rule 2 rules 3 rules 4 rules 5 rules

0.25 0 1 1 1 1
0.45 0 1 1 2 2
0.50 1 1 2 2 3
0.75 1 2 2 3 4
1.00 1 2 3 4 5

TABLE 5.6: Thresholds θ in regard to different α ratios and classifier
sizes.

Training and testing We applied the chosen parameters to train classifiers on the
processed training data sets and evaluated the best-performing models on the pro-
cessed testing data set. As genetic algorithms are heuristic approaches that do not
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guarantee to return identical solutions with every run, we again repeated the train-
ing 25 times and recorded average scores for training and test splits.

5.3.4 Implementation note

The data simulation and pre-processing scripts are implemented in R and Python,
and are stored in the GitHub repository, as described in the contribution note at the
beginning of this chapter. The binarization procedure is implemented in Python
based on the algorithm proposed by Wang et al., 2014. The genetic algorithm and a
fully automated testing procedure described in the previous section is implemented
in Python. One may choose between running a complex analysis corresponding to
the described testing scheme or using the algorithm separately to train the classifiers
for a given parameter set. The user can set all the parameters employed in this study
or use the default configuration.

5.3.5 Automated ASP training procedure

As the manual constraint relaxation impedes the applicability of the ASP-based
workflow, I implemented an automated procedure for training and selecting best-
performing classifiers called CellClassifierTrainer1. I employ a Python wrapper for
the Potassco’s ASP solver Clingo called clyngor2. Clyngor enables embedding the
ASP-solving procedure into Python code and processing the solutions in various
formats. I embed the workflow described in 3.2.1 (except for the continuous-valued
evaluation) and implement the step-wise constraint relaxation procedure. The solver
is run separately for each combination of errors (see 3.2.2) between the lower and
upper bounds on the number of false positive and false negative errors. Further,
among all returned solutions, the classifiers performing with the lowest number of
errors in total are selected (see 3.2.2). Then, we process the selected solutions accord-
ing to their size preserving the shortest classifiers and filter symmetric solutions (see
3.2.3). Given the training and test data sets the solutions are trained according to
the above-described procedure and evaluated on the test data (for more information
refer to the code repository).

5.4 Results

5.4.1 Simulated data studies

Parameter tuning

Objective function One would expect BACC, used at the same time as the objec-
tive function and the evaluation metric, to yield the best classification performance.
However, we suspected that our binary classifiers trained on discretized data are
prone to overfit the examples covered by the data – in particular, specific sample pro-
files that can actually be experimental artifacts. By adding the robustness term, we
enforce the classifiers to avoid overly relying on any individual examples and gen-
eralize better to more consistent patterns in the data. We employ parameter tuning
to assess the performance of both objective functions: BACC corresponding to the
fitness function previously applied in section 4.2.5 and the multi-objective function
DCscore. We tune the parameters within the inner 5-fold cross-validation as described

1https://github.com/MelaniaNowicka/CellClassifierTrainer
2https://github.com/Aluriak/clyngor

https://github.com/MelaniaNowicka/CellClassifierTrainer
https://github.com/Aluriak/clyngor
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in section 5.3.3. We isolate the influence of the objective function on the classifier’s
performance by substituting solely the functions (the rest of the procedure is identi-
cal).

As shown in Table 5.7, the average validation BACC recorded for both objec-
tive functions is comparable. For most data sets (except for SDR10), the difference
between the scores is below 0.5%. In the case of the DCscore, one more parameter
must be tuned in comparison to BACC, namely, the weight w. In the tuning, we
employ an equal number of parameter sets in both scenarios. This may slightly hin-
der the performance of the DCscore as the search space of parameter sets is larger.
Nonetheless, the DCscore function performed slightly better on average (the average
difference between DCscore and BACC is 0.15% in favour of DCscore, the largest im-
provement is 1.05%). Thus, for further training of classifiers, we employ the multi-
objective function DCscore. Note that BACC is still a part of the DCscore function. In
the next section, we analyze the weight w tuned for the DCscore in the inner cross-
validation. The results show the similar performance is not a result of the reduction
of the multi-objective function to BACC (see the following section for more details).
However, we repeat the comparison of the two objective functions in the cancer data
study to investigate the differences between the two objective functions and evalu-
ate their performance against noise and artifacts coming from real-world miRNA
expression studies. Interestingly, we obtain better classification performance using
the multi-objective function, as described further in section 5.4.2.

Dataset Objective function BACCval

SDR0 DCscore 98.74
BACC 98.85

SDR10 DCscore 98.88
BACC 97.83

SDR20 DCscore 96.48
BACC 96.16

SDR30 DCscore 94.97
BACC 94.95

SDR40 DCscore 91.08
BACC 91.20

SDR50 DCscore 84.90
BACC 84.96

SDDISP DCscore 98.75
BACC 98.63

SDP50 DCscore 99.85
BACC 99.86

TABLE 5.7: Performance of multi-objective and BACC functions in
the inner cross-validation. DCscore – the multi-objective function bal-
ancing BACC and DC∆, BACC – balanced accuracy, BACCval - aver-

age validation BACC resulting from the inner cross-validation.

Weight Further, we analyze parameters resulting from the tuning for the simulated
data sets. Figure 5.5 contains box plots of the parameters recorded across five folds
of each of data sets. The weights of the DCscore (Figure 5.5A) exceed 0.5 for most of
the data sets, whereas the medians are below 1.0 for all of the data sets, indicating
that the robustness score DC∆ participates in the optimization of the classifiers. The
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DC∆ seems to play a more important role for the SDR0 data set (no perturbation),
where there can be more good candidate solutions, as well as for the SDR50 data set,
where there are many outliers. In the case of different distributions and dispersion,
the DC∆ also seems to influence the search for good solutions.

GA parameters Among the GA parameters, the population size varies fold-wise
as well as data set-wise, covering all feasible values. The tournament size is the
most steady parameter across the data sets, oscillating around lower values. The
crossover probability exceeds 0.5 for most of the data sets. Interestingly, the muta-
tion probability is also relatively high, especially for the data sets containing more
outliers. Noisy data sets seem to need more divergence over the populations to
achieve better performance. Note that the mutation strategy can alter the classifier’s
decision threshold. Adjusting the threshold may significantly improve (or impair)
the classifier’s performance. The termination criterion does not reach the maximum
value allowed in the tuning, which allows reducing the algorithm’s run-time as the
results do not improve over time after reaching a certain point.

Training and performance

We employed the tuned parameters to train and test classifiers within the outer 5-
fold cross-validation. The proposed algorithm converges, i.e., achieves high and sta-
ble performance over the iterations achieving high scores (average DCscore ≈ 96.60%,
σ of DCscore ≈ 3.88%). Table 5.8 contains average DCscore and average numbers of up-
dates in terms of newly found best solutions over a single training run. As expected,
with the rising probability of random outliers in the data set, the achieved DCscore
decreases. Over a single run, the algorithm finds new best solutions 6 times on aver-
age (the average number of new best solution updates for each data set is presented
in Table 5.8, Updates). However, the average number of updates differs among data
sets. SDP50 (50% Binomial, 50% Poisson) contains several features that perfectly
separate both classes (average ∆ = 1.00). Thus, it achieves the highest scores and,
in fact, does not require further optimization as the best solutions are generated
randomly during the population initialization. Nevertheless, over the algorithm’s
runs, alternative solutions may be gathered resulting in multiple alternative designs.
The highest numbers of updates are required for data sets SDR10-40 (random out-
lier probability of 0.1-0.4). Adding more noise results in a drop of DCscore and the
number of updates, as the quality of features also severely decreases. At some point
(SDR50), the algorithm seems to struggle to find better solutions than the ones found
in the first five updates on average.

The algorithm achieves over 95% balanced accuracy in training for all simulated
data sets (Table 5.9). With increasing noise (SDR0-50), the training BACC drops and
the divergence between folds is more visible (Figure 5.6A). Further, we evaluated
the classifiers’ performance on hold-out test data fractions. For all data sets, the clas-
sifiers’ performance is above 89%. The accuracy drops and the standard deviation
between folds increases for higher noise levels (between-fold divergence visible also
in Figure 5.6B). The accuracy of classifiers is significantly lower for the SDR50 data
set, although the median still exceeds 90% (see Figure 5.6). All features that occur
in the trained classifiers are truly differentially regulated according to the ground
truth. Most of the unregulated features are filtered in the pre-processing step after
the discretization, with one exception of the SDDISP data set (different dispersion
for each of the conditions; see section 5.2.2 Discretization). However, none of the
optimized classifiers consists of features that are not truly regulated.
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(A) Weight (B) Population size

(C) Termination criterion (D) Crossover probability

(E) Mutation probability (F) Tournament size

FIGURE 5.5: Boxplots representing parameter ranges across five inner
cross-validation folds of all simulated data sets.

(A) Training BACC (B) Test BACC

FIGURE 5.6: Boxplots representing balanced accuracy across five
outer cross-validation folds of all cancer data sets.
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TABLE 5.8: Average DCscore, DC∆ and number of updates in terms
of newly found best solutions in training recorded in the inner 5-fold

cross-validation.

Dataset DCscore DC∆ Updates

SDR0 99.99 0.99 1.94
SDR10 98.33 0.90 8.54
SDR20 97.86 0.78 9.79
SDR30 98.40 0.70 8.58
SDR40 89.20 0.60 9.12
SDR50 80.70 0.53 4,29
SDDISP 99.37 0.98 3.70
SDP50 100.00 1.00 0.00

(A) Rules (B) Alpha

FIGURE 5.7: Boxplots representing rule numbers and values of the
threshold α across five outer cross-validation folds of all simulated

data.

Size The number of rules increases with the noise added to the data sets resulting
in more complex classifiers (see Table 5.9 and Figure 5.7). For data sets SDDISP,
SDP50 and SDR0 the size of a classifier is on average below 2 rules and 2 inputs.
The decision threshold is also the most diverse among all the data sets (Figure 5.8).
However, the threshold should be interpreted in the context of the classifier’s size.
For the SDP50 and SDR0, the threshold, in fact, indicates that most of the classifiers
are single circuits of maximally 2 inputs. In the case of SDDISP, the classifiers are
slightly larger. The size of the classifiers increases with the probability of single
outliers in data simulation (Figure 5.7). The median threshold oscillates around 0.5,
which means that for most of the classifiers, the decision threshold is similar to a
majority vote (where the output is generated if the threshold is reached). This may
indicate that the distributed classifiers are more robust to the outliers in the data in
contrast to the simple single-circuit classifiers that are prevalent in the case of less
noisy data. Here, again using DCscore required tuning of one more parameter, which
could influence the performance comparison.

Scalability

Here, we focus on measuring the run times of the ASP-based approach and the ge-
netic algorithm. First, we train both methods on SDL (Simulated Data Large) data
with a reduced number of features (SDF30-50, see section 5.2.2). We train the ASP
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TABLE 5.9: Performance of DCs for simulated data sets: BACCtr - av-
erage training BACC, BACCte - average testing BACC, σte - standard
deviation for BACCte, R - average number of rules, I - average num-

ber of inputs.

Dataset BACCtr BACCte σte R I

SDR0 100.00 98.94 1.09 1.17 1.18
SDR10 99.99 99.14 0.86 3.18 3.60
SDR20 99.81 96.06 1.40 3.99 5.15
SDR30 99.76 95.80 0.74 4.33 6.22
SDR40 98.82 91.74 3.27 4.71 7.24
SDR50 92.37 86.92 3.50 4.72 6.2
SDDISP 99.60 97.56 1.33 1.46 1.70
SDP50 100.00 99.68 0.31 1.00 1.02

approach using CellClassifierTrainer, described in section 5.3.5. Based on manually
performed estimation, we set the upper error boundaries to max 2 false positive and
2 false negative errors. For the genetic algorithm, we use the standard procedure of
parameter tuning and training (see 5.3.3). The results are presented in Table 5.10.
Although in the case of the ASP-based approach an additional step of parameter
optimization is not required, the run-time increases drastically with the additional
features. The results could no longer be obtained for the SDF35 data set. In Chap-
ter 3, we have discussed a simulated scalability study for the ASP-based approach
(Becker et al., 2018). Here, we employ four times more samples than proposed in
Chapter 3 (Becker et al., 2018) in order to explore further potential applications, such
as applying our approach to larger gene expression data sets. We also compared the
performance of both methods in terms of accuracy. We record the balanced accuracy
for training and test fractions for only three data sets using the ASP approach due to
run time exceeding the time-out of 900h. The results are presented in Table 5.11. Al-
though both methods achieve very high training BACC (above 98%), the difference
between the performance on unseen data is significant. We suspect that the lower
performance of ASP is a result of overfitting. Note that GA’s run times comprise pa-
rameter tuning and training of 25 classifiers. The average time for a single GA run
for the feature-reduced SDL data sets (SDF) is 34 sec for the tuned parameters.

TABLE 5.10: Run-time comparison – different number of features.

Dataset Features GA run-time [h] ASP run-time [h]

SDF50 743 12.38 8.15
SDF45 1369 22.82 65.94
SDF40 2251 37.52 853.05
SDF35 3260 54.33 > 900
SDF30 4201 70.02 > 900

Additionally, we measure the run-time and performance of the genetic algo-
rithm employing SDL data set with a decreasing number of samples (SDS24-160).
As shown in Table 5.12, the run-time steadily increases with the additional samples.
The accuracy recorded in training visibly drops for 24 samples only. Also, the perfor-
mance on unseen data is significantly lower for the smaller training fractions. This
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TABLE 5.11: BACCte recorded for GA and ASP methods on the SDL
data sets

Dataset GA ASP

SDF50 90.60 83.33
SDF45 89.20 80.00
SDF40 87.60 80.00
SDF35 89.20 -
SDF30 87.10 -

is expected as the least samples are in the training fraction, the more difficult it is for
the algorithm to learn the general patterns in the data.

TABLE 5.12: BACCte recorded for GA on the SDS data sets

Dataset run-time [h] BACCtr BACCte

SDS160 29.05 99.97 87.20
SDS120 23.87 99.60 86.50
SDS80 19.02 99.85 86.40
SDS40 13.80 97.60 70.40
SDS24 11.25 96.83 74.80

5.4.2 Cancer data studies

Parameter tuning

Objective function We repeated the parameter tuning for two objective functions,
namely, the multi-objective DCscore and BACC. Taking the DC∆ scores into account
for most of the cancer data sets improved the performance of classifiers in cross-
validation (1.5% on average for all data sets). In the case of the GSE10694 data set,
the results are nearly identical. The most significant improvement is recorded for
the GSE36681-FFPE data set (3.07%). This suggests that the multi-objective function
allows training classifiers to be more robust to various artefacts and sources of noise
present in real-world data studies. Thus, we further employ DCscore as the objective
function in the training of classifiers.

Weight Here, we again explore the parameters resulting from the tuning proce-
dure. Figure 5.8 contains box plots of the parameters recorded across five folds of
each cancer data set. The weight of the multi-objective function significantly varies
between the data sets. However, most of the values lie between 0.5 and 1.0 (all medi-
ans are below 1.0, Figure 5.8A). This indicates that the DC∆ again participates in the
optimization of the classifiers, and the DCscore allows achieving higher accuracy than
BACC alone. For the GSE22058 data set (jointly normalized), the weight is closer to
1.0. We also recorded the highest ∆s among the features for this particular data set,
suggesting that many are excellent candidates for classifier design (Table 5.14).

GA parameters The best population size seems to be highly dependent on the par-
ticular data set. This is also true for the other parameters, although the mutation
probability oscillates around higher values. The termination criterion values are
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TABLE 5.13: Performance of multi-objective and BACC functions in
the inner cross-validation. DCscore – the multi-objective function bal-
ancing BACC and DC∆, BACC – balanced accuracy, BACCval - aver-

age validation BACC.

Dataset Objective function BACCval

GSE22058 DCscore 97.51
BACC 96.36

GSE22058sn DCscore 97.93
BACC 95.94

GSE10694 DCscore 86.71
BACC 86.70

GSE36681-FF DCscore 82.48
BACC 82.18

GSE36681-FFsn DCscore 84.38
BACC 82.63

GSE36681-FFPE DCscore 88.00
BACC 84.93

GSE36681-FFPEsn DCscore 87.94
BACC 85.31

within the set range, suggesting that further iterations would not bring improve-
ment. In contrast to the simulated data, the tournament size varies among almost
all possible values between the data sets. Also, the parameters influencing the over-
all time of computation, e.g., population size or termination criterion, are higher for
the largest (in terms of sample number) GSE22058 and GSE10694 data sets, possibly
resulting in a higher run-time. Interestingly, all the parameters are very consistent
in the case of all folds of the GSE22058 data set, indicating that the folds are highly
similar.

Training and performance

We employ the tuned parameters in training and further evaluate the classifiers in
the outer 5-fold cross-validation. The algorithm converges achieving DCscore over
90% on average across all data sets (σ ≈ 7.02%). According to the results presented
in Table 5.14, the average between-fold DCscore for the GSE22058 data set reaches al-
most 100%, while the algorithm finds new best solutions over nine times per run on
average. For the rest of the data sets, the average DCscore and DC∆ are similar. This
may indicate that the samples in the GSE22058 data set are fairly straightforward
to separate. To explore sample grouping, we visualized the entire non-binarized
and binarized data sets with the UMAP dimension reduction technique (McInnes
et al., 2020), using scripts I had developed for another study (Bartoszewicz et al.,
2022). UMAP is a non-linear dimension reduction technique used for the visualisa-
tion of multi-dimensional data in two or three dimensions. UMAP leverages man-
ifold learning techniques to project high-dimensional data into its low-dimensional
representation attempting to preserve the local structure of the data (McInnes et al.,
2020). Figure 5.10 indicates that the classes are distinguishable in both settings. In-
terestingly, binarization significantly improves the sample grouping into two classes
allowing perfect separation. Note that the binarized data include all samples from
the GSE22058 data set and do not indicate the performance of the UMAP model on
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(A) Weight

(B) Population size

(C) Termination criterion

FIGURE 5.8: Boxplots representing parameter ranges across five inner
cross-validation folds of all cancer data sets.
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(A) Crossover probability

(B) Mutation probability

(C) Tournament size

FIGURE 5.8: (continued) Boxplots representing parameter ranges
across five inner cross-validation folds of all cancer data sets.



78 Chapter 5. Finding Robust Classifiers

(A) Training BACC

(B) Testing BACC

FIGURE 5.9: Boxplots representing balanced accuracy across five
outer cross-validation folds of all cancer data sets.
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unseen data. Also, the dimension reduction does not reveal which features are fea-
sible candidates for the classifier nor describe their robustness in terms of sample
classification. The high performance of classifiers may also be related to the size of
the data set (the GSE22058 data set is the largest of all employed data). The classi-
fiers’ accuracy is noticeably lower in terms of validation performance. However, for
all data sets, the median is above 80%. Again, the highest performance is recorded
for the GSE22058 data sets (jointly and separately normalized). The lowest accuracy
can be achieved for the separately normalized GSE36681-FF data set. Similarly, the
jointly normalized GSE36681-FF data set does not reach high BACC in terms of the
validation data. It may be related to the tissue preparation and preservation tech-
nique.

Size The classifiers trained for the cancer data sets are larger in comparison to sim-
ulated data sets. The highest median is achieved for the GSE10694 data set. For
most data sets, the number of rules is consistent between the folds, except for the
separately normalized GSE36681-FF data set. For the same data set, we record the
lowest accuracy. For most data sets, the majority vote or thresholds higher than 0.5
are the most suitable.

TABLE 5.14: Average DCscore and number of updates in terms of
newly found best solutions in training recorded in the inner 5-fold

cross-validation. sn – separate normalization.

Dataset DCscore DC∆ Updates

GSE22058 99.34 0.84 9.59
GSE22058sn 97.14 0.84 9.52
GSE10694 87.00 0.60 6.71
GSE36681-FF 89.03 0.64 6.99
GSE36681-FFsn 86.74 0.66 8.64
GSE36681-FPFE 88.97 0.64 7.00
GSE36681-FFPEsn 87.23 0.68 5.38

Feature frequencies

In this section, we present exemplary classifiers for different data sets. Also, we
analyse frequencies at which different miRNAs occur in the optimized DCs to assess
whether the chosen miRNAs are described as differentially regulated in cancer by
unrelated studies. Figures 5.12 and S5.4-S5.5 show relative frequencies of miRNAs
occurring among all classifiers recorded for each of the data sets.

GSE22058 The most frequent miRNAs occurring in classifiers designed for the
GSE22058 data set are hsa-miR-188 (up-regulated) and hsa-miR-450 (down-regulated),
presented in Figure 5.12A. We searched the literature and found miR-188 described
as down-regulated in HCC tissues in a study by Ma et al., 2019. This is contra-
dictory to our findings. We re-analyzed the original non-normalized and normal-
ized GSE22058 data (Burchard et al., 2010). We performed a rank sum test (simi-
larly to Burchard et al., 2010) on the miR-188 expression profile and found that for
this particular data set, miR-188 is indeed up-regulated in the HCC cells belong-
ing to GSE22058 data set (non-normalized data p-value=7.572e-15, normalized data
p-value=2.2e-16) and the classifier retrieved a true signal from the data. Another
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(A) Non-binarized GSE22058 data set.

(B) Binarized GSE22058 data set.

FIGURE 5.10: UMAP visualisation of all samples in the binarized
and non-binarized GSE22058 data set. Blue/dark (0) - control sam-
ples, orange/bright (1) - cancer samples. UMAP1 corresponds to
the first dimension and UMAP2 to the second dimension of the low-

dimensional projection.
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(A) Rules

(B) Alpha

FIGURE 5.11: Boxplots representing rule numbers and values of the
threshold α across five outer cross-validation folds of all cancer data

sets.
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frequent miRNA appearing in the classifiers is down-regulated hsa-miR-450. The
miRNA is also described as negatively regulated in the work by Li et al., 2019. The
same two miRNAs prevail for both jointly and separately normalized data sets (Fig-
ure 5.12. However, the third miRNA is different (hsa-miR-93 for joint normaliza-
tion, hsa-miR-151 for separate normalization). Strikingly, hsa-miR-93 is rarely used
in classifiers trained on separately normalized data. This could be a result of data
leakage between the training and validation fractions. Thus, we hypothesize that
hsa-miR-151 is more robust while facing more divergence between the training and
validation data sets.

GSE10694 In the case of the GSE10694 data set, several miRNAs appeared in clas-
sifiers with similar frequency as up-regulated: hsa-miR-221, hsa-miR-222, hsa-miR-
224 and hsa-miR-93. Those miRNAs are commonly found as upregulated in HCC
patients (Fornari et al., 2008; Pineau et al., 2010; Akkiz, 2014). The most frequent
downregulated feature is hsa-miR-422b, previously described in the literature (Akkiz,
2014) as well. Strikingly, there is little overlap among the most frequent features
appearing in the classifiers trained for both liver cancer data sets GSE22058 and
GSE10694. However, some miRNAs are covered in both cases, e.g., hsa-miR-100
or hsa-miR-93.

GSE36681-FF and GSE36681-FFPE Figures S5.4 and S5.5 show miRNAs frequen-
cies for jointly and separately normalized GSE36681-FF and -FFPE data sets. One
would expect a substantial overlap between the features in classifiers trained on data
sets, both coming from NSCLC patients measured using the same platform. How-
ever, the sample preparation process seems to have a larger influence on the mea-
surements. The most frequent miRNAs for GSE36681-FF data set are hsa-miR-183,
hsa-miR-182 (both upregulated) and hsa-miR-522 (downregulated). hsa-miR-183
and hsa-miR-182 are involved in many different cancers (Suzuki et al., 2018) and
increased in case of the NSCLC cancer (Wang et al., 2019). As in the case of the
GSE22058 data set, we found a result contradicting our findings in a study by Zhang
et al., 2016 regarding the dysregulation of hsa-miR-522. In our classifiers, this miRNA
seems to be treated as downregulated. The rank sum test confirms a significant dif-
ference between the case and control groups in our data (p-value = 3.424e-08). We
comment on this further in section 5.5. In the case of the GSE36681-FFPE data set,
the prevalent features are hsa-miR-135b (upregulated) and hsa-miR-218 (downregu-
lated). According to Lin et al., 2013 hsa-miR-135b is upregulated in invasive NSCLC
cells. Yang et al., 2017a show that hsa-miR-218 is downregulated in NSCLC cells.

Cross-dataset comparison

Differences in platforms, techniques and processing methods influence the perfor-
mance of classifiers trained and tested on data sets from different studies. In the
cross-dataset comparison, we retrain our classifiers using entire cancer data sets ob-
tained from the same tissues and test them on the unseen data from another study
or sample processing technique. This creates two pairs of liver and lung cancer data
sets where we repeat the tuning and training on the GSE10694 data set and test on
GSE22058, and vice versa (analogously for lung cancer data sets). As the liver cancer
data sets do not share the same feature set, we removed all miRNAs that do not oc-
cur in the intersection of the two sets. 112 features were removed from the GSE22058
and 11 from the GSE10694 data set. As a results, some of the most frequent features
that have previously appeared in the classifiers optimized for the GSE22058 data set
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(A) Jointly normalized GSE22058 data set.

(B) Separately normalized GSE22058 data set.

FIGURE 5.12: Frequencies of features in classifiers recorded for (A)
jointly and (B) separately normalized GSE22058 data set.
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(see 5.4.2) had to be removed, e.g., hsa-miR-188, hsa-miR-151 and hsa-miR-450 (see
Figure 5.12). This can make the training of the classifier much more challenging,
resulting in worse performance. We again observe high training BACC for all data
sets (above 92%). However, the performance on the unseen data is lower than in the
case of cross-validation performed within a single data set. This is especially visi-
ble for the GSE22058/GSE10694 test, where essential features were removed from
the GSE22058, impeding the design of high-quality classifiers. For the GSE36681-
FF/GSE36681-FFPE and GSE36681-FFPE/GSE36681-FF data sets, the performance
drop is not larger than 4.5%. Interestingly, for the GSE10694/GSE22058, the perfor-
mance of the classifiers is slightly higher on the GSE22058 data set. This may be
caused by the increased number of samples for training or difference in the evalua-
tion schema, i.e., cross-validation vs a single hold-out data test.

TABLE 5.15: Performance of DCs for the cross-dataset comparison:
BACCtr - average training BACC, BACCte – average testing BACC,
σte – standard deviation for BACCte, R – average number of rules, I –

average number of inputs.

Train data set / Test data set BACCtr BACCte σte R I

GSE10694 / GSE22058 94.62 87.94 0.05 4.48 7.8
GSE22058 / GSE10694 99.88 66.73 0.15 3.72 5.72
GSE36681-FF / GSE36681-FFPE 92.64 78.47 0.01 3.60 5.36
GSE36681-FFPE / GSE36681-FF 98.81 77.25 0.10 4.20 7.08

Single- and multi-circuit comparison

To design single-circuit classifiers we employ the approach proposed by Becker et al.,
2018 and the CellClassifierTrainer described in 5.3.5. The method allows optimizing
two objectives according to the following hierarchy using the Answer Set Program-
ming solver: (i) the numbers of errors, namely false positives and false negatives
and (ii) the simplicity of the classifier. To design single-circuit classifiers, we used
the strategy applied for real-world case studies by Becker et al., 2018. We employ
parameters that correspond to the classifier constraints proposed by Mohammadi et
al., 2017 for all data sets. The method returns all globally optimal solutions that sat-
isfy the pre-defined constraints. We recorded all the best solutions returned for each
training data set and evaluated them on the corresponding testing data set using
BACC. This allows directly comparing the performance of both classifier designs.
In Table 5.16, we present average performance measures obtained for single-circuit
and distributed classifiers.

Distributed classifiers achieve higher accuracy in terms of training for two data
sets (GSE10694 and GSE36682-FFsn). For the remaining data, the results are com-
parable for both approaches. However, when facing the unseen data, the multi-
circuit classifiers outperform the single-circuit designs by up to 13.40%. This indi-
cates that the distributed classifiers generalize better to novel data. Also, the high
performance of single-circuit classifiers may be an artefact of information leakage
between the data sets. DCs bring improvement in both sensitivity and specificity for
most of the cases (except for GSE36681-FF and GSE36681-FFsn data sets). Although
the results for jointly normalized GSE36681 data sets are comparable (with ca. 1%
improvement for single circuit designs), the separately normalized data shows that
the single-circuit classifiers are also much more sensitive to divergences between the
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TABLE 5.16: Performance measures for single-circuit (SC) and dis-
tributed classifiers (DC) for four cancer data sets: BACCtr – average
training BACC, BACCte – average testing BACC, σte – standard de-
viation for BACCte, TPR – True Positive Rate, TNR – True Negative

Rate, R – average number of rules, I – average number of inputs.

Dataset Method BACCtr BACCte σte TPR TNR R I

GSE22058 DC 99.96 97.78 0.91 96.85 98.70 3.46 4.28
SC 100.00 95.69 1.80 94.71 96.67 - 4.60

-0.04 2.09 -0.89 2.14 2.03 - -0.32

GSE22058-sn DC 99.82 97.94 1.84 98.23 97.64 3.63 4.38
SC 100.00 93.23 3.52 91.84 94.63 - 5.00

-0.18 4.70 -1.68 6.39 3.02 -0.62

GSE10694 DC 95.94 86.60 1.86 84.32 88.89 4.52 7.62
SC 92.96 80.00 4.86 77.71 82.29 - 5.00

2.98 6.60 -3.01 6.61 6.60 2.62

GSE36681-FF DC 95.70 82.96 6.17 80.64 85.28 4.18 6.94
SC 95.10 84.28 6.61 86.44 82.12 - 4.00

0.60 -1.32 -0.43 -5.80 3.16 2.94

GSE36681-FFsn DC 95.87 80.71 9.77 75.07 86.35 4.12 6.26
SC 94.87 76.25 5.09 72.73 79.77 - 4.40

1.00 4.46 4.68 2.34 6.58 1.86

GSE36681-FFPE DC 98.60 88.47 4.28 87.94 88.99 3.90 5.14
SC 95.48 89.78 5.60 89.36 90.20 - 5.20

3.11 -1.31 -1.32 -1.42 -1.21 -0.06

GSE36681-FFPEsn DC 96.85 87.56 6.19 85.00 90.12 3.00 4.30
SC 96.29 74.16 14.44 70.89 77.44 - 4.60

0.56 13.40 -8.26 14.12 12.68 -0.30

training and test data. Robustness to novel and noisy data is crucial for the therapy
to be effective and non-toxic to patients. In terms of the classifier size, the multi-
circuits consist of a larger number of inputs on average compared to single circuits.
This may pose new challenges to the application of distributed classifiers in practice.
We discuss the advantages and drawbacks of both approaches in section 5.5.
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5.5 Discussion

In Chapter 4, we have shown the potential of multi-circuit classifiers to perform with
higher accuracy than their single-circuit counterparts. However, the employed eval-
uation strategy provides narrow insight into assessing the classifier’s performance
in practical scenarios. In this chapter, we address the caveats of the previously pre-
sented study design and focus on refining the training and evaluation strategies to
increase the robustness of multi-circuit designs in the context of cancer cell classifica-
tion. In particular, we revisit the classifier’s optimality criteria and focus on building
a comprehensive scheme that enables a thorough estimation of the generalization er-
ror of the circuits.

We developed a multi-objective function that allows combining two optimiza-
tion criteria, the accuracy of the classifier and the robustness of employed miRNAs.
The importance of particular criteria may be defined by a tunable weight. We as-
sessed the influence of the function on the generalization error by comparing the
combined objectives and balanced accuracy using simulated and cancer data. Al-
though in the case of synthetic data, including the robustness score in the optimiza-
tion process did not improve the classifier’s performance, the multi-objective func-
tion enabled reduction of the generalization error for cancer data. The weight seems
to be data-dependent, and thus, it is recommended to tune the weight for a particu-
lar data set.

To measure the classifier’s performance in a controllable environment, we per-
form several simulated and cancer data studies to measure how well multi-circuit
classifiers recognize novel samples. First, we generate synthetic data sets with dif-
ferent intensities of data perturbations. As expected, the prediction accuracy of clas-
sifiers decreases with the increase in the data noise. However, the multi-circuit de-
signs demonstrate resistance to such perturbations as the validation accuracy does
not drop below 85% for all simulated case studies. Also, the classifiers easily capture
the ground truth signal in the data. We also utilize the simulated data to perform
a scalability test for both the ASP-based and GA-based computational frameworks
and show that GA is more efficient in terms of computation time for large data sets.

Further, we employ multiple cancer data sets to estimate the generalization error
in a real-world scenario. The cellular environment the circuits encounter in real-
world scenarios is in practice only partially described by the data. Thus, the clas-
sifiers must be particularly resistant to noise. In this chapter, we emphasize the
importance of appropriate data preprocessing in the training of classifiers. In par-
ticular, we show the influence of joint preprocessing of training and validation data
on estimating generalization error. We perform cancer case studies employing two
data preprocessing setups - we normalize the data sets before and after the division
into training and validation subsets. Also, as we employ supervised discretization
of data, to avoid information leakage between the training and validation data but
preserve the existing signal, we discretize the data separately. In the case of the
single-circuit designs, the performance substantially drops for all the data sets. This
may suggest that the performance estimated based on jointly normalized data sets is
overly optimistic and is a result of information leakage between the data. The results
show that multi-circuit designs are more robust to the larger divergence between the
training and validation data as the results for jointly and separately normalized data
sets are comparable. We further discuss the reasons underlying the better perfor-
mance of multi-circuit classifiers in chapter 7
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Chapter 6

Further applications and extensions

Contribution note

Pascal Iversen, Bernhard Y. Renard and Katharina Baum conducted a study
on the network- and machine-learning-based approach prediction of drug
response using Genomics of Drug Sensitivity in Cancer (GDSC) data, which
is not a part of this thesis. Seeing their results, MN had the initial idea that
the curated datasets could be employed to assess the performance of the
approach presented in Chapter 5 beyond the context of cancer classifier
circuit design. MN downloaded the GDSC data on 18.05.2023. PI provided
scripts that were previously used in the original study for initial data pre-
processing, including matching the GDSC profiles with their IDs, formatting
and removal of rarely occurring mutationsa. MN executed PI’s scripts on
the data downloaded on 18.05.2023, preprocessed and formatted the outputs
of the scripts for compatibility with own approach, trained the presented
classifiers and performed the analysis as described in this chapter.

The phage lifecycle prediction study was performed jointly with Jakub M.
Bartoszewicz. Both authors contributed equally to this work. MN and JMB
conceived the study. MN collected and preprocessed the genome data. JMB
trained the neural network and extracted phage features. MN designed the
experiments on training logic-based classifiers, prepared the necessary con-
figuration and supervised JMB as he executed the training script according to
her specification. MN analyzed the results. MN described the study design
and analyzed the presented results.

ahttps://github.com/PascalIversen/LogicGDSCUtils

6.1 Introduction

In the previous chapters, I focused on a particular application, namely, cell classifier
circuits in the context of cancer diagnosis and treatment. However, the proposed
methods may be applied beyond this scenario, particularly in the context of other
binary classification problems. In Chapter 5, I presented synthetic data studies that
use a gene expression data simulator and indicate that our classifiers perform well
not only in the context of miRNA expression data. Here, I explore alternative classi-
fication problems to highlight the flexibility of the proposed workflows in terms of
the employed data. In particular, in the first case study, I employ multimodal data,
i.e., data consisting of distinct modalities such as different molecular features to pre-
dict cancer drug response in cell lines unseen in training. I show that our workflow

https://github.com/PascalIversen/LogicGDSCUtils
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enables optimization of classifiers integrating different modalities, such as gene ex-
pression and mutations. Further, in the phage lifecycle prediction study, I employ
data outside the cancer context to demonstrate the performance of our approach in
terms of distinct classification problems. Finally, I discuss additional features and
the future outlook of the proposed methods.

6.2 Multimodal data: predicting drug response

In this section, I show that our workflow can be applied to multimodal data. As an
example of such a use-case scenario, I focus on the binary classification of drug re-
sponse represented as half maximal inhibitory concentration (IC50). IC50 measures
the amount of a particular drug needed to in vitro-inhibit a given biological compo-
nent or process by 50%. This study focuses on predicting IC50 as high or low for
erlotinib, a drug used in treating non-small cell lung and esophageal cancer (Mao et
al., 2022). We focus on predicting the resistance of erlotinib based on gene expression
and mutation data. The higher the IC50 of a given drug is, the more compound is
needed to trigger the desired effect. This results in higher resistance of the targeted
cells and amplifies the drug’s toxicity due to increased dosage.

We employ gene expression and mutation data to optimize classifiers consisting
of multimodal features to predict whether the IC50 for erlotinib is low or high in new
cell lines. This can be achieved by coupling both modalities into a unified discrete
data set and joint optimization of classifiers comprising diverse features. Figure 6.1
presents an overview of the study.

FIGURE 6.1: Overview of the drug response prediction study. Gene
expression and mutation data are coupled, and the non-binary fea-
tures are discretized. Using the joint data set, the classifiers compris-

ing multimodal features are optimized.

The data was acquired from the Genomics of Drug Sensitivity in Cancer (GDSC)
database that gathers gene expression, mutational, methylation and other data for
1000 human cancer cell lines and hundreds of compounds, including erlotinib (Yang
et al., 2012). I downloaded gene expression and mutation data for all cell lines
and compounds (accession date: 18.05.2023) as well as the corresponding IC50 val-
ues (given as ln(IC50)). The data were preprocessed and formatted using scripts
provided by Pascal Iversen, including mapping the IDs to the corresponding fea-
tures. In the case of mutation data, the rarely mutated features (altered in less
than five cell lines) were removed from the data. I further preprocessed and for-
matted the data to make them compatible with our workflow (code available in
https://github.com/MelaniaNowicka/RAccoon). First, I filtered gene expression

https://github.com/MelaniaNowicka/RAccoon
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and mutation cell line profiles that match with erlotinib response and find 374 pro-
files consisting of 16251 gene expression and 16251 mutation profiles. After concate-
nating the gene expression and mutation profiles, the final data set comprises 374
annotated samples and 32502 features.

Our workflow requires binary annotation of samples. We visualize the frequency
of ln(IC50) values (erlotinib response) for 374 cell lines in a histogram presented in
Figure 6.2. We discretize the ln(IC50) values into two levels, low and high, accord-
ing to two strategies: (1) using a single threshold – median, where all values of
ln(IC50) below the median are 0 and above or equal to the median are 1, (2) us-
ing two thresholds – first quartile (Q1) and third quartile (Q3), where all values of
ln(IC50) below or equal to Q1 are 0, and above or equal to Q3 are 1. The median
threshold does not seem to separate the classes well, as many samples yield IC50
values close to the median. This can pose a major challenge for the classifier design.
Q1 and Q3 separate the samples with a larger margin. However, employing Q1 and
Q3 as thresholds results in removing half of the samples in the data set. I compare
the classifier’s performance in both setups.

FIGURE 6.2: A histogram of ln(IC50) values for erlotinib. The green
bars correspond to negative and positive class samples as discretized

using Q1 and Q3 as thresholds.

Further, I perform a nested 5-fold cross-validation as described in the previous
chapter (see section 5.3.3). As the mutation data is discrete (it records whether a
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mutation occurred in a gene or not), I binarize only gene expression data according
to the procedure described in section 5.2.1. The concatenated data containing non-
binary and binary features can easily be used as input to the workflow (without
the need to handle the binarization steps separately), as binary features are simply
omitted in the discretization process. The average between-fold ∆ f eature of the two-
state gene expression features is 0.22, indicating that many genes do not separate
classes well. This may result in large classifier designs and lower performance. Also,
to discretize the gene expression, I use αbin=0.2, as applying the default threshold
(0.5) results in the discretization of all features into one state. Nonetheless, the vast
majority of gene expression features are removed from the data. After removing
non-relevant features, the data folds consist of 16228 features on average.

As most of the features in the data lack the ∆ f eature score (the majority of the fea-
tures in the joint data set belong to mutational data), we do not employ the DC∆ in
the optimization process (w=1.0). This results in relying solely on BACC as the ob-
jective function. Except for the weight, we perform the parameter tuning analogous
to the description provided in section 5.3.3. If not stated otherwise, all other param-
eters are set to the default parameters proposed in Chapter 5. In this study, I reduce
the number of GA run repeats to 10 to decrease the run time due to a large number
of features.

For the median-based discretization, the classifiers achieve balanced accuracy
(BACC) of 72.22% in training and only 53.59% on the test data. The low training
accuracy indicates underfitting. In addition to that, the classifiers generalize poorly
to novel cell lines. In comparison, the training accuracy (82.23%) is ten percentage
points higher in the case of quantile-based discretization. However, the performance
on the test data increased only by 4 p.p. (58.26%). Note that we use the default
classifier size (maximally 10 features). The results may be potentially improved by
extending the maximal size of classifiers.

In both cases, the classifiers consist of 5 rules and almost 10 features on aver-
age (out of around 16000 possible features in the data set), reaching the maximum
allowed size of classifiers. This indicates that extending the classifier’s size could
increase the performance. As expected, the optimized classifiers comprise various
genes and mutations. The most frequently occurring gene in the classifiers is PCLO,
which is used as a positive feature (highly expressed). PCLO gene was found up-
regulated in esophageal squamous cell carcinoma, and the overexpression of the
product protein Piccolo is correlated with poor prognosis (Zhang et al., 2017). The
gene is also frequently altered in many different cancers (Zhang et al., 2017). Al-
though the performance in terms of accuracy is unsatisfactory, the classifiers are in-
herently interpretable and may uncover features of interest. We revisit the potential
future directions in the discussion. The run time (including parameter tuning and
the final training) is around 23 hours for the quartile-binarized annotation data and
around 42 hours for the median-binarized annotation data. The computation was
performed on 25 AMD EPYC-Rome cores.

6.3 Beyond cancer: phage lifecycle prediction

This section presents an example of using the approach proposed in Chapter 5 be-
yond cancer research. In particular, we focus on increasing the interpretability of
deep learning models by uncovering interesting features. We present an exemplary
study in which we apply our workflow to predict the life cycle of bacteriophages –
bacteria-infecting viruses.
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Rapid development of antibiotic-resistant bacteria endangers the efficacy of cur-
rently available antibiotics (Thompson, 2022). According to WHO, antibiotic resis-
tance poses one of the major threats to global health worldwide, and it’s estimated
to cause more than 10 million deaths per year by 2050 (Thompson, 2022). The de-
sign of new antibiotics, although possible, is time-consuming and expensive (Spell-
berg, 2014). However, there are existing alternative therapeutics that are yet under-
explored. An example is phage therapy, which employs bacteriophages (phages),
natural enemies of bacteria, to treat bacterial infections (Hibstu et al., 2022). How-
ever, to be efficient, therapeutic phages must fulfil certain criteria. Phages are host-
specific, i.e. they infect specific species and strains of bacteria. Besides that, effective
therapeutic phages follow a so-called virulent life cycle (Kortright et al., 2019). After
infecting the target bacteria, virulent phages replicate, resulting in the host’s death.
In contrast, temperate phages incorporate their genetic material into the chromo-
some of the host and do not cause immediate harm to bacteria. Thus, the virulent
life cycle is crucial for the therapy to be effective. In this study, we focus on predict-
ing the phage’s life cycle directly from the DNA sequence and uncovering a shortlist
of features that are responsible for virulent phage behaviour.

We downloaded 3186 publicly available phage genomes from PhagesDB (Russell
and Hatfull, 2017) with life cycle annotation (accessed on 27.04.2021). In the case of
life cycle prediction, temperate phages belong to the negative class (0) and virulent
phages to the positive class (1). We split the data into training (80%), validation
(10%) and test (10%) fractions in a balanced manner, i.e., both classes are equally
represented in the data fractions.

Next, we follow an established protocol from Bartoszewicz et al., 2021b to train
a deep learning model (belonging to the DeePaC package described in Bartoszewicz
et al., 2020) for the prediction of the phage life cycle. Briefly, we simulate sequenc-
ing reads for each genome and train a deep learning model to distinguish reads
belonging to either negative or positive class (for more details, see Bartoszewicz et
al., 2021b, where a similar approach was used to predict whether a virus infects
humans). To predict the life cycle associated with a particular genome, we average
predictions for reads generated from this genome as described in Bartoszewicz et al.,
2021b.

We employ the above-described model to extract the 512 real-valued activations
of the model’s penultimate layer for each phage (further referred to as features)
learned to distinguish between the classes (see Bartoszewicz et al., 2022 for more
details, where a similar procedure was used in the context of fungal pathogenicity
prediction). Briefly, the features correspond to the outputs of the global average
pooling layer of the residual network consisting of 18 layers. The detailed architec-
ture of the network is described in Bartoszewicz et al., 2021a. All activation values
are non-negative. We format the data according to the description provided in sec-
tion 2.3, concatenating the phage life cycle annotation with the feature profiles. The
final data set comprises phage IDs, life cycle annotation and feature values of 2548
training, 319 validation and 319 test samples.

We employ the above-described data and run a DCscore-based optimization of
classifiers as described in the previous chapter. If not stated otherwise, all param-
eters are set to the default proposed in Chapter 5. We reduced the number of GA
run repeats to 10 to decrease the run time. In the process of discretization, 258 fea-
tures were removed as non-relevant (∆ = 0.72). Although the ∆ f eature is high, the
multi-objective function weight chosen in the tuning (w=1.0) indicates that the op-
timization of classifiers was performed solely using BACC. Strikingly, although our
classifiers consist on average of only 5.6 features, the performance (BACCtr = 99.99%,
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BACCte = 98.72%) is very similar to the performance achieved by the DeePaC model
(BACCte = 99.06%). Thus, we can use the proposed method as a feature extrac-
tion approach and build simpler classifiers. Figure 6.3 presents the frequencies of
features occurring in the optimized classifiers. The most frequently occurring com-
ponent is feature 200, appearing as negative. Such features can be used to measure
their enrichment in the bacteriophage genomes and identify life cycle-related genes
as previously done in Bartoszewicz et al., 2021b. The computation time for 258 fea-
tures and 2548 training samples (including parameter tuning and the final training)
is around 3 hours and 52 minutes. The computation was performed on one AMD
EPYC-Rome core.

FIGURE 6.3

6.4 Discussion

In this chapter, I briefly showcase alternative applications of the workflow within
and beyond cancer research. First, I present a case study on the prediction of bi-
nary drug response using multimodal data comprising gene expression and muta-
tional information. In the second study, I describe an exemplary study on predicting
bacteriophage life cycle, employing the proposed GA algorithm to compress large
classifiers while maintaining high accuracy.

Even if reduced to a binary response, drug response prediction poses a challenge
to the research community (Parca et al., 2019; Schätzle et al., 2020). Generalization
to novel cell lines is a difficult task, potentially due to the cell heterogeneity (see
Chapter 1). In the presented study, we employ two modalities, namely, gene expres-
sion and mutational data, to optimize classifiers distinguishing between high and
low drug resistance. The study’s primary purpose is to showcase that the discrete
framework provides a platform for the unification of data, enabling optimization of
interpretable multimodal classifiers. In the study, we compare two approaches to the
discretization of the IC50 values, namely, using median and quartiles as thresholds.
Although the quartile-based approach enables creating a large margin between the
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classes, the employed gene expression and mutational data do not allow for satisfac-
tory generalization to novel samples. Here, one could consider extending the maxi-
mal size of the classifiers to increase their robustness, as merely ten features may not
capture intricate patterns underlying the data. Alternatively, one may adjust other
parameters of the algorithm to increase the performance of classifiers. However, the
average robustness score (∆ f eature) recorded for the gene expression data indicates
that most of the features do not separate the classes well. To draw more general
conclusions regarding the performance of our approach in terms of drug response
prediction, one should consider a more systematic evaluation for multiple different
drugs. However, the optimized classifiers are inherently interpretable and may help
uncover potentially interesting gene and mutational targets.

In the second exemplary study, we focus on an application beyond the context
of cancer research. Here, we employ a data set comprising continuous-valued ac-
tivation features of a deep neural network trained to distinguish phages following
different life cycles. The long-term goal of the study is to identify regions of phage
genomes responsible for the particular life cycle. We demonstrate the ability of our
approach to reduce the number of features necessary to achieve high prediction ac-
curacy and build an interpretable, human-readable classifier in a short time. In the
next step, the selected features can be subject to extensive analysis and interpreta-
tion. However, in the case of the identification of life cycle-related genes in phages,
incomplete genome annotation pose a major challenge to the recognition of genes of
interest. Furthermore, phage genomic sequences can be very similar to each other
and cluster into subgroups based on genome similarity, usually following the same
life cycle within the cluster. We suspect that creating the training, validation and test
data by dividing the genomes on the phage level may cause information leakage.
This may result in the network learning, in fact, the sequence similarities instead
of functional features (visible also in the particularly good generalization to novel
phages). This aspect may be easily addressed by dividing the data by taking the
sequence similarity into account, e.g., using phage clusters. Such an approach may
pressure the network to learn beyond the sequence similarity and increase the inter-
pretability of classifiers.





95

Chapter 7

Summary and conclusions

In our work, we exploit the Boolean framework to represent the classifier’s architec-
ture and describe the circuit’s input-output signal processing. This enables lever-
aging the advantages of formal methods and utilizing the Answer Set Program-
ming paradigm to design globally optimal solutions in a short time (see Chapter
3). To demonstrate the performance of our approach, we perform simulated and
breast cancer data studies and show that our method outperforms the state-of-the-
art approach (SynNet) in the binary classification context. In the breast cancer case
study, we employ the evaluation metrics described by Mohammadi et al., 2017 and
observe a substantial discrepancy between the performance reported using binary
and non-binary metrics for classifiers designed with SynNet. In terms of the single-
circuit design, the classifiers are represented as Boolean terms that approximate the
biochemical model of the circuit. However, the robustness of Boolean approxima-
tion decreases if the underlying assumptions are violated. In particular, ambiguous
miRNAs that do not separate the classes well and oscillate around the discretiza-
tion threshold may generate the between-metric discrepancy. In contrast to SynNet,
our designs seem to be resistant to uncertain expression patterns and perform with
similar accuracy in both binary and non-binary settings. The discrete framework
offers a plethora of tools that can support the Boolean-based design of synthetic de-
vices. However, one must account for the existing limitations described further in
this chapter to harness the potential of the logic toolkit.

Inspired by ensemble methods, we introduce a novel theoretical design of cell
classifiers consisting of multiple circuits (see Chapter 4). The multi-circuit classifiers
exploit the advantages of ensemble learning to improve generalization to unseen
examples (Opitz and Maclin, 1999b). The primary motivation behind this study
was to compare single-circuit and multi-circuit designs. In Chapters 4-5, we show
that multi-circuit classifiers outperform single circuits, in particular, facing hetero-
geneous and novel data. We hypothesize that there are two main reasons behind
the better performance of distributed classifiers. First, the multi-circuit classifiers
leverage the potential of ensemble learning. Here, the combined predictions of mul-
tiple simpler circuits cover a variety of patterns in the data. Further, the threshold
function allows for flexibility with regard to the number of circuits that must simul-
taneously identify the samples belonging to the positive class. In contrast, the single-
circuit classifiers specified in the Conjunctive Normal Form require every module to
classify a sample as positive to trigger the response. This is reflected in the reported
True Positive Rates (see Section 5.4.2) that are substantially lower for most of the
cancer data sets in comparison to the multi-circuit designs. Second, although the
primary aim of the study was to compare different circuit architectures, the compar-
ison is not isolated from the influence of applying different optimization strategies
and computational frameworks. Both approaches substantially differ in the under-
lying principles as well as the implementation. The GA-based approach employs
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active optimization of robust designs in both the parameter tuning procedure (by
introducing inner cross-validation) and training (by employing the multi-objective
function). We have shown that in the context of cancer expression data, the multi-
objective function increases the generalization of the classifiers to novel data.

However, as a heuristic approach, GA does not ensure the optimality of found
solutions. Also, the algorithm requires tuning several parameters to perform well
in the context of new data. In contrast, the ASP-based approach guarantees that
a found solution is an optimal one and does not involve parameter optimization.
Also, the ASP enables proving that for a particular data and a set of constraints, a
solution does not exist. Although in terms of the generalization error ASP performs
worse, potentially due to lack of regularization and thus overfitting the data, one
could consider using ASP as a feature extraction method similarly to the studies
presented in Chapter 6. We revisit this aspect further in this chapter. In most of
the presented cancer case studies, the ASP-based approach returned classifiers in
a short time. However, in the case of larger simulated data, the solving run time
substantially increases, exceeding the time limits. Thus, for applications involving
sizable data, the heuristic approach seems to be more suitable.

Across all the presented studies, we employ discretized data to design cell classi-
fiers. Discretization enables obtaining clear-cut and explainable information about
the features in the data and frequently increases the efficiency of the learning process
(Gallo et al., 2016a). For instance, in the case of miRNA expression data, the miRNA
state is easily interpretable as high (above the discretization threshold) or low (below
the discretization threshold). Thus, single-circuit classifiers are inherently explain-
able and do not require post-hoc processing for human readability. The multi-circuit
classifier’s decision threshold influences the interpretability of the designs. Besides
the threshold, the basic principles of classifier design are shared between the archi-
tectures, and thus, the distributed classifiers are also human-readable. Nonetheless,
to facilitate the interpretability of the multi-circuit classifiers, we provide rankings
of features frequently occurring in the circuits as up- or down-regulated, as well as
their robustness scores.

Discretization facilitates the removal of non-relevant features and reduction of
noise (Gallo et al., 2016a). Thus, it can also be applied as a feature selection proce-
dure and thus accelerate the training of classifiers. This is displayed across the thesis,
as we frequently remove non-relevant features from the data according to the dis-
cretization results (Chapters 3-6). Furthermore, discretization enables homogeniza-
tion of multimodal data, providing a setting for optimizing explainable classifiers
comprising features coming from diverse data types. We showcase it in Chapter 6
in a drug response prediction case study, in which we optimize classifiers based on
unified gene expression and mutational data.

However, the discretization process is also related to data resolution loss (Gallo
et al., 2016a). For instance, in the context of miRNA expression data, we only pre-
serve information about whether a given miRNA is above or under the discretization
threshold but lose information about the distance of particular expression values
from the threshold. This could be solved by adding a discretization margin similar
to the one proposed by Mohammadi et al., 2017. Also, miRNAs differ in their over-
all discriminative power, namely, the capability of separating samples belonging to
different classes. In Chapter 5, we address this aspect by introducing a so-called
feature robustness score. The robustness score obtained in the discretization process
stores the information about each feature’s discriminative power. Thus, we employ
it to compute the average robustness of a classifier and embed the score into the
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objective function to prioritize features with higher discriminative capability (Chap-
ters 5-6). In Chapter 5, we use expression data to showcase that the multi-objective
function enables better generalization of classifiers to novel data.

The estimation of the classifier’s performance is as reliable as the employed data,
its preprocessing and the evaluation setup. Creating a proper evaluation environ-
ment is a non-trivial task. Whalen et al., 2022 describe several parts of study design,
where so-called pitfalls commonly lead to incorrect estimation of performance. In
Chapters 4 and 5, we address the issues of information leakage, data imbalance and
so-called batch effects resulting from different techniques of data acquisition. In par-
ticular, we focus on suitable data division into training and validation fractions by
minimizing information leakage and, at the same time, preserving the link between
the data sets. We also perform a cross-platform data study to investigate how well
classifiers trained on a data set generated using one platform generalize to samples
obtained with another device. This poses a major challenge, particularly if the sets
of features are not covered between the platforms and the data loses its original di-
mensions.

Except for the above-mentioned aspects of the classifier design, the translation
of cell classifier circuits from in vivo mouse models (Dastor et al., 2018) to clinical
studies also poses many challenges, particularly in the context of personalized ther-
apeutics. Designing the therapeutics for a single patient requires gathering data that
would enable optimization of the circuits. However, performing multi-region biop-
sies from cancerous and non-cancerous tissues is challenging, especially in the case
of patients with advanced cancer stage (Dagogo-Jack and Shaw, 2018). Thus, the in
silico design frameworks that require large amounts of training examples may not
be suitable for this particular task. Alternatively, in the future, pre-trained mod-
els could be fine-tuned on a reduced set of examples similarly to, for instance, the
approaches employed in the protein design domain (Biswas et al., 2021).

Nevertheless, obtaining a nearly complete representation of the tumour’s ge-
netic and molecular composition is practically impossible with the currently avail-
able techniques. Therefore, the data employed in the classifier’s design corresponds
to only a partial description of the heterogeneous landscape of cancerous tissue. The
circuits delivered to the tumour and the surrounding tissues must be capable of rec-
ognizing cells that are incompletely characterized by the data or entirely novel. This
poses a major challenge in the circuit’s optimization, as the classifiers must gener-
alize to novel samples unseen in training. Thus, in Chapter 5, we focus on creating
various scenarios to simulate heterogeneous environments and measure the classi-
fier’s performance on hold-out data.

In contrast to single-circuit classifiers, the proposed multi-circuit devices have not
been experimentally validated yet. However, logic concepts of similar complexity
have been previously explored in silico and in vitro, e.g., robust platforms imple-
mented with recombinase-based systems or via amplification of signals (Courbet et
al., 2015; Chiu and Jiang, 2017). For instance, the decision threshold function can
be achieved via amplifying the signal only above a certain threshold using an inter-
mediate compound similar to the synthetic miRNA FF4 introduced by Mohammadi
et al., 2017. Also, multi-circuit programs and computing systems with increasing
complexity operating in living cells were successfully studied before (Moon et al.,
2012; Lapique and Benenson, 2014).
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Although we focus on a particular use-case scenario of cell classifiers, the appli-
cability of such circuits goes beyond the cancer context. In particular, similar designs
are employed for cell state detection and state-specific targeting of different tissues
and cell lineages, e.g., neuronal subtypes or differentiating human pluripotent stem
cells (Sayeg et al., 2015; Prochazka et al., 2022). As the cell classifiers utilize inherent
and omnipresent biological mechanisms, they allow targeting a plethora of differ-
ent tissues and cell types, providing a powerful platform for synthetic therapeutic
design.

Finally, we present alternative applications of the developed methods to show-
case the flexibility of the algorithm proposed in Chapter 5. In the drug response pre-
diction study, we leverage the advantage of the discrete framework to unify multi-
modal data and optimize classifiers comprising different types of features. Although
we do not obtain high prediction accuracy, we propose an interpretable approach
for feature extraction. Investing more resources in adjusting the optimization proce-
dures to the needs of the particular application could yield better performance. In
the second study comprising the life cycle prediction of bacteriophages, we focus on
demonstrating the applicability of the proposed algorithm beyond the cancer con-
text. We achieve nearly identical prediction accuracy as the described deep learning
model, simultaneously drastically compressing the classifiers size-wise. The above-
mentioned examples indicate that the proposed methods may be employed beyond
the context of their primary application.

Outlook

In the past decade, the development of synthetic biology accelerated, resulting in
the successful creation of many new synthetic devices (Voigt, 2020; Kitano et al.,
2023). The rational synthetic design relies on a so-called design-build-test-learn cycle
to develop novel biological parts and circuits. The cycle starts with an informed,
data-driven design of the devices. Next, the device must be built and tested experi-
mentally. By gathering the data and knowledge from the test phase, one can learn
and improve the design. Then, the cycle starts again with redesigning and refining
the circuit. Recently, the design and learn components of the pipeline have been par-
ticularly supported by artificial intelligence (Biswas et al., 2021; Hérisson et al., 2022;
Yeh et al., 2023). The researchers leverage the increasing accessibility of powerful
hardware and software to facilitate the design process, as the assembly and experi-
mental validation are usually time-consuming and expensive to perform (Kitano et
al., 2023). A prime example is the rapidly developing field of protein design. For in-
stance, Biswas et al., 2021 follow the development cycle by designing novel proteins
based on available data (design), followed by their synthesis (build) and experimental
validation (test). The knowledge gathered from the validation is employed to refine
the protein sequences (learn). In the study, the authors utilize existing databases to
train an unsupervised model to design novel sequences and fine-tune it with data
obtained from experimental validation. Although the experimental data is scarce,
the authors demonstrate that their approach facilitates synthetic protein engineer-
ing.

In this thesis, I focus on the design component of the mentioned pipeline, devel-
oping logic-based machine learning approaches for the design of the synthetic clas-
sifier circuits. However, only the experimental validation of the circuit may give the
final insight into their performance in a real-world environment. Nevertheless, the
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primary motivation behind the development of the proposed Boolean-based frame-
works was to select potential candidates for the experimental trials and assess the
performance of different classifier topologies. The knowledge gained from the test-
ing process could assist the further development of the computational approaches.
However, the cell classifier design problem, or the design of synthetic circuits in
general, could also follow an alternative, to some extent contradictory, path. In the
presented work, I focus on the rational, data-informed design of synthetic circuits
employing Boolean approximations of the circuit’s model. As many synthetic part,
circuit and device representations, e.g., in the form of sequencing data, are deposited
in different databases (e.g., BioParts portal by Plahar et al., 2021), one could consider
training an unsupervised deep learning model on the available circuit data to create
a general representation of the synthetic circuit designs. Then, such a model could
be fine-tuned using (usually scarce) data describing circuits of interest to design the
entire circuit without rational design input from the researcher, similarly to the study
performed by Biswas et al., 2021. In the future, such an approach could potentially
take the place of the laborious trial-and-error validation of the circuit consisting of
multiple various components and underlying parameters and advance the further
development of the entire field, in particular, if combined with discrete modelling.

In Chapter 6, we consider alternative applications of the proposed classifier de-
sign methods. We leverage the inherent interpretability of proposed logic classi-
fiers to combine them with deep learning models as an approach to feature extrac-
tion and classifier compression. This direction could be further explored, as in the
presented use-case scenario, the compressed classifiers maintain the high accuracy
of the trained deep neural network model. As the proposed classifier design ap-
proaches rely on the general Boolean logic principles, such methods could be, in
fact, applicable to any binary classification problem. The frameworks described in
this thesis can also be coupled to leverage the potential of both approaches simulta-
neously. The ASP-based framework enables finding globally optimal Boolean terms,
whereas the GA-based workflow focuses on increasing their robustness. Both ap-
proaches can be combined into a two-level strategy comprising (1) pre-optimization
of short Boolean terms with the ASP solving protocol by relaxing the constraints
in terms of sample misclassification and (2) employing the pre-optimized terms as
single classifier components in the generation of the initial population in the ge-
netic algorithm. This procedure, although not yet extensively tested, is implemented
and available within both frameworks. The mentioned examples of (re)usage of the
logic-based approaches or their components do not exhaust the potential of the dis-
crete environment. In conclusion, the discrete framework provides a versatile plat-
form for designing inherently interpretable classifiers and is applicable to various
problems in and beyond computational synthetic biology.
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Appendix S2

Chapter 2: Preliminaries

S2.1 Details regarding the biochemical model of classifier cir-
cuit

The model employs five biochemical parameters: (1) C1 being the level of intracel-
lular miRNA resulting in the knockdown of 50% of the target, describing the cir-
cuit’s response to different levels of input miRNAs, (2) C2 is the dissociation con-
stant (of the activator tTA from its promoter containing tetracycline response ele-
ment (pTRE)), (3) Tmax is the maximal level of the activator rtTA, (4) FF4max is the
maximal level of synthetic miRNA miR-FF4, and (5) Outmax - the maximal level of
the output. Table S2.1 includes the parameter values estimated for particular bina-
rization thresholds. Two of the above-mentioned parameters (C2, Tmax) are specific
for the binarization threshold used to discretize continuous miRNA levels in a given
data set. These parameters can be adjusted in the lab to the chosen binarization
threshold. The rest of the parameters (C1, FF4max, Outmax) are constant regardless of
the chosen binarization threshold.

THRESHOLD C1 C2 Tmax FF4max Outmax

θ1 (50 mol/cell) 20 18557 5389 3000 50000
θ2 (250 mol/cell) 20 10251 9755 3000 50000
θ3 (1250 mol/cell) 20 5340 18727 3000 50000

TABLE S2.1: Values for the parameters for different binarization
thresholds.
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Appendix S3

Chapter 3: Discrete Cell Classifiers

S3.1 Removal of isomorphic solutions in a post-processing
step

Within a set of optimal solutions returned by the ASP solver, we first sort each classi-
fier’s gates by the inputs’ IDs. Then we rewrite all the solutions by assigning to each
gate an ID in ascending order preserving the original gate-to-input relation. The in-
put and gate IDs are then ordered identically for all the isomorphic solutions in each
class, which makes them indistinguishable. As isomorphic solutions perform with
identical prediction accuracy, an arbitrary representative can be chosen as the final
solution.



104
A

ppendix
S3.

C
hapter

3:D
iscrete

C
ellC

lassifiers

Data set θ Circuit

All θ2 ¬miR-144∧ ¬miR-320-RNASEN ∧ ¬miR-99a ∧miR-21
Triple- θ2 ¬miR-376c ∧ ¬miR-378∧ ¬miR-451-DICER1
Her2+ θ3 ¬miR-376a-1-3p ∧ ¬miR-376c ∧ ¬miR-144∧ (miR-21∨miR-375) ∧ (miR-21∨miR-7-1)

ER+ Her- θ3 ¬miR-483-1-5p ∧ ¬miR-296-3p ∧ ¬miR-574-5p ∧ (miR-21∨miR-105-1) ∧ (miR-21∨miR-1251)
Cell Line θ1 ¬miR-376c ∧ ¬miR-145∧ ¬miR-451-DICER1

TABLE S3.1: Pruned circuits presented in Mohammadi et al., 2017 for five breast cancer data sets (adapted Table S5 in Mohammadi
et al., 2017). θ 1-3 states for different sets of biochemical parameters used for optimization related to the applied binarization threshold

presented in Mohammadi et al., 2017.
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S3.2 Example 1: A thin line between the groups and false
predictions

Sample Annot Output [mol/cell]

2 0 176,34
4 0 197,14
9 0 230,17
11 0 242,80
5 0 299,50
8 0 305,70
3 0 500,16
6 0 539,70
1 0 560,77
10 0 625,07
7 0 660,09

178 1 662,82
49 1 678,48

169 1 696,05
141 1 697,54
19 1 724,74
36 1 735,50

146 1 743,16
35 1 745,35
21 1 787,90

TABLE S3.2: The circuit output concentrations for the first 20 samples
(11 negative and 9 positive) sorted by the circuit output concentration
for the Breast Cancer All data set. The groups are separated with a

bold line.

S3.3 Example 2: Misclassification of positive samples in Triple-
data set

In Table S3.3, we present real-valued concentrations of miRNAs occurring in the
classifier. The binarization threshold applied for the Triple- data set is 250 copies/-
cell. For example, we consider sample 73 annotated as positive to compute the out-
put concentration. All the miRNAs occurring in the Boolean classifier are expected
to be low expressed (below the threshold) in a positive sample to classify that sample
as diseased. However, according to the concentration of miR-378 and the binariza-
tion threshold, the miRNA in the sample is upregulated. In this case, the Boolean
classifier output is equal to 0 (¬0∧¬1∧¬0 = 0) and the sample is misclassified as a
false negative. The only scenario for the function to output 1 (positive/cancerous) is
if all the miRNAs are downregulated (0). Respecting the model and the repressing
function of the NOT gate, if miRNA-378 is upregulated according to the threshold, it
should target the corresponding site and block the production of the output protein,
which should result in the survival of the diseased cell.

Here, we calculate the circuit output concentration for the presented classifier for
sample 73 to validate the output value estimation. We assume that FF4 = 0 as the
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Sample Annotation Output [mol/cell]

6 0 58,31
9 0 425,81
5 0 449,05
2 0 491,84
11 0 537,70
4 0 579,37
7 0 999,29
10 0 1026,33
3 0 1188,47
1 0 1367,58
8 0 1379,61
73 1 1671,57
71 1 2068,85
56 1 2169,57
30 1 2340,93
82 1 2400,44

TABLE S3.3: The circuit output concentrations for the first 16 samples
(11 negative and 5 positive) sorted by the circuit output concentration
for the Breast Cancer Triple- data set. The groups are separated with
a bold line. Exemplary samples misclassified by the Boolean classifier

are highlighted in light red.

Sample
miR-376c miR-378 miR-451-DICER1

C Be Bo C Be Bo C Be Bo
73 80.67 0 0 317.56 0 1 180.01 0 0
71 4.72 0 0 30.48 0 0 428.16 0 1
56 8.32 0 0 284.31 0 1 148.29 0 0
82 10.48 0 0 96.46 0 0 289.65 0 1

TABLE S3.4: Breast Cancer Triple-: evaluation of miRNAs continuous
levels (C), desired boolean value (Be) and the output boolean value

according to the threshold (Bo).

circuit does not include OR gates. According the model presented in Mohammadi
et al., 2017 the value of f1 is calculated as follows:

f1(miR-376c, miR-378, miR-451-DICER1) =

1− 0 + 80.67 + 317.56 + 180.01
0 + 20 + 80.67 + 317.56 + 180.01

≈ 0.033431398

(S3.1)

For this particular circuit, only two biochemical parameters are relevant: C1 and
Outmax, which are constant. This implies that one could potentially apply any bina-
rization threshold for the data set as it does not influence the output concentration.
The C(θ2, RTriple−, gTriple−) is calculated as follows:

C(θ2, RTriple−, gTriple−) = 50000 · 0.033431398 ≈ 1671.57 (S3.2)
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Even though the samples are perfectly separated (AUC = 1.0), the Boolean repre-
sentation does not agree with the annotation of the samples based on the analysis
of the binarized data set. The specification of the model does not reveal whether
some of the miRNAs forming the classifier are upregulated according to the given
threshold while expected to be downregulated. In fact, the f1 function summarizes
the continuous concentrations of miRNAs but does not reflect the applied threshold.

S3.4 Example 3: Misclassification of negative samples Her2+
data set

Table S3.5 contains output values for three misclassified negative samples (3 in total
for the ’emphHer2+ data set). As the sample is classified as negative (healthy), the
output production must be blocked to protect healthy cells from apoptosis. Based
on the f1 function (see Mohammadi et al., 2017), one expects that at least one of the
miRNAs forming the NOT gates is upregulated and blocks the production of the
toxic output compound directly. Otherwise, at least in one OR gate, both miRNA
inputs should be downregulated to activate miR-FF4. According to the binarization
threshold, all the miRNAs forming NOT gates are observed to be downregulated
(Table S3.7). Furthermore, in both OR gates, miR-21 is upregulated according to the
threshold (Table S3.6). As an example, we consider sample 6 and calculate the circuit
output concentration. The output of the boolean function for sample 6 according to
the threshold is 1 ((1∨ 0) ∧ (1∨ 0) ∧ ¬0∧ ¬0∧ ¬0 = 1∧ 1∧ 1∧ 1∧ 1 = 1) and does
not agree with the annotation.

Here we validate the calculation of the output concentration for sample 6. First,
the concentration of miR-FF4 is calculated in two steps. The f1 is calculated as fol-
lows:

f1(miR-21, miR-375, miR-21, miR-7-1) =

1− 1454.46 + 1.47 + 1454.46 + 2.54
20 + 1454.46 + 1.47 + 1454.46 + 2.54

≈ 0.02709173956

(S3.3)

The f2 is calculated with C2 = 5340 and Tmax = 18727 as in Mohammadi et al.,
2017:

f2(0.02709173956) =
0.02709173956

5340
18727 + 0.02709173956

≈ 0.08676533241 (S3.4)

Finally, FF4 is calculated as follows:

FF4 = 3000 · 0.08676533241 ≈ 260.2959972 (S3.5)

The influence of the NOT gates is calculated as in the previous example:

f1(FF4, miR-376a-1-3p, miR-376c, miR-144) =

1− 260.2959972 + 20.84 + 20.84 + 765.22
20 + 260.2959972 + 20.84 + 20.84 + 765.22

≈ 0.01839594705

(S3.6)
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Sample Annotation Output concentration [mol/cell]

11 0 640,34
5 0 871,50
4 0 903,07
9 0 913,71
6 0 919,80
7 0 1100,02
8 0 1264,97
1 0 1364,83
2 0 1847,34
10 0 2271,71
3 0 2298,18
86 1 3467,77
30 1 3882,19
67 1 4062,07
23 1 4187,43
53 1 4453,42
32 1 4733,44
57 1 4944,93
84 1 5090,99
12 1 5448,82

TABLE S3.5: The circuit output concentrations for the first 20 samples
(11 negative and 9 positive) sorted by the circuit output concentration

for the Her2+ data set. The groups are separated with a bold line.

Sample
miR-21 miR-375 miR-7-1

C Be Bo C Be Bo C Be Bo
6 1454.46 0 1 1.47 0 0 2.54 0 0
10 1258.03 0 1 8.23 0 0 1.83 0 0
3 3163.71 0 0 15.55 0 0 0.10 0 0

TABLE S3.6: Her2+, miRNAs in OR gates: Evaluation of miRNAs
continuous levels (C), expected Boolean value (Be) and the actual

Boolean value according to the threshold (Bo).

Sample
miR-376a-1-3p miR-376c miR-144

C Be Bo C Be Bo C Be Bo
6 20.84 1 0 20.84 1 0 15.55 1 0
10 39.79 1 0 64.28 1 0 20.46 1 0
3 60.21 1 0 213.06 1 0 15.55 1 0

TABLE S3.7: Her2+, miRNAs in NOT gates: evaluation of miRNAs
continuous levels (C), expected Boolean value (Be) and the actual

Boolean value according to the threshold (Bo).

C(θ3, RHer2+, gHer2+) = 50000 · 0.01839594705 ≈ 919.7973526 (S3.7)
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Again, the model confirms the perfect separation of samples, while according to
the Boolean representation and the annotation, a few samples are misclassified.
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Chapter 4: From single- to
multi-circuit classifiers

Algorithm S4.1 The algorithm describes random generation of an initial popula-
tion of psize individuals. The number of rules in each individual is randomly chosen
and the rules are randomly generated. After specifying the size of an individual
(line 2), c rules must be generated in a few steps. First, the size of a rule (rsize) and
miRNA IDs (miRNAs) must be randomly chosen (lines 4-5). Then, the sign (pos-
itive/negative) is randomly assigned to the miRNAs (line 6). Note that in case of
rsize=2, the miRNAs are connected with an AND gate. c rules generated as described
above create an individual which may be added to a population (line 10). The steps
are repeated until the population consists of psize individuals (lines 1-11).

Algorithm 1: Initialization of a first population.
Data: dataset D
Parameters: population size psize, maximal size of a DC cmax
Output: Population

1 for i = 1 to psize do
/* randomly choose the size of a new classifier */

2 c←− RandomlyChooseInRange(1, cmax);
3 for i = 1 to c do

/* randomly choose the size of a new rule */
4 rsize ←− RandomlyChooseInRange(1, 2);

/* randomly choose miRNA IDs */
5 miRNAs←− RandomlyChooseIDs(D, rsize);

/* randomly assign miRNA signs */
6 miRNAs←− RandomlyAssignSigns();

/* create a new rule */
7 Rule←− CreateARule(miRNAs);

/* add a new rule to a classifier */
8 Individual←− Add(Rule);
9 end

/* add a new classifier to a population */
10 Population←− Add(Individual);
11 end

Algorithm S4.2 The algorithm describes the selection of parents that are potential
candidates to recombine. The parents are chosen in tournaments of size tsize, i.e., tsize
candidates are randomly chosen from the population to participate in a tournament
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(lines 1-5, 7-11). In each round 2 parents are selected from the population. The
winning candidates are individuals with the highest BACC (lines 5,11). After the
first parent is selected its ID is temporarily blocked to be re-selected (line 6). This
allows keeping diversity in the population. The new population of selected parents
is then utilized to perform crossover.

Algorithm 2: Selection of parents
Input: Population
Parameters: population size psize, tournament size tsize
Output: Parent1, Parent2
/* repeat adding to a tournament tsize times */

1 for i = 1 to tsize do
/* randomly choose an individual’s ID */

2 Candidate←− RandomlyChooseInRange(1, psize);
/* add a candidate ID to a tournament */

3 Candidates←− Add(Candidate);
4 end
/* choose the best parent in a tournament */

5 Parent1 ←− SelectBest(Candidates);
/* block a chosen ID to be re-selected */

6 psize ←− BlockID(Parent1, psize);
7 for i = 0 to tsize do

/* randomly choose an individual’s ID */
8 Candidate←− RandomlyChooseInRange(1, psize);

/* add a candidate ID to a tournament */
9 Candidates←− Add(Candidate);

10 end
/* choose the best parent in a tournament */

11 Parent2 ←− SelectBest(Candidates);

Algorithm S4.3 The algorithm describes the crossover procedure performed on the
population of selected parents. Each two parents chosen randomly from the popu-
lation of selected parents exchange genes with the probability cprob. If the randomly
chosen p is lower than cprob the parents undergo the crossover (lines 2-13). Other-
wise, the parents are copied directly to a new population (line 15). If parents are of
the same size, uniform crossover is performed (line 11-12). Otherwise, index-based
crossover is applied (lines 7-9). Both procedures are described in details in section
4.2.6.

Algorithm S4.4 The algorithm describes the index-based crossover that we apply
if the sizes of parents differ to preserve a chance for each rule to be exchanged. Here,
the rules from the first and second parent are paired off according to a randomly
chosen index specifying the position of a shorter parent in relation to the other one.
The index is in range between 1 and ParentSize1-ParentSize2 (line 7). Paired rules
are crossovered uniformly. Rules that cannot be paired (due to different sizes) may
be copied to a randomly chosen child. As a result, the number of rules in each child
is between the minimum and the maximum size of the two parents. Note, the index-
based crossover may shorten the size of an individual as additional rules cannot be
copied to the larger classifier.
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Algorithm 3: Crossover
Input: Parent1, Parent2, crossover probability cprob
Output: Child1, Child2
/* randomly choose the probability of crossover */

1 p←− DrawProbability(0,1);
/* if p ≤ cprob perform crossover */

2 if p ≤ cprob then
/* assign a longer parent to Parent1 */

3 Parent1, Parent2 ←− AssignParentsBySize(Parent1, Parent2);
/* assign sizes of parents */

4 ParentSize1 ←− Size(Parent1);
5 ParentSize2 ←− Size(Parent2);

/* if parents sizes differ perform index-based crossover */
6 if ParentSize1 ̸= ParentSize2 then

/* randomly choose the crossover index */
7 CrossoverIndex←− RandomlyChooseInRange(1, ParentSize1 -

ParentSize2);
/* perform index based crossover */

8 Child1, Child2 ←− IndexCrossover(Parent1, Parent2, ParentSize1,
ParentSize2, CrossoverIndex);

9 Population←− Add(Child1, Child2)
10 else

/* if parents have identical size perform uniform crossover
*/

11 Child1, Child2 ←− UniformCrossover(Parent1, Parent2);
/* add children to a new population */

12 Population←− Add(Child1, Child2)
13 end
14 else

/* if probability > cprob copy parents to a new population */
15 Population←− Add(Parent1, Parent2)
16 end
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Algorithm S4.5 The algorithm describes mutation. Mutation may occur on two
levels: both, rules and inputs may mutate. A rule may (i) be removed from a clas-
sifier, (ii) be added to a classifier and (iii) be copied from one classifier to another
(lines 5-17). An input may (i) be removed from a rule, (ii) be added to a rule, (iii)
may change the sign i.e., become a negative or positive input (lines 19-32). Rules,
being larger components affecting the classifier size, mutate with a lower probabil-
ity than inputs (0.2). Note, the maximal size of a classifier (cmax) must be preserved.

Algorithm 4: Index-based crossover
Input: Parent1, Parent2, ParentSize1, ParentSize2, CrossoverIndex
Output: Child1, Child2

1 for i = 1 to ParentSize1 do
/* decide whether the rule will be exchanged */
/* SwapMask=1 corresponds to rule exchange */
/* SwapMask=0 corresponds to copying without exchanging */

2 SwapMask←− RandomlyChooseInRange(0, 1);
/* 1 - rule is exchanged */

3 if SwapMask = 1 then
/* if the rules do not pair off */
/* i.e., there is no possibility to exchange rules */

4 if i < CrossoverIndex OR i ≥ CrossoverIndex + ParentSize2 then
/* copy a rule from Parent1 to Child2 */

5 Child2 ←− CopyRule(Parent1, i);
6 else

/* if the rules pair off exchange rules */
/* copy a rule from Parent2 to Child1 */

7 Child1 ←− CopyRule(Parent2, i);
/* copy a rule from Parent1 to Child2 */

8 Child2 ←− CopyRule(Parent1, i);
9 end

10 else
/* 0 - rule is not exchanged */

11 if i < CrossoverIndex OR i ≥ CrossoverIndex + ParentSize2 then
/* copy a rule from Parent1 to Child1 */

12 Child1 ←− CopyRule(Parent1, i);
13 else

/* else copy rules to the parents without exchanging */
/* copy a rule from Parent1 to Child1 */

14 Child1 ←− CopyRule(Parent1, i);
/* copy a rule from Parent2 to Child2 */

15 Child2 ←− CopyRule(Parent2, i);
16 end
17 end
18 end



Appendix S4. Chapter 4: From single- to multi-circuit classifiers 115

Algorithm 5: Mutation
Input: Population, maximal size of a DC cmax
Output: Population

1 for i = 1 to psize do
/* randomly choose the probability of mutation */

2 probability←− DrawProbability(0,1);
/* if probability ≤ mprob perform mutation */

3 if probability ≤ mprob then
/* choose the mutation level */
/* 1 corresponds to mutation of a rule */
/* 2-4 corresponds to mutation of an input */

4 MutationLevel←− RandomlyChooseInRange(1, 5);
5 if MutationLevel = 1 then

/* choose the mutation type */
6 MutationType←− DrawItem(add, remove, copy);
7 switch MutationType do
8 case add do

/* add rule */
9 AddRule(Population, i, cmax)

10 end
11 case copy do

/* copy rule */
12 CopyRule(Population, i, cmax)
13 end
14 case remove do

/* remove rule */
15 RemoveRule(Population, i)
16 end
17 end
18 else

/* choose the mutation type */
19 MutationType←− DrawItem(add, remove, sign);
20 switch MutationType do
21 case add do

/* add input */
22 Rule←− DrawRule(1, ps);
23 AddInput(Population, i, Rule)
24 end
25 case remove do

/* remove input */
26 RemoveInput(Population, i, cmax, Rule)
27 end
28 case sign do

/* change sign of an input */
29 ChangeInputSign(Population, i, Rule)
30 end
31 end
32 end
33 end
34 end
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TABLE S4.1: Results of 3-fold cross-validation. Metrics: TPR - aver-
age True Positive Rate recorded for validation data in the 3-fold CV,
TNR - True Negative Rate, ACC - accuracy, BACC - balanced accu-
racy, BACCtr - average balanced accuracy recorded for training data

in the 3-fold CV.

Dataset α TPR TNR ACC BACC BACCtr

All 0.85 0.89 0.83 0.88 0.86 0.96
0.75 0.94 0.81 0.93 0.87 0.98
0.65 0.95 0.72 0.93 0.83 0.98
0.60 0.92 0.92 0.92 0.92 0.98
0.50 0.92 0.92 0.92 0.92 0.98
0.40 0.94 0.64 0.92 0.79 0.99
0.35 0.97 0.72 0.96 0.85 0.99
0.25 0.96 0.72 0.94 0.84 1.00

Triple- 0.85 0.92 0.75 0.89 0.83 0.98
0.75 0.96 0.67 0.92 0.81 0.99
0.65 0.94 0.58 0.89 0.76 1.00
0.60 0.93 0.64 0.89 0.78 1.00
0.50 0.93 0.64 0.89 0.78 1.00
0.40 0.94 0.56 0.89 0.75 1.00
0.35 0.94 0.53 0.89 0.74 0.99
0.25 0.94 0.53 0.89 0.74 1.00

Her2+ 0.85 0.99 0.44 0.92 0.72 0.96
0.75 0.99 0.61 0.94 0.80 0.96
0.65 0.99 0.53 0.93 0.76 0.96
0.60 1.00 0.53 0.94 0.76 0.96
0.50 1.00 0.53 0.94 0.76 0.96
0.40 0.99 0.53 0.93 0.76 0.96
0.35 1.00 0.53 0.94 0.76 0.96
0.25 1.00 0.53 0.94 0.76 0.93

ER+ Her- 0.85 0.90 0.64 0.82 0.77 0.93
0.75 0.90 0.64 0.82 0.77 0.93
0.65 0.90 0.64 0.82 0.77 0.93
0.60 0.90 0.64 0.82 0.77 0.93
0.50 0.90 0.64 0.82 0.77 0.93
0.40 0.90 0.53 0.78 0.72 0.93
0.35 0.90 0.64 0.82 0.77 0.93
0.25 0.90 0.53 0.78 0.72 0.91

Cell Line 0.85 0.67 1.00 0.87 0.83 1.00
0.75 0.67 1.00 0.87 0.83 1.00
0.65 0.67 1.00 0.87 0.83 1.00
0.60 0.67 1.00 0.87 0.83 1.00
0.50 0.67 1.00 0.87 0.83 1.00
0.40 0.67 1.00 0.87 0.83 1.00
0.35 1.00 0.89 0.93 0.94 1.00
0.25 1.00 1.00 1.00 1.00 1.00
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(A) SDR0

(B) SDR10
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(C) SDR20

(D) SDR30
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(E) SDR40

(F) SDR50

FIGURE S5.1: MA plots for the outlier simulated data sets: SDR0,
SDR10, SDR20, SDR30, SDR40 and SDR50. Red dots represent truly
differentially expressed features and black dots - features that are not
differentially regulated. Plots generated with the compCode R pack-

age (Soneson, 2014).
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(A) SDDISP

(B) SDP50

FIGURE S5.2: MA plots for the SDDISP and SDP50 data sets. Red
dots represent truly differentially expressed features and black dots -
features that are not differentially regulated. Plots generated with the

compcodeR package (Soneson, 2014).
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FIGURE S5.3: Frequencies of features in classifiers recorded for jointly
normalized GSE10694 data set.
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(A) Jointly normalized GSE36681-FF data set.

(B) Separately normalized GSE36681-FF data set.

FIGURE S5.4: Frequencies of features in classifiers recorded for (A)
jointly and (B) separately normalized GSE36681-FF data set.
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(A) Jointly normalized GSE36681-FFPE data set.

(B) Separately normalized GSE36681-FFPE data set.

FIGURE S5.5: Frequencies of features in classifiers recorded for (A)
jointly and (B) separately normalized GSE36681-FFPE data set.
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Zusammenfassung

Design und multikriterielle Optimierung von Zellklassifikationsschaltkreisen
in der Tumortherapie

Maßgeschneiderte Frameworks, welche die Nutzung unvollständiger und verrausch-
ter Daten ermöglichen, und damit die reale Umgebungen widerspiegeln, sind häufig
entscheidend, um die Anforderungen eines bestimmten synthetischen Designpro-
blems zu erfüllen. In dieser Arbeit konzentriere ich mich auf den Entwurf von syn-
thetischen Schaltkreisen für die Diagnose und Behandlung von Krebs. Insbeson-
dere entwickle ich Berechnungsrahmen für den logikbasierten Entwurf von Klassi-
fikationschaltungen, wobei ich eine Reihe verschiedener Berechnungsparadigmen
vom maschinellen Lernen bis zu evolutionären Algorithmen verwende. Zunächst
konzentriere ich mich auf die Optimierung von Klassifikatoren für einzelne Schalt-
kreise entsprechend den Zielen und Beschränkungen, die durch den experimen-
tellen Schaltkreisaufbau auferlegt werden. Ich nutze das Potenzial der logischen
Programmierung, insbesondere der Antwortmengenprogrammierung, und schla-
ge einen Arbeitsablauf für den Entwurf global optimaler logischer Klassifikatoren
vor. Außerdem stelle ich einen alternativen, theoretischen Entwurf von Klassifikato-
ren vor, die aus mehreren Schaltkreisen bestehen, nämlich verteilte Klassifikatoren.
Ich nutze die Vorteile von Ensembles, insbesondere die kollektive Entscheidungs-
findung, um eine bessere Leistung bei heterogenen Daten zu erzielen. Um die En-
sembles zu optimieren, entwickle ich einen benutzerdefinierten genetischen Algo-
rithmus und überarbeite die Optimalitätskriterien für Klassifikatoren. Als Nächstes
konzentriere ich mich auf die Verfeinerung der Bewertungsstrategien und die Erhö-
hung der Robustheit unserer Designs gegenüber neuen Daten. Schließlich untersu-
che ich alternative Anwendungen jenseits von Krebsklassifikatoren, um die Vielsei-
tigkeit der vorgeschlagenen Methoden zu demonstrieren.
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