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IV. Zusammenfassung 
 

Das angeborene Immunsystem ist die erste Abwehrlinie gegen eindringende Pathogene. 

Zelluläre Mustererkennungsrezeptoren (engl. PRRs) detektieren konservierte Pathogen- 

assoziierte molekulare Muster (engl. PAMPs) und initiieren eine 

Signaltransduktionskaskade, die in der Sekretion von Typ I Interferonen (IFN) und pro- 

inflammatorischen Zytokinen mündet, welche durch parakrine und 

autokrineMechanismen die Immunantwort amplifizieren. Typ I IFN sind universelle, 

antivirale Zytokine, die nach Bindung an den IFN-α/β-Rezeptor die JAK/STAT-abhängige 

Expression hunderter antiviraler Moleküle, der so genannten IFN-stimulierten Gene, 

auslöst. Irrtümlich im zellulären Zytosol lokalisierte DNA ist ein besonders potenter 

Auslöser von Typ I IFN-vermittelter Immunität. Das Enzym zyklische GMP-AMP Synthase 

(engl. cGAS) katalysiert nach Bindung an zytosolischer DNA die Synthese des 

sekundären Botenstoffes zyklisches GMP-AMP (cGAMP), welches eine 

STING/TBK1/IRF3-abhängige Signalkaskade zur Produktion von Typ I IFN auslöst. Die 

frühe Initiierung einer solchen angeborenen Immunantwort ist entscheidend für die 

Restriktion viraler Replikation, die Eliminierung infizierter Zellen und die Einleitung der 

adaptiven Immunantwort zur effizienten Kontrolle der Infektion und der Abmilderung des 

Krankheitsverlaufs in vivo. Folglich haben Viren Evasionsmechanismen entwickelt, um 

der Typ I IFN-vermittelten Restriktion zu entgehen und die virale Replikation zu fördern, 

zum Beispiel durch die Expression antagonistischer viraler Proteine, die PRR-ausgelöste 

Signalketten zum Erliegen bringen oder durch die Entwicklung anspruchsvoller 

Replikationsstrategien, die die Exposition viraler PAMPs gegenüber den zellulären PRRs 

auf ein Minimum reduziert. 
 

Diese Dissertation basiert auf den drei kürzlich unter meiner maßgeblichen Mitarbeit 

veröffentlichten Publikationen, die jeweils Schlüsselfragen der angeborenen Immunität 

und viraler Evasion im Kontext der HIV-1- und SARS-CoV-2-Infektion adressieren. Die 

erste Studie untersucht die strukturellen und funktionellen Konsequenzen der am 

häufigsten natürlich vorkommenden cGAS-Variante, rs610913, in Bezug auf deren 

Fähigkeit DNA-vermittelte Immunantworten im Kontext viraler Infektionen auszulösen (1). 

Die zweite Studie evaluiert den Beitrag der cGAS-vermittelten Detektion proviraler DNA 

zur intrinsischen Immunantwort in HIV-1-infizierten CD4+ T-Zellen, den Hauptzielzellen 
von HIV-1 in vivo (2). In der dritten Studie wird die Infektionsempfänglichkeit und initiierte 
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angeborene Immunantwort in peripheren mononukleären Zellen des Blutes nach ex vivo 

Inokulation mit SARS-CoV-2 unter Anderem mittels Einzelzellsequenzierung analysiert 

(3). 
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V. Abstract 
 

The innate immune system is the first line of defence against invading pathogens. Pattern 

recognition receptors (PRRs) sense conserved pathogen-associated molecular patterns 

(PAMPs) and initiate a signal transduction cascade that culminates in the secretion of 

type I interferons (IFNs), pro-inflammatory cytokines and amplification of innate immunity 

through autocrine and paracrine signalling. Type I IFNs are universal, antiviral cytokines 

that bind to the IFN-α/β-receptor (IFNAR) and induce the JAK/STAT-dependent 

expression of hundreds of antiviral molecules, known as IFN-stimulated genes (ISGs). 

Aberrantly located, cytosolic DNA is a potent activator of type I IFN responses upon 

detection by the cytosolic DNA sensor cyclic GMP-AMP synthase (cGAS). Upon DNA 

sensing, cGAS catalyses the formation of the second messenger cyclic GMP-AMP 

(cGAMP) that subsequently induces a STING/TBK1/IRF3-driven signalling cascade and 

the production of type I IFNs. Early initiation of intrinsic immunity is crucial for viral 

restriction, elimination of infected cells and orchestration of adaptive immunity to 

sufficiently control the viral infection and dampen disease progression in vivo. 

Consequently, multiple viruses have evolved mechanisms to counteract restrictive type I 

IFN immunity to facilitate continuous viral replication, e.g. through expression of 

antagonistic viral proteins that modulate PRR-induced signalling or the development of 

sophisticated replication strategies to minimize viral PAMP exposure to cellular PRRs. 
 

This dissertation is based on my three recent publications addressing key questions in 

the field of innate sensing and viral evasion of HIV-1 and SARS-CoV-2 infections. The 

first study investigated the structural and functional consequences of the most frequent 

naturally occurring variant rs610913 in the cGAS-encoding gene in the context of DNA 

sensing upon viral infections (1). The second study carefully re-evaluates the contribution 

of cGAS-mediated sensing of reverse transcription products to the induction of intrinsic 

immunity in HIV-1-infected CD4+ T-cells, the major HIV-1 target cell in vivo (2). In the third 

study, the susceptibility to infection and ability to mount cell-intrinsic immunity in 

peripheral blood mononuclear cells upon ex vivo SARS-CoV-2 exposure were 

investigated and delineated to individual cell types using, among other methods, single 

cell RNA-sequencing (3). 
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1. Introduction 
 

The innate immune system serves as the first line of defence against invading pathogens. 

Sensing of the virus components elicits an innate antiviral immune response that restricts 

virus replication and spread, aids at identifying and eliminating infected cells and alarms 

local and systemic immune effector mechanisms to eventually achieve viral clearance. 

Virus sensing is accomplished by pattern recognition receptors (PRRs) that, upon 

recognition of conserved pathogen-associated molecular patterns (PAMPs), initiate a 

signalling cascade culminating in the production of soluble mediators, such as type I 

interferons (IFNs) and pro-inflammatory cytokines that - through both autocrine and 

paracrine signalling - restrict virus replication. Type I IFNs are universal, antiviral 

cytokines that bind to the Interferon-α/β- receptor (IFNAR) and induce a downstream 

JAK/STAT-dependent signalling cascade resulting in the expression of hundreds of 

antiviral molecules, known as IFN-stimulated genes (ISGs). Aberrantly located, cytosolic 

DNA is a potent activator of such type I IFN responses (4). Upon infection or cellular 

stress responses, viral or host DNAs can leak into the cytosol and be detected by the 

cytosolic DNA sensor cyclic GMP-AMP synthase (cGAS) in a sequence-independent 

manner (5, 6). Following binding to double-stranded DNA, cGAS catalyses the synthesis 

of the second messenger cyclic GMP-AMP (cGAMP) which subsequently binds to and 

activates the Stimulator of IFN Genes (STING) (7–11). Activation of STING results in its 

translocation to the Golgi, activation and phosphorylation of the TANK-binding kinase 1 

(TBK1) and eventually the phosphorylation, dimerization and nuclear translocation of the 

transcription factor IFN regulatory factor (IRF) 3, resulting in the enhanced expression of 

type I IFNs and other antiviral IRF3-target genes. Conclusively, the DNA sensor cGAS is 

an essential component of innate immunity for immediate recognition of invading 

pathogens and establishment of a type I IFN response (12). 
 

Innate sensing of pathogens´ components is decisive for disease outcome and their 

insufficient recognition enables unrestricted viral spread. Consequently, viruses have 

evolved sophisticated replication strategies to counteract innate sensing and down- 

stream signalling by various mechanisms (13, 14). In the following chapters, I will 

introduce the characteristics of HIV-1 and SARS-CoV-2 replication that trigger intrinsic 

immunity and the corresponding viral strategies that have evolved to minimize these 

occasions. 
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1.1. Molecular biology of HIV-1 infection 
 

Originating from distinct zoonotic transmission events in the early 20th century, HIV-1 has 

slowly spread and gave rise to the acquired immunodeficiency syndrome (AIDS) 

pandemic starting in the early 1980s (15, 16). To date, HIV infection remains a global 

health threat, with the Joint United Nations Program on AIDS (UNAIDS) estimating a total 

of 79.3 million people have become infected and 36.3 million have died from AIDS-related 

illness since the start of the pandemic (17). 
 

HIV-1 is transmitted by sexual contact across mucosal surfaces, percutaneous 

inoculation and perinatal from mother to child. The infection manifests itself in an initial 

phase of acute infection, but slowly progresses through an asymptomatic phase 

characterized by high viral loads and massive CD4+ T-cell depletion to the irreversible, 

final stage of the infection defined as AIDS, in which patients suffer from life-threatening 

immune deficiency and susceptibility to opportunistic infections (18, 19). The 

development of a potent antiretroviral therapy (ART) has substantially improved the life 

expectancy and quality of individuals with HIV by suppressing virus replication, 

transmission and disease progression. HIV-1, however, establishes a persistent infection 

upon integration of the viral genome into the host cells’ DNA thereby forming a viral 

reservoir with minimal viral RNA and protein expression. Latent infection allows the virus 

to persist in an ART-insensitive stage and to maintain its reservoir through low-level viral 

replication and homeostatic proliferation in CD4+ T-cells as the main HIV-1 target cells 

displaying a particularly long life span (20). The existence of this long-lasting, viral 

reservoir remains the main obstacle to HIV-1 eradication and cure. 
 

Figure 1. HIV-1 virion and genome organisation. (A) The trimeric envelope glycoprotein (Env) is composed of 
gp41/gp120 embedded in the HIV-1 lipid envelope. The structural proteins matrix (MA), capsid (CA) and 
nucleocapsid (NC) and the viral enzymes, such as the reverse transcriptase and integrase are derived from the Gag 
and Gag/Pol polyproteins. (B) The 10.000 nucleotide-long HIV-1 genome is composed of the 5’ and 3’ untranslated 
regions (UTRs), the structural polyprotein-encoding genes Gag, Pol and Env, the regulatory genes Tat and Rev as 
well as the accessory genes Vif, Vpr, Vpu and Nef.(Source: own figure). 
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The HIV-1 virion is composed of a lipid envelope embedding the viral envelope 

glycoproteins (Env) (Fig. 1A). The capsid (CA) encloses the ~10.000 nucleotide long, 

positive-sense, single-stranded (ss) RNA genome, containing untranslated regions 

(UTRs), structural, regulatory and accessory genes (Fig. 1B). Additionally, HIV-1 virions 

contain viral enzymes that are essential for mediating early post-entry steps of the 

replication cycle, including reverse transcriptase (RT) and integrase (IN). HIV-1 host cell 

entry is mediated by Env, a trimeric complex of the non-covalently associated 

glycoproteins (gp) 120 and 41. Sequential binding of gp120 to the CD4 receptor and co- 

receptor, either CCR5 and/or CXCR4, triggers conformational changes and insertion of a 

viral fusion peptide into the cellular membrane, resulting in a fusion pore to bridge viral 

and host cell membranes and allow the release of the capsid into the target cell (Fig. 2) 
 

Figure 2. HIV-1 replication cycle. HIV-1 enters via engagement of the CD4 receptor and one of the co-receptors 
CCR5 or CXCR4 ①. Following reverse transcription, nuclear import ② and integration ③, the proviral DNA is 
transcribed ④ and the viral RNAs are processed and exported from the nucleus ⑤ where they are translated ⑥. 
The regulatory proteins Tat and Rev translocate to the nucleus to facilitate viral transcription and RNA export, 
respectively. The structural polyproteins Gag and Gag/Pol assemble at the plasma membrane ⑦ upon recruitment 
of the genomic RNA to the budding virions ⑧.The glycoprotein Env is translated at the rough ER, processed and 
glycosylated in the Golgi apparatus and presented on the cell surface via the secretory pathway ⑨. Finally, progeny 
virions are released from the plasma membrane and undergo protease-mediated maturation within the virion ⑩. 
(Source: own figure). 
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(21–23). Following entry, the HIV-1 genomic RNA is reverse transcribed into 

complementary double-stranded DNA which is integrated into the host cell genome, 

mediated by the viral RT and IN enzymes, respectively. It is established that reverse 

transcription and integration are closely linked to capsid disassembly, however, recent 

studies propose that nuclear import precedes uncoating and the completion of reverse 

transcription (24–27). The host cell RNA polymerase II transcribes the integrated proviral 

DNA (the provirus) and generated viral RNAs are either fully spliced and exported by 

hijacking the cellular mRNA export machinery, or incompletely spliced or non-spliced and 

dependent on the Rev-mediated RNA export mechanism (28, 29). After RNA export, the 

structural polyproteins Gag and Gag/Pol, the regulatory proteins Tat and Rev as well as 

the accessory proteins Vpr, Vif and Nef are translated in the cytosol. Env and Vpu are 

translated separately from a bicistronic, singly spliced RNA at the rough ER, following 

Env translocation to the Golgi for processing and glycosylation and finally transport to the 

plasma membrane. In parallel, Gag and Gag/Pol polyproteins assemble at the plasma 

membrane and recruit two copies of the full-length genomic RNA (30, 31). Eventually, the 

budding particles are released from the plasma membrane using the cellular ESCRT- 

machinery followed by protease-mediated cleavage of Gag and Gag/Pol to generate 

mature, infectious HIV-1 particles. 

 
 
 

1.2. HIV-1 innate immune sensing and viral evasion strategies 
 

The main HIV-1 target cells, CD4+ T-cells, macrophages and dendritic cells (DCs), 

harbour a set of potent, constitutively expressed or IFN-induced anti-HIV-1 restriction 

factors, of which APOBEC3G, Tetherin, TRIM5α, SAMHD1 and SERINC5 have been 

identified as the most potent ones (32). However, HIV-1 aquired the accessory proteins 

Vif, Vpr, Vpu and Nef that target specific restriction factors for degradation by hijacking 

diverse cellular mechanisms, thus nullifying their antiviral activity (13, 32). Notably, 

SAMHD1, a triphosphohydrolase that degrades cytosolic dNTPs required for HIV-1 

replication, is targeted by the HIV-2/SIV-encoded protein Vpx, but none of the HIV-1 

accessory proteins. Therefore, resting CD4+ T-cells, macrophages and DCs expressing 

active SAMHD1 are more refractory to HIV-1 infection as compared to activated CD4+ T- 
cells that lack SAMHD1 activity (33, 34). Ex vivo studies report an overall stronger innate 

immune response in monocyte-derived macrophages (MDMs) or DCs (MDDCs) 
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compared to CD4+ T-cells potentially accounting for their lower susceptibility to HIV-1 

infection (13, 35). The innate sensing of HIV-1 infection, however, is exclusively 

monitored under certain experimental conditions, including the co-packaging of HIV-2/SIV 

Vpx for eliminating SAMHD1 and replenishing cellular dNTP concentrations (36–38), and 

genetic or pharmacological destabilization of the HIV-1 CA (39–41). In these studies, HIV- 

1 sensing was dependent on cGAS/STING signalling, suggesting recognition of leaking 

RT products into the cytosol (37, 42, 43). In contrast, the role of cytosolic DNA sensing 

upon HIV-1 infection in CD4+ T-cells, the main target cell for HIV-1 in vivo, is less well 

understood. One study reported a cGAS-mediated, post-integration, type I IFN response, 

potentially through sensing of mtDNA released from ruptured mitochondria (44), while 

another study questioned the overall intactness of the cGAS/STING signalling pathway 

in primary CD4+ T-cells (45). In contrast, another cytosolic DNA sensor, IFI16, was 

reported to sense abortive HIV-1 infection in CD4+ T-cells, however exclusively in 

lymphoid tissue-derived T-cells. Specifically, IFI16 recognized the accumulation of RT 

products upon abortive CD4+ T-cell infection and triggered a caspase-1-driven 

inflammasome activation, resulting in pyroptotic cell death (46–48). Pyroptosis is 

therefore proposed to be the main driver of the massive CD4+ T-cell depletion upon 
untreated HIV-1 infection in vivo (49). 

 
In addition to evolution of accessory proteins, HIV-1 displays a sophisticated replication 

strategy to evade intrinsic immunity by hijacking cellular host factors to mask or protect 

viral PAMPs from sensing. For example, HIV-1 CA recruits CPSF6 and the cyclophilins 

Nup358 and CypA through highly conserved amino acids to maintain the CA lattice 

integrity and prevent untimely nucleic acid leakage into the cytosol (39). Further, the 

cytosolic exonuclease TREX1 impedes the accumulation of excessive cytosolic DNAs, 

including HIV-1 RT products, thereby protecting HIV-1 from cGAS-mediated immunity 

(50, 51). Finally, HIV-1 RNAs are shielded from the cytosolic RNA sensor MDA-5, through 

the cellular FTSJ3, an RNA 2’-O-methyltransferase that installs a 2’O-methylation at the 

5’ end of the viral RNAs, a modification whose absence triggers MDA-5 activation (52). 
 

Despite potent evasion mechanisms of HIV-1 ex vivo, acute HIV-1 and SIV infections 

trigger transient and subtle type I IFN responses in vivo (53), the quality of which 

negatively correlates with viral load (54). The early type I IFN response is thought to 

originate primarily from plasmacytoid DCs (pDCs) due to their ability to detect HIV-1 
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ssRNA, potentially released from cytopathic HIV-1-infected cells, in a Toll-like receptor 

(TLR) 7/8-dependent manner (55, 56) and their timely arrival at the primary site of 

infection (53, 57). Remarkably, transmitted founder viruses, in contrast to variants 

circulating during the chronic phase of infection, harbour a distinct resistance profile to 

type I IFNs, suggesting that the early type I IFN response partially prevents transmission 

events of most IFN-sensitive viruses, which potentially accounts for the relatively poor 

HIV-1 transmission rates in vivo (58–60). The type I IFN levels in serum, together with 

CD4+ T-cell counts and viral loads, normalize after ART initiation (54, 61). Conversely, 

individuals receiving ART still suffer from chronic immune activation and exhaustion 

characterized by elevated expression of activation markers and cytokine levels, which 

may result from reoccurring, transient viral antigen exposure to cytotoxic T-cells from the 

persisting viral reservoirs, rather than cell-intrinsic sensing of HIV-1 PAMPs (62, 63). 

 
 
 

1.3. SARS-CoV-2 infection biology 
 

The Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2) is a highly 

transmissive, human-pathogenic coronavirus and the causative agent of the coronavirus 

disease 2019 (COVID-19). Since its emergence in 2019, SARS-CoV-2 rapidly spread 

across the globe, with an estimate of more than 592 million infections and 6.4 million 

deaths owing to infection (as of 08/2022) (64). SARS-CoV-2 establishes upper and lower 

respiratory tract infections, mostly accompanied by mild symptoms; however, some cases 

experience clinical deterioration with systemic inflammation, acute respiratory distress 

syndrome, multiple organ failure and fatal disease outcome (65, 66). Despite the licencing 

of multiple effective vaccines, control of the COVID-19 pandemic is jeopardized by the 

emergence of variants, such as Alpha, Beta, Delta and Omicron, conferring enhanced 

transmissibility and immune evasion, hence SARS-CoV-2 remains a global health threat 

(67, 68). 
 

The SARS-CoV-2 virion contains the positive-sense, ssRNA genome coated by the viral 

nucleocapsid (N) and enclosed by a lipid bilayer embedding the viral envelope (E), 

membrane (M) and spike (S) proteins (Fig. 3A). The viral genome of nearly 30.000 

nucleotides length contains 5’ and 3’ regulatory UTRs, and encodes for non-structural 

proteins (nsps), structural and accessory proteins (Fig. 3B). 
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Figure 3. SARS-CoV-2 particle and genome organisation. (A) The SARS-CoV-2 virion consists of the structural 
proteins membrane (M), envelope (E), spike (S) embedded in the lipid envelope and nucleocapsid (N) coating the viral 
ssRNA genome incorporated in the viral particle. (B) The nearly 30.000 nucleotides (nt) long viral genome is equipped 
with a 5’ capping structure and 3’ poly-A-tail and encodes regulatory, untranslated regions (UTRs) on the 5’ and 3’ 
ends, ORF1a and ORF1b encoding for the non-structural proteins (nsps) 1-16, the four structural proteins S, E, M and 
N as well as the accessory proteins ORF3a, ORF3b, ORF6, ORF7a, ORF7b, ORF8 and ORF10. (Source: own figure). 

 
 

SARS-CoV-2 infection is initiated through specific binding of the S protein to the cellular 

entry receptor ACE2 (69, 70). Membrane fusion following ACE2 engagement requires the 

proteolytic cleavage of the S2’ site which is executed by the cellular proteases TMPRSS2 

or the less favoured Cathepsin L, present on the plasma membrane and the endosomal 

compartment, respectively (Fig. 4) (69, 71). Following entry, the RNA genome is released 

in the cytosol and initiates the immediate translation of the open reading frame (ORF) 1a- 

and 1b-encoded polyproteins, followed by their proteolytic cleavage and the subsequent 

release of 16 nsps (72–74). The early nsp1 mediates a selective host shutoff (75), while 

nsp2-16 assemble to the viral replication and transcription complex including the RNA- 

dependent RNA polymerase (nsp12) and all factors required for genome replication and 

subgenomic (sg) RNA transcription (72, 73). Notably, the interaction of nsp3-5 with 

cellular factors generates a designated, ER-derived, viral replication organelle which 

consists of interconnected, convoluted membranes and double-membrane vesicles that 

concentrates all components of the replication machinery (76, 77). Within this virus- 

specific replication organelle, the viral genome replication is executed via generation of a 

full-length, negative-sense ssRNA intermediate used as a template for generation of new 

positive-sense ssRNA genomes that are subsequently packaged into progeny virions. 

Additionally, a set of sgRNAs is transcribed to serve as templates for translation to 

structural and accessory proteins through a CoV-attributed, discontinuous transcription 

mechanism (78). The sgRNAs are then 5’-capped and 3’-polyadenylated and translated 

into the structural and accessory CoV proteins. The envelope proteins E, M and S are 

translated at the ER and subsequently retained at the ER-Golgi intermediate 

compartment (ERGIC) where S is additionally primed by furin-like proteases. Finally, the 
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N condensates the genomic RNA, virus particles bud into the ERGIC membranes and 

virions exit the cell via exocytosis. 

 

Figure 4. SARS-CoV-2 replication cycle. SARS-CoV-2 enters the cell via receptor-mediated membrane fusion ① 
or endocytosis ②, following the activation of the S protein by the proteases TMPRSS2 or Cathepsin L, respectively. 
Uncoating releases the genomic viral RNA ③, from which the non-structural proteins (nsps) are translated and 
released by proteolytic cleavage ④. The replication complex of nsps and genomic RNA creates a virus-specific 
replication organelle where subgenomic transcription and RNA replication takes place ⑤. The subgenomic RNAs are 
translated and structural proteins assemble together with the genomic RNA at the ER Golgi intermediate compartment 
⑥ where progeny virions bud ⑦ and exit the cell via the secretory pathway ⑧. (Source: own figure). 
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1.4. The role of innate immunity and type I IFN signalling in SARS-CoV-2 infection 
and COVID-19 disease progression 

 
The expression of ACE2 and TMPRSS2 principally defines the cellular susceptibility to 

SARS-CoV-2 entry. Both factors are found on epithelial cells of the respiratory tract (79), 

suggesting that these cell types are the first to encounter and induce an innate immune 

response upon SARS-CoV-2 exposure. Despite the protected replication in the ER- 

derived replication organelle, genomic and sgRNAs are exposed to the cytosolic RNA 

sensors MDA-5 and RIG-I. MDA-5, that favours the binding of long, partially double- 

stranded RNAs, was reported to mount IRF3- and NF-κB-driven type I IFN and pro- 

inflammatory cytokine responses in Calu-3 lung epithelial cells (80, 81), while the 

contribution of RIG-I to SARS-CoV-2 sensing is still under debate (81–83). In addition, 

membrane-bound TLRs located at the plasma membrane or the endosomal 

compartment, whose expression is reserved to specialized immune cell subsets have 

been attributed to sensing of SARS-CoV-2 infection (84–87). For example, SARS-CoV-2 

RNA, isolated or packaged into virions, is a potent inducer of a TLR7/MyD88-dependent 

type I IFN responses in pDCs ex vivo (86, 88, 89). 
 

Despite the observation of type I IFN and pro-inflammatory cytokine responses upon 

infection, SARS-CoV-2 encodes numerous viral proteins with reported immune 

antagonistic properties (90). Specifically nsp6, nsp13, ORF6 or ORF7 erase the 

downstream signalling cascades of PRRs by inhibiting IRF3 activity (nsp6, ORF6) or 

blocking STAT phosphorylation (nsp13, ORF7), thereby blunting innate immune 

signalling irrespective of the emitting sensor (91–93). It should be noted that the ability of 

SARS-CoV-2 to evade cell-intrinsic immunity or conversely the cellular ability to mount a 

restrictive immune response is closely linked to the quantities of the initial viral inoculum 

(92, 94, 95). 
 

In vivo, SARS-CoV-2 infection triggers the secretion of IRF3/IRF7-driven type I and III 

IFNs, such as IFN-α2, IFN-β and IFN-λ, and NF-κB-driven pro-inflammatory cytokines, 

such as IL-1β, IL-6, TNF, IL-12 or IL-17, mainly at the site of acute infection, the 

respiratory tract (96, 97). Profiling of infection-induced cytokines in patient sera and 

different cell culture models revealed a dampened production of type I IFNs, but not pro- 

inflammatory cytokines, upon infection with SARS-CoV-2 as opposed to other respiratory 

viruses, such as Influenza A (98, 99) or Respiratory Syncytial Virus (100, 101), suggesting 
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that IRF3/IRF7-driven transcription is the prime target of SARS-CoV-2 immune 

antagonists (94, 96, 102). Ex vivo, SARS-CoV-2 displays an exceptionally high sensitivity 

to type I IFN-pre-treatment (92, 95) and pre-existing PRR-induced antiviral states (103, 

104) in contrast to the closely related SARS-CoV, emphasizing the necessity of SARS- 

CoV-2 to efficiently evade type I IFN induction in vivo (95). In agreement with this 

observation, longitudinal monitoring of SARS-CoV-2-infected individuals revealed that the 

quality of the early type I IFN production inversely correlates with disease progression in 

general (94, 96, 105, 106). More precisely, patients presenting reduced type I IFN levels 

in the first week after symptom onset were more prone to clinical deterioration after 10 

days post symptom onset, accompanied by exceeding cytokine levels, chronic 

inflammation and tissue damage in contrast to mild-diseased patients, for whom cytokine 

expression gradually decreases from 10 days post symptom onset on (94, 96, 105, 106). 

Consequently, inborn loss-of-function mutations or genetic variants of the IRF7, OAS1, 

TLR3 or TLR7 genes, all of which are connected to type I IFN signalling, as well as pre- 

existing, type I IFN-neutralizing autoantibodies have been identified as high risk factors 

for life-threatening COVID-19, underlining the importance of intact type I IFN signalling 

for SARS-CoV-2 control in vivo (107–112). 

 
 

1.5. Research Questions 
 

A profound understanding of virus-specific intrinsic immunity and evasion strategies is 

essential for the future development of novel therapeutics and treatment strategies. In the 

present dissertation, I will summarize and discuss the main findings of three publications 

that I significantly contributed to (1–3). Each of them addresses specific aspects of innate 

sensing and viral evasion mechanisms upon HIV-1 and SARS-CoV-2 infection. 

 
1.5.1. A baseline cellular antiviral state is maintained by cGAS and its most frequent 

naturally occurring variant rs610913 

 
The cGAS/STING signalling pathway is an essential part of the cell-intrinsic defence 

against invading pathogens, through sensing aberrantly-located cytosolic DNA and 

subsequently mounting a type I IFN response (12). Single nucleotide polymorphisms 

(SNPs) in genes encoding PRRs or other downstream adaptors have the potential to 

significantly alter an individual’s susceptibility to infection and potentially predicts disease 
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outcome (113, 114). Data from the “International Collaboration for the Genomics of HIV” 

(115) suggested that rs610913, the most frequently occurring natural variant of cGAS, 

nominally associates with HIV-1 acquisition in vivo. To date, functional studies on the 

rs610913-encoded proline (P) to histidine (H) substitution at position 261 in the cGAS 

protein are missing. Therefore, this study is the first to combine genetic, structural and 

functional analysis for systematic comparison of the rs610913-encoded cGAS(P261H) 

variant with cGAS(WT) in the context of viral infections (1). 

 
1.5.2. Absence of cGAS-mediated type I IFN responses in HIV-1-infected CD4+ T- 

cells 

 
The contribution of cGAS-mediated sensing for HIV-1-induced intrinsic immunity has 

been primarily studied in macrophages and DCs (37–39, 42). In contrast, conflicting 

results were obtained for cGAS/STING signalling functionality (45) and the extend of 

cGAS-induced innate responses in HIV-1-infected CD4+ T-cells (44), the primary target 
cells of HIV-1 infection in vivo. This study re-evaluates the overall intactness of the 

cGAS/STING cytosolic DNA-sensing pathway in human and mouse CD4+ T-cells and 

carefully characterizes cGAS’ contribution in mediating type I IFN responses upon HIV-1 

infection (2). 

 
1.5.3. Non-productive exposure of PBMCs to SARS-CoV-2 induces cell-intrinsic 

innate immune responses 

 
The quality of type I IFN-induced immunity is crucial for controlling SARS-CoV-2 infection 

in vivo. Peripheral immune cells are major contributors to the cellular immune response 

in COVID-19 upon recruitment to the site of infection and in response to cytokines 

originating from the respiratory tract (105). Further, viral RNA has been reported in the 

peripheral blood of up to 10% of severe COVID-19 patients (116), allowing the 

assumption that peripheral immune cells are exposed to SARS-CoV-2 virions and RNA. 

The susceptibility of peripheral immune cells to SARS-CoV-2 infection and their ability to 

respond to SARS-CoV-2 exposure, however, remains understudied. Here, we provide a 

comprehensive analysis on the susceptibility and cellular immune response of peripheral 

blood mononuclear cells (PBMCs) upon ex vivo SARS-CoV and SARS-CoV-2 inoculation 

(3). 
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2. Methods 
 

This section describes the key methodology and experimental models used to obtain the 

main findings of the three presented studies. A detailed description of the methods 

including equipment, materials and reagents used to generate and analyse the data, can 

be found in the designated publications (1–3). 

 
 
 

2.1. Cell culture-based assays and experiments 
 

2.1.1. Cell culture and primary cell models 
 

Different immortalized cell lines, such as Calu-3, HEK293T, Jurkat, PM1, THP-1 and Vero 

E6 cells were used to generate virus stocks and analyse cellular immunity upon virus 

exposure and infection (2.1.2) or ex vivo stimulation (2.1.3). HEK293T cells were used to 

generate VSV-G-pseudotyped lentiviral particles upon transient transfection which were 

concentrated by ultracentrifugation from virus-containing supernatants through a sucrose 

cushion and subjected to two rounds of DNase I treatments in order to degrade excessive 

plasmid DNAs. PM1 cells were used to propagate HIV-1BaL (117) by several rounds of 

passaging and collection of the virus-containing supernatant. SARS-CoV and SARS- 

CoV-2 stocks were grown on Vero E6 cells and subsequently concentrated using size- 

exclusion columns. Among other cell lines, HEK293T, PM1 and THP-1 cells were 

genetically modified by CRISPR/Cas9-mediated editing or lentiviral transduction to 

achieve genetic ablation or overexpression of specific genes, respectively. 
 

Additionally, primary cells isolated from blood donations of healthy individuals with 

approval of the local ethics committee were used (Ethical review committee of Charité 

Berlin, votes EA4/166/19 and EA4/167/19 and University of Tübingen, votes 156- 

2012BO1 and 354-2012BO2). Human peripheral mononuclear cells (PBMCs) or CD4+ T- 

cells from buffy coats were isolated by Ficoll-Hypaque centrifugation or direct negative 

selection, respectively. For specific experiments, PBMCs were stimulated with IL-2 (10 

ng/ml) and phytohaemagglutinin (1 µg/ml) for 3-4 days to obtain CD3+ T-cell cultures with 

typically >90% purity, the same treatment regimen was used for CD4+ T-cell activation 

after isolation. 
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2.1.2. Virus exposure and infection assays 
 

The following viruses were used: Chikungunya virus 181/25 (118), VSV-G pseudotyped 

HIV-1 NL4.3 ΔEnv, ΔVpr (119), VSV-G pseudotyped lentiviral vectors (120), HSV-1 

ΔUL41N (121), HIV-1BaL  (117), SARS-CoV HKU-39849 (122), SARS-CoV-2 B.1 

EPI_ISL_406862 (123). The indicated cells were inoculated with virus-containing 

supernatants for a defined amount of time before harvesting cells and supernatants for 

quantitative real time (RT)-PCR, immunoblotting, flow cytometry, bulk or single cell RNA 

sequencing and IFN release assays, respectively. 

 
2.1.3. Ex vivo stimulation assays 

 

Primary CD4+ T-cells, PBMCs, PM1 and THP-1 cells were stimulated ex vivo using 

endotoxin-free plasmid DNA, cGAMP, c-di-UMP, short immuno-stimulatory DNA (ISD), 

Lipopolysaccharide (LPS) or poly(I:C). Stimulations were conducted by electroporation of 

cells with DNA, cGAMP or c-di-UMP, to deliver the reagents across plasma membranes 

or, in case of LPS and poly(I:C), directly added to the culture medium. Cells and 

supernatants were harvested at different time points post treatment start and subjected 

to quantitative RT-PCR, immunoblotting and IFN release assays. 

 
 
 

2.2. Characterization of cellular and viral gene and protein expression 
 

2.2.1. Quantitative real time PCR 
 

Cellular and viral RNA expression were quantified using Taqman-based quantitative RT- 

PCR. Viral RNA from cell culture supernatants was extracted using the NucleoSpin RNA 

virus isolation kit (Macherey-Nagel) and total RNA from cells was extracted using the 

Direct-zol RNA extraction kit (Zymo Research) or RNeasy Mini Kit (Qiagen). To analyse 

cellular gene expression, extracted RNA was subjected to cDNA synthesis (NEB, 

Invitrogen) before quantification of relative mRNA levels using the Taq-Man-based PCR 

technology in LightCycler 480 II (Roche) or OneStep Plus (Applied Biosystems) 

machines. Relative mRNA levels were determined in multiplexed reactions using the 

ΔΔCT method and RNASEP mRNA levels as internal control (124). To quantify SARS- 
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CoV and SARS-CoV-2 viral genome equivalents or sgRNAs, total RNA was directly 

subjected to quantitative one-step Taqman-based PCR reactions using primer pairs and 

probes detecting a conserved region within the E sequence of both viruses or the N 

sequence of SARS-CoV-2 specifically (125). 

 
2.2.2. Flow cytometry 

 

Flow cytometry was used to quantify the expression of cell surface markers or the 

percentage of infected cells in the culture. Cell surface immunostaining of cellular markers 

was performed using fluorochrome-labelled, specific antibodies, followed by PFA fixation 

and signal acquisition. Intracellular immunostaining of viral proteins was performed in 

PBS-washed, PFA-fixed cells using specific antibodies against viral proteins, such as 

p24-Capsid (HIV-1), VP5-Capsid (HSV-1) or Nucleocapsid (SARS-CoV-2), diluted in 

0.1% Triton X-100/PBS. The primary antibodies were either directly fluorochrome- 

conjugated or stained with a fluorochrome-conjugated, species-specific secondary 

antibody before acquisition of the samples on the FACS Lyric or FACS Celesta (both BD) 

devices. Data analysis was performed using the BD Suite or FlowJo software. 

 
2.2.3. Immunoblotting 

 

To detect total and phosphorylated proteins, cell lysates were generated using the M- 

PER Mammalian Protein Extraction Reagent (Thermo Fisher Scientific), run on an SDS- 

PAGE, transferred onto nitrocellulose membranes using a semi-dry transfer system (Bio- 

Rad Laboratories) followed by blocking of the membranes in 5% BSA/PBS solutions and 

olver-night incubation with specific primary antibodies. For detection and quantification of 

the individual proteins, secondary antibodies conjugated to AlexaFluor680 or 

AlexaFluor800 and the Odyssey Infrared Imaging System (Both LI-COR) were used. 

 
2.2.4. IFN reporter assay 

 

HL116 cells that express a luciferase reporter gene under the control of an IFN-inducible 

6-16 promoter (126) were incubated with culture supernatants from individual 

experiments or defined IFN-α2a (Roferon) dilutions and incubated for 6 hours. Following 

incubation, cells were PBS-washed and luciferase expression was quantified using the 
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Cell Culture Lysis Buffer and Luciferase Assay System (both Promega). Concentration of 

bioactive IFN was quantified using an IFN-α2a standard curve. 

 
2.2.5. Bulk RNA-sequencing 

 

Total RNA was extracted from cells using the RNeasy Mini and RNase-free DNase kit 

(both Qiagen) and quality was verified on an Agilent 2100 Bioanalyzer (Agilent 

Technologies) before proceeding with the sequencing library preparation using the 

TruSeq Stranded mRNA Library Prep Kit (Illumina). The generated libraries were 

sequenced on Illumina HiSeq4000 (2x75 base pairs, paired-end run) or Illumina NovaSeq 

6000 (2x50 base pairs, paired-end run) machines with an average of 9 x 107 reads per 

RNA sample. The generated data were either analysed using Geneious Prime (Version 

2020.0.4, Biomatters) or CLC Genomic Workbench (Version 12.0.3, Qiagen) by mapping 

the individual reads against the hg38 human reference genome and the HIV-1BaL 

sequence (GenBank: AY713409) for (2)). Gene expression was calculated as reads per 

kilobase per million bases mapped (RPKM) and differentially expressed genes (DEGs) 

were identified by calculating the gene expression fold change and p-values by comparing 

two individual samples. P-values were corrected by taking false discovery rates for 

multiple testing into account. 

 
2.2.6. Single cell RNA-sequencing 

 

Single cell RNA-Sequencing experiments of ex vivo SARS-CoV-, SARS-CoV-2- or mock- 

exposed PBMCs, as described in (3), were performed using the 10x Genomics platform 

and the Chromium Next GEM Single Cell 3’ Reagent Kits (Version 3.1) following the 

manufacturer’s instruction. Briefly, single cell suspensions were subjected to a 

microfluidic device that creates single vesicles within an oil emulsion, also called Gel 

Beads in Emulsion (GEMs), each containing a single cell, reagents for the reverse 

transcription reaction and a gel bead decorated with barcoded, poly-T-tailed 

oligonucleotides. Following GEM generation, the cells within the individual GEM reaction 

vesicle were lysed and the barcoded oligonucleotides caught polyadenylated cellular and 

viral transcripts via the poly-T tail to initiate reverse transcription and generation of the 

complementary DNA (cDNA) molecules. Importantly, besides the genetic information, the 

newly synthesized cDNA contained a 16 nucleotide, bead-specific barcode and a 20 
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nucleotide, molecule-specific unique molecular identifier (UMI), to eventually assign 

transcripts originating from the same cell and eliminate PCR duplicates in the 

bioinformatic analysis, respectively. After completion of the RT reaction, GEMs were 

dissolved and the released cDNAs were pooled and subjected to bulk amplification and 

library construction followed by sequencing using HiSeq4000 to achieve ~ 20.000 reads 

per cell. The generated data were processed and analysed using the Cell Ranger pipeline 

(Version 3.1.0 10x Genomics) and the Seurat package (Version 3.1.4, (127)) in R (Version 

3.6), which includes the mapping of reads to the human and viral genomes, barcode-

based assignment of sequencing reads to a specific cell, the counting of total and 

mitochondria-derived transcripts for dead cell exclusion as well as secondary analyses’ 

such as dimensional reduction and cell clustering, identification of cell types based on the 

discriminatory marker genes and differential gene expression analysis. 
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3. Results 
 

This chapter will describe the results obtained in the three studies this dissertation is 

based on, with an emphasis on the experiments and analysis conducted by myself as 

stated in the declaration (chapter VI). References for figures and tables in the text refer 

to the original publications (1–3) (chapter VIII). 

 
 
 

3.1. A baseline cellular antiviral state is maintained by cGAS and its most 
frequent naturally occurring variant rs610913 

 
3.1.1. cGAS WT and P261H maintain a baseline antiviral state in vitro 

 

In this publication, we investigate the functional consequences of the most frequent 

naturally occurring variant in the cGAS-encoding gene MB21D1, rs610913, harbouring 

an allele frequency >0.5 (1). First, the structural consequences of the rs610913-encoded 

proline-to-histidine substitution at position 261 were assessed using structural modelling. 

The H261 residue is located at the head-to-head interface between two cGAS monomers 

bound to a DNA molecule in a ladder-like assembly (Fig. 2 in (1)). Another H261 residue 

from the neighbouring cGAS molecule is located in close proximity and together the two 

histidines create a positively charged surface, predestined for the creation of an additional 

co-factor binding site. 
 

Next, the functional consequences of cGAS(P261H) were assessed in THP-1 cGAS KO 

cells reconstituted with individual cGAS variants each fused to a GFP reporter (Fig. 3 in 

(1)). As a negative control, the catalytically inactive cGAS(G212A/S213A) variant was 

introduced (128). Expression of the essential cGAS-signalling pathway components 

STING, IRF3 and TREX1 was not affected upon introduction of different cGAS variants. 

In contrast, steady-state mRNA levels of the ISG IFIT1, and to a minor extend also MX2 

and IFNB1, significantly increased upon re-introduction of cGAS(WT) and cGAS(P261H), 

but not cGAS(G212A/S213A). To reveal the extent of cGAS-induced gene expression 

under steady-state conditions, bulk sequencing of RNAs isolated from THP-1 cells 

expressing the individual cGAS variants was performed (Fig. 4, Sup. Fig. 1 in (1)). 

Comparison of the global transcriptomes of cGAS(WT)- and cGAS(P261H)-expressing 
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cells showed only little heterogeneity, but revealed 38 and 29 genes to be moderately 

increased and decreased in cGAS(WT) compared to cGAS(P261H) samples, 

respectively. Re-probing of the ten most differentially expressed genes by RT-Q-PCR, 

however, confirmed only TCP-1 to be expressed to higher levels in cGAS(P261H)- 

compared to cGAS(WT)-expressing cells. 
 

The transcriptomic differences between cells harbouring active cGAS variants compared 

to the catalytically inactive cGAS(G212A/S213A) were more pronounced (Fig. 4 in (1)). 

To elaborate further, cGAS(WT)- and cGAS(P261H)-expressing cells compared to cells 

expressing the inactive cGAS variant exhibited elevated expression of IFI44L, IFI27, MX1, 

IFI6 and multiple other ISGs culminating in the enrichment of “type I IFN signalling” and 

“immune response to virus” gene sets. The induction of this baseline antiviral state was 

identified as the major attribute following the functional cGAS expression in THP-1 cells 

that might result from constant, low-level cGAS-mediated sensing of endogenous ligands 

(129). Importantly, the cGAS-maintained, baseline antiviral state was equally pronounced 

in cGAS(WT) and cGAS(P261H) samples. 

 
3.1.2. Steady-state cGAS activity renders cells refractory to virus infection 

 

As previously reported, rs610913 may be enriched in HIV-1-positive individuals as 

compared to healthy control groups (115), suggesting that cGAS(P261H) might facilitate 

HIV-1-acquisition in vivo. To test this hypothesis, THP-1 cells were inoculated with VSV- 

G-pseudotyped lentiviral vectors or HIV-1 NL4-3 for 72 hours before quantification of 

infection levels by luciferase reporter assays (Fig. 5 in (1)). Both catalytically active cGAS 

variants, cGAS(WT) and cGAS(P261H), significantly decreased the cellular susceptibility 

to lentiviral transduction and HIV-1 infection as opposed to cells devoid of functional cGAS 

expression. Of note, no differential susceptibility was observed comparing cells 

expressing cGAS(WT) and cGAS(P261H). To verify if the increased resistance of cGAS- 

expressing cells originates from cGAS-mediated DNA sensing of the reverse transcribed 

viral DNAs, IFIT1, MX2 and IFNB1 mRNA levels and the secretion of bioactive IFNs in 

the culture supernatants were quantified upon transduction. Despite transient fluctuations 

of IFIT1 mRNA expression, no cGAS-dependent type I IFN response was detectable 

upon lentiviral transduction. In parallel, the experiments were conducted in cultures 

supplemented with the RT inhibitor efavirenz (EFV) that prevents the generation of viral 
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RT DNAs, but yielded the same ISG mRNA expression dynamic. These data demonstrate 

that, cGAS expression might protect cells from lentiviral transduction through the 

maintenance of the pre-existing antiviral state, rather than the induction of type I IFN 

responses upon sensing of viral DNAs upon infection. To test the antiviral breadth of 

cGAS, cGAS/STING-expressing HEK293T cells were infected with HSV-1 and 

Chikungunya virus, a prototypic DNA and RNA virus, respectively (Fig. 6, Sup. Fig. 2 in 

(1)). The expression of cGAS(WT) or cGAS(P261H), but not cGAS(G212A/S213A) 

provided a partial protection against both HSV-1 and Chikungunya virus infections, further 

supporting the hypothesis that both cGAS(WT) and cGAS(P261H) are equally capable of 

restricting diverse viruses through the maintenance of an antiviral state even prior to 

infection. 

 
3.1.3. cGAS WT and cGAS P261H share intact DNA-sensing ability 

 

Despite equal restrictive potential, cGAS(WT) and cGAS(P261H) might exert different 

DNA-sensing and STING/TBK1/IRF3-signalling abilities. Therefore, cGAS-expressing 

THP-1 cells were challenged with endotoxin-free plasmid DNAs or cGAMP, the product 

of catalytically active cGAS. Mock-electroporation or electroporation of c-di-UMP, a non- 

stimulating cyclic di-nucleotide, were used as negative controls (Fig. 7 in (1)). The culture 

supernatants from cGAS(WT)- and cGAS(P261H)-expressing cells contained equal 

levels of bioactive IFNs after plasmid DNA challenge, as opposed to samples derived 

from cells lacking cGAS activity whose IFN levels did not exceed those in mock-treated 

cultures. As expected, cGAMP challenge triggered cGAS-independent IFN production in 

all cell lines. Furthermore, cGAS-induced signal transduction was monitored by 

quantification of phosphorylated STING, TBK1 and IRF3 as an indicator of their activation. 

Phosphorylation of STING, TBK1 and IRF3 occurred 0.5 and 1 hours post DNA 

electroporation, respectively, but did not reveal quantitative differences between 

cGAS(WT)- and cGAS(P261H)-expressing cells. Next, the effect of different DNA lengths 

and quantities on cGAS-dependent immunity was investigated by titration of plasmid 

DNAs and shorter 18-, 45- and 70-bp long dsDNA fragments. Notably, IFIT1 mRNA 

levels, but not IFN production, was slightly impaired in cGAS(P261H)- compared to 

cGAS(WT)-expressing cells upon electroporation with suboptimal plasmid DNA 

quantities. In contrast, no difference in the magnitude of IFIT1 mRNA induction upon 

challenge with short dsDNA fragments was observed (Sup. Fig. 3 in (1)). To conclude 
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the functional studies on cGAS(WT) and cGAS(P261H), we aimed at validating cGAS’ 

ability to sense DNA in the context of endogenous expression. To this end, blood samples 

obtained from healthy donors were genotyped for homozygous expression of rs610913 

or the WT allele, followed by PBMC isolation and analysis of baseline and LPS-, poly(I:C)- 

or plasmid DNA-induced IFIT1 mRNA expression (Fig. 8 in (1)). Base line IFIT1 mRNA 

expression was equally distributed among the two groups, in line with the previously 

obtained data. LPS and poly(I:C) stimulations thus tended towards higher IFIT1 

expression in the rs610913-carrying PBMCs compared to the WT-allele-carrying PBMCs, 

a trend that was reverted upon plasmid DNA stimulation, however, none of the results 

reached statistical significance. 

 
 
 

3.2. Absence of cGAS-mediated type I IFN responses in HIV-1-infected T-cells 
 

3.2.1. Probing the functionality of cGAS/STING signalling in CD4+ T-cells 
 

In this publication, the functionality and efficiency of the cGAS/STING DNA-sensing 

pathway in the context of HIV-1-infections was investigated in different CD4+ T-cell 

models of human and mouse origin (2). Activated CD4+ T-cells from healthy human 

donors and wild-type mice expressed detectable level of cGAS, STING and TREX1 (Fig. 
1 in (2)). A first notable observation was that T-cells derived from cGAS or TREX1 KO 

mice exhibited a decreased or increased baseline expression of the ISGs Ifit1 and Mx2, 

respectively. To probe the integrity of the cGAS/STING signalling pathway, IL-2/PHA- 

activated CD4+ T-cells were electroporated with endotoxin-free plasmid DNAs, short DNA 

fragments or cGAMP, the product of catalytically active cGAS that binds to and activates 

downstream STING signalling. Human CD4+ T-cells responded to both plasmid DNA and 
cGAMP stimulation with an increased IFIT1 mRNA expression and the production of 

bioactive IFNs. Parallel experiments in murine CD4+ T-cells isolated from WT and cGAS 
KO animals revealed a completely ablated Ifit1 mRNA induction in cGAS-deficient cells 

in contrast to cells derived from WT animals, following DNA challenge. As expected, cells 

derived from WT- and cGAS KO-animals equally responded to cGAMP stimulation with 
Ifit1 mRNA induction and type I IFN secretion. 
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Additionally, analysis of the cGAS/STING pathway was extended to T-cell lines of human 

and mouse origin. Surprisingly, we observed a high degree of variability in endogenous 

cGAS expression levels that largely overlapped with the individual cell lines’ ability to 

respond to plasmid DNA challenge (Fig. 4, 6, Sup. Fig. S5, S7 in (2)). More precisely, 

the human Jurkat, SupT1 and CEM T-cell lines presented low to undetectable 

endogenous cGAS quantities and only moderately induced IFIT1 mRNA levels following 

plasmid DNA stimulation, in contrast to PM1 cells that exhibited reasonable cGAS 

expression and a strong IFIT1 mRNA upregulation upon DNA stimulation. A similar 

observation was made for the murine YAC-1 T-cell line which together with the human 

PM1 cells were selected for further experimental investigations. Importantly, 

CRISPR/Cas9-mediated KO of cGAS in both cell lines eliminated the IFIT1 mRNA 

induction following plasmid DNA, but not cGAMP challenge, highlighting a strong cGAS- 

dependency for DNA-mediated innate immune responses in both PM1 and YAC-1 cells. 

 
3.2.2. Absence of a type I IFN response in HIV-1-infected CD4+ T-cells 

 

To interrogate the relevance of DNA-sensing in CD4+ T-cells upon HIV-1 de novo 

infection, primary human CD4+ T-cells were infected with the R5-tropic HIV-1BaL strain, 

that caused only moderate cytopathic effects and therefore allowed the long-term 

observation of infected cultures (Fig. 2 in (2)). Parallel experiments were carried out in 

cell cultures supplemented with the RT inhibitor EFV to assign potentially observed innate 

immune responses to the presence of viral RT products. As a positive control for a virus 

that causes strong cGAS-induced innate immunity in other cell types, the HSV-1 ΔUL41N 

strain, deficient for the viral cGAS-antagonist UL41 (121), was used. Although around 

20% of the CD4+ T-cells were HIV-1 p24-CA-positive six days post infection and viral RT 
products were detectable from eight hours post infection on, no EFV-sensitive IFIT1, MX2 

or IFNB1 mRNA induction was observed over the course of 13 days. Of note, the 

destabilization of HIV-1 CA structures by PF74, a small molecule binding the HIV-1 CA 

and thereby perturbing uncoating (130), was previously reported to cause cGAS- 

mediated sensing of HIV-1-infection in monocytic cells (40, 41). Upon infection of primary 

CD4+ T-cells, PF74 treatment only yielded a moderate and not statistically significant 

increase in ISG mRNA levels upon HIV-1-infection (Sup. Fig. 4 in (2)). In stark contrast, 

inoculation with HSV-1, induced a strong type I IFN response in the CD4+ T-cell cultures 
starting eight hours post infection and was characterized by the strong induction of IFIT1, 
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MX2 and IFNB1 mRNA levels. The HSV-1-induced response was insensitive to treatment 

with the nucleoside analogue acyclovir, indicating the sensing of incoming viral genomes 

independent of viral replication. 
 

In addition, RNAs isolated from HIV-1-infected CD4+T-cells were subjected to 

transcriptomic profiling at 3, 8 and 144 hours post infection in the presence or absence of 

EFV (Fig. 3 in (2)). In agreement with previous results, ISGs and IFN gene expression 

were not upregulated after HIV-1-infection. Strikingly, HIV-1 infection only induced 34, 10 

and 78 differentially expressed genes in an EFV-sensitive manner at 3, 8 and 144 hours 

post infection, respectively, the majority of which was related to cell cycle progression. 

 
3.2.3. Characterization of cGAS-dependent innate immune responses upon HIV-1- 

infection 

 
To characterize the extent of cGAS-sensing in HIV-1 infection, PM1 T-cells were 

inoculated with replication-deficient, VSV-G-pseudotyped lentiviral vectors that lack HIV- 

1 accessory gene expression (Fig. 5 in (2)). Despite the 30% transduction efficiency in 

parental and cGAS KO cells after 72 hours post transduction, IFIT1 and MX2 mRNA 

levels remained equally low in both cell lines over time. The absence cGAS-dependent 

type I IFN responses was corroborated in the murine YAC-1 parental, cGAS and TREX1 

KO cells upon transduction with either lentiviral vectors of VSV-G-pseudotyped murine 

leukemia virus (MLV) (Fig. 7, Sup. Fig. S8 in (2)). Notably, also HIV-1 harbouring the CA 

mutants P90A and N74A failed to induce an innate immune response in PM1 cells (Sup. 
Fig. S6 in (2)). In stark contrast, HSV-1 ΔUL41N infection triggered a cGAS-dependent 

IFIT1 and MX2 mRNA upregulation starting from six hours post infection on in PM1 and 

YAC-1 cells (Fig. 5, 7 in (2)). To test the hypothesis whether lentiviral transduction, 

despite absence of accessory gene expression, specifically counteracts cGAS/STING- 

mediated immunity, PM1 cells were transduced for 24 hours, followed by co-infection with 

HSV-1 ΔUL41N and IFIT1 mRNA quantification at a total of 72 hours post transduction. 

Importantly, HSV-1 ΔUL41N-infected cultures, irrespective of the preceding lentiviral 

transduction, displayed a strong, cGAS-dependent IFIT1 mRNA upregulation, indicative 

for the absence of a HIV-1-imposed block of cGAS-signalling. 
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3.3. Non-productive exposure of PBMCs to SARS-CoV-2 induces cell-intrinsic 
innate immune responses 

 
3.3.1. PBMCs are refractory to ex vivo SARS-CoV and SARS-CoV-2 infection 

 

In this study, the susceptibility of peripheral immune cells to SARS-CoV and SARS-CoV- 

2 infection and their ability to respond to viral exposure was probed using PBMCs isolated 

from healthy donors (3). First, the ability of SARS-related CoVs to establish a productive 

infection in peripheral immune cells was probed by isolating PBMCs from healthy 

individuals following exposure to SARS-CoV or SARS-CoV-2. Abundance of infectious 

particles and viral RNA in the supernatant as well as cell-associated genomic RNA and 

sgRNAs were monitored for up to eight days post exposure (Fig. 1, Fig. EV1 in (3)). 

Infectious viral particles in the cell culture drastically decreased over time and became 

undetectable after 72 hours post exposure for both viruses, irrespective of the pre- 

incubation with the JAK/STAT-inhibitor ruxolitinb. In contrast, viral RNA in the culture 

supernatant remained stable for up to eight days post exposure. Notably, the same 

observation was made in cell cultures treated with the replication inhibitor remdesivir or 

inoculated with heat-inactivated, replication-defective SARS-CoV-2 particles, implying an 

unexpectedly high stability of extracellular RNA molecules derived from the virus 

inoculum rather than replenishing viral RNAs derived from de novo production. To assess 

whether, PBMCs nevertheless support SARS-CoV or SARS-CoV-2 initial replication, 

despite the absence of productive infection, cell-associated genomic RNAs and sgRNAs 

were quantified in pooled and, after two days of culture, separated adherent and 

suspension cell fractions. The relative levels of cell-associated viral RNA decreased over 

time in all cell fractions independent of ruxolitinib co-treatment. Additionally, sgRNA 

quantities were very low, but remained at a constant level for up to eight days post 

exposure, suggesting that these were sgRNA molecules derived from the inoculum rather 

than de novo intracellular sgRNA transcription. 
 

Taken together, ex vivo-inoculated PBMCs are refractory to SARS-CoV or SARS-CoV-2 

infection. The susceptibility to infection did not changed upon blockage of the JAK/STAT 

signalling pathway by ruxolitinib, suggesting the absence of an IFN-imposed block of 

infection and rather a lack of essential host factors to support SARS-CoV and SARS- 

CoV-2 infection. In agreement, mRNA and protein expression of the main entry receptor 
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ACE2 and the alternative entry factor NRP1 were absent in PBMC as quantified by RT- 

Q-PCR, immunoblotting and flow cytometry (Fig. EV2 in (3)). 

 
3.3.2. SARS-CoV-2, but not SARS-CoV, triggers a robust type I IFN response 

 

To unravel the extent of cell-intrinsic innate immunity despite the absence of productive 

infection, IFIT1 and IL6 mRNA expression was monitored as an indicator of IRF3 and NF- 

κB transcription factor activity, respectively (131) (Fig. 2, Fig. EV3 in (3)). SARS-CoV-2 

exposure induced a strong, ruxolitinib-sensitive IFIT1, but not IL6, mRNA induction in both 

adherent and suspension PBMC fractions at 16, 24 and 48 hours post exposure. 

Surprisingly, SARS-CoV exposure failed to trigger significant IFIT1 or IL6 mRNA 

upregulation at any of the analysed time points. Preceding IFNA1 and IFNB1 mRNA 

expression levels displayed high donor-variability and failed to display any discrepancy 

between SARS-CoV- and SARS-CoV-2-exposed cultures, but cytokine quantification 

from culture supernatants confirmed a higher abundance of IFN-α2 and to a lower extent 

also the ISG products IP-10, MCP-1 and MCP-3 in SARS-CoV-2-, as opposed to SARS- 

CoV-inoculated cultures. Accordingly, the reporter cell-based quantification of bioactive 

IFNs in the supernatant over time, showed detectable amounts of IFNs starting from 24 

hours post exposure on, again to a higher extent in SARS-CoV-2 compared to SARS- 

CoV-treated cultures. Notably, both CoVs induced detectable IFN secretion upon PBMC 

exposure. However, the inferior amounts of SARS-CoV-induced IFNs might not reach the 

necessary threshold to switch on the downstream JAK/STAT-signalling and robust ISG 

expression. 
 

PBMCs are a diverse cell population. To disentangle the individual cells’ contribution to 

the type I IFN response, scRNA-sequencing of mock-, SARS-CoV- and SARS-CoV-2 

inoculated PBMCs 24 hours post exposure was performed (Fig. 3 in (3)). The major 

PBMC-containing cell types, monocytes, B-cells, NK cells, CD4+ and CD8+ T-cells were 

identified based on cell-specific marker genes, the relative distribution of which was not 

affected by virus exposure, as monitored by flow cytometry in parallel. Differential gene 

expression analysis identified the majority of upregulated genes as known ISGs (defined 

by the interferome database), including IFI6, IFI44L, ISG15, MX1, and OAS1, which were 

found to be upregulated in all cell types upon SARS-CoV-2, but not SARS-CoV exposure 

(Fig. 4 in (3)). Assignment of an IFN module score that accounts for the expression levels 
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of numerous ISGs, identified monocytes as the strongest contributor to SARS-CoV-2- 

specific type I IFN responses. Importantly, combining IFN module scores with a 

pseudotime analysis, which is used to order cells based on their progression towards a 

dynamic cellular response, revealed that SARS-CoV-2-triggered ISG signatures are the 

major driver for cellular heterogeneity in the overall culture, but most pronounced in 

monocytes. In line with the existing data, pro-inflammatory cytokines, such as IL6, IL1B, 

CCL8 and TNF, were not upregulated after SARS-CoV- or SARS-CoV-2 inoculation. 

Together, SARS-CoV-2, but not SARS-CoV, provokes a type I IFN-derived, antiviral ISG 

expression profile in PBMCs that is most pronounced in monocytes. 

 
3.3.3. SARS-CoV and SARS-CoV-2-specific RNAs associated with monocytes 

 

In addition to cellular transcripts, we were able to retrieve virus-specific reads potentially 

originating from the poly-adenylated genomic and sgRNAs of cell-attached or internalized 

viral particles (Fig. 5 in (3)). As a result from poly-A-based catching, the majority of viral 

reads located to the 3’part of the viral genome, harbouring the 3’UTR and N sequences. 

In SARS-CoV- and SARS-CoV-2-inoculated cultures, 2.13% and 2.88% of all cells were 

identified positive for viral RNAs, respectively, the majority of which were monocytes. 

Although differential gene expression analysis yielded no significantly dysregulated 

genes, SARS-CoV-2-RNA-positive monocytes tended towards a higher expression of 

genes with profibrotic functions, such as CD163, LGMN, THBS1 or FN, and marginally 

lower quantities of ISGs, such as ISG15, IFITM3, LY6E or IFI27 as compared to viral- 

RNA-negative monocytes from the same culture. Intriguingly, this notion was confirmed 

by a statistically significant decreased IFN module score in SARS-CoV-2-RNA-positive 

monocytes as opposed to viral RNA-negative monocytes, a phenotype which was not 

observed in SARS-CoV-RNA-exposed cultures. 
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4. Discussion 
 

4.1. A baseline cellular antiviral state is maintained by cGAS and its most 
frequent occurring variant rs610913 

 
This study investigated the structural and functional consequences of the proline-to- 

histidine substitution at position 261 in the cGAS protein that is encoded in the most- 

frequently occurring natural cGAS variant rs610913 (1). 
 

Committed to identify crucial differences between cGAS(WT) and cGAS(P261H) in 

response to cytosolic DNA challenge, this study highlights the important contribution of 

cGAS to maintain a cellular antiviral state beyond direct sensing of pathogen-derived DNA 

molecules. The concept of the broad antiviral activity of cGAS has been initially suggested 

after the discovery of cGAS-dependent RNA virus control (132) and was verified with the 

identification of cGAS/STING-specific evasion mechanisms in different RNA virus families 

(133), e.g., the targeting of cGAS and STING for degradation by Dengue virus NS2B and 

Hepatitis C virus NS4B proteins, respectively (134, 135). cGAS has a preference for long, 

double-stranded DNA (136, 137), thus the underlying mechanism for restricting RNA virus 

infection appears to be independent of direct viral nucleic acid sensing. Accordingly, this 

study reports the decreased susceptibility of cGAS-expressing cells to lentiviral 

transduction in the absence of HIV-1 RT product sensing (Fig. 5 in (1)). Further, this study 

proposes a cGAS-dependent cellular antiviral state contributing to the restriction of virus 

infection in the absence of viral nucleic acid sensing. Baseline cGAS expression results 

in enhanced levels of ISGs, of which some harbour direct antiviral properties, such as 

ISG15, IFIMT1 or GBP4, and essential components of PRR-signalling pathways, such as 

IRF7, IRF9 or STAT1, in the absence of exogenous stimuli (Fig. 3, 4 in (1)). These results 

are reminiscent of observations we made in murine cGAS and TREX1 KO CD4+ T-cells, 
where baseline expression of Ifit1 was decreased and increased in cGAS KO and TREX1 

KO cells, respectively, indicating that TREX1 is responsible for preventing the over- 

amplification of cGAS-induced baseline immunity (2). The observation is in agreement 

with accumulation of cytosolic DNAs in TREX1-deficient patients, that suffer from 

elevated type I IFN signalling and a sterile, cGAS-dependent auto-immune disorder, 

defined as the Aicardi-Goutières syndrome (138, 139). Different sources for cytosolic 

DNAs underlying baseline cGAS-sensing have been identified, including tumor-derived 
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DNAs (140), mtDNAs leaking to the cytosol upon mitochondrial rupture and cellular stress 

responses or endogenous retroviral elements (129, 133). Interestingly, mtDNA leakage 

is also triggered upon viral infection, providing another mechanism by which cGAS 

initiates infection-induced antiviral immune responses without detecting viral PAMPs (12, 

133). 
 

To elucidate differential responses to DNA stimulation by cGAS(WT) and cGAS(P261H), 

cells were challenged with suboptimal DNA quantities or DNAs of different lengths (Fig. 
7, Sup. Fig. 3 in (1)). Despite the only minor differences in cGAS(WT)- compared to 

cGAS(P261H)-mediated responses in time course experiments and stimulations with 

short DNA fragments, suboptimal quantities of long plasmid DNAs triggered a slightly 

reduced IFIT1 mRNA induction, but not type I IFN production. This observation, although 

not statistically significant, was paralleled upon plasmid DNA challenge of PBMCs derived 

from homozygous WT- or rs610913-carrying donors (Fig. 8 in (1)), suggesting only a 

modest, if any, difference of cGAS(WT) and cGAS(P261H) DNA sensing capability. 

However, the cGAS signalling pathway is involved in multiple biological processes 

beyond antiviral responses, including autoimmunity, senescence, DNA repair and cancer 

immunology (12). The simplified view of cGAS as a dominant cytosolic DNA sensor has 

recently been challenged by reports of nuclear cGAS (141). In parallel, both canonical 

and non-canonical, STING-independent functions devoted to cGAS’ nuclear localisation, 

such as sensing of nuclear HIV-1 or herpesviruses (43, 141), inhibition of DNA repair 

through homologous recombination (142, 143) or genome integrity maintenance and DNA 

replication (144) were identified. This study, however, did not investigate aspects of cGAS 

beyond innate immune sensing, thus the consequences of cGAS(P261H) in non- 

canonical cGAS pathways remains to be discovered. 
 

Together, we propose the establishment of a pre-existing cellular state exhibiting elevated 

levels of antiviral ISGs and PRR-signalling components by cGAS that primes cells for a 

rapid control and restriction of evading pathogens. Importantly, the ability to induce a 

baseline antiviral state and an intact DNA-sensing capacity was shared between 

cGAS(WT) and its most frequent naturally occurring variant cGAS(P261H). 
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4.2. Absence of cGAS-mediated type I IFN responses in HIV-1-infected T-cells 
 

This study investigated the functionality of the cGAS-mediated DNA sensing pathway in 

CD4+ T-cells, the primary target cell for HIV-1 infection in vivo (2). We report that despite 

an intact cGAS/STING signalling axis, HIV-1 fails to trigger any type I IFN response 

mediated by cGAS sensing of viral RT products. 

A first interesting observation was that primary CD4+ T-cells derived from cGAS KO mice 

displayed a lower baseline expression of Ifit1 and Mx2 mRNA as compared to cells 

derived from WT animals (Fig. 1 in (2)), in agreement with our data obtained from cGAS- 

overexpressing THP-1 cells (1). Further, the absence of the cellular exonuclease TREX1 

enhanced baseline Ifit1 and Mx2 levels and allowed cells to detect short DNA fragments 

that are otherwise degraded by TREX1, adding weight to the notion that cGAS activity is 

tightly controlled by cellular factors such as TREX1 also in T-cells. 
 

Previous studies on cGAS-sensing of HIV-1 infections were mainly conducted in HIV-1- 

infected macrophages or DCs that exhibit cGAS-mediated sensing of RT products under 

certain experimental conditions, including the absence of TREX1 (50, 51), genetic or 

pharmacological destabilization of the HIV-1 CAs (39–41) or co-supplementation of the 

HIV-2/SIV Vpx protein (37, 38, 42). Here, HIV-1-infected CD4+ T-cells showed no EFV- 

sensitive ISG mRNA induction at either early or late time points, accounting for the 

possible early sensing of RT products before integration or the recognition of infection- 

induced cytopathic effects through cytosolic mtDNA exposure (Fig. 2 in (2)). Further, 

neither the absence of TREX1 in murine CD4+ T-cells nor pharmacological or genetic CA 

destabilization by PF74 or CA N74D and P90A mutations in human CD4+ T-cells or PM1 

cells, respectively, triggered an intrinsic immune response above the levels of EFV- 

treated cultures upon HIV-1 exposure (Fig. 7, Sup. Fig. S4,S6 in (2)). One interesting 

future scientific question is whether cGAS sensing occurs upon CA destabilization in 

TREX1-deficient cells, which would suggest a more advanced role for TREX1 in 

degrading CA-escaping RT products in T-cells as opposed to monocytic cells. 

Nevertheless, these results further support the hypothesis of cell type-specific differences 

in the cGAS/STING signalling pathway with an emphasis on HIV-1 infection, in agreement 

with the identification of myeloid cell-specific cGAS interaction partners, like PQBP1 (37) 

and NONO (43). 
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Despite the vast majority of studies that were conducted in myeloid cells, the study of 

Vermeire and colleagues suggests cGAS-dependent sensing of HIV-1 infection in CD4+ 

T-cells (44). There are two possible reasons for the discrepancies observed between our 

and their studies. First, Vermeire et al., hypothesize cGAS sensing of cytosolic mtDNA 

whose release might be triggered by a post-integration step of HIV-1-infection (44). 

Indeed, cytopathic effects following the loss of mitochondria integrity and mtDNA leakage 

and are a well-known characteristic of HIV-1-infection (145), especially for X4-tropic 

viruses such as HIV-1 NL4-3 (146), which was primarily used for the conducted 

experiments (44). In contrast, we used the R5-tropic HIV-1BaL strain to circumvent 

massive cell death, which allowed us to monitor infected T-cell cultures for up to 13 days 

without detectable loss in cell viability (Fig. 2 in (2)), thereby potentially attributing the 

observed cGAS activity to HIV-1 strain-specific induction of cell death. Second, HIV-1BaL 

is generated upon passaging on susceptible PM1 cells as opposed to transient 

transfection of proviral DNAs in producer cells. The latter protocol, e.g. used for HIV-1 

NL4-3, requires extensive DNase treatment to remove excessive immuno-stimulatory 

plasmid DNAs attached to the virus particles and circumvent false-positive signals (40). 

Notably, preliminary data from our group indicate that insufficient DNase treatment results 

in strong cGAS-dependent IFIT1 mRNA induction upon lentiviral transduction in PM1 

cells. Additionally, virus stocks generated by transient transfection with LPS- 

contaminated plasmids sensitize for cGAS-mediated HIV-1 sensing (147) which is 

another remarkable example for the necessity to thoroughly validate reagents and virus 

stocks used for delicate sensing experiments. 
 

In conclusion, this study provides a thorough understanding on the lack of HIV-1-induced 

intrinsic immunity in CD4+ T-cells. More precisely, despite the intactness of cytosolic DNA 

sensing pathways, human and murine CD4+ T-cells fail to detect HIV-1 RT products in a 

cGAS-dependent manner and do not contribute to type I IFN immunity upon HIV-1 

infection, probably not through an active counteraction mechanism, but rather through a 

sophisticated replication strategy with minimal viral PAMP generation and exposure to 

respective PRRs. 
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4.3. Non-productive exposure of PBMCs to SARS-CoV-2 induces cell-intrinsic 
innate immune responses 

 
Antiviral immunity orchestrated by different cell types and signalling pathways is essential 

for controlling SARS-CoV-2 infection in vivo. This study is the first to carefully characterize 

replication and resulting immune responses of the closely related, but functionally distinct 

SARS-CoV and SARS-CoV-2 in ex vivo-inoculated PBMC cultures at the single cell level 

(3). Although both viruses failed to establish a productive infection upon ex vivo challenge, 

SARS-CoV-2, but not SARS-CoV, exposure triggered a potent, JAK/STAT-dependent 

antiviral response mostly driven by monocytes. 
 

The experimental data imply the lack of essential host factors in PBMCs that are required 

for SARS-CoV and SARS-CoV-2 infection. Conclusively, mRNA and protein expression 

of ACE2 was virtually absent in PBMCs and gene expression of NRP1 was detectable in 

monocytes, but cell surface protein expression was barely detectable (Fig. EV 1 in (3)), 

in line with current literature (79, 148). To date a comprehensive assessment of the 

susceptibility of peripheral immune cells to SARS-related CoV infection is missing. In the 

context of SARS-CoV infection one study reported the absence of infection even upon 

usage of high MOIs (149) while another study documented contradictory results of 

productive infection of PBMCs with high inter-donor variability (150). In our study, 

monocytes were identified as the primary interactors with and responders to SARS-CoV- 

2 (Fig. 5 in (3)). In line with our data, a recent study reports the absence of productive 

monocyte infection explained by the lack of ACE2 expression (151), while another report 

links abortive SARS-CoV-2 infection in monocytes to FcγR-mediated particle uptake of 

antibody-opsonized virions (152). Further, the virion-associated protein ORF7 facilitates 

interactions between monocytes and SARS-CoV-2 virions (153), potentially contributing 

to the observed interaction of specifically monocytes and SARS-CoV-2 in this study. 

Interestingly, pre-stimulation of PBMCs with cytokine-containing sera or virus-free 

supernatants from SARS-CoV-2-infected Calu-3 cells sensitized cells for viral uptake 

potentially as a result of monocytic activation and increased phagocytosis (Fig. EV 5 (3)). 

However, the enhanced particle uptake did not result in detectable virus replication, 

hinting towards the existence of an additional post-entry block of SARS-CoV-2-specific 

replication in monocytes that manifests upon bypassing the initial viral entry (152) or the 

internalization of particles via a dead-end entry route. Notably, virus replication in 
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monocytic cells was observed before for other human CoVs, such as MERS (154) and 

229E (155), however, these CoVs utilize DPP4 and CD13/APN as host entry receptors, 

respectively, thereby harbouring a different cell tropism and potential entry routes 

compared to SARS-related CoVs upon infection of monocytes. 
 

The second major finding of our study is the ability of SARS-CoV-2, but not SARS-CoV, 

to initiate a potent JAK/STAT-dependent, antiviral response despite the lack of productive 

infection. SARS-CoV-2-induced IFIT1 mRNA induction resisted virus heat-inactivation, 

suggesting the sensing of virion-associated viral PAMPs (Appendix Fig. S2 in (3)). 

Recent evidence suggests that extracellular SARS-CoV-2 envelope proteins can trigger 

NF-κB-dependent, pro-inflammatory responses following TLR2 engagement in 

monocytes and macrophages, whereas conflicting results were obtained for isolated E 

and S proteins to be responsible for this effect (85, 87). Another study delineated the 

relative contribution of TLR2 and TLR7 in responding to SARS-CoV-2 exposure in DCs, 

showing that TLR2 initiated pro-inflammatory cytokine release in contrast to TLR7 that 

primarily induced type I IFN responses (86). TLR7-mediated sensing of SARS-CoV-2 

genomic RNAs in the endosomal compartment triggers a MyD88-driven type I IFN 

response in cells of the myeloid compartment (86, 88, 89), that is reminiscent of the 

observed JAK/STAT-dependent type I IFN response in SARS-CoV-2-inoculated PBMCs 

in this study (Fig. 2 in (3)). However, despite being closely related, SARS-CoV induced 

inferior levels of bioactive IFNs that failed to establish an ISG signature, potentially due 

to minor, yet essential, differences between SARS-CoV and SARS-CoV-2 virion 

immunogenicity. Intriguingly, SARS-CoV-2 RNA encodes a significantly higher amount of 

TLR7-stimulating GU-rich RNA sequences compared to SARS-CoV (89), providing one 

reasonable explanation for insufficient type I IFN responses upon SARS-CoV inoculation. 
 

Finally, SARS-CoV-2 exposed cultures showed a striking cell-intrinsic immune response 

that likely arise from incomplete viral countermeasures, that typically requires both 

translation of early nsps and late accessory proteins in productively infected cells, to 

unfold its full IFN-antagonistic potential (72, 90). However, scRNA-sequencing of virus- 

exposed PBMC cultures disentangled cellular transcription profiles specifically in SARS- 

CoV-2 RNA-positive and -negative monocytes. SARS-CoV-2-RNA-positivity showed a 

mildly inverse correlation with cellular ISG expression when analysed at the individual 

ISG level, but reaching statistical significance upon averaging ISG expression within the 
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IFN module score (Fig. 5 in (3)). One plausible explanation is that despite the absence of 

productive infection, virus-associated proteins execute their IFN-antagonistic potential 

upon exposure to PBMCs. Notably, the SARS-CoV-2 envelope proteins E, M and N 

themselves were reported to exhibit IFN-antagonistic activities (90, 156, 157) the extent 

of which in the absence of sufficient viral replication, however, remains elusive. 
 

In summary, our study contributes to the understanding of SARS-CoV-2-induced 

immunity by defining cell-specific responses in an ex vivo PBMC model that is refractory 

to infection. The data suggest that especially monocytes contribute to the type I IFN- 

specific antiviral immune response upon physical interaction with SARS-CoV-2 virions 

despite lacking evidence for productive virus infection. 
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A Baseline Cellular Antiviral State Is Maintained by cGAS and
Its Most Frequent Naturally Occurring Variant rs610913

Julia Kazmierski,*,†,‡ Carina Elsner,‡,§ Katinka Döhner,{ Shuting Xu,‡ Aurélie Ducroux,‡

Fabian Pott,*,†,‡ Jenny Jansen,*,† Christian W. Thorball,‖,#,** Ole Zeymer,††,‡‡ Xiaoyi Zhou,††,‡‡

Roman Fedorov,††,‡‡ Jacques Fellay,‖,#,** Markus W. Löffler,§§,{{,‖‖,##

Alexander N. R. Weber,§§,##,*** Beate Sodeik,{,‡‡,††† and Christine Goffinet*,†,‡

Upon recognition of aberrantly located DNA, the innate immune sensor cyclic GMP-AMP synthase (cGAS) activates stimulator of
IFN genes (STING)/IFN regulatory factor (IRF)3�driven antiviral responses. In this study, we characterized the ability of a
specific variant of the human cGAS-encoding gene MB21D1, rs610913, to alter cGAS-mediated DNA sensing and viral infection.
rs610913 is a frequent G>T polymorphism resulting in a P261H exchange in the cGAS protein. Data from the International
Collaboration for the Genomics of HIV suggested that rs610913 nominally associates with HIV-1 acquisition in vivo. Molecular
modeling of cGAS(P261H) hinted toward the possibility for an additional binding site for a potential cellular cofactor in cGAS
dimers. However, cGAS(wild-type [WT]) or cGAS(P261H)-reconstituted THP-1 cGAS knockout cells shared steady-state
expression of IFN-stimulated genes, as opposed to cells expressing the enzymatically inactive cGAS(G212A/S213A). Accordingly,
cGAS(WT) and cGAS(P261H) cells were less susceptible to lentiviral transduction and infection with HIV-1, HSV-1, and
Chikungunya virus as compared with cGAS knockout or cGAS(G212A/S213A) cells. Upon DNA challenge, innate immune
activation appeared to be mildly reduced upon expression of cGAS(P261H) compared with cGAS(WT). Finally, DNA challenge of
PBMCs from donors homozygously expressing rs610913 provoked a trend toward a slightly reduced type I IFN response as
compared with PBMCs from GG donors. Taken together, the steady-state activity of cGAS maintains a baseline antiviral state
rendering cells more refractory to IFN-stimulated gene�sensitive viral infections. rs610913 failed to grossly differ phenotypically
from the WT gene, suggesting that cGAS(P261H) and WT cGAS share a similar ability to sense viral infections in vivo. The
Journal of Immunology, 2022, 209: 535�547.

Pattern recognition receptors of the innate immune system are
crucial for the detection of invading pathogens and required
to mount an effective immune response. Cyclic GMP-AMP

synthase (cGAS) binds to dsDNA in the cytosol and nucleus, fol-
lowed by its enzymatic activation and the production of the second

messenger molecule 2939-cyclic GMP-AMP (cGAMP) (1, 2). This
small molecule, in turn, binds to the stimulator of IFN genes
(STING), leading to its activation, phosphorylation and eventually
induction of a TANK-binding kinase 1 (TBK1)/IFN regulatory fac-
tor (IRF)3-dependent signaling cascade, resulting in the transcription
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of IFNs and IFN-stimulated genes (ISGs), many of them exerting
antiviral activity.
cGAS-mediated recognition of invading pathogens serves as a

first-line defense mechanism against multiple viruses, which them-
selves evolved strategies to counteract cGAS-mediated sensing. The
genome of invading DNA viruses, such as HSV-1 or Kaposi’s sar-
coma-associated herpesvirus, is recognized in a cGAS-dependent
fashion (reviewed in Refs. 3�5). As a consequence, herpes viruses
evolved specific antagonists that counteract cGAS/STING-mediated
DNA sensing, including HSV-1 pUL41, which selectively targets
cGAS mRNA for degradation (6), HSV-1 ICP27, which prevents
cGAS phosphorylation (7), or HSV-1-pUL36, which targets STING
to proteasomal degradation (8) and therefore interferes with the acti-
vation of the crucial transcription factor IRF3. Retroviruses, includ-
ing HIV-1, evolved a sophisticated replication strategy. Specifically,
reverse transcription of their RNA genome into a single DNA inter-
mediate that is destined for integration into a host cell’s chromo-
some allows retroviruses to largely escape general innate immune
activation (9) and cGAS-dependent recognition (10). These observa-
tions are in line with studies reporting that innate sensing of HIV-1
infection only occurs upon pharmacological or genetic destabiliza-
tion of the otherwise nucleic acid�shielding viral capsid (11, 12)
and is enhanced in the absence of functional three prime repair exo-
nuclease 1 (TREX1) expression, which otherwise degrades capsid-
escaping and thus cytosolic HIV-1 DNA (13, 14). Interestingly,
RNA viruses also have been considered to be inhibited by cGAS-
exerted functions, although not mediated through sensing of viral
nucleic acids. Rather, cGAS may maintain a basal antiviral state
through recognition of self DNA, including endogenous retroele-
ments (15) and/or sensing of DNA released from the nucleus or
mitochondria through infection-associated stress induction (16, 17).
Single nucleotide polymorphisms (SNPs) in genes encoding pat-

tern recognition receptors and downstream adapter molecules modu-
late infection susceptibility and disease outcome. A remarkable
example is the variant of the STING-encoding TMEM173 gene that
contains three nonsynonymous SNPs referred to as “the HAQ hap-
lotype.” Homozygous expression of this haplotype is predominantly
found in East Asian (16.07%) and South American (7.78%) popula-
tions (18). It is associated with lower susceptibility to stimulation by
cyclic dinucleotides (19) and eventually a severely reduced ability to
induce IFN-b expression (19, 20). Interestingly, among other homo-
zygous SNPs in the TMEM173 gene, the HAQ haplotype has a
higher prevalence in HIV-1 long-term nonprogressors, as compared
with HIV-1 noncontrollers (21). SNPs can be functionally important
in the context of infectious disease in vivo, as illustrated by the
impact of a minor IFITM3 allele (rs12252-C) of influenza-associated
morbidity and mortality (22), and a polymorphism near the IL28B
gene, encoding IFN-l-3, associated with an ∼2-fold change in
response to treatment to HCV infection (23). However, accurate
estimation of their impact requires a combination of structur-
e�function analysis, functional and immunogenetic investigations,
and genome-wide association studies in well-characterized cohorts.
To date, there is limited knowledge on the role of SNPs in the

cGAS-encoding gene MB21D1, in particular on implications for
DNA sensing and innate immune activation. The most frequent
SNP in MB21D1 is rs610913, a G>T polymorphism that displays a
global allele frequency of 0.503 (24). The G to T nucleotide
exchange results in a single amino acid exchange from proline (P)
to histidine (H) at position 261 in the protein sequence. In this
study, we report structural and functional consequences of the
rs610913-encoded P261H single amino acid exchange in the cGAS
protein in the context of DNA sensing and restriction of viral
infections.

Materials and Methods
Genome-wide association analysis

Summary statistics for HIV-1 acquisition in the region of MB21D1 were
obtained from genome-wide association analyses previously performed by
the International Collaboration for the Genomics of HIV (25). The summary
statistics were available on a subgroup basis, with a total of six groups
matched by geographic origin and genotyping platform, as previously
described: group 1 (the Netherlands, Illumina), group 2 (France, Illumina),
group 3 (North America, Illumina), group 4 (French European, Illumina),
group 5 (North American, Affymetrix), and group 6 (non-Dutch/non-French
European, Affymetrix). Association results across groups were combined
using a fixed-effects inverse-variance weighted meta-analysis.

Molecular modeling

The structural model of human cGAS (hcGAS)(P261H)·dsDNA assembly in
the active (ATP-bound) conformational state was created using the ladder-
like crystal structure of mouse cGAS (mcGAS) in complex with dsDNA
(Protein Data Bank [PDB] code 5N6I) (26) and the structure of the wild-
type (WT) hcGAS·dsDNA·ATP complex (PDB code 6CTA) (27). The pro-
tein part of the hcGAS·dsDNA·ATP complex was used to generate a homol-
ogy model of hcGAS(P261H) in the active conformational state. The
homology model of hcGAS(P261H) was superimposed on the mcGAS
molecules in the ladder-like assembly. The superposition was performed
using the program package Coot (28). The secondary structure matching
algorithm (29) was used to align the structurally conserved parts of the pro-
teins. The resulting model was subjected to an energy minimization proce-
dure using the program HyperChem (Hypercube) with an AMBER force
field (30) and a distance-dependent dielectric constant. The structural analysis
and rendering of Fig. 1B and 1C were performed with the final energy mini-
mized model using the programs Coot and PyMOL (The PyMOL Molecular
Graphics System, version 1.8, Schrödinger).

Healthy study subjects and blood sample acquisition

Healthy blood donors were recruited at the Interfaculty Institute of Cell
Biology, Department of Immunology, University of Tübingen (Tübingen,
Germany). All healthy blood donors included in this study provided their writ-
ten informed consent before study participation. Approval for use of their bio-
materials was obtained by the respective local ethics committees (approvals
156-2012BO1 and 354-2012BO2), in accordance with the principles laid down
in the Declaration of Helsinki as well as applicable laws and regulations.

Cell lines and primary cells

cGAS knockout (KO) THP-1 cells (a gift from Veit Hornung, Ludwig Maxi-
milians University, Munich, Germany) were cultured in RPMI 1640 medium
supplemented with 10% FCS, 100 U/ml penicillin, 100 mg/ml streptomycin,
2 mM L-glutamine, 1× MEM nonessential amino acids solution, and 1 mM
sodium pyruvate (Thermo Fisher Scientific, Waltham, MA). HEK293T,
HEK293T STING-mCherry (1), and BHK-21 cells were maintained in
DMEM cell culture medium supplemented with 10% FCS, 100 U/ml peni-
cillin, 100 mg/ml streptomycin, and 2 mM L-glutamine. HL116 cells (31)
were cultured under identical conditions, except for the addition of 1× hypo-
xanthine-aminopterin-thymidine (HAT) media supplement (Thermo Fisher
Scientific, Waltham, MA). THP-1 cGAS KO cells and HEK293T STING-
mCherry cells were reconstituted with individual cGAS-GFP variants by len-
tiviral transduction and were maintained under 1 mg/ml puromycin selection.
After preparation of PBMCs from EDTA-anticoagulated blood by Ficoll-
Hypaque centrifugation, cells were stimulated with IL-2 (10 ng/ml) and
PHA (1 mg/ml) for 3�4 d, resulting in cultures containing >90% CD31

T cells. Cells were maintained in RPMI 1640 containing 10% heat-inacti-
vated FCS, 100 U/ml penicillin, 100 mg/ml streptomycin, 2 mM L-glutamine,
1× MEM nonessential amino acids solution, and 1 mM sodium pyruvate
(Thermo Fisher Scientific, Waltham, MA).

Generation of lentiviral vector particles and virus stocks

Vesicular stomatitis virus glycoprotein (VSV-G)�pseudotyped lentiviral vec-
tor particles encoding GFP or luciferase were generated by calcium phospha-
te�based transfection of HEK293T cells with the packaging plasmid pCMV
DR8.91 (32), the lentiviral transfer plasmids pHR-GFP (33) or pie-EF-lucif-
erase (34), and pCMV�VSV-G (35). For the generation of cGAS-transduc-
ing lentiviral particles, the transfer plasmids pWPI cGAS(WT)-GFP, pWPI
cGAS(G212A/S213A)-GFP (36), and pWPI cGAS(P261H)-GFP were used.
pWPI cGAS(P261H)-GFP was generated by site-directed mutagenesis (Stra-
tagene California, La Jolla, CA), and the correct introduction of the mutation
was confirmed by Sanger sequencing. Vector-containing supernatant was
collected 40 and 64 h posttransfection and subjected to ultracentrifugation
through a 20% sucrose cushion. To remove residual plasmid DNA,
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concentrated virus stocks were DNase I digested twice and stored in aliquots
at −80◦C. VSV-G�pseudotyped HIV-1 NL4.3 luciferase reporter virus was
produced by calcium phosphate�based transfection of HEK293T cells with a
HIV-1 NL4.3 DEnv DVpr luciferase reporter plasmid (37) and a
VSV-G�encoding plasmid. Virus-containing supernatants were harvested 60
h posttransfection and concentrated by ultracentrifugation.

HSV-1 DUL41N (HSV-1(KOS) UL41NHB) encoding a truncated version
of pUL41 was provided by David A. Leib (38). To prepare concentrated
stocks, extracellular virions were pelleted from the medium of cells infected
at a multiplicity of infection of 0.01 PFU/cell for 3 d (39�41). Virus stocks
were plaque titrated on Vero cells (40, 42). To determine the genome/PFU
ratio of HSV-1 stocks, we quantified the number of HSV-1 genomes by
quantitative PCR as described previously (39, 43).

Chikungunya virus (CHIKV) 181/25 infectious stock (44) expressing a
nanoluciferase fused to the E2 glycoprotein (a gift from G. Simmons, Vital-
ant Research Institute) was produced by in vitro transcription of the full-
length, linearized molecular DNA clone into RNA and subsequent RNA
electroporation into BHK-21 cells. Virus-containing supernatant was col-
lected 3 d after electroporation, filtered through membranes of 0.45-mm
pores, and stored in aliquots at −80◦C.
Flow cytometry

For quantification of cGAS-GFP expression in transduced THP-1 or
HEK293T cells, cells were PFA fixed and GFP positivity was quantified by
flow cytometry. HSV-1�challenged HEK293T cells were PBS washed, PFA
fixed, and immunostained for intracellular HSV-1 VP5 using rabbit
anti�HSV-1 VP5 (no. SY4563) and an appropriate fluorochrome-conjugated
secondary Ab in 0.1% Triton X-100 in PBS (10, 45). Samples were analyzed
on a FACSLyric device (Becton Dickinson, Franklin Lakes, NJ) with BD
Suite software for analysis.

Immunoblotting

Cell lysates were generated with mammalian protein extraction reagent (M-
PER; Thermo Fisher Scientific, Waltham, MA), run on a 10% SDS-PAGE,
and transferred onto nitrocellulose using a semidry transfer system (Bio-Rad
Laboratories, Hercules, CA). BSA-blocked membranes were incubated with
the primary Abs mouse-anti human actin (no. 8226, Abcam, Cambridge,
U.K.), rabbit-anti human cGAS (no. 15102, Cell Signaling Technology,
Danvers, MA), rabbit-anti human IRF3 (no. 4302, Cell Signaling Technol-
ogy), rabbit anti-human p-IRF3 (no. 29047, Cell Signaling Technology), rab-
bit anti-human p-STING (no.19781, Cell Signaling Technology), rabbit anti-
human p-TBK1 (no. 5483, Cell Signaling Technology), rabbit anti-human
STING (no. 13647S, Cell Signaling Technology), rabbit anti-human TBK1
(no. 3504, Cell Signaling Technology), or rabbit anti-human TREX1 (no.
185228, Abcam). Secondary Abs conjugated to Alexa Fluor 680/800 fluores-
cent dyes were used for detection and quantification by an Odyssey infrared
imaging system (LI-COR Biosciences, Lincoln, NE).

Quantitative RT-PCR

Total RNA from cells was extracted using the RNeasy mini kit (Qiagen, Hil-
den, Germany), and residual DNA contaminations were removed with the
RNase-free DNase set (Qiagen, Hilden, Germany). Following cDNA synthe-
sis (New England Biolabs, Ipswich, MA), quantification of relative mRNA
levelswas performed using Taq-ManPCR technology (ThermoFisher Scientific,
Waltham, MA) with primer-probe kits (Applied Biosystems, Waltham, MA) for
following genes: ACTB (Hs03023943_g1), ARL16 (Hs01586770_g1), BST2
(Hs00171632_m1), cGAS (Hs00403553_m1), HAUS7 (Hs00213860_m1),
IFIT1 (IFN-induced protein with tetratricopeptide repeats 1; Hs01911452_s1),
IFN-b (Hs01077958_s1), IRF3 (Hs01547283_m1), LYAR (Hs00215132_
m1), MX2 (MX dynamin-like GTPase 2; Hs01550814_m1), RPL30
(Hs00265497_m1),RPS11 (Hs06642555_g1), STING (Hs00736958_m1), TCP1
(Hs01053946_g1),TREX1 (Hs03989617_s1),TRMT10C (Hs01933516_s1),YBX1
(Hs00358903_g1).

Relative mRNA levels were determined in multiplex reactions using theDCt
method with human RNASEPmRNA as an internal reference (Figs. 3B, 3C, 8,
Supplemental Figs. 1C, 2C) or using the DDCt method when normalizing
mRNA levels to a nontreated or mock-infected control sample (Fig. 5C,
Supplemental Fig. 3). Each sample was analyzed in technical triplicates and
with parallel controls omitting reverse transcriptase. Assays were performed on
an OneStepPlus machine (Applied Biosystems, Waltham, MA) or a LightCy-
cler 480 II (Roche, Basel, Switzerland). Data analysis was performed using
Applied Biosystems StepOne software (version 2.3) or LightCycler 480 soft-
ware (version 1.5).

RNA sequencing

Total RNA extraction from cells and DNase treatment were performed with
the RNeasy mini kit and RNase-free DNase set (Qiagen, Hilden, Germany).

The quality and integrity of total RNA were verified on an Agilent Technol-
ogies 2100 Bioanalyzer (Agilent Technologies, Waldbronn, Germany). The
RNA sequencing libraries were generated using TruSeq stranded mRNA
library prep kits (Illumina, San Diego, CA) following the manufacturer’s
protocol. The libraries were sequenced on Illumina HiSeq 4000 (paired-end
run 2 × 75 bp) with an average of 9 × 107 reads per RNA sample. Data
generated from individual samples were mapped separately against the hg38
human reference genome. Gene expression was calculated for individual
transcripts as reads per kilobase of transcript per million mapped reads
(RPKM). All transcriptomic analyses were performed using Geneious Prime
version 2020.0.4 (Biomatters, Auckland, New Zealand). Differentially
expressed genes (DEGs) were identified by calculating fold changes in
expression, and genes were considered to be expressed significantly differ-
ently when their expression was increased by at least a factor of two with a
p value of <0.05. Gene Ontology (GO) enrichment analyses were performed
using the Panther overrepresentation test (http://geneontology.org/), Homo
sapiens reference list, and GO biological process complete annotation data-
set. The p values were corrected using false discovery rates (46, 47).

Electroporation

Ten million THP-1 cells and PBMCs were electroporated (140 V, 1000 mF)
in serum-free RPMI 1640 in the presence of endotoxin-free plasmid DNA
(12 mg of DNA, or indicated quantities), 4 mg of cGAMP (InvivoGen, San
Diego, CA), 4 mg of c-di-UMP (InvivoGen, San Diego, CA), or mock elec-
troporated using a Gene Pulser Xcell electroporation instrument (Bio-Rad
Laboratories, Hercules, CA) and 0.2-cm cuvettes.

HL116 cell�based detection of bioactive IFNs

Culture supernatants of individual cell lines were titrated on HL116 cells that
express the luciferase gene under the control of the IFN-inducible 6-16 pro-
moter (31). Six hours after inoculation, cells were PBS washed and lucifer-
ase expression was determined using cell culture lysis buffer (Promega,
Madison, WI) and a luciferase assay system (Promega, Madison, WI). The
concentration of IFN was quantified using an IFN-a2a (Roferon-A) standard
curve.

Protein purification

The full-length human cGAS(WT) and cGAS(P261H) proteins were
expressed in Escherichia coli BL21(DE3). The expression was induced by
0.5 M isopropyl b-D-thiogalactoside and incubated at 18◦C for 18 h. After
centrifugation at 5000 × g for 15 min, pellets were resuspended in 20 ml of
PBS and centrifuged again at 5000 × g for 15 min. The cells were flash-fro-
zen and stored at −80◦C until purification. For purification, pellets were
thawed and resuspended in a buffer containing 300 mM NaCl, 50 mM
Na3PO4, and 10 mM imidazole (pH 7.5) with cOmplete protease inhibitor
mixture (Roche, Basel, Switzerland) and lysed by sonification for 2 min,
with 4-min breaks after each minute of sonification to prevent overheating of
the lysate. DNase I was added to remove a possible impurity caused by the
cellular DNA bound to cGAS. After 30 min of incubation at room tempera-
ture, the sample was centrifuged at 40,000 × g for 1 h. The supernatant was
filtered using a 0.45-mm syringe filter and loaded onto a 5-ml Protino Ni-
NTA column (Macherey-Nagel, Düren, Germany). The column was washed
until UV280 had reached a steady value and eluted with 500 mM imidazole,
150 mM NaCl, and 50 mM Na3PO4 (pH 7.5). The pooled fractions were
diluted with low-salt buffer (50 mM NaCl, 20 mM Tris [pH 7.5]) to prevent
protein aggregation caused by a high salt concentration of the elution buffer.
The diluted eluate was then loaded onto a 1-ml HiTrap heparin HP column
(GE Healthcare, Chalfont St Giles, U.K.). After loading, the column was
washed until UV280 reached a steady value before elution with an increasing
salt gradient buffer: 50 mM�2 M NaCl, 20 mM Tris (pH 7.5). The elution
was concentrated by centrifugation with 30,000 Da molecular mass cutoff
Vivaspin-Hydrosart (Sartorius, Göttingen, Germany) and, if needed, diluted
with low-salt buffer to the final protein concentration used for the in vitro
activity assay. The purified protein was flash-frozen in liquid nitrogen and
stored at −80◦C.
In vitro cGAS activity assay

Recombinant human cGAS (2 mM) was incubated for 2 h at 37◦C with the
substrates 0.5 mM ATP and 0.5 mM GTP, in the presence of 1 ng/ml
dsDNA fragments (NoLimits; Thermo Fisher Scientific, Waltham, MA) of
1, 4, or 6 kb length, in a buffer containing 120.25 mM MnCl2, 20 mM
NaCl, 2.5 mM MgCl2, and 8 mM Tris-HCl (pH 7.5) in a total volume of
200 ml. Following incubation, samples were inactivated at 95◦C for 20 min.
Samples were centrifuged at 14,500 rpm for 15 min at 4◦C, and the superna-
tant was diluted 1:100 with H2O for HPLC measurement with the API 4000
liquid chromatography�tandem mass spectrometry system (Sciex, Framing-
ham, MA) for cGAMP quantification. The gradient started with 100% buffer
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A (3/97 [v/v] MeOH/H2O, 50 mM NH4Ac, 0.1% HAc) and reached 50%
buffer A, 50% buffer B (97/3 [v/v] MeOH/H2O, 50 mM NH4Ac, 0.1%
HAc) after 5 min. The sample was run over a ZORBAX Eclipse XDB-C18
1.8-mm, 50 × 4.6-mm (Agilent Technologies, Waldbronn, Germany) column.
Measurements and data generation were controlled by Analyst software (ver-
sion 1.5.2, Sciex). Calibration was conducted with 10 ml of synthetic-derived
cGAMP mixed with 800 ml of extraction reagent (2/2/1 [v/v/v] methanol,
acetonitrile, and water mixture) and 300 ml of extraction reagent (25 ng/ml
tenofovir in extraction reagent) with tenofovir as the internal standard.

Infection and transduction assays

Thirty minutes prior to lentiviral transduction, cells were left untreated or
treated with efavirenz (EFV; 100 nM). Inhibitor treatment was maintained
during the subsequent virus inoculation. Transduction and virus infection
assays were performed by spinoculation for 60 min at 32◦C. Following spi-
noculation, cells were incubated at 37◦C, 5% CO2, and individual wells
were harvested at the indicated time points.

Luciferase assay

Luciferase expression of cells challenged with VSV-G lentiviral vectors or
VSV-G/HIV-1 NL4.3 was quantified at 72 h posttransduction. Cells were
washed with PBS, lysed using cell culture lysis buffer (Promega, Madison,
WI), and luciferase activity was quantified using a luciferase assay system
(Promega, Madison, WI). To detect nanoluciferase expression in supernatants
from CHIKV-infected cells, the Nano-Glo luciferase assay system (Promega,
Madison, WI) was used according to the manufacturer’s instructions.

LPS and polyinosinic-polycytidylic acid treatment

IL-2/PHA�activated PBMCs were treated with 40 ng/ml LPS or 20 mg/ml
polyinosinic-polycytidylic acid (poly(I:C)) as previously described (48, 49).

Reagents and inhibitors

Fragmented dsDNA (NoLimits 100-bp DNA fragment) for in vitro experi-
ments were obtained from Thermo Fisher Scientific. LPS and poly(I:C) were
purchased from Sigma-Aldrich (St. Louis, MO). Human IFN-a2a (Roferon-
A) was purchased from Roche. cGAMP and c-di-UMP were purchased from
InvivoGen. EFV was purchased from Bristol Myers Squibb. The 18-bp
dsDNA fragment (59-CTACTAGTGATCTATGACTG-39) (26) was pur-
chased from Integrated DNA Technologies, and 45-bp DNA (ISD) and 70-
bp DNA (VACV-70) were purchased from InvivoGen.

Genotyping of PBMCs for rs610913

Two hundred microliters of freshly drawn EDTA-anticoagulated venous
whole blood (S-Monocette K3 EDTA, Sarstedt, Hümbrecht, Germany) was
subjected to DNA isolation using the QIAamp DNA blood mini kit on a
QIAcube (both from Qiagen) instrument following the manufacturer’s
instructions. For genotyping, an MB21D1 rs610913-specific TaqMan primer
set (Thermo Fisher Scientific, C_937459_20), diluted 20×, was used with 20
ng of genomic DNA, and the appropriate amounts of TaqMan Universal
MasterMix II (Thermo Fisher Scientific) in a 10-ml reaction volume were
run in triplicate wells of a 96-well MicroAmp plate run on a QuantStudio 7
quantitative PCR cycler (Thermo Fisher Scientific) and QuantStudio real-
time PCR software v1.3.

DNA transfection assay

For transfection of short dsDNA fragments, THP-1 cells were PMA differen-
tiated for 48 h using 25 nM PMA followed by a 24-h culture period in fresh
RPMI 1640 medium. THP-1 cells were then transfected using Lipofectamine

2000 (Thermo Fisher Scientific) and the indicated dsDNA quantities. IFIT1
mRNA was quantified 4 h after transfection.

Data availability

RNA sequencing datasets are deposited at the National Center for Biotech-
nology Information Gene Expression Omnibus database (accession number
GSE203334;https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE203334).

Data presentation and statistical analysis

Unless otherwise stated, bars and symbols show the arithmetic mean and
error bars the SEM of the indicated number of individual experiments. Statis-
tical significance was calculated by performing a paired Student t test using
GraphPad Prism 8 (*p < 0.05, **p < 0.01; not significant, p $ 0.05).

Results
rs610913 may facilitate HIV-1 acquisition in vivo

In the human population, the coding region of the cGAS-encoding gene
MB21D1 harbors several nonsynonymous SNPs of different frequen-
cies (Table I). The allele frequencies vary substantially across popula-
tions, with rs610913 being the most frequent nonsynonymous SNP
(Table I). We searched for SNPs inMB21D1 displaying an association
with HIV-1 acquisition using summary statistics covering 6334 infected
cases and 7247 controls of European ancestry (25) (Fig. 1A). Interest-
ingly, we detected a nominal, but not genome-wide significant, overrep-
resentation of rs610913 (p 5 0.004) in HIV-1�infected individuals as
compared with the uninfected control cohort, suggesting that this SNP
may associate with and/or facilitate HIV-1 acquisition. Analyzing
rs610913 in more detail across the six included subgroups indicated that
the signal was primarily arising from group 3, a group consisting of
North American individuals and enriched for HIV controllers (25) (Fig.
1B). Given its high global frequency and its potential role in HIV-1
acquisition, we embarked on a functional study of rs610913.

Structural modeling of cGAS(P261H) reveals amino acid position at
the “head-to-head” interface of the cGAS ladder-like assembly

To investigate the structural impact of the cGAS(P261H) mutation,
we built a molecular model of the hcGAS(P261H)·dsDNA assembly
in the active (ATP-bound) conformational state. The overall struc-
ture of this assembly is based on the experimental ladder-like
cGAS·dsDNA crystallographic model obtained for the mouse
enzyme (mcGAS) (26). The positions of mcGAS molecules in the
ladder-like assembly were substituted by the homology model of the
hcGAS(P261H) mutant based on the structure of the WT
hcGAS·dsDNA·ATP complex (PDB code 6CTA) (27). The model
of the hcGAS P261H·dsDNA·ATP ladder-like assembly was opti-
mized, and the geometry of the resulting model (Fig. 2) appeared to
be very close to the original mcGAS·dsDNA assembly due to the
high structural and sequence similarity (root mean square deviation
1.0 Å, sequence identity 70%) between the human and mouse
enzymes. In the hcGAS(P261H)·dsDNA·ATP ladder-like structure,

Table I. Allele frequency of most abundant nonsynonymous SNPs in the cGAS-encoding gene MB21D1

Total African Europe

SNP Alleles Amino Acids Reference Alternative Reference Alternative Reference Alternative

rs9352000 G>T T35N 15.65 84.35 14.37 85.63 16.28 83.72
rs610913 G>T P261H 49.72 50.28 63.09 36.91 35.59 64.41
rs35629782 G>T A48E 94.98 5.02 98.44 5.51 94.49 5.51
rs141133909 C>T G101R 97.95 2.05 99.38 0.62 97.79 2.21
rs145259959 A>G L239P 99.80 0.20 99.98 0.02 99.78 0.22
rs138984002 T>A Y483F 99.96 0.04 99.74 0.26 100.00 0.00
rs114473784 C>T E422K 99.96 0.04 98.73 1.27 100.00 0.00
rs141390590 G>T F433L 99.98 0.03 100.00 0.00 99.97 0.03
rs146116825 G>C S393C 99.98 0.02 99.90 0.10 100.00 0.00

Shown are the respective single nucleotide exchange, resulting amino acid substitution, and relative allele frequencies of the reference and alternative alleles in the Afri-
can, European, and global populations.
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the H261 residue is located far away from the active site in the deep
cleft created by the head-to-head interface between the two hcGAS
monomers bound to the dsDNA (Fig. 2). Another H261 residue
from the neighboring head-to-head hcGAS(P261H) molecule is
located at the bottom of the same site. Together, two imidazole rings
of the H261 residues create a positively charged surface at the bot-
tom of the head-to-head hcGAS P261H cleft (Fig. 2D). The distance
between the two H261 residues in the cleft is rather large (∼11 Å),
which makes direct interaction between them unlikely. The distances
between H261 and the two dsDNA molecules (9.3 and 15.6 Å) also

do not allow direct contact (Fig. 2C). At the same time, the side
chain of H261 makes two new hydrogen bonds with the side chains
of S201 and E259 of the same monomer, which is not possible for
the proline side chain of P261 in the WT enzyme (Fig. 2C). These
hydrogen bonds could provide additional stabilization of cGAS(P261H)
monomers in the head-to-head cleft and may contribute to the overall
stability of the cGAS·dsDNA assembly. Because S201, E259, and
H261 residues are located in a solvent-accessible area, the free energy of
their interaction may be expected to be diminished by the solvent
effects. Thus, the modeling analysis indicates that cGAS P261H is not

A B
Group
Group 1
Group 2
Group 3
Group 4
Group 5
Group 6

Summary

Cases
401
850

2759
968

1026
312

Controls
998
672

2759
513

1190
1115

OR
1.04
0.95
1.16
1.12
1.07
0.92

1.09
0.5 0.75 1 1.25 1.5

OR for rs610913

0

0.5

1

1.5

2

2.5

3

0

20

40

60

80

100

R
ecom

bination rate (cM
/M

b)

rs610913

rs3013725

rs9359033
rs9341423

0.2
0.4
0.6
0.8

r²

DDX43 MB21D1 MTO1

74.1 74.12 74.14 74.16 74.18 74.2
Position on chr6 (Mb)

Lo
g 10

 (p
 v

al
ue

)

FIGURE 1. rs610913 may facilitate HIV-1 acquisition in vivo. (A) Regional association plot of the MB21D1 region, containing all SNPs included in the
meta-analysis and their respective p values. The plot is centered on rs610913 (white diamond), with white dots indicating SNPs in high linkage disequilibrium
(LD) (r2 > 0.8), and light gray dots representing SNPs in moderate or low LD. All SNPs in high LD with rs610913 are synonymous SNPs. (B) Forest plot of
the odds ratios (OR) for rs610913 with 95% confidence intervals across all subgroups and after meta-analysis (diamond) within the International Collabora-
tion for the Genomics of HIV genome-wide association studies of HIV-1 acquisition. The number of cases and controls are indicated for each group along
with their respective odds ratios.

FIGURE 2. Structural model of cGAS(P261H) reveals amino acid position at head-to-head interface of the cGAS ladder-like assembly. (A and B) Struc-
tural models of human cGAS(P261H)·dsDNA oligomeric assembly created using the ladder-like crystal structure of mouse cGAS in complex with dsDNA
(PDB ID 5N6I) and the structure of the hcGAS(WT)·dsDNA·ATP complex (PDB ID 6CTA) as starting coordinates. The cGAS(P261H) monomers are
shown in blue, yellow, magenta, gray, cyan, and green. The two dsDNA molecules are shown in orange and red. The residues H261 in the cGAS(P261H)
monomers are represented with a Corey�Pauling�Koltun model with the corresponding colors. The ATP binding sites are indicated using molecular surface
representation. (C) Detailed view of H261 localization. The closest distances between H261 residues and the dsDNA molecules are shown with dotted black
lines. The hydrogen bonds between H261, S201, and E259 are traced with red circles. The close-up panel in the black box shows the comparison of H261
and P261 side-chain structures. (D) Molecular surface representation of the head-to-head interface cleft between the two cGAS(P261H) monomers bound to
the dsDNA molecules. The semitransparent surface is colored according to the molecular electrostatic potential with positive, negative, and neutral charges
represented by the blue, red, and white colors, respectively. The residues H261 are shown using the Corey�Pauling�Koltun model representation.
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expected to cause a significant discrepancy in enzymatic activity com-
pared with the WT enzyme, although the overall stability of the multi-
meric complexwithDNA could be affected slightly.

Catalytically active cGAS modulates baseline levels of IFIT1, MX2,
and IFNB1 mRNA expression

To address functional consequences that may result from the proline-to-
histidine exchange encoded by rs610913, we stably expressed individ-
ual cGAS-GFPvariants in THP-1 cGASKOcells by lentiviral transduc-
tion, including cGAS(WT)-GFP, catalytically inactive cGAS(G212A,
S213A)-GFP (50), and cGAS(P261H)-GFP. Assessment of GFP
expression by flow cytometry and of cGAS expression by immunoblot-
ting confirmed similar expression levels of the transgenes in individual
cell lines, as opposed to mock-transduced THP-1 cGAS KO cells
(Fig. 3A). Other key components of the cGAS signaling cascade, such
as STING, IRF3, and TREX1, were expressed at similar levels in the
four cell lines (Fig. 3B), indicating that abrogation of cGAS expression
or of its catalytic activity did not affect mRNA or protein quantities of
gene products involved in this pathway. Interestingly, basal expression
of IFIT1 mRNA was clearly reduced in cells devoid of cGAS expres-
sion and in cells expressing catalytically inactive cGAS, as compared
with cells expressing either cGAS(WT) or cGAS(P261H) (Fig. 3C). A
similar trendwas observed forMX2 and IFNB1mRNA levels; however,
only MX2 mRNA levels in cGAS KO cells compared with cells
expressing cGAS(WT) reached a statistically significant difference.

Expression of functional cGAS induces global transcriptomic
alterations in THP-1 cells

To explore transcriptional profiles associated with expression of
individual functional and nonfunctional cGAS variants, we subjected
total RNA of indicated THP-1 cells to sequencing. Plotting of all

RPKM values >0.5 revealed a high overall correlation in the gene
expression profile between the individual samples (Fig. 4A).
cGAS(WT) and cGAS(P261H) cells (Fig. 4A, top panel) shared a sim-
ilar expression profile. Comparison of cGAS(WT) or cGAS(P261H)
with the catalytically inactive cGAS(G212A/S213A) revealed a set of
77 and 115 genes significantly upregulated exclusively in the context of
the functional cGAS variants, respectively, suggesting that expression
of those genes requires cGAS base-level activity (Fig. 4B, middle and
bottompanels). Interestingly, GOanalysis revealed that the geneswhose
expression was overrepresented in cGAS(WT)- and cGAS(P261H)-
expressing cells, as compared with cGAS (G212A/S213A) cells, joined
common gene sets, including cellular defense mechanisms to invad-
ing pathogens (GO:0009615, response to virus; GO:0051607, defense
response to virus) or type I IFN signaling (GO:0034340, response to
type I IFN; GO:0060337, type I IFN signaling pathway) (Fig. 4C, mid-
dle and bottom panels). In accordance, the 50most DEGs among all sig-
nificant DEGs in cGAS(WT) compared with cGAS(G212A/S213A)
samples represented mostly ISGs (43 ISGs out of 50 DEGs), such as
IFI44L, IFI27, andMX1 or important components of the type I IFN sig-
naling axis, such as STAT1 and IRF7 (Fig. 4D). In line with previous
experiments, known components or modulators of the cGAS/STING
signaling axis were equally expressed throughout all cell lines, indepen-
dent of functional cGAS expression (Supplemental Fig. 1A).
Although the overall transcriptome of cGAS(WT)- and

cGAS(P261H)-expressing THP-1 cells appeared very homogeneous
(Fig. 4A, top panel), 67 genes were DEGs that reached statistical signifi-
cance (Fig. 4B, top panel). These genes, however, displayed low or
moderate expression fold changes and p values. In addition, GO enrich-
ment analysis revealed enrichment of gene sets with only moderate
p values and divergent functions (Fig. 4C, top panel), indicating that
expression of cGAS(P261H) does not severely modulate the cellular
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FIGURE 3. Catalytically active cGAS modulates baseline levels of IFIT1, MX2, and IFNB1 mRNA expression. (A�C) THP-1 cGAS KO cells were stably
transduced with indicated GFP-cGAS variants and analyzed for: (A) percentage of GFP-positive cells and steady-state cGAS protein expression by flow
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independent experiments. Immunoblots shown are representative blots of two or more experiments. *p < 0.05, **p < 0.01; n.s., not significant.
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transcriptome. We selected 10 candidate genes based on fold change
and statistical significance (Supplemental Fig. 1B) and evaluated their
expression by quantitative RT-PCR (Supplemental Fig. 1C), aiming at
challenging the findings obtained with RNA sequencing. In line with
the rather subtle differences in the transcriptomes of cGAS(WT)- and
cGAS(P261H)-expressing cells, analysis of several independent sam-
ples by quantitative RT-PCR confirmed only TCP-1 out of the 10 tested
candidate genes as a true DEG whose expression is specifically
increased in the context of cGAS(P261H) expression, thus displaying
lowermRNA levels in cGAS(WT)-expressing cells.
In summary, the transcriptomic data provide further evidence for a

baseline antiviral immunity in cells expressing functional cGAS(WT)
or cGAS(P261H), and both cGAS variants control an overall highly

similar cellular transcriptome. In contrast, the absence of cGAS
expression or expression of a functionally inactive cGAS mutant
decreased the antiviral state of the cell as reflected by lower expression
of genes related to virus defense and the type I IFN response.

cGAS(WT) and cGAS(P261H) expression reduces susceptibility to
lentiviral transduction in the absence of transduction-provoked
innate immune responses

Because rs610913 may associate with increased probability of HIV-1
infection in vivo, we next investigated whether expression of
cGAS(P261H) renders cells more susceptible to infection by HIV-1 and
other viruses. Specifically, we challenged THP-1 cGASKO cells recon-
stituted with cGAS(WT), cGAS(G212A/S213A), or cGAS(P261H)
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with VSV-G�pseudotyped lentiviral particles or HIV-1 NL4.3 and
monitored the transduction efficiency. Interestingly, cells devoid of
cGAS expression or expressing the catalytically inactive mutant dis-
played higher susceptibility to lentiviral transduction as compared with
cGAS(WT)- or cGAS(P261H)-expressing counterparts (Fig. 5A, 5B).
However, cGAS(WT)- and cGAS(P261H)-expressing cells shared
identical susceptibility to lentiviral transduction.
Importantly, transduction of cells with ablated cGAS expression

or expressing individual cGAS variants did not induce expression of
IFIT1, MX2, and IFNB mRNAs or secretion of bioactive IFN into
the culture supernatant in an EFV-sensitive fashion (Fig. 5C). Lenti-
viral transduction triggered induction of IFIT1 mRNA expression to
a maximum of 2.9- to 7.1-fold in all four cell lines, irrespective of
their cGAS expression status or EFV treatment. These results are

consistent with absence of cGAS-mediated responses to lentiviral
infection reported by others (9, 11) and us (10), suggesting that
detectable differences in the susceptibility of our cell lines to trans-
duction are linked to different antiviral states.

Baseline antiviral state mediated by cGAS(WT) and cGAS(P261H)
expression renders cells less susceptible to HSV-1 and CHIKV
infection

To explore the role of cGAS in the context of infection with other
viruses displaying individual replication strategies and genomic
architectures, we reconstituted HEK293T cells, which lack detect-
able cGAS and STING expression, and HEK293T mCherry-STING
cells (1) with individual cGAS variants (Supplemental Fig. 2A, 2B).
In line with results obtained in THP-1 cells, expression of STING,
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FIGURE 5. cGAS(WT) and cGAS(P261H) expression reduces susceptibility to lentiviral transduction in the absence of transduction-provoked innate
immune responses. (A) THP-1 cells were transduced with VSV-G�pseudotyped lentiviral vectors and analyzed for luciferase reporter expression at 72 h post-
transduction. Shown is the fold change over THP-1 cGAS KO cells (n 5 3). (B) THP-1 cells were infected with VSV-G�pseudotyped HIV-1 NL4.3 lucifer-
ase, and luciferase reporter expression was analyzed at 72 h posttransduction. Shown is the fold change over THP-1 cGAS KO cells (n 5 4). (C) Indicated
THP-1 cells were transduced with VSV-G�pseudotyped lentiviral vectors in the presence or absence of the reverse transcriptase inhibitor efavirenz (EFV).
Shown are IFIT1, MX2, and IFNB mRNA expression levels and the release of bioactive IFNs in cell culture supernatants at the indicated time points (n 5 3).
*p < 0.05, **p < 0.01, by Student t test.
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IRF3, and TREX1 was not affected by complementation of cGAS
expression in HEK293T cells (Supplemental Fig. 2C, 2D). Reconsti-
tution with both cGAS and STING expression largely restored the
cGAS-dependent base-level induction of IFIT1, MX2, and IFNB1
expression in HEK293T cells (Supplemental Fig. 2E). Based on these
observations, we considered cGAS/STING-expressing HEK293T
cells as a suitable model to monitor cGAS-dependent restriction of
viral infections. As a prototypic DNA virus, we used an HSV-1 strain
that encodes a truncated version of pUL41, a well-characterized
cGAS antagonist (6, 38). Cells expressing cGAS(WT) or cGAS
(P261H) were less susceptible to infection with HSV-1 DUL41N.
Their rate of HSV-1 Vp5-positive cells scored to 57.8% and 50.8%,
respectively, as opposed to 69.5% in cGAS(G212A/S213A)-express-
ing cells and 65.9% in cGAS-negative cells, although only the differ-
ences between cGAS(WT)- or cGAS(P261H)- and cGAS (G212A/
S213A)-expressing cells and cGAS(P261H) and cGAS KO cells
reached statistical significance (Fig. 6A). Strikingly, the same pattern
was observed in the context of CHIKV strain 181/25, an RNA virus
(Fig. 6B). In this study, cGAS(WT)- or cGAS(P261H)-expressing
cells displayed luciferase reporter expression of 5.180 and 5.177 rela-
tive light units, respectively, as compared with cGAS(G212A/
S213A)-expressing cells that yielded a mean value of 16.760 relative
light units. Taken together, these data support the idea that cGAS
maintains a baseline antiviral milieu that acts in a broad manner
against invading viral pathogens. Conclusively, beyond sensing viral
DNA intermediates or stress-induced host DNA released from intra-
cellular compartments during an ongoing infection, cGAS expression
and steady-state activity may maintain a static antiviral state that rep-
resents a hurdle for viral infections that are sensitive to the cGAS--
controlled antiviral ISG program.

cGAS(P261H) and cGAS(WT) share an overall similar ability to
sense DNA in THP-1 cells

We next investigated the functionality of cGAS-mediated DNA
sensing and induction of the type I IFN response of THP-1 cells
expressing cGAS(P261H) as compared with cGAS(WT) by quanti-
fying the type I IFN response provoked upon electroporation with
endotoxin-free plasmid DNA. Of note, human cGAS is efficiently
activated upon binding to long dsDNA, as opposed to binding to
short DNA fragments (26, 27). Electroporation of plasmid DNA
resulted in the release of bioactive IFN at concentrations of 11,158
and 33,652 IU/ml into supernatants of cells expressing cGAS(WT)
or cGAS(P261H), respectively (Fig. 7A). In contrast, cGAS KO
cells and cells expressing the inactive cGAS(G212A/S213A)
mutant barely responded to plasmid DNA challenge and displayed
responses that did not exceed the levels of mock-electroporated
cells. Electroporation with the STING agonist cGAMP, but not the
control cyclic dinucleotide c-di-UMP, induced release of similar
levels of bioactive IFNs in all tested cell lines, indicating the
intactness of the STING signaling axis (Fig. 7A). Similarly, phos-
phorylation of STING, TBK1, and IRF3 upon plasmid DNA chal-
lenge was detectable as early as 0.5 and 1 h after plasmid DNA
challenge in cells expressing cGAS(WT) and cGAS(P261H),
whereas lysates from both THP-1 cGAS KO cells and THP-1 cells
expressing cGAS(G212A/S213A) scored negative in this assay, as
expected (Fig. 7B). Although the quality and kinetics of the type I
IFN response upon challenge with a fixed plasmid copy number did
not reveal gross differences between cGAS(WT) and cGAS(P261H),
titration of plasmid DNA uncovered a slightly inferior ability of
cGAS(P261H) over cGAS(WT) to induce IFIT1 mRNA expression
(Fig. 7C), but not release of bioactive IFNs in the cell culture super-
natant (Fig. 7D). Although stimulation with a short 18-bp dsDNA
fragment did not result in any cGAS-dependent IFIT1 mRNA induc-
tion, as expected (26), stimulation with 45- and 70-bp dsDNA frag-
ments both resulted in a dose-dependent IFIT1 mRNA induction that
was largely dependent on catalytically active cGAS (Supplemental
Fig. 3). However, no statistically significant differences between cells
expressing cGAS(WT) or cGAS(P261H) were detectable. To unravel
potentially different inherent catalytic activities of cGAS(WT) and
cGAS(P261H), both proteins were expressed in E. coli, purified and
incubated with dsDNA fragments of 1-, 4-, or 6-kb length in the pres-
ence of ATP and GTP. Both proteins presented similar in vitro enzy-
matic activities as judged by cGAMP quantification by liquid
chromatography�tandem mass spectrometry, with a trend toward
higher cGAMP production by cGAS(P261H) as compared with
cGAS(WT) (Fig. 7E). For both cGAS variants, the enzymatic activity
increased with augmenting dsDNA length, in accordance with other
reports on cGAS(WT) (26, 51). In summary, while our in vitro data
seem to suggest a slightly inferior in vitro catalytic activity of cGAS
(WT) as compared with cGAS(P261H), our functional data in cells
indicate a slightly superior sensitivity of the WT protein to DNA that
manifests at suboptimal DNA quantities.

rs610913 homozygosity results in a trend toward a lower cell-
intrinsic response to plasmid DNA, but not to LPS and poly(I:C)
challenge

According to data from the 1000 Genomes Project (24), the SNP
rs610913 displays an allele frequency of 35.6�63.1% in humans.
PBMCs from a cohort of healthy individuals were isolated and strat-
ified upon genotyping of corresponding whole blood. Steady-state
IFIT1 mRNA expression levels were similar in PBMCs from indi-
viduals homozygous for the WT variant and individuals homozy-
gous for rs610913 (Fig. 8A). IFIT1 mRNA expression was slightly,
but not significantly, increased in the rs610913 SNP group
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FIGURE 6. Baseline antiviral state mediated by cGAS(WT) and
cGAS(P261H) expression renders cells less susceptible to HSV-1 and
CHIKV infection. (A) 293T mCherry-STING cells stably expressing cGAS
variants were challenged with HSV-1 DUL41N followed by quantification
of intracellular HSV-1 Vp5 protein expression by flow cytometry. (B) 293T
mCherry-STING cells stably expressing cGAS variants were infected with
CHIKV 181/25 luciferase reporter strain followed by luciferase detection at
48 h postinfection. Error bars indicate SEM from three or more individual
experiments. *p < 0.05, **p < 0.01, by Student t test; n.s., not significant.
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compared with the cGAS(WT) group after both LPS and poly(I:C)
challenge (Fig. 8B). In contrast, plasmid DNA challenge revealed a
trend toward slightly decreased IFIT1 mRNA expression in the
rs610913 SNP group compared with the cGAS(WT) group,
although not reaching statistical significance.

Discussion
This study aimed at characterizing the impact of a single amino acid
exchange, that is, proline-to-histidine at position 261 of the cGAS
protein. The SNP rs610913 encoding for cGAS(P261H) attracted
our attention because of its high allele frequency. With the excep-
tion of the protective deleting polymorphism in the CCR5 gene

(CCR5D32), little genetic contribution on HIV acquisition was iden-
tified in previous genome-wide association studies (25, 52).
The mild apparent overrepresentation of the rs610913 allele in
HIV-1�positive individuals prompted us to hypothesize that it asso-
ciates with a higher risk of HIV-1 acquisition. Of note, rs610913
appeared to be enriched in bacillus Calmette�Guérin-vaccinated
healthy controls compared with tuberculosis-positive vaccinated
individuals, suggesting an association of rs610913 with bacillus
Calmette�Guérin vaccine-mediated protection to tuberculosis infec-
tion (53). Given the lack of additional data on rs610913, we aimed
at evaluating its role in vitro, in cellulo, and ex vivo.
Interestingly, we first detected a strong association of cGAS

expression and maintenance of base-level innate immunity, in the
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absence of infection or external stimuli. Both the expression of indi-
vidual tested ISGs and the global transcriptomic profile shifted sig-
nificantly toward an antiviral state in THP-1 cGAS KO cells upon
restoration of cGAS expression. This observation was corroborated
in HEK293T cells equipped with both cGAS and STING expres-
sion. Also, components of the IFN signaling cascade, such as
STAT1 and IRF7, were expressed at higher levels in the presence of
functional cGAS, potentially allowing bystander cells to mount
more rapid paracrine responses. This observation is reminiscent of
our previous findings in mouse CD41 T cells, which equally dis-
played a cGAS-dependent ISG expression profile in the absence of
exogenous stimuli (10). Work by other groups linked the cGAS-
mediated priming of innate immunity to the release and sensing of
mitochondrial DNA as a response to cellular stress (54, 55), a path-
way that can be triggered by both DNA or RNA virus infection (16,
54, 56) and to the baseline sensing of endogenous retroviruses. It is
therefore conceivable that cGAS-mediated activity may not only tar-
get viruses with dsDNA genomes or DNA intermediates, but also
RNA viruses. Along this line, several RNA viruses indeed evolved
strategies to actively counteract the cGAS/STING signaling axis
(17, 57).
However, comparison of cells expressing cGAS(P261H) and

cGAS(WT) protein failed to reveal consistent or pronounced differ-
ences in their ability to maintain a baseline innate immunity in any
experimental system we studied, suggesting a similar efficiency of
cGAS(P261H) enzymatic function, at least at steady-state condi-
tions. At baseline levels, we identified a differential regulation of
TCP-1, which encodes for a molecular chaperone that is part of the
TRiC complex (58). Upon challenge with high amounts of plasmid
DNA, cells expressing either cGAS(WT) or cGAS(P261H) sup-
ported a robust release of similar concentrations of bioactive IFNs,
as opposed to cells expressing the nonfunctional cGAS mutant and
cGAS KO cells. Also, kinetics of phosphorylation of STING,
TBK1, and IRF3 were similar in cGAS(P261H)- and cGAS(WT)-
expressing cells. In the context of challenge with suboptimal DNA
quantities, induction of IFIT1 mRNA expression was significantly
reduced in cGAS(P261H)-expressing cells compared with
cGAS(WT) cells. Likewise, PBMCs from homozygous rs610913
carriers displayed a statistically nonsignificant trend toward reacting
at lower magnitudes to DNA challenge than cells from homozygous
WT allele carriers. These data point toward a possibly reduced
DNA binding affinity of cGAS(P261H) or differential requirement

of cGAS cofactor interaction. The latter idea is supported by the results
of our molecular modeling attempts, which hinted toward the possibility
of a potential additional cofactor binding site in the cGAS(P261H) pro-
tein. The topology and the surface charge distribution of the head-to-
head hcGAS(P261H) cleft containing the two H261 residues create a
favorable binding site for a potential cellular cofactor thatmight increase
the stability of the hcGAS P261H·dsDNA ladder-like assembly in vivo.
This stability increase would contribute to the nucleation-cooperativity-
based mechanism of cGAS (26) and enhanced enzymatic activity. The
latter is supported by the observation that a slightly higher in vitro cata-
lytic activity of cGAS(P261H) can be attributed to the additional stabili-
zation of the head-to-head area by the two hydrogen bonds between
H261 and the side chains of S201 and E259 of the same monomer,
which are absent in the WT enzyme. Additionally, the presence of two
histidine residues in the cleft makes this site more suitable for specific
recognition and high-affinity binding compared with proline. Intrigu-
ingly, a previous report suggested a loss of helix and glycosylation of
the mutated cGAS(P261H) protein, and a better capacity for binding
interactions (53).
Individual expression of cGAS(WT) or cGAS(P261H) conferred

a decreased susceptibility to VSV-G�pseudotyped lentiviral vector-
mediated and HIV-1 transduction. This inhibition occurred in the
absence of detectable induction of an innate immune response upon
transduction. These data support the idea that the cGAS-induced
baseline antiviral state of the cells, rather than the cGAS-mediated
detection of viral DNA intermediates or infection-triggered release
of mitochondrial DNA, is responsible for lower transduction effi-
ciencies. Of note, the absence of innate immune activation upon
HIV-1 infection has been linked to the intactness of viral capsids
that permit capsid uncoating closely tied to nuclear pores or in prox-
imity to integration sites within the nucleus, thereby preventing
exposure of HIV-1 reverse transcriptase products to cytosolic DNA
sensors (11, 12, 59, 60). In line with our working model, cGAS
expression reduced susceptibility also to infection with HSV-1 and
CHIKV, an RNA virus. Schoggins et al. (15) proposed cGAS-medi-
ated inhibition of RNA virus infection through exerting an IRF3-
dependent but STAT-independent mechanism. Alphaviruses includ-
ing CHIKV are sensitive to STING/IRF3-mediated restriction of
infection (61, 62). In contrast, herpesvirus infection can be accompa-
nied by accidental leakage of viral DNA into the cytosol, allowing
cGAS-mediated recognition of the viral nucleic acids and subse-
quent type I IFN responses (63, 64). Although we detected a
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protective role of functional cGAS in our experiments, we failed to
establish a specific phenotype of cGAS(WT) compared with the
cGAS(P261H) variant, indicating that both proteins’ expression
establishes a cellular antiviral state that sufficiently restricts infection
by diverse viruses.
In conclusion, we demonstrate the overall intact functionality of

rs610913 SNP-encoded cGAS(P261H). This protein, similarly to
cGAS(WT), mounts an efficient IFN response upon sensing of
dsDNA and decreases susceptibility to infection by different viruses
by maintenance of a cGAS-dependent baseline expression of multi-
ple antiviral factors.
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Nonproductive exposure of PBMCs to SARS-CoV-2
induces cell-intrinsic innate immune responses
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Abstract

Cell-intrinsic responses mounted in PBMCs during mild and sev-
ere COVID-19 differ quantitatively and qualitatively. Whether
they are triggered by signals emitted by productively infected
cells of the respiratory tract or result from physical interaction
with virus particles remains unclear. Here, we analyzed suscepti-
bility and expression profiles of PBMCs from healthy donors upon
ex vivo exposure to SARS-CoV and SARS-CoV-2. In line with the
absence of detectable ACE2 receptor expression, human PBMCs
were refractory to productive infection. RT–PCR experiments and
single-cell RNA sequencing revealed JAK/STAT-dependent induc-
tion of interferon-stimulated genes (ISGs) but not proinflamma-
tory cytokines. This SARS-CoV-2-specific response was most
pronounced in monocytes. SARS-CoV-2-RNA-positive monocytes
displayed a lower ISG signature as compared to bystander cells
of the identical culture. This suggests a preferential invasion of
cells with a low ISG baseline profile or delivery of a SARS-CoV-2-
specific sensing antagonist upon efficient particle internalization.
Together, nonproductive physical interaction of PBMCs with
SARS-CoV-2- and, to a much lesser extent, SARS-CoV particles
stimulate JAK/STAT-dependent, monocyte-accentuated innate
immune responses that resemble those detected in vivo in
patients with mild COVID-19.
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Introduction

The current SARS-CoV-2 pandemic represents a global medical,

societal, and economical emergency of increasing importance. Aris-

ing at the end of 2019 in the Hubei province in China, the causative

agent of the coronavirus disease 2019 (COVID-19), SARS-CoV-2, has

to date infected more than 555 million individuals worldwide

(World Health Organization). Owing to SARS-CoV-2 infection, more

than 6.3 million deaths were reported to date (as of 2022, July 5th).

The predominant symptoms of symptomatic COVID-19 are fever,

cough, and shortness of breath; however, in severe cases, the dis-

ease can progress to pneumonia, acute respiratory distress syn-

drome, and multiple organ failure (Chen et al, 2020; Wölfel

et al, 2020). The management of the pandemic is complicated by a

large interindividual spectrum of clinical courses ranging from

asymptomatic to fatal outcomes, pre- and asymptomatic infectious

phases (Rothe et al, 2020; Jones et al, 2021), and the ongoing emer-

gence of variants with increased transmissibility and/or immune

escape. The reasons for the high interindividual outcome of infec-

tion are insufficiently understood and may include different degrees

of cross-reactive background immunity at the level of humoral

(Anderson et al, 2021; Ng et al, 2020) and T-cell-mediated immu-

nity (Bacher et al, 2020; Braun et al, 2020; Nelde et al, 2021; Schu-

lien et al, 2021), polymorphisms in genes related to innate

immunity (Zhang et al, 2020) and autoimmunity (Bastard

et al, 2020). Currently, specific treatment regimens must be admin-

istered early postinfection. They include the RNA polymerase inhi-

bitor Remdesivir that may reduce hospitalization time but not

mortality (Wang et al, 2020b), the protease inhibitor Paxlovid

(Hammond et al, 2022), the nucleoside analog Molnupiravir and

monoclonal anti-spike antibodies with variant-specific neutraliza-

tion potencies (Weinreich et al, 2021; RECOVERY Collaborative
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Group, 2022). In the late phase of infection, the administration of

the immune modulator dexamethasone (RECOVERY Collaborative

Group, 2021) dampens the hyperactivation of cytokine-driven

immune responses. While several effective vaccines are available,

the necessity for specific treatment options will likely persist given

the expected proportion of the population that will not have access

to vaccines or will refuse vaccination.

To accelerate the establishment of immunomodulatory strategies,

it is crucial to characterize ex vivo systems that correlate with cellu-

lar immunophenotypes of SARS-CoV-2 infection in vivo and that

may contribute to preclinical testing. Furthermore, the usage of

ex vivo platforms allows the systematic and comparative investiga-

tion of human cellular responses to exposure with different repre-

sentatives of the species SARS-related coronaviruses (CoVs),

including SARS-CoV. Peripheral immune cells are major contribu-

tors to human cellular responses upon infection. Given the recruit-

ment of blood mononuclear cells to the lung compartment (Bost

et al, 2020; Delorey et al, 2021; Wendisch et al, 2021), and the

reported presence of viral RNA detectable in the peripheral blood of

up to 10% of severely ill patients (Andersson et al, 2020; Prebensen

et al, 2021), direct contact of PBMCs with infectious SARS-CoV-2

virions or defective viral particles is a likely scenario.

Here, we analyzed susceptibility to infection and cell-intrinsic

innate responses of peripheral blood cells from healthy donors upon

ex vivo exposure to SARS-CoV and SARS-CoV-2. Although both

SARS-related CoVs failed to detectably replicate and spread in

PBMCs, SARS-CoV-2 specifically triggered a JAK/STAT-dependent

innate immune response that was most pronounced in monocytes.

Single-cell, virus-inclusive RNA sequencing revealed relatively inef-

ficient and ACE2-independent uptake of virus particles and a SARS-

CoV-2 exposure-specific gene expression profile. Cellular responses,

consisting of upregulation of the expression of interferon-stimulated

genes (ISGs) but not proinflammatory cytokines, partially recapitu-

late expression profiles obtained by single-cell RNA sequencing of

PBMCs from patients experiencing mild COVID-19 (Arunachalam

et al, 2020; Schulte-Schrepping et al, 2020; Silvin et al, 2020). Our

data demonstrate that cells from the peripheral blood, when under-

going contact with SARS-CoV-2 particles, mount cellular responses

that potentially contribute to the control and/or pathogenesis of

the infection.

Results

Absence of productive infection of human PBMCs by SARS-CoV
and SARS-CoV-2

To address the ability of SARS-related CoVs to infect and propagate

in cells of the peripheral blood, we exposed unstimulated PBMCs

from healthy individuals to purified stocks of SARS-CoV and SARS-

CoV-2, respectively, using equal infectious titers as determined on

Vero E6 cells. As a reference, PBMCs were exposed to supernatants

from uninfected Vero E6 cells (mock-exposed). For both SARS-

related CoV, infectivity in cell-culture supernatants drastically

decreased over time compared with the inoculum, reaching unde-

tectable levels at 3 days postinoculation (Fig 1A), and pointing

towards the absence of de novo production of infectious particles.

Treatment of cells with the polymerase inhibitor Remdesivir did not

further reduce infectivity in the supernatant, suggesting that the

infectivity detectable in the mock-treated, virus-exposed cultures

reflects virus input (Fig 1B). By contrast, infection of Vero E6 cells

with the identical SARS-CoV-2 stock gave rise to a productive and

Remdesivir-sensitive infection (Appendix Fig S1). In our experi-

ments, virus-containing supernatant was replaced with a fresh

medium 4 h postinoculation. Nevertheless, low levels of viral RNA

genome equivalents remained detectable in the culture supernatant

until the end of the experiment for both SARS-CoV and SARS-CoV-2

(up to 192 h postexposure; Fig 1C). Viral RNA was abundant also in

supernatants from Remdesivir-treated cultures and cultures exposed

to heat-inactivated SARS-CoV-2 until 192 h postexposure, arguing

for high stability of the residual viral RNA of the inoculum, and

against a constant replenishment of extracellular viral RNA pools as

a reason for the stable RNA quantities (Fig 1D), in line with

reported longevity of the incoming genomic viral RNA (Lee

et al, 2022). Notably, blunting signaling by type I interferons (IFNs)

through the constant presence of the JAK/STAT inhibitor Ruxoli-

tinib failed to enable secretion of infectious particles and viral RNA

in the supernatant, suggesting that JAK/STAT-dependent cell-

intrinsic innate immunity is not the underlying reason for the

absence of detectable virus production (Fig 1A and C).

To elucidate if PBMCs, despite being nonpermissive, are never-

theless susceptible to SARS-related CoV entry and initial RNA repli-

cation, we monitored cell-associated viral RNA species in the

cultures over time. Because adherence of cells was incomplete

before 48 h, we were able to separate adherent and the suspension

cell fractions only starting at 72 h postculture start. Cell-associated

viral genome equivalents (Fig 1E) and subgenomic viral E and N

RNA (Fig EV1), the latter produced during discontinuous viral tran-

scription, remained stable over time, and did not differ quantita-

tively for both SARS-related CoVs. Ruxolitinib treatment did not

detectably enable RNA replication (Figs 1E and EV1), suggesting the

absence of essential cofactors at the level of entry and/or RNA repli-

cation rather than the antiviral activity of IFN-regulated restriction

factors. In line with this idea, we failed to detect the expression of

the SARS-CoV receptor, angiotensin-converting enzyme 2 (ACE2) in

PBMCs, as judged by immunoblotting, flow cytometry, and Q-RT–

PCR using ACE2-specific antibodies and primer/probes, respectively

(Fig EV2A–C). Also, we failed to detect relevant quantities of NRP-1

expression by flow cytometry (Fig EV2D), which has been sug-

gested as an alternative entry receptor in conditions of low-to-

absent ACE2 abundance (Cantuti-Castelvetri et al, 2020; Daly

et al, 2020). In conclusion, freshly isolated, unstimulated PBMCs

are devoid of expression of ACE2 and putative alternative receptor

NRP-1. Furthermore, they appear to be nonsusceptible and nonper-

missive to infection with either SARS-related CoV, at least ex vivo.

However, the continuous presence of viral RNA associated with

cells and in the culture supernatant suggests that virus particles

attach to and/or internalize into PBMCs in an ACE2-independent

manner and remain cell-associated for up to several days.

Exposure of PBMCs to SARS-CoV-2 and, to a much lower extent
SARS-CoV, triggers a JAK/STAT-dependent cell-intrinsic innate
immune response

To identify potential cell-intrinsic innate immune responses to

SARS-CoV and SARS-CoV-2 exposure, we analyzed IFIT1 and IL6
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mRNA expression over time (Figs 2A and EV3). We selected IFIT1

and IL6 as prototypic target genes that are transcribed by IRF3- and

NF-jB-dependent promoter activation, respectively (Honda & Tani-

guchi, 2006). In contrast to SARS-CoV-inoculated cells, SARS-CoV-2-

exposed cells displayed Ruxolitinib-sensitive, significantly upregu-

lated IFIT1 mRNA expression at 16, 24, and 48 h postinoculation

(Fig 2A). Inhibition of potential low-level SARS-CoV-2 RNA

replication through treatment of cells with Remdesivir, and heat

inactivation of the SARS-CoV-2 stock inoculum did not prevent

induction of IFIT1 mRNA expression (Appendix Fig S2), corroborat-

ing the idea that the latter is triggered by exposure to virions but not

by productive infection. By contrast, IL6 expression was barely

induced after exposure to SARS-CoV and SARS-CoV-2 (Fig EV3).

Together, SARS-CoV-2 exposure specifically triggered IRF3-induced

IFIT1 but not NF-jB-induced IL6 gene expression. We next analyzed

if type I IFN expression preceded IFIT1 mRNA expression in SARS-

CoV-2-exposed PBMCs. Despite a slight trend for elevated IFNA1

and IFNB1 mRNA expression at 16 h, levels failed to reach signifi-

cant upregulation at 4, 16, and 24 h, when compared to mock-

exposed cultures (Fig 2B). However, IFN-a2 and IFN-stimulated IP-

10, MCP-1, and MCP-3 proteins, as opposed to IL-6 and several

other cytokines (Appendix Fig S3) were secreted in the supernatant

of exposed PBMCs in a Ruxolitinib-sensitive manner, with overall

higher levels in SARS-CoV-2- than in SARS-CoV-exposed cultures
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Figure 1. Absence of productive infection of PBMCs by SARS-CoV and SARS-CoV-2.

Untreated or Ruxolitinib (10 lM)-treated PBMCs from four individual donors were exposed to SARS-CoV or SARS-CoV-2 (MOI 0.5). PBMCs inoculated with supernatant
from Vero E6 cell cultures mixed with PBS and OptiPro serum-free medium supplemented with 0.5% gelatine were used as a control condition (Mock). Supernatants
and individual cell fractions were collected at indicated time points postinoculation and analyzed for:
A, B Infectivity in cell-culture supernatants by plaque titration assay.
C, D Viral RNA (genome equivalents/ml) concentrations in cell-culture supernatants by Q-RT–PCR.
E Relative changes of cell-associated viral genomic RNA quantities by Q-RT–PCR and normalized to RNASEP levels.

Data information: Data were generated in four individual experiments using cells from at least four individual donors represented by different symbols, bars represent
the mean, and error bars indicate the SEM. Statistical significance was tested using the paired Student’s t-test comparing mock- and Ruxolitinib-treated samples.
P-values > 0.05 were considered not significant and are not shown in the figure. n.d., not detectable; h.p.e., hours postexposure; RMV, Remdesivir; Ruxo., Ruxolitinib.
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(Fig 2C). Furthermore, bioactive IFN was detected in the super-

natant of corresponding cultures, with highest levels upon SARS-

CoV-2 exposure, while SARS-CoV inoculation induced the release of

bioactive IFN at inferior levels that were statistically indistinguish-

able from those in mock-exposed cultures (Fig 2D). These results

suggest that, although both SARS-related CoV failed to establish a

productive infection in PBMCs, SARS-CoV-2 appears to induce cell-

intrinsic, IFN-mediated, and JAK/STAT-dependent responses in sev-

eral cell types comprised in PBMCs. By contrast, SARS-CoV induced

very mild, if any, innate immune responses.

SARS-CoV-2 exposure causes transcriptional changes in most
cell types

To explore cell-intrinsic responses in individual cell types, we

performed single-cell RNA sequencing of PBMCs exposed to SARS-

CoV and SARS-CoV-2, respectively. We identified the five major cell

types, namely B cells, CD4+ and CD8+ T cells, NK cells, and mono-

cytes (Fig 3A) based on the expression of discriminatory marker

mRNAs (see Materials and Methods). Separated based on experimen-

tal conditions, PBMCs of both donors shared a similar relative cell

type distribution (Fig 3B) and similar cell type-specific transcriptional

profile (Appendix Fig S4), and data of both donors were merged for

the following analyses. In line with our bulk analyses (Fig EV2A–C),

ACE2 mRNA was undetectable, as was TMPRSS2 mRNA (Fig EV2E).

By contrast, the protease-encoding FURIN, BSG, and NRP1 mRNAs

were expressed in all cell types and most abundantly in monocytes

(Fig EV2E). Graphical mapping indicated transcriptomic changes

within individual cell types for SARS-CoV-2-exposed, but not for

SARS-CoV-exposed cultures, compared with mock-inoculated cells

(Fig 3C). Notably, SARS-CoV-2 monocytes clustered separately from

the other conditions in the UMAP despite library batch correction,

implying a pronouncedly altered transcriptome. The T- and NK-cell

clusters slightly and partially shifted, indicating a change in their

◀ Figure 2. Exposure of PBMCs to SARS-CoV-2 and, to a much lower extent SARS-CoV, triggers a JAK/STAT-dependent cell-intrinsic innate immune response.

A–C RNA extracted from Ruxolitinib-treated or mock-treated, and SARS-CoV-, SARS-CoV-2-, or mock-exposed PBMCs was analyzed for (A) IFIT1, (B) IFNA1 and IFNB1,
(C) mRNA expression by Q-RT–PCR at indicated time points. Suspension and adherent cell fractions were analyzed separately, except at the 4 h time point. Values
were normalized to cellular RNASEP expression and are shown as fold change over mock-inoculated conditions. The dotted line indicates the expression level of
mock-inoculated cell cultures and is set to 1. (C) Supernatants from Ruxolitinib- or mock-treated and SARS-CoV-, SARS-CoV-2-, or mock-inoculated PBMCs were
collected 48 h postexposure, and cytokine expression of IFN-a2, IP-10/CXCL10, MCP-1/CCL2, and MCP-3/CCL7 were quantified using a Luminex-based
immunoassay. PHA- or LPS-treated PBMCs were used as a positive control. Bars represent the results of a pool of four individual samples per condition.

D Supernatants collected from SARS-CoV-, SARS-CoV-2-, or mock-exposed PBMCs at indicated time points were analyzed for the release of bioactive IFN using the
HL116 reporter cell assay.

Data information: Data were generated in four individual experiments using PBMCs from four or more individual donors represented by different symbols, bars represent
the mean, and error bars indicate the SEM (A, B, and D). Statistical significance between mock- and Ruxolitinib-treated samples was tested using the paired Student’s
t-test and comparing SARS-CoV with SARS-CoV-2-treated samples from the same donor and time points. P-values < 0.05 were considered significant (*), < 0.01 very
significant (**), or ≥ 0.05 not significant (not shown). n.d., not detectable.
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Figure 3. SARS-CoV-2 exposure causes transcriptional changes in most cell types.

PBMCs isolated from two donors were exposed to SARS-CoV, SARS-CoV-2, or mock-exposed, and analyzed by scRNA-sequencing 24 h postexposure.
A UMAP displaying all identified cell types,
B UMAP indicating the data obtained from the PBMCs of the two donors,
C Identified cell types according to condition.

� 2022 The Authors Molecular Systems Biology 18: e10961 | 2022 5 of 16

Julia Kazmierski et al Molecular Systems Biology



transcriptional profile (Fig 3C). The relative abundance of T cells and

monocytes in SARS-CoV-2-exposed cells as compared to mock-

exposed PBMCs remained constant, as judged by flow cytometric

analysis (Appendix Fig S5). Together, this analysis revealed that

transcriptomic changes occurred in most cell types upon SARS-CoV-2

exposure, particularly in the monocytic fraction.

Exposure to SARS-CoV-2 induces a global innate
immunity-related gene profile in PBMCs with cell
type-specific signatures

We next investigated in more detail the cell type-specific response

to SARS-CoV-2. For each cell type, cells from all three treatments

were subclustered and genes differentially expressed between clus-

ters were used as input for cell trajectory analysis using the Pseudo-

time algorithm from the monocle R package (Trapnell et al, 2014).

We aimed to identify whether cells from different treatments, espe-

cially those exposed to different viruses, developed along the same

trajectory as a result of the exposure or if a different cell fate was

induced (Fig 4A). For all five major cell types, cells inoculated with

SARS-CoV-2 developed towards a separate cell fate and largely

branched off from mock-exposed and SARS-CoV-exposed cells,

which, conversely, shared a common trajectory. Interestingly, B-cell

analysis resulted in four branching points, from which only two (#1

and #3) were specific for SARS-CoV-2-exposed cells, suggesting a

high transcriptional heterogeneity of B cells independently of virus

exposure. Though progression through pseudotime resulted in a dis-

tinct and highly pronounced trajectory of all SARS-CoV-2-exposed

cell types, this effect was most clear in monocytes (Fig 4A). Analy-

sis of expression of specific genes, including ISG15 and IFIT1, con-

firmed that in general, all cell types contributed to gene expression

changes upon SARS-CoV-2 challenge, and monocytes displayed the

most pronounced elevation of expression of both genes (Fig 4B).

Identification of differentially expressed genes (DEGs) in mock-

exposed compared with SARS-CoV-2-inoculated PBMCs revealed a

significant upregulation of gene expression in all cell types, espe-

cially in monocytes (Fig 4C). Interestingly, the majority of DEGs

were identified as known ISGs (defined by the interferome database;

colored in green (interferome.org; v2.01)). Scoring the individual

cell types and conditions by their expression of an IFN-signaling

module revealed a SARS-CoV-2-specific induction of ISGs in all cell

types, though this was most prominent in monocytes (Fig 4D).

Moreover, IFN module scores were colinear with Pseudotime scores

along the SARS-CoV-2 trajectory, supporting the notion that SARS-

CoV-2 exposure induces a development of PBMCs towards an antivi-

ral phenotype. Increased expression of several ISGs, including

ISG15, IFIT1, IFITM3, DDX58, IFIH1, LY6E, MX2, IFI6, BST2, was

detectable predominantly, but not exclusively, in monocytes

(Fig 4E), supporting the hypothesis that monocytes play a key role

in the induction of cell-intrinsic innate immune response to SARS-

CoV-2 stimulation. In line with our previous findings (Fig 2), SARS-

CoV-2- and SARS-CoV-exposed cells scored virtually negative for

the expression of various cytokines, including IL6 (Fig 4E) and IFN

mRNAs (Appendix Fig S6), although they express IFN receptors

(Appendix Fig S6). In conclusion, these data reveal a strong induc-

tion of cell-intrinsic innate immunity in SARS-CoV-2-exposed

PBMCs that manifests predominantly in monocytes.

Transcriptome differences in viral RNA-positive and
bystander monocytes

Next, we aimed at identifying viral RNA-positive cells and their

specific transcriptional profile that we hypothesized to differ from

cells without detectable viral RNA of the identical culture. SARS-

CoV-2 RNA was detectable in all cell types but predominantly in

monocytes (Fig 5A). Identified viral reads were distributed over the

viral genome sequence, with a high over-representation of the 3’

RNA sequences that all subgenomic and genomic viral RNA have in

common, corresponding to the 3’ part of the N-coding sequence and

polyA tail (Fig 5B). Specifically, in SARS-CoV- and SARS-CoV-2-

exposed PBMC cultures, we identified 99 (2.13%) and 212 (2.88%)

viral RNA-positive cells, respectively (Fig 5C). Among those, we

identified 56 (7.8%) and 173 (15.3%) viral RNA-positive monocytes

among all monocytes, respectively. First of all, no statistically signif-

icant differences in expression of individual genes of RNA-positive

and RNA-negative monocytes were identified. However, the IFN

module score (Fig 4) was slightly, but statistically highly signifi-

cantly, elevated in SARS-CoV-2-exposed monocytes with unde-

tectable viral RNA (Fig 5D and E). Specifically, within the 94 genes

that were expressed marginally more abundantly in cells lacking

detectable SARS-CoV-2 RNA, 18 represented ISGs, including ISG15,

IFITM2, IFITM3, IFI27, and HLA genes that tended to be upregulated

in viral RNA-negative bystander cells. Importantly, the presence of

viral RNA did not specifically associate with the expression of BSG/

CD147 and NRP1, and ACE2 and TMPRSS2 expression was unde-

tectable, suggesting that particles internalize in a manner that is

independent of these proposed and confirmed receptors, respec-

tively. In SARS-CoV-2 RNA-positive cells as compared to SARS-CoV-

2 RNA-negative cells of the identical cultures, among others, CD163

reads tended to be slightly more abundant. Expression of the

hemoglobin-haptoglobin scavenger receptor CD163 has been associ-

ated with the regulation of inflammation (Kowal et al, 2011) and

▸Figure 4. Exposure to SARS-CoV-2 induces a global innate immunity-related gene profile in PBMCs with cell type-specific signatures.

A Pseudotime cell trajectory analysis and GSEA analysis using genes differentially regulated between mock-, SARS-CoV-, and SARS-CoV-2-challenged conditions for
indicated cell types.

B Representative UMAPs showing IFIT1 and ISG15 mRNA expression in the indicated conditions.
C Volcano plot of all DEGs in SARS-CoV-2-exposed cells compared with mock-exposed cells in the indicated cell types. Known ISGs were colored in green based on their

presence in the interferome database (http://www.interferome.org/; v2.01).
D Cell trajectory maps of indicated cell types with cells colored by expression of the genes in an IFN module gene set.
E Dot plot depicting expression of selected ISGs and cytokines. Expression levels are color-coded, and the percentage of cells expressing the respective gene is coded by

symbol size.

Data information: Data shown in this figure are based on the analysis of two donors.
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has interestingly been linked to immunological changes in mono-

cytes and monocyte-derived macrophages from SARS-CoV-2-

infected individuals (G�omez-Rial et al, 2020; Trombetta et al, 2021;

Wendisch et al, 2021). Looking specifically at the CD163HIGH mono-

cyte population, we found that it displayed high expression levels of

genes with profibrotic functions, including VCAN, LGMN, MERTK,

TFGB1, MRC1, TGFBI, and MMP9, and enhanced the expression of

cytokines including CCL2, CXCL8, or IL1B and the cytokine receptor

CCR5 (Fig EV4). Furthermore, SARS-CoV-2 RNA-positive cells dis-

played a preferential upregulation of genes implicated in migration

and integrin binding (FN1, PPBP, THBS1), and differentiation,

including FABP5 and LGMN. Together, cells that internalized SARS-

CoV-2 particles exhibit a slightly distinct gene expression profile

characterized by a consistent reduction in antiviral ISGs and an

upregulation of profibrotic genes as opposed to bystander cells with

undetectable viral RNA.

Finally, we were intrigued whether preactivation would result in

an altered ability of PBMCs to interact with, internalize, and sense

SARS-CoV-2, as opposed to freshly isolated PBMCs from healthy

donors. To mimic the environment of circulating PBMCs of a SARS-

CoV-2-infected individual, we individually pretreated PBMCs with

type I IFN, with supernatant from SARS-CoV-2-infected lung epithe-

lial cell cultures, and with serum obtained at an early stage postin-

fection from mildly COVID-19 diseased individuals (Fig EV5). IFN-
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Figure 5. Viral RNA-positive monocytes trend towards downregulation of ISGs and upregulation of fibrosis-associated genes.
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a2a pretreatment did not influence the amount of detectable viral

RNA, neither in the cell-associated fraction (Fig EV5A, left panel)

nor in the supernatant (Fig EV5B, left panel), despite expected IFN-

mediated enhancement of IFIT1 (Fig EV5C) but not IL6 mRNA

(Fig EV5D) expression.

Pretreatment of PBMCs with virus-free, cytokine-containing

supernatant derived from SARS-CoV-2-infected Calu-3 cell cultures

resulted in a mild (1.6-fold), but statistically significant increase in

cell-associated viral RNA copies (Fig EV5B, middle panel) when

compared to cells stimulated with supernatant from uninfected

Calu-3 cells, in the absence of changes concerning viral RNA quanti-

ties (Fig EV5A, middle panel) in the culture supernatant, and IFIT1

and IL6 mRNA expression (Fig EV5C and D, middle panels).

Similarly, cultivation of PBMCs in the presence of serum from

COVID-19 patients, as opposed to mock or control serum treat-

ment prior to SARS-CoV-2 exposure, was followed by a 1.8-fold

higher abundance of viral genomic RNA in the cellular fraction

(Fig EV5B, right panel). In summary, these results suggest that

PBMCs that are “primed” by stimulation with a cytokine milieu

that is characteristic of an ongoing systemic SARS-CoV-2 infec-

tion display a slightly increased ability to physically interact with

viral particles, in the absence of detectable changes of IFIT1 and

IL6 mRNA expression.

Discussion

In this study we characterized the response of peripheral immune

cells, at the cell type level and at individual cells´ level, to ex vivo

SARS-CoV-2 exposure as compared to SARS-CoV. While ex vivo

experiments inherently do not recapitulate systemic immune cell

interactions and lack the context of complex tissues´ and organs´

interplay and communication, they uniquely allow the side-by-side

comparison of two genetically closely related but functionally differ-

ent viruses under standardized conditions. Furthermore, they allow

assessing the direct consequence of virus exposure on individual

cell types.

Our results indicate that SARS-CoV-2 and SARS-CoV share the

inability to detectably infect PBMCs. Previous studies with SARS-

CoV and MERS-CoV yielded partially conflicting results regarding

the susceptibility of human PBMCs to infection. Ex vivo, one publi-

cation reported the absence of SARS-CoV replication in PBMCs

(Castilletti et al, 2005), while another work suggested susceptibility

and permissiveness of PBMCs to SARS-CoV infection with a high

interdonor variability (Ng et al, 2004). Another report suggested

inefficient de novo SARS-CoV production in CD14-purified mono-

cytes, despite detectable virus particle uptake, presumably through

phagocytosis (Yilla et al, 2005). In vivo, in situ hybridization and

electron microscopy analyses reported the presence of SARS-CoV

material in lymphocytes and monocytes derived from infected

patients (Gu et al, 2005). MERS-CoV was suggested to efficiently

replicate in ex vivo-infected monocytes (Chu et al, 2014) but to only

abortively infect human T cells (Chu et al, 2016). Of note, the con-

firmed receptor for SARS-CoV-2 cell entry (Hoffmann et al, 2020)

has been reported to be virtually absent in PBMCs (Song et al, 2020;

Xiong et al, 2020; Zou et al, 2020; Xu et al, 2020b), a finding that is

in line with our own inability to detect ACE2 mRNA and ACE2 pro-

tein expression in PBMCs by various methods. Therefore, we

hypothesize that virus particles attach and/or internalize in an

ACE2-independent manner, resulting in viral RNA associated with

and/or internalized into cells. Interestingly, prestimulation of

PBMCs in a cytokine-containing milieu using virus-free supernatants

from infected lung epithelial cell cultures and sera from COVID-19

patients sensitized cells for a slightly more efficient uptake of parti-

cles. Given that receptor-independent phagocytosis is a hallmark of

monocytes, our observation that the majority of the viral reads were

retrieved in monocytic cells underlines this idea. Furthermore, as

SARS-CoV ORF7a is a virion-associated protein (Huang et al, 2006)

and SARS-CoV-2 ORF7a was reported to efficiently interact with

PBMC-derived monocytes (Zhou et al, 2021), ORF7a may contribute

to the attachment to monocytes. Interestingly, the binding capability

of SARS-CoV ORF7a protein was reported to be significantly weaker

as compared to SARS-CoV-2 ORF7a (Zhou et al, 2021), which is

consistent with the observed two-fold reduced proportion of virus

RNA-positive monocytes in SARS-CoV-exposed PBMCs as compared

to SARS-CoV-2.

In vivo, a multitude of cytokines, including IL-1b, IL-1RA, IL-7,
IL-8, IL-9, IL-10, CXCL10, IFN-c, and TNF-a are upregulated in the

plasma of COVID-19 patients, especially in cases with the severe

outcome (Huang et al, 2020). By contrast, mild COVID-19 associates

with effective type I IFN responses, including expression of type I

IFNs themselves and IFN-stimulated genes, which are probably

essential to clear the virus infection and orchestrate adaptive immu-

nity accordingly (Arunachalam et al, 2020; Schulte-Schrepping

et al, 2020; Stephenson et al, 2021). To date, it remains largely

unclear which cell populations are the drivers of these individual

responses. Productively infected epithelial cells in the respiratory

tract may initiate some of these responses directly; alternatively, or

in addition, immune cells may be stimulated by signals released by

productively infected cells or by virions and/or viral proteins

directly. Studies on the consequence of the physical interaction of

SARS-CoV-2 with infection-refractory primary immune cells, as

opposed to susceptible cell types in the respiratory tract, are largely

missing. Of note, cytokines levels and composition differ in serum

and bronchoalveolar lavage fluid of patients with COVID-19 (Xiong

et al, 2020), suggesting that productively infected epithelial tissue

in the respiratory tract and nonsusceptible peripheral immune cells

initiate different cytokine responses. Proinflammatory monocytes

that infiltrate the lung have been proposed to represent major cyto-

kine producers in the lung microenvironment (Liao et al, 2020). In

line with this idea, SARS-CoV-2-susceptible infected cell lines and

primary cells (Blanco-Melo et al, 2020) display imbalanced host

responses, with strong cytokine and ablated ISG responses, when

compared to other respiratory virus infections. Also, studies per-

formed in the SARS-CoV-2 Syrian hamster model uncovered an

early and strong cytokine response in the myeloid compartment of

the lung (Nouailles et al, 2021). Here, our data provide the first

insights into the response of refractory PBMCs upon exposure to

virus particles in the absence of co-stimulating infected cell types.

The lack of expression of proinflammatory cytokines, including IL-

6, TNFa, and IL-1 in SARS-CoV-2-exposed PBMCs, is in line with the

idea that these cytokines are mainly derived from the respiratory

tract representing the site of productive infection, and it may par-

tially explain the absence of lymphocyte depletion in our experimen-

tal setting that is observed in vivo (Huang et al, 2020; Qin

et al, 2020; Wang et al, 2020a). In our ex vivo PBMC setting, which
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is devoid of productive infection, SARS-CoV-2 and, to a much lower

extent, if at all, SARS-CoV particles induced innate immune

responses in the absence of coculture with infected epithelial cells,

indicating that direct exposure to virions can trigger responses in

PBMCs.

Immune responses were initiated in different cell types with a

focus on monocytes and were characterized by ample induction of

expression of IFIT1 and several other ISGs, as opposed to proinflam-

matory cytokines, including IL6 mRNA expression. Our data suggest

that this response may be triggered, at least to a certain extent, in a

virus replication-independent manner. Despite our failure to detect

IFNA1 mRNA expression at the time points investigated, which

might be related to its transient presence, the Ruxolitinib-sensitive

induction of IFIT1 mRNA expression, the secretion of IFN-a and

IFN-induced cytokines, and bioactive IFN strongly suggest an under-

lying IFN-signaling-dependent mechanism. This observation is well

in line with ex vivo data from PBMCs derived from COVID-19

patients showing highest, monocyte-specific induction of IFN-

mediated responses that are inversely proportional to the degree of

disease (Arunachalam et al, 2020; Schulte-Schrepping et al, 2020;

Stephenson et al, 2021), and the absence of proinflammatory cyto-

kine expression (Arunachalam et al, 2020; Xu et al, 2020a; Stephen-

son et al, 2021). Because our cellular model lacks the complexity of

interactions occurring in vivo between circulating immune cells and

tissue-resident cells, including those of the productively infected res-

piratory tract, we hypothesize that it approaches the situation in

mildly infected individuals with a transient, rapidly controlled phase

of virus replication involving a limited amount of virus-induced cell

damage and immune dysregulation.

Comparison of cells with and without detectable SARS-CoV-2

RNA revealed quantitative differences regarding gene expression.

Genes associated with fibrosis, migration, and integrin binding

were mildly upregulated in cells with detectable viral RNA when

compared to bystander cells, defined as cells of the SARS-CoV-2-

exposed cell culture, which lacked detectable viral reads. Interest-

ingly, monocytes developing profibrotic functions have recently

been established in the context of COVID-19 in vivo and to be

marked by high expression of CD163 (Wendisch et al, 2021). The

literature suggests that CD163 expression in monocytes and

macrophages is tightly regulated by pro- and anti-inflammatory

cytokines (reviewed in Etzerodt & Moestrup, 2013) but is also

inducible following Toll-like receptor (TLR) signaling, indicating

multiple mechanisms of CD163 regulation (Weaver et al, 2007).

Our ex vivo exposure approach does not mirror the cytokine-

containing environment monocytes and macrophages of SARS-

CoV-2-infected individuals are exposed to, which might, among

other reasons, explain the overall mild induction of CD163 in this

cellular compartment observed in our data as opposed to data

from COVID-19 patients (G�omez-Rial et al, 2020; Wendisch

et al, 2021). Our single-cell RNA-sequencing dataset, however,

allows us to speculate about another potential layer of SARS-CoV-

2-induced CD163 upregulation in monocytes in the absence of

proinflammatory cytokines as a consequence of virus uptake and

innate sensing of viral compartments through pattern recognition

receptors, such as TLRs.

Bystander cells displayed enhanced ISG expression, suggesting

that sensing of viral PAMPs in cells, which internalized virion parti-

cles (identified by detectable viral reads) is largely dampened by the

delivery of virion-packaged antagonists, whereas cells internalizing

virions at a level below our detection limit remain sensing-

competent and alert bystander cells, resulting in an elevated IFN

module score in the latter. A potentially additional phenomenon is

that virion-packaged antagonists lower the overall base-line IFN/ISG

level in invaded cells, conversely resulting in a comparably elevated

IFN module score in bystander cells. We favor this model because

in our experimental set-up, we identified changes of the IFN module

score at the single-cell level as a consequence of virus exposure.

Interestingly, and in analogy to our findings, uptake of SARS-CoV

by CD14-purified monocytes was found to correlate with a low-to-

absent baseline level of IFN expression (Yilla et al, 2005). However,

virus preparations were not cleared from contaminating cytokines

originating from the producer cell during virus stock production,

and whether the low IFN state was a cause or consequence of SARS-

CoV-2 exposure was not investigated in that particular study (Yilla

et al, 2005), making it difficult to draw analogies to our findings.

Indeed, our data cannot exclude the potentially additionally con-

tributing reciprocal scenario of a more efficient and more probable

internalization specifically into cells with a low ISG profile, which,

however, would imply the existence of an essential, IFN-sensitive

step in the uptake of virions that we deem unlikely given the

receptor-independent uptake and the nonreproductive nature of the

particle uptake. Indeed, IFN treatment prior to SARS-CoV-2 expo-

sure failed to change quantities of viral RNA uptake upon IFN stim-

ulation as judged in a bulk approach. Multiple SARS-related CoV-

encoded IFN antagonists, including structural components of the

incoming virion that do not require productive infection for expres-

sion and function, dampen innate immune responses when ectopi-

cally expressed, including membrane and nucleocapsid proteins (Lei

et al, 2020). In addition, virion components including ORF3- and

ORF6-encoded proteins (Bai et al, 2021; Cheng Huang et al, 2007;

Ito et al, 2005) have type I IFN evasion properties (Lei et al, 2020;

Li et al, 2020; Schroeder et al, 2021). Interestingly, among those,

ORF6 from SARS-CoV-2 was described to be inferior in counteract-

ing phospho-IRF3 nuclear translocation in infected cells, compared

with SARS-CoV ORF6, resulting in higher ISG induction (Schroeder

et al, 2021). Therefore, incoming viral RNA sensing may be less

efficiently prevented by SARS-CoV-2 ORF6 as compared to SARS-

CoV ORF6. Finally, the large absence of a detectable ISG expression

profile in SARS-CoV-exposed PBMCs is consistent with a previous

report analyzing abortively infected monocyte-derived macrophages

(Cheung et al, 2005).

By contrast, endemic human CoVs, including 229E, have been

shown to actively enter and replicate in blood-derived monocytic

cells and macrophages (Desforges et al, 2007; Funk et al, 2012),

in line with the detectable expression of the cellular 229E-specific

receptor CD13/APN (Yeager et al, 1992; Funk et al, 2012) and

triggering a strong infection-induced type I interferon responses in

the monocytic cell compartments (Cheung et al, 2005; Desforges

et al, 2007). In contrast to 229E, ex vivo exposure of monocytes or

macrophages to SARS-CoV-2 triggers a type I IFN-dependent

response in the absence of productive infection (this manuscript;

Zheng et al, 2020; Zankharia et al, 2022); however, in vivo studies

clearly demonstrate the contribution of monocytes and macro-

phages to the SARS-CoV-2-induced disease progression as a conse-

quence of the constant exposure to cytokines and viral PAMPs,

eventually resulting in a gradually increasing dysregulated myeloid
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cell compartment (Schulte-Schrepping et al, 2020; Kosyreva

et al, 2021; Leon et al, 2022). By contrast, the high IFN induction

of the low pathogenic HCoV 229E early upon infection, is thought

to be beneficial for a rapid, immune-mediated viral clearance,

whereas the highly pathogenic HCoVs SARS-CoV and SARS-CoV-2

encode numerous viral antagonists to evade innate signaling,

eventually resulting in blunted activation of the host cellular

immunity and delayed viral clearance in vivo (Fung & Liu, 2019;

Kim & Shin, 2021).

Together, our study provides an analysis of gene expression in

PBMCs exposed ex vivo to SARS-CoV and SARS-CoV-2 at the cell

type and individual cell level. Our data suggest that direct stimula-

tion of monocytes through physical contact with SARS-CoV-2 parti-

cles is followed by strong ISG induction, despite the absence of

detectable productive infection.

Materials and Methods

Cell lines and primary cells

Vero E6 (ATCC CRL-1586) cells, Calu-3 (ATCC HTB-55) cells, and

HEK293T (ATCC CRL-3216) cells were cultivated in Dulbecco’s

modified Eagle’s medium (DMEM) supplemented with 10% heat-

inactivated fetal calf serum, 1% nonessential amino acids (Thermo

Fisher Scientific), and 1% sodium pyruvate (Thermo Fisher Scien-

tific) in a 5% CO2 atmosphere at 37°C. Cell lines were routinely

monitored for the absence of mycoplasma and paramyxovirus

simian virus 5.

Withdrawal of blood samples from healthy humans and cell iso-

lation was conducted with approval of the local ethics committee

(Ethical review committee of Charit�e Berlin, votes EA4/166/19 and

EA4/167/19). Human PBMCs were isolated from buffy coats by

Ficoll–Hypaque centrifugation. PBMCs were cultured at 2 × 106/ml

in RPMI 1640 containing 10% heat-inactivated fetal calf serum

(Sigma Aldrich), 1% penicillin–streptomycin (Thermo Fisher Scien-

tific), and 2 mM L-glutamine (Thermo Fisher Scientific). The experi-

ments conformed to the principles set out in the WMA Declaration

of Helsinki and the Department of Health and Human Services Bel-

mont Report.

Viruses

SARS-CoV isolate HKU-39849 (accession no. JQ316196.1, Zeng

et al, 2003; van den Worm et al, 2012) and the SARS-CoV-2 BetaCoV/

Munich/ChVir984/2020 isolate (B.1 lineage, EPI_ISL_406862, Wölfel

et al, 2020) were used.

Virus was grown on Vero E6 cells and concentrated using

Vivaspin� 20 concentrators with a size exclusion of 100 kDa (Sarto-

rius Stedim Biotech) in order to remove cytokines of lower molecu-

lar weight, including IFNs. Virus stocks were stored at �80°C,

diluted in OptiPro serum-free medium supplemented with 0.5%

gelatine and PBS. Titer was defined by plaque titration assay. Cells

inoculated with culture supernatants from uninfected Vero cells

mixed with OptiPro serum-free medium supplemented with 0.5%

gelatine and PBS, served as mock-infected controls. All infection

experiments were carried out under biosafety level three conditions

with enhanced respiratory personal protection equipment.

Plaque titration assay

The amount of infectious virus particles was determined via

plaque titration assay. Vero E6 cells were plated at 3.5 × 105 cell/

ml in 24-well and infected with 200 ll of a serial dilution of

virus-containing cell-culture supernatant diluted in OptiPro serum-

free medium. One hour after adsorption, supernatants were

removed and cells overlaid with 2.4% Avicel (FMC BioPolymers)

mixed 1:1 in 2x DMEM. Three days postinfection, the overlay

was removed, cells were fixed in 6% formaldehyde and stained

with 0.2% crystal violet, 2% ethanol, and 10% formaldehyde.

Plaque forming units were determined from at least two dilutions

for which distinct plaques were detectable.

Virus exposure of PBMCs

Thirty minutes prior to virus exposure, PBMCs were left mock-

treated or treated with Ruxolitinib (10 lM) or Remdesivir

(20 lM). Treatment was maintained for the duration of the entire

experiment. Virus challenge occurred by inoculation of 0.4 × 106

cells/ml in RPMI cell-culture medium supplemented with 2%

FCS. Four hours postchallenge, cells were centrifuged and super-

natants were collected (referred to as inoculum). Cells were resus-

pended in RPMI cell-culture medium supplemented with 10% FCS

and plated at 0.4 × 106 cell/1.5 ml in 12-wells. In addition, post-

wash samples were collected. For further sampling, cell-culture

supernatant was centrifuged, the supernatant was collected and

mixed with OptiPro serum-free medium supplemented with 0.5%

gelatine for titration on Vero E6 cell or mixed with RAV1 buffer

for viral RNA extraction and stored at �80°C until sample pro-

cessing. Suspension cells and adherent cells were lysed in Trizol

reagents and subjected to total RNA extraction. In PBMC prestim-

ulation experiments, cells were prestimulated for 18 h, stimuli

were removed by washing with PBS, and cells were inoculated

with SARS-CoV-2 for 24 h as described above. For stimulation,

cells were mock-treated or treated with 100 IU/ml IFN-a2a
(Roferon), cultured in the presence of supernatants from mock- or

SARS-CoV-2-infected Calu-3 cells, either crude or processed by

Vivaspin� 20 filtration to obtain the cytokine-containing, but a

virus-free fraction of the supernatant, or cultured in the presence

of 10% serum collected from three mildly diseased COVID-19

patients (WHO 3; see Appendix Table S1) or healthy control sera.

Three hospitalized COVID-19 patients’ sera and clinical data were

collected at Charit�e—Universit€atsmedizin Berlin in the context of

the PaCOVID-19 Study (Kurth et al, 2020). Patients were recruited

between March and November 2020. All patients provided a posi-

tive SARS-CoV-2 by RT–PCR from respiratory specimens. The

study was approved by the ethics committee of Charit�e (EA2/

066/20). Written informed consent was obtained from all patients

or legal representatives.

Reagents and inhibitors

Ruxolitinib was purchased from InvivoGen and used at 10 lM con-

centration. Remdesivir (Gilead Sciences) was kindly provided by the

Department of Infectious Diseases and Respiratory Medicine,

Charit�e – Universit€atsmedizin Berlin. IFN-a2a (Roferon) was

obtained from Roche.
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Quantitative Q-RT–PCR

Viral RNA was extracted from cell-culture supernatants using the

NucleoSpin RNA virus isolation kit (Macherey-Nagel) according to

the manufacturer’s instructions. Total RNA extraction from cells

and DNase treatment were performed with Direct-zol RNA extrac-

tion kit (Zymo Research). Viral genome equivalents were deter-

mined using a previously published assay specific for both SARS-

CoV and SARS-CoV-2 E gene (Corman et al, 2020). Subgenomic E

gene expression was analyzed using the same probe and reverse

primer combined with a forward primer, which is located in the

SARS-CoV-2 leader region (sgLead-CoV-F: CGA TCT CTT GTA GAT

CTG TTC TC; Wölfel et al, 2020). Subgenomic N gene expression

was quantified with the following primers and probe: nCoV sgN

Fwd: 5’-CGA TCT CTT GTA GAT CTG TTC TC-3’, nCoV sgN Rev:

5’-CAG TAT TAT TGG GTA AAC CTT GG-3’ and nCoV sgN prb:

5’-56-FAM/ CAG TAA CCA GAA TGG AGA ACG CAG /3BHQ-1-3.

To analyze human gene expression, extracted RNA was subjected to

cDNA synthesis (NEB, Invitrogen). Quantification of relative mRNA

levels was performed with the LightCycler 480 Instrument II (Roche)

using Taq-Man PCR technology. For human IFIT1 and IFNB1, a pre-

made primer-probe kit was used (Applied Biosystems, assay IDs:

Hs01911452_s1; Hs01077958_s1, respectively). For human ACE2

(ACE2-F: TGCCTATCC TTCCTATATCAGTCCAA, ACE2-R:GAGTA

CAGATTTGTCCAAAATCTAC, ACE2-P: 6-FAM/ATGCCTCCCTGCT

CATTTGCTTGGT/IBFQ), IL-6 (IL-6-F: GGATTCAATGAGGAGACT

TGC, IL-6-R: CACAGCTCTGGCTTGTTCC, IL-6-P: 6-FAM/AATCAT

CAC/ZEN/TGGTCTTTTGGAGTTTGAGG/IBFQ), and IFNA1 (IFNA1-

F:GGGATGAGGACCTCCTAGACAA, IFNA1-R:CATCACACAGGCTT

CCAAGTCA, IFNA1-P:6-FAM/TTCTGCACCGAACTCTACCAGCAGC

TG/BHQ), customer-designed oligonucleotides were synthesized by

Integrated DNA Technologies (IDT). Relative mRNA levels were

determined using the DDCt method using human RNASEP (Applied

Biosystems) as the internal reference. Data analysis was performed

using LightCycler Software 4.1 (Roche).

Immunoblotting

Cells were washed once with ice-cold PBS and lysed in 60 ll RIPA
Lysis Buffer (Thermo Fisher Scientific) supplied with 1% protease

inhibitor cocktail set III (Merck Chemicals) for 30 min at 4°C. Cell

debris was pelleted for 10 min at 13,000 g and 4°C, and the super-

natant was transferred to a fresh tube. Protein concentration was

determined with Thermo Scientific’s PierceTM BCA protein assay kit

according to the manufacturer’s instructions. Protein lysates were

mixed with 4 X NuPAGE LDS Sample Buffer (Invitrogen), supplied

with 10% 2-mercaptoethanol (Roth), and inactivated for 10 min at

99°C. Proteins were separated by size on a 12% sodium dodecyl

sulfate polyacrylamide gel and blotted onto a 0.2 lm PVDF mem-

brane (Thermo Scientific) by semi-dry blotting (BioRad). Human

ACE2 was detected using a polyclonal goat anti-human ACE2 anti-

body (1:500, R&D Systems), a horseradish peroxidase (HRP)-

labeled donkey anti-goat antibody (1:5,000, Dinova), and Super

Signal West Femto Chemiluminescence Substrate (Thermo Fisher

Scientific). As a loading control, samples were analyzed for

b-Actin expression using a mouse anti-b-actin antibody (1:5,000,

Sigma Aldrich) and an HRP-labeled goat anti-mouse antibody

(1:10,000, Dianova).

HL116 cell-based detection of bioactive IFNs

Cell-culture supernatants of individual cell lines were titrated on

HL116 cells that express the luciferase gene under the control of the

IFN-inducible 6–16 promoter (Uz�e et al, 1994). Cells were PBS-

washed, and luciferase expression was quantified using Cell-Culture

Lysis Buffer and the Luciferase Assay System (both Promega). The

concentration of IFN was quantified using an IFN-a2a (Roferon)

standard curve.

Cytokine profiling

Supernatants from untreated or Ruxolitinib-pretreated and mock-,

SARS-CoV-, or SARS-CoV-2-inoculated PBMCs from four donors

were collected 48 h postexposure. As a positive control, PBMCs

were treated with 1 lg/ml Lipopolysaccharide (LPS, Sigma Aldrich)

or 1 lg/ml Phytohaemagglutinin (PHA, Sigma Aldrich) for 48 h. For

each condition, samples from four donors were pooled. Cytokines

were quantified using a Human/Cytokine/Chemokine/Growth Fac-

tor Panel A 48-Plex Premixed Magnetic Bead Multiplex Assay

(Merck Millipore), using the Luminex MAGPIX System according to

the manufacturer’s instructions. Calibration and verification checks

were met for all of the analytes. All analytes had standard curves

with R2 values > 0.9, except for FGF-2, GM-CSF, IL-9, IL-27, MCP-3,

MIP-1b, and PDGF-AA/BB, which had standard curves with R2

values > 0.75.

Single-Cell RNA-seq

Single-Cell RNA-seq libraries were prepared with the 10× Geno-

mics platform using the Chromium Next GEM Single Cell 3’

Reagent Kits v.3.1 following the manufacturer’s instructions. Sam-

ples were multiplexed using TotalSeq-A Antibodies purchased

from BioLegend (A0256, A0258, and A0259). Antibody staining

and the subsequent library preparation were performed following

the manufacturer’s instructions. Quality control of the libraries

was performed with the KAPA Library Quantification Kit and Agi-

lent TapeStation. Libraries were sequenced on a HiSeq4000 using

the following sequencing mode: read 1: 28 bp, read 2: 91–100 bp,

Index i7: 8 bp. The libraries were sequenced to reach ~20,000

reads per cell.

Single-Cell RNA-seq data analysis

BCL files from the sequencing protocol were processed using the

Cell Ranger pipeline v 3.1.0 (10× Genomics) and further analyzed

using the Seurat v3.1.4 package (Butler et al, 2018) in R v3.6

(https://www.r-project.org/). Preprocessing of the data was per-

formed using the recommended SCTransform procedure and the

IntegrateData with PrepSCTIntegration workflows to eliminate

batch effects. A comprehensive description of the code used in the

analysis of data is available at https://github.com/GoffinetLab/

SARS-CoV-2_PBMC-study. Cell types were identified based on

marker gene expression (Schulte-Schrepping et al, 2020): B cells

(CD3D�, MS4A1+), CD4+ T cells (CD3D+, CD8A�), CD8+ T cells

(CD3D+, CD8A+), NK cells (CD3D�, CD8A�, NKG7+, GNLY+),

Monocytes (CD3D�, CD14+, FCGR3A+). Reads aligning to the

SARS-CoV or SARS-CoV-2 genome were identified by alignment to
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a combined SARS-Cov (AY310120.1, GenBank) and SARS-CoV-2

(NC_045512.2, GenBank) reference using the same Cell Ranger

pipeline and visualized in a coverage plot using pyGenomeTracks

(Lopez-Delisle et al, 2021).

Cell trajectory analysis

Cell trajectory analysis was performed using the Monocle v2.14.0

package (Trapnell et al, 2014) according to the guidelines set out by

the developers. Different cell types were subclustered and processed

as mentioned above. A resolution parameter of 0.3 was used for

clustering. DEGs between clusters were determined using Seurat’s

FindAllMarkers function (Wilcoxon rank-sum test); of these, genes

with a Bonferroni-corrected P-value of < 0.05 were imputed as

ordering genes to generate the minimum spanning tree using the

DDRTree algorithm. Code available at https://github.com/Goffinet

Lab/SARS-CoV-2_PBMC-study.

IFN module score

The IFN-signaling pathway gene set [R-HSA-913531] from the Reac-

tome database (Gillespie et al, 2022) was retrieved from the Molecu-

lar Signatures Database (MSigDB; Liberzon et al, 2015). Cells were

scored on their expression of these genes using the AddModuleScore

function in Seurat, which is referred to as the IFN module score as

the pathway includes genes canonically differentially regulated in

response to interferon signaling.

Flow cytometry analysis

PBS-washed cells were PFA-fixed and immunostained for individual

surface protein expression using the following antibodies: Anti-

CD3-FITC (#561807; BD Biosciences), anti-CD4-APC (#555349;

BD Biosciences), anti-CD14-PE (#561707; BD Biosciences), anti-

CD19-FITC (#21270193; ImmunoTools), anti-NRP1/CD304-APC-

R700 (#566038, BD Biosciences), anti-PD-1/CD279-PE (#21272794;

ImmunoTools), and anti-TIM-3/CD366-FITC (#345022; Biolegend).

To determine ACE2 cell surface expression, cells were immunos-

tained with a goat anti-human ACE2 antibody (#AF933, R&D

Systems) followed by immunostaining with a secondary antibody

donkey anti-goat Alexa Fluor 488 (#A-11055, Thermo Fisher).

ACE2-positive HEK293T cells were generated by transduction of

cells with retroviral vectors generated by transfection of HEK293T

cells with MLV gag-pol (Bartosch et al, 2003), pCX4bsrACE2 (Kami-

tani et al, 2006), and pVSV-G (Stewart et al, 2003). A FACS Lyric

device (Becton Dickinson, Franklin Lakes, NJ, USA) with BD Suite

Software was used for analysis.

Data presentation and statistical analysis

If not stated otherwise, bars show the arithmetic mean of the indi-

cated amount of repetitions. Error bars indicate SEM from the indi-

cated amount of individual experiments. The thumbnail image was

generated with Biorender. If not stated otherwise, statistical signifi-

cance was calculated by performing the Student’s t-test using

GraphPad Prism. P-values < 0.05 were considered significant and

marked accordingly: P < 0.05 (*), P < 0.01 (**), or P < 0.001 (***);

n.s. = not significant (≥ 0.05).

Data availability

The raw sequencing datasets generated during this study are avail-

able at the NCBI Gene Expression Omnibus GSE197665 (https://

www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE197665).

Expanded View for this article is available online.
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The DNA sensor cGAS catalyzes the production of the cyclic
dinucleotide cGAMP, resulting in type I interferon responses. We
addressed the functionality of cGAS-mediated DNA sensing in
human and murine T cells. Activated primary CD4+ T cells expressed
cGAS and responded to plasmid DNA by upregulation of ISGs and
release of bioactive interferon. In mouse T cells, cGAS KO ablated
sensing of plasmid DNA, and TREX1 KO enabled cells to sense short
immunostimulatory DNA. Expression of IFIT1 and MX2 was down-
regulated and upregulated in cGAS KO and TREX1 KO T cell lines,
respectively, compared to parental cells. Despite their intact cGAS
sensing pathway, human CD4+ T cells failed to mount a reverse
transcriptase (RT) inhibitor-sensitive immune response following
HIV-1 infection. In contrast, infection of human T cells with HSV-1
that is functionally deficient for the cGAS antagonist pUL41 (HSV-
1ΔUL41N) resulted in a cGAS-dependent type I interferon response.
In accordance with our results in primary CD4+ T cells, plasmid
challenge or HSV-1ΔUL41N inoculation of T cell lines provoked
an entirely cGAS-dependent type I interferon response, including
IRF3 phosphorylation and expression of ISGs. In contrast, no RT-
dependent interferon response was detected following transduction
of T cell lines with VSV-G-pseudotyped lentiviral or gammaretroviral
particles. Together, T cells are capable to raise a cGAS-dependent cell-
intrinsic response to both plasmid DNA challenge or inoculation with
HSV-1ΔUL41N. However, HIV-1 infection does not appear to trigger
cGAS-mediated sensing of viral DNA in T cells, possibly by revealing
viral DNA of insufficient quantity, length, and/or accessibility to cGAS.

HIV-1 | HSV-1 | cGAS | innate sensing | T cells

The ability of mammalian cells to sense invading pathogens by
cellular pattern recognition receptors is crucial for mounting

of an effective cellular defense response and for initiating ade-
quate adaptive immunity. cGMP-AMP synthetase (cGAS) senses
DNA of aberrant subcellular localization in a sequence-
independent, but length-dependent manner. Binding of DNA by
cGAS is implicated in antiviral and antimicrobial defense, and
autoimmunity. Activated cGAS catalyzes the cyclization of ATP
and GTP, resulting in the small molecule and cyclic dinucleotide
cGAMP (1, 2). cGAMP induces a STING/TBK1/IRF3-dependent
signaling cascade that culminates in the expression of IRF-3–
induced genes and type I interferons (IFNs), which, in turn,
elicit an antiviral state by transactivating multiple IFN-stimulated
genes (ISGs). The exonuclease TREX1 constitutes an important
counterplayer of cGAS and prevents immune hyperactivation by
cleaving cytoplasmic DNA that would otherwise be sensed (3, 4).
It is widely accepted that herpesviral infections trigger cGAS/

STING-dependent cellular responses that are essential for the
host to overcome the infection in vivo. Herpesviruses have evolved

numerous strategies to dampen this cellular surveillance machin-
ery (reviewed in refs. 5 and 6). It is debated to which extent ret-
roviruses, including HIV-1, are prone to cGAS-mediated sensing,
especially in primary HIV-1 target cells. Many studies on HIV-1
and cGAS have been conducted in immortalized adherent cell
lines of limited physiological relevance, including A549 lung epi-
thelial cells, monocytic THP-1 cells, mouse L929 fibroblast cells
(7–10), and primary human dendritic cells. The latter produce
reverse transcripts efficiently only if transduced with HIV-1 par-
ticles that copackage SIV or HIV-2 Vpx (11, 12), a scenario that
does not occur during natural HIV-1 infection. HIV-1 infection
fails to trigger a detectable type I IFN expression in primary
monocyte-derived macrophages unless capsids are destabilized
genetically or pharmacologically (13), interferences which may
induce leakage of reverse transcripts into the cytoplasm. The
limited data available on the role of cGAS in HIV-1–infected T
cells is controversial. One study in HIV-1–infected T cells pro-
posed cGAS-dependent responses, which appeared to be triggered

Significance

Whether HIV-1 infection triggers cGAS-mediated immune re-
sponses in CD4+ T cells remains debated. It is important to in-
vestigate to which extent HIV-1–infected T cells contribute
to IFN production and expression of antiviral interferon-
stimulated genes. By analyzing cellular responses upon pro-
ductive HIV-1 infection or transduction, we demonstrate that
lentiviruses and gammaretroviruses can infect and spread in
primary CD4+ T cells and T cell lines without alarming the cGAS-
mediated DNA sensing machinery, probably due to their replica-
tion strategy that minimizes the abundance of cGAS-sensitive
DNA PAMPs.
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postintegration, potentially through release of mitochondrial
DNA in the course of productive infection (14). In that study, the
accessory protein Vpr was reported to potentiate, while Vpu
dampened these responses (14). In contrast, another study sug-
gested that DNA sensing is generally blunted in T cells (15). Our
work revealed that productive HIV-1 infection does not induce
type I IFN expression in IL-2/PHA-activated PBMCs (16). Here,
we readdressed the integrity of cGAS-mediated DNA sensing in
primary and immortalized human and mouse CD4+ T cells. We
find that the integral components of the cGAS-mediated DNA
sensing pathway are expressed and functional in CD4+ T cells
from both species. Challenge of T cells with a HSV-1 mutant

with reduced ability to counteract cGAS elicited dramatic cGAS-
dependent responses. HIV-1 infection, on the contrary, failed to
induce detectable cGAS-dependent or reverse transcriptase
(RT) inhibitor-sensitive type I IFN responses.

Results
Plasmid DNA Challenge Elicits a Type I IFN Response in Activated
Human and Murine Primary CD4+ T Cells. We first assessed cGAS
expression in purified, resting, and activated primary human and
mouse CD4+ T cells. Immunoblotting revealed detectable levels
of cGAS expression in IL-2/PHA–stimulated human CD4+ T cells
(Fig. 1A and SI Appendix, Fig. S1A) and anti-CD3/28–stimulated
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Fig. 1. Plasmid DNA challenge elicits a type I IFN response in activated human and murine primary CD4+ T cells. (A) Immunoblotting of lysates of primary
human CD4+ T cells using indicated antibodies. (B) Immunoblotting of lysates of primary anti-CD3/28–activated and IL-2–activated CD4+ T cells from WT,
TREX1 KO, and cGAS KO mice using indicated antibodies. (C) Relative steady-state Ifit1 and Mx2 mRNA levels were determined by qRT-PCR in activated CD4+

T cells of mice of indicated genotype (n = 2–3). Error bars indicate SEM from values obtained from cell cultures of two to three individual animals of each
genotype. Small symbols represent levels obtained in individual animals; bars represent the arithmetic mean of values of all cell cultures of a given condition.
(D) Activated human CD4+ T cells were either mock-electroporated or electroporated with plasmid DNA (Left), and electroporated either with c-di-UMP or
cGAMP (Right). Cultures were monitored at indicated time points postchallenge for relative IFIT1 mRNA expression by qRT-PCR (Upper) and release of
bioactive type I IFN using a luminometric HL116-based assay (Lower). Error bars indicate SEM from values obtained from cells from four individual donors
whose values are depicted as small symbols. Large symbols represent the arithmetic mean of values of all cell cultures of a given condition. (E) Activated
mouse CD4+ T cells of WT and cGAS KO animals were either mock-electroporated or electroporated with plasmid DNA (Left), and electroporated either with
c-di-UMP or cGAMP (Right). Cultures were monitored at indicated time points postchallenge for Ifit1 mRNA expression by qRT-PCR (Upper) and release of
bioactive type I IFN using a luminometric MEF-based assay (Lower). Error bars indicate SEM from values obtained from cells from three individual animals of
each genotype whose values are depicted as small symbols. Large symbols represent the arithmetic mean of values of all cell cultures of a given condition.
Statistical significance was calculated for T cells from cGAS KO versus WT animals. (F) Activated human CD4+ T cells were mock-electroporated or electroporated
with short ISD and monitored at indicated hours postchallenge for IFIT1 mRNA expression by qRT-PCR. Error bars indicates SEM from values obtained from cells
from four to five individual donors whose values are depicted as small symbols; bars represent the arithmetic mean of values of all cell cultures of a given
condition. (G) Activated mouse CD4+ T cells of indicated animals were mock-electroporated or electroporated with short ISD and monitored at 6 h postchallenge
for Ifit1 mRNA expression by qRT-PCR. Error bars indicates SEM from cells of three individual animals of each genotype whose values are depicted as small
symbols; bars represent the arithmetic mean of values of all cell cultures of a given condition. P values <0.05 were considered significant (*) and <0.01 very
significant (**); n.s. = not significant (≥0.05).
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mouse CD4+ T cells (Fig. 1B and SI Appendix, Fig. S1B). In hu-
man CD4+ T cells, cGAS messenger RNA (mRNA) and protein
levels were drastically lower in resting than in activated cultures,
consistent with published data (17) (Fig. 1A and SI Appendix, Fig.
S1 A and C–D), while cGAS expression was clearly detectable in
both unstimulated and anti-CD3/28–activated mouse CD4+ T cells
(SI Appendix, Fig. S1B). STING and the exonuclease TREX1
were expressed in activated CD4+ T cells of humans (Fig. 1A) and
WT mice (Fig. 1B). In murine-activated CD4+ T cells, basal ex-
pression levels of Ifit1 and Mx2 mRNAs were reduced and ele-
vated in the context of cGAS KO and TREX1 KO, respectively
(Fig. 1C), suggesting that basal activities of cGAS and TREX1
modulate steady-state expression levels of cellular ISGs in T cells.
Next, we tested the DNA sensing abilities of activated CD4+

T cells of both species. Electroporation of IL-2/PHA–activated
human CD4+ lymphocytes with endotoxin-free plasmid DNA
gave rise to a more than 100,000-fold induction of IFIT1 mRNA
expression compared to mock electroporation (Fig. 1 D, Upper
Left). Importantly, mock electroporation of primary CD4+

T cells did not induce detectable cellular responses (SI Appendix,
Fig. S2A). Of note, IFIT1 is transactivated directly by IRF3 and
independently of type I IFNs (18). Up to 60 IU bioactive type I
IFN/mL were secreted in the culture supernatant following plas-
mid DNA challenge (Fig. 1 D, Lower Left), while mock electro-
poration failed to induce significant changes of both readouts.
Direct challenge with cGAMP, the catalytic product of cGAS, but
not c-di-UMP, which does not activate STING, up-regulated
IFIT1 mRNA expression up to 100,000-fold (Fig. 1 D, Upper
Right) and triggered the release of up to 80 IU bioactive IFN/mL
(Fig. 1 D, Lower Right).
Analogous experiments in mouse CD4+ T cells (Fig. 1E)

revealed that Ifit1 mRNA induction upon plasmid DNA elec-
troporation is strictly cGAS-dependent, suggesting that cGAS is
the unique functional cytosolic DNA sensor expressed in this cell
type, at least in the mouse species (Fig. 1 E, Upper Left). In con-
trast to human CD4+ T cells, intriguingly, no secretion of bioactive
type I IFN into the culture supernatant was detectable upon DNA
challenge (Fig. 1 E, Lower Left). Irrespective of their cGAS ex-
pression status, mouse CD4+ T cells scored positive for Ifit1
mRNA induction (Fig. 1 E, Upper Right) and type I IFN release
(Fig. 1 E, Lower Right) upon delivery of cGAMP, indicating that
IFN release is not inherently blunted in this cell line. Sensing of
short immunostimulatory DNA (ISD) was effective and cGAS-
dependent in THP-1 cells (SI Appendix, Fig. S3, but occurred
neither in human CD4+ T cells (Fig. 1F) nor in CD4+ T cells from
WT and cGAS KO mice (Fig. 1G), but was detectable in cells
from TREX1 KO mice (Fig. 1G), suggesting that TREX1 reduces
the abundance of ISD molecules that are otherwise susceptible to
cGAS sensing.

De Novo HIV-1 Infection, as Opposed to HSV-1 Infection, Fails to
Trigger a Type I IFN Response in Human CD4+ T Cells. We next in-
terrogated to which extent HIV-1 infection triggers cell-intrinsic
innate immunity in human CD4+ T cells. Primary IL-2/PHA-
activated CD4+ T cells were inoculated with HIV-1Ba-L and
monitored for different parameters over a period of up to 13 d
postinfection. We used R5-tropic HIV-1Ba-L because the extent of
HIV-1Ba-L–induced CD4+ T cell death was moderate and allowed
us to conduct the experiment over a prolonged time period. In
contrast, extensive cell death in cultures infected with the prototypic
X4-tropic HIV-1 NL4.3 strain precluded any long-term kinetic ex-
periments. Furthermore, HIV-1Ba-L stock was produced by serial
passaging on susceptible T cell lines and did not rely on transfection
of producer cells, a procedure that is inherently linked to con-
tamination of viral stocks with proviral plasmid DNA. This poten-
tial contamination is problematic especially in the context of studies
addressing DNA sensing and can only be removed by excessive
DNase treatment of particles (19, 20).

RT inhibitor efavirenz (EFV)-sensitive and, thus, de novo
production of HIV-1 p24 capsid, was detectable from 2 d post-
infection on and typically peaked at day 6 postinfection, followed
by a steady decrease until the end of the experiment at day 13
postinfection (Fig. 2A). Detectable de novo synthesis of HIV-1
late RT products started at 8 h postinfection (Fig. 2B). HIV-1
DNA synthesis peaked at day 6 postinfection, reaching 1,000
copies per cell and subsequently plateaued at around 200–300
copies per cell (Fig. 2B), suggesting multiple infection events per
cell under these experimental conditions that favor viral spread
from cell-to-cell. Strikingly, in these very same cultures, IFIT1
mRNA expression was only 10-fold increased at 2 to 4 h. At 10
and 13 d postinfection, a 40- and 80-fold induction of IFIT1
mRNA expression was detected. However, these increases were
neither sensitive to EFV treatment nor grossly exceeded the level
of IFIT1 mRNA expressed in uninfected cells at the end of the
experiment (day 13 postinfection) (Fig. 2 C, Top). This result
suggests that the increases in IFIT1 mRNA expression very early
(3 and 4 h) and late (10 and 13 d) after viral inoculation indicate
sensing of virus-associated PAMPs or DAMPs that are inde-
pendent of reverse transcription. Alternatively, they may simply
reflect fluctuations of the steady-state IFIT1 mRNA levels in
these activated primary CD4+ T cell cultures. Similarly, levels of
MX2 (Fig. 2 C, Middle) and IFN-β mRNA (Fig. 2 C, Bottom)
expression fluctuated between unchanged and 4-fold increased
and almost superimposed the levels detected in cells that had
been treated with EFV prior to HIV-1 inoculation.
The small molecule inhibitor PF74, which binds a groove in

the N-terminal domain of HIV-1 capsid, has been suggested to
provoke premature disassembly of the viral core post entry (21–
23). Interestingly, PF74-induced premature HIV-1 uncoating has
been recently linked to increased cGAS-dependent immune re-
sponses (10, 24). We thus explored if PF74 treatment of CD4+

T cells during HIV-1 infection may force viral DNA leakage and
accumulation in the cytoplasm, potentially followed by sensing.
As expected, PF74 treatment potently inhibited productive in-
fection of CD4+ T cells in the absence of detectable cell death
(SI Appendix, Fig. S4A). However, no statistically significant in-
duction of mRNA expression of IFIT1, MX2, and IFN-β was
detectable (SI Appendix, Fig. S4B). Although values in PF74-
treated, HIV-1–infected T cell cultures tended to be elevated
compared to mock-treated, HIV-1–infected counterparts, no sta-
tistical significant difference between those two conditions could be
established. In addition, treatment of cells with PF74 per se slightly
induced IFN-β mRNA expression, although again, no statisti-
cally significant difference to levels of HIV-1–infected samples
was obtained.
In order to explore whether primary human CD4+ T cells

are competent for sensing of a DNA-viral infection at all, we
assessed their response to HSV-1 inoculation. In vivo, HSV-2–
infected T cells have been detected in lesions (25). Ex vivo, T cell
lines and activated primary T cells appear to be susceptible to
HSV-1 infection, as judged by detection of intracellular HSV-1
antigens upon exposure to virus (25–27). Owing to its genomic
DNA of 152-kbp length, which is directly introduced into the
infected cell upon entry of the capsid associated to tegument
proteins and which has been reported to be released from a subset
of capsids into the cytosol (28–30), we reasoned that HSV-1 might
represent a useful control with a potentially high susceptibility
to cGAS-mediated DNA sensing in T cells. We made use of an
HSV-1 mutant (HSV-1 ΔUL41N), which lacks a large part of the
5′ part of the immunoevasion gene UL41, whose gene product
pUL41 targets cGAS mRNA to degradation (31). Inoculation
with HSV-1 ΔUL41N yielded 6% VP5 capsid protein-positive
CD4+ T cells at day 2 postinfection, and sensitivity of the VP5
positivity to acyclovir (ACV) provides first evidence for a produc-
tive HSV-1 infection in this cell type, at least ex vivo (Fig. 2D). We
detected an average of 32 viral DNA copies per cell directly upon
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Fig. 2. De novo HIV-1 infection, as opposed to HSV-1 infection, fails to trigger a type I IFN response in human CD4+ T cells. (A–C) Primary human CD4+ T cells
were infected with HIV-1Ba-L in the absence and presence of EFV and monitored, at indicated time points, for: (A) HIV-1 p24 capsid expression by intracellular
immunostaining followed by FACS analysis. (B) De novo synthesis of HIV-1 late RT products by absolute qPCR. (C) Relative expression of IFIT1, MX2, and IFN-β
by qRT-PCR. (D–F) Primary human CD4+ T cells were inoculated with HSV-1 ΔUL41N in the absence and presence of ACV and monitored, at indicated time
points, for: (D) HSV-1 VP5 capsid protein expression by intracellular immunostaining followed by FACS analysis. (E) Genomic HSV-1 DNA copy numbers by
absolute qPCR. (F) Relative expression of IFIT1, MX2, and IFN-β by qRT-PCR. Error bars show SEM from values obtained from CD4+ T cells from three to five
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HSV-1 inoculation, a quantity that was maintained over 24 h
irrespective of absence or presence of ACV. This DNA most likely
represents incoming genomic DNA prior to HSV-1 DNA repli-
cation. At 48 h, the level of HSV-1 ΔUL41N DNA copies per cell
increased 10-fold in untreated cells in an ACV-sensitive fashion,
suggesting active viral DNA replication in CD4+ T cells (Fig. 2E).
In these very same infected T cell cultures, IFIT1 mRNA expres-
sion clearly increased over time in an ACV-insensitive manner and
reached up to 14,000-fold higher levels than uninfected cells at 8 h
postinfection, suggesting that the incoming viral DNA or a PAMP/
DAMP independent of viral DNA replication triggered IRF3-
mediated IFIT1 mRNA expression (Fig. 2 F, Top). mRNA ex-
pression of MX2 (Fig. 2 F, Middle) and IFN-β (Fig. 2 F, Bottom)
was increased 29-fold and 25-fold, respectively.
Together, these results point toward the absence of a robust

cell-intrinsic immunity response to HIV-1 infection in primary
human CD4+ T cells despite productive infection and abundant
synthesis of de novo HIV-1 RT products. In contrast, a control
HSV-1 ΔUL41N infection, although accompanied by the intra-
cellular delivery of viral DNA copies 10-fold less in numbers or
at best approaching those measured at the peak of spreading
HIV-1 infection, clearly elicited cell-intrinsic innate immunity.

Global Analysis of the Cellular Transcriptome of HIV-1Ba-L–Infected
Primary CD4+ T Cells. To assess the cellular response of primary
CD4+ T cells to HIV-1 infection on a global scale, we sequenced
RNA isolated from infected cultures. Transcript abundance for
28 individual genes implicated in or induced by the IFN signaling
pathway were calculated and mean RPKM values were com-
pared (Fig. 3A). None of them were notably deregulated with
respect to EFV treatment, indicating that productive infection
did not provoke a detectable type I IFN response, in line with
our qRT-PCR–based measurements of IFIT1, MX2, and IFN-β
mRNA expression (Fig. 2C). Plotting of raw RPKM values greater
than 0.5 of all RNAs revealed only very minor differences in the
overall transcriptome of cells productively infected compared to
cells treated with EFV prior to infection (Fig. 3B). Those genes
that were statistically significantly deregulated (34 at 3 h, 10 at 8 h,
and 78 at 144 h) were only modulated at very mild levels (Fig. 3C)
and are predominantly associated with cell cycle-associated path-
ways. Complete linkage clustering did not reveal patterns of ISGs
differentially regulated in cells with productive HIV-1 replication
over time (Fig. 3D). Finally, HIV-1 RNA reads retrieved from the
identical samples confirmed de novo production of HIV-1
mRNAs at 144 h postinfection (Fig. 3E).

The Human T Cell Line PM1 Expresses Functional cGAS. We next
studied the role of cGAS during HIV-1 and HSV-1 ΔUL41N
infection of T cells. To this end, we first screened a panel of
immortalized human T cell lines frequently used in HIV-1 research
for endogenous cGAS expression. Interestingly, the collection
displayed drastic cell line-specific differences in cGAS mRNA and
protein expression. PM1 and CEM T cell lines displayed high
and moderate cGAS levels, respectively, whereas SUPT1, A3.01, and
Jurkat T cell lines expressed low levels of cGAS mRNA and scored
negative for cGAS protein (Fig. 4A). Because PM1 T cells shared
high levels of endogenous cGAS expression with primary human
activated CD4+ T cells, they were chosen for mechanistic studies and
subjected to CRISPR/Cas9-mediated knock-out of cGAS (Fig. 4B).
Delivery of plasmid DNA into the cytoplasm of parental PM1
T cells by electroporation increased the abundance of IFIT1
mRNAs up to 133,000-fold (Fig. 4 C, Upper Left) and induced
release of up to 17 IU/mL bioactive IFN (Fig. 4 C, Lower Left).
Mock electroporation per se did not induce cellular responses (SI
Appendix, Fig. S2B). These responses were almost entirely abro-
gated in cGAS KO PM1 T cells. The efficiency of plasmid DNA
sensing in the other T cell lines largely correlated with their in-
dividual cGAS expression status, with the exception of A3.01

T cells, which reacted to plasmid DNA in the absence of detect-
able endogenous cGAS protein expression (SI Appendix, Fig.
S5A), pointing toward the potential contribution of other DNA
sensors than cGAS in this cell line to DNA sensing. Reconstitu-
tion of normally cGAS-negative Jurkat T cells with WT, but not
with catalytically inactive, cGAS (G212A/S213A) mutant enabled
IFIT1 up-regulation as an early response to plasmid DNA chal-
lenge (SI Appendix, Fig. S5A). cGAMP-triggered enhancement of
IFIT1mRNA expression and IFN release was generally detectable
irrespective of the cGAS expression status (SI Appendix, Fig. S5B),
although appearing more pronounced in cGAS KO PM1 T cells as
compared to parental PM1 T cells (Fig. 4 C, Right). Conclusively,
PM1 T cells recapitulate the expression status of endogenous
cGAS and the plasmid DNA sensing ability of primary activated
human CD4+ T cells, suggesting that they may serve as a valuable
model for investigating cGAS-mediated sensing of DNA in T cells
upon viral infections. Most importantly, cGAS appears to be the
only and essential sensor of plasmid DNA in this model T cell line.

Absence of cGAS-Mediated Innate Immune Responses in PM1 T Cells
upon Lentiviral Vector Transduction, as Opposed to HSV-1 Infection.
To unravel the contribution of cGAS in PM1 T cells during
sensing of HIV-1 infection, we transduced parental and cGAS
KO cells with VSV-G–pseudotyped lentiviral vectors containing
a CMV-driven GFP-encoding transfer vector and monitored the
cellular response over time. VSV-G–pseudotyped vectors do not
express HIV-1 accessory genes, some of which have been sug-
gested to counteract cell-intrinsic immune sensing (14, 32) and
enable a robust transduction efficiency during a single round of
replication. We thus hypothesized that any potential cellular
sensing of HIV-1 should have the highest chance of being de-
tected in this experimental system. Inoculation of PM1 T cell
lines resulted in 30–35% GFP-positive cells at 3 d postinfection,
irrespective of the cGAS expression status, and EFV-mediated
inhibition of RT almost entirely abolished transduction (Fig.
5A). During the entire experiment, transduced parental PM1
T cells displayed virtually unchanged IFIT1 and slightly (10-fold)
elevated MX2 mRNA expression, which however was neither
cGAS-dependent nor EFV-sensitive (Fig. 5B). Genetic modifi-
cation of the HIV-1 capsid at specific positions (N74D and
P90A) has been reported to prevent the interaction with capsid-
stabilizing cellular cofactors and, thereby, reduce the stability of
the viral core (33–35), inducing a premature capsid disassembly
resulting in a type I IFN response in THP-1 cell lines and pri-
mary macrophages (13, 36). As expected (36), individual inocu-
lation of parental PM1 T cells with equal p24 capsid equivalents
of HIV-1 (CA N74D) and HIV-1 (CA P90A) (SI Appendix, Fig.
S6A) resulted in a 10-fold reduced transduction efficiency, as
compared to cells infected with WT counterpart (SI Appendix,
Fig. S6B). Our data do not exclude the possibility that the capsid
mutations resulted in less-efficient reverse transcription and
nuclear import. However, both mutations are well-described to
destabilize the capsid (33–35) and, even if reduced in quantity,
leaky and/or abortive RT products were shown to become ac-
cessible to cellular sensors at least in other cell types (13, 36).
Strikingly, HIV-1 (CA N74D) and HIV-1 (CA P90A) failed to
trigger a detectable elevation of IFIT1 and MX2 mRNA ex-
pression in PM1 T cells (SI Appendix, Fig. S6C).
In stark contrast, inoculation of parental PM1 T cell lines with

HSV-1 ΔUL41N (Fig. 5C) was followed by an up to 1,500-fold
up-regulated IFIT1 mRNA expression, which was strictly cGAS-
dependent until 12 h post infection (Fig. 5 D, Upper), and a
constantly cGAS-dependent, up to 300-fold up-regulated MX2
mRNA expression (Fig. 5 D, Lower). ACV treatment did not
prevent IFIT1 and MX2 mRNA expression, consistent with the
idea that the incoming viral genome is sensed by cGAS. In line
with our observations in primary human CD4+ T cells infected
with HIV-1Ba-L, parental PM1 T cells fail to induce robust immune
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responses upon lentiviral transduction, despite a high transduction
efficiency and absence of HIV-1 accessory gene expression. In
strong contrast, PM1 T cells mount drastic cell-intrinsic responses to
HSV-1 ΔUL41N inoculation in a strictly cGAS-dependent fashion
early after infection.
Our data did not exclude the possibility of an active suppres-

sion of innate sensing by an incoming component of the lentiviral
particle, e.g., capsid-mediated inhibition of IRF3 phosphorylation.
However, pulsing cells with the GFP-expressing lentivirus (Fig. 5E)
did not interfere with cGAS-mediated innate sensing of a subse-
quent HSV-1 ΔUL41N infection (Fig. 5F), arguing against the idea
of a lentivirus-induced suppression of the innate sensing machinery.

cGAS and TREX1 Modulate Sensing of Plasmid DNA and of ISD,
Respectively. Mouse T cell lines are refractory to productive HIV-1
infection, even upon circumvention of the mouse-specific entry
block by usage of VSV-G–pseudotyped virus (37–40). We ini-
tially hypothesized that this postentry block may be related to a
mouse T cell-specific sensing property. Since mouse CD4+

T cells expressed functional cGAS (Fig. 1 B and E and SI Ap-
pendix, Fig. S1B), we tested its role during lentiviral and gam-
maretroviral transduction. In analogy to the human T cell line
screen, we identified a remarkable diversity in cGAS expression
levels among a panel of mouse T cell lines. While YAC-1 and
S1A.TB T cells expressed cGAS, L1210, R1.1, and TIMI.4 cell
lines scored negative (Fig. 6A). We thus introduced cGAS and
TREX1 knock-outs in YAC-1 T cell lines via CRISPR/Cas9 gene
editing (Fig. 6B).
In mouse YAC-1 T cells, the induction of Ifit1 and Mx2

mRNA expression upon plasmid DNA challenge was almost
entirely dependent on endogenous cGAS expression (Fig. 6 C,
Top and Middle). The remaining four cell lines failed to induce
significant Ifit1 mRNA expression upon plasmid DNA elec-
troporation (SI Appendix, Fig. S7A). Among the parental T cell
line panel, only YAC-1 T cells secreted detectable amounts of
bioactive type I IFN in the culture supernatant upon plasmid

DNA electroporation, and this process occurred in an entirely
cGAS-dependent manner (Fig. 6 C, Bottom and SI Appendix,
Fig. S7B). TREX1 KO and parental YAC-1 T cells shared a
common Ifit1 and Mx2 mRNA induction pattern upon DNA
challenge, and differed only by a slightly elevated, but very
transient (only at 6 h) secretion of bioactive type I IFN in the
culture supernatant of TREX1 KO cells. These results probably
reflect the overall resistance of the electroporated circular plasmid
DNA to the exonuclease activity of TREX1 (41). All tested mouse
T cell lines reacted to cGAMP by up-regulation of Ifit1 mRNA ex-
pression (SI Appendix, Fig. S7C) and most of them by release
of bioactive type I IFN. Paralleling our results obtained in
cGAMP-transfected human PM1 T cells (Fig. 4 C, Right),
cGAMP challenge of cGAS KO YAC-1 T cells was followed by
an enhanced Ifit1 mRNA expression as compared to parental
YAC-1 T cells (Fig. 6 C, Top Right). In contrast, expression ofMx2
mRNA and release of bioactive IFN were of similar quantities in
cGAS KO and parental YAC-1 T cells (Fig. 6 C,Middle and Bottom
Right), suggesting that cGAS expression does not grossly modulate
the magnitude of cGAMP-induced IFN production, but may
potentially enforce IRF3-mediated responses. TREX1 KO did
not display overt changes in any readout monitored after cGAMP
challenge compared to parental cells.
While eletroporation of parental and cGAS KO YAC-1 T cells

with short ISD did not induce detectable changes of Ifit1 and
Mx2 mRNA expression as compared to mock treatment, TREX1
KO clearly augmented cell-intrinsic immune responses (Fig. 6D) in
accordance with our findings in primary mouse T cells (Fig. 1G) and
in line with the predominant exonuclease activity of TREX1 (41).
Conclusively, in analogy to human PM1 T cells, YAC-1 T cells

express endogenous cGAS and sense plasmid DNA in a cGAS-
dependent manner. In addition, TREX1 prevents sensing of short
ISD, while it does not prevent sensing of circular and/or long
DNA species.
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indicated antibodies. (C) Parental and cGAS KO PM1 T cells were either mock-electroporated or electroporated with plasmid DNA (Left), or electroporated either
with c-di-UMP or cGAMP (Right). Cultures were monitored at indicated time points postchallenge for relative IFIT1 mRNA expression by qRT-PCR (Upper) and
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Lack of cGAS-Mediated Innate Immune Sensing of HIV-1 and MLV
Transduction in Mouse YAC-1 T Cells. Lentiviral transduction of
YAC-1 T cells yielded very low GFP positivity (Fig. 7A), in agree-
ment with their documented block at the level of nuclear import/
integration in mouse T cells (37–40). A parallel transduction of
human SUP-T1 T cells confirmed the infectivity of the used lentiviral

stock. Despite the occurrence of EFV-sensitive reverse tran-
scription, reaching up to 20 HIV-1 DNA copies per cell (Fig.
7B), Ifit1 and Mx2 mRNA expression hardly increased upon
transduction (Fig. 7C). In addition, phosphorylation of IRF3 was
undetectable in transduced YAC-1 T cells (Fig. 7D). All values
obtained from cGAS KO T cells equaled those obtained for
parental T cells, supporting the idea that HIV-1 transduction
does not induce cGAS-dependent type I IFN responses in T cells.
TREX1 KO did not result in any phenotypic changes, except a
mild, but EFV-insensitive, trend toward higher Mx2, but not Ifit1,
mRNA induction.
HSV-1 ΔUL41N inoculation of parental YAC-1 T cells resulted

in 10% VP5-positive cells (Fig. 7E) and the delivery of up to 100
copies of HSV-1 genomes per cell (Fig. 7F), which was accom-
panied by an up to 500-fold and 1,500-fold up-regulation of Ifit1
and Mx2 mRNA expression, respectively (Fig. 7G), and a clear
induction of phosphorylation of IRF3 (Fig. 7H). Again, those
responses were insensitive to ACV, but strictly cGAS-dependent
(Fig. 7 G and H), suggesting that the incoming HSV-1 genome or
a DNA replication-independent PAMP or DAMP is sensed by
cGAS. HSV ΔUL41N-inoculated TREX1 KO T cells displayed a
slightly enhanced induction of Ifit1 and Mx2 mRNA expression.
Finally, transduction of YAC-1 T cells with a cognate retrovirus,
murine leukemia virus (MLV) pseudotyped with VSV-G, failed to
trigger detectable innate immune responses, despite robust trans-
duction efficiency (SI Appendix, Fig. S8).

Discussion
The cGAS/STING-mediated DNA sensing pathway is implicated
in surprisingly diverse biological processes in different cell types,
ranging from antiviral and antimicrobial defense, autoimmunity,
sensing of endogenous retroviruses, senescence, DNA repair, and
even to inflammation after myocardial infarction (reviewed in ref.
42). Viruses which replicate via DNA or DNA intermediates are
generally considered as likely candidates prone to cGAS sensing.
In addition, viral infection-caused stress responses may trigger
release of mitochondrial DNA, which may result in cGAS-
dependent responses to both DNA- and RNA-viral infections
(43). Consequently, many viruses have evolved to prevent rec-
ognition by cGAS (5, 6).
The initial goal of our study was to define whether T cells

contribute to sensing of DNA PAMPs or DAMPs in the context
of exogenous DNA challenge and of viral infections. Activated
CD4+ T cells are the predominant target cell type of productive
HIV-1 infection and support the de novo synthesis of reverse
transcription products more efficiently than resting CD4+ T cells,
macrophages, and dendritic cells, probably due to reasons in-
cluding optimal intracellular dNTP levels. Furthermore, human
cGAS is expressed in activated T cells (14, 17), as opposed to resting
T cells (14, 17). Although not belonging to classical antigen-
presenting cells, we wondered whether T cells contribute to the
immune system’s defense against viral infection via cGAS/STING.
A first interesting observation was the markedly reduced and

enhanced level of Ifit1 and Mx2 mRNA expression in mouse
CD4+ T cells devoid of cGAS and TREX1 expression, respectively.
These results indicate a basal catalytic activity of cGAS, even in
uninfected T cells, which has been also proposed for other cell
types, including bone marrow-derived mouse macrophages (44).
Basal activity of cGAS has been suggested to be triggered when
cGAS is expressed at high levels (1), by binding to DNA originating
from endogenous retroviruses and by the release of mitochondrial
DNA (45, 46). cGAS activity is counteracted by TREX1 that degrades
cytosolic DNA and, thus, precludes interaction of DNA with cGAS
(3). The steady-state cGAS activity might therefore represent an
important innate barrier to any invading pathogen that is sensitive
to proteins expressed in the context of basal cGAS stimulation,
since it may ensure maintenance of a basal antiviral state (44).
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The ability of activated CD4+ T cells to respond to electro-
porated plasmid DNA and cGAMP indicated that this cell type
has a functional DNA sensing machinery, which, as shown in
mouse T cells, is cGAS-dependent. On the contrary, transfection
of short ISD of 45 base pairs length failed to induce detectable
responses. This is in line with cGAS′s reported ability to sense
DNA in a length-dependent manner and to form intracellular
cGAS protein-DNA ladder-like structures, thus requiring longer
DNA molecules, and potentially cellular cofactors (47). On the
contrary, in vitro stimulation of purified cGAS was reported to
be effective with DNA fragments as small as 10–20 base pairs, at
least when high concentration of both cGAS and DNA are present
(47). Furthermore, our experiments in mouse CD4+ T cells sug-
gest that transfected ISDs might be prone to TREX1-mediated
nucleic acid cleavage, since a detectable, but moderate, induction
of Ifit1 and Mx2 mRNA expression was detected in TREX1 KO,
but not in WT and cGAS KO cells. Together, this suggests that the
discrepancy in the reported results regarding the response to ISD
challenge in vitro and in living cells might be partially explained by
the activity of TREX1.
In untreated CD4+ T cells infected with HIV-1Ba-L, intracel-

lular p24 capsid positivity and quantities of reverse transcription
products peaked 6 d postinfection, confirming productive in-
fection at a level that is typically reached in primary CD4+ T cells
infected ex vivo with authentic HIV-1 (48). The biphasic IFIT1
mRNA expression up-regulation observed in this context at early
(2–3 h) and late (10–13 d) time points postinoculation could
neither be attributed to sensing of de novo-synthesized viral DNA
nor to productive infection, since EFV treatment did not alter the
expression profile of IFIT1. These results were corroborated in
a global transcriptomic approach, which indicated that IRF3-
transactivated and IFN-related genes are generally not induced
in productively infected cells at multiple time points, as compared to
EFV-treated cultures. The lack of impact of both pharmacological
and genetic destabilization of the viral capsid in T cells contrasts
findings in macrophages and THP-1 cells (13, 24, 36), suggesting that

viral DNA escaping the protective capsid is still unaccesssible to or
quantitatively insufficient for cGAS-mediated sensing. An interesting
hypothesis for this apparent cell type-specific phenomenon may be
differential levels of TREX1 expression. Future studies are required
to define the contribution of TREX1 to avoidance of HIV-1 sensing
in T cells and macrophages. Short abortive RT products most
likely resemble ISD, an experimental stimulus that triggered an
immune response only in TREX1 KO T cells. Along this line,
siRNA-mediated threefold reduction of TREX1 mRNA expression
resulted in a more potent induction of IFN genes in macrophages
than in T cells (4). Nuclear export of unspliced viral RNA has been
proposed to induce sensing of viral RNAs (49, 50). While our
lentiviral virus particle approach is not an appropriate system to test
this aspect in T cells based on a simple transfer vector, we believe
that the absence of RT inhibitor-sensitive immune responses in
HIV-1-Ba-L–infected T cells argues against this possibility re-
garding induction of the tested ISGs. We conclude that HIV-1
can efficiently spread in activated CD4+ T cells, the most susceptible
target cell type, without provoking a notable type I IFN-mediated
antiviral response. In stark contrast, efficient and ACV-insensitive
induction of expression of IFIT1, MX2, and IFN-β mRNA in
HSV-1 ΔUL41N-infected cells suggest that the incoming HSV-1
genomic DNA is prone to sensing in CD4+ T cells. Interestingly,
while the majority of HSV-1 DNA genomes are believed to be
enclosed within a protective capsid, their leakage has already been
suggested to occur in myeloid cells (28–30), and our data support
the idea that this phenomenon occurs also in T cells.
The study by Vermeire et al. reporting cGAS-dependent

sensing of HIV-1 infection postintegration in human CD4+

T cells (14) is reminiscent of a reported sensing of HIV-1/Vpx in
dendritic cells (11) and appears to contradict our findings. The
reasons for these discrepancies may include the use of different
virus production schemes and different virus strains. We chose
HIV-1Ba-L because its production through serial passaging excludes
the possibility of contaminating HIV-1 plasmid DNA in virion
preparations and because it allowed us to monitor infection for up
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absence and presence of ACV and monitored, at indicated time points, for: HSV-1 VP5 capsid protein expression by intracellular immunostaining followed by
FACS analysis (E), genomic HSV-1 DNA copy numbers by absolute qPCR (F), relative expression of Ifit1 and Mx2 by qRT-PCR (G), phosphorylated IRF3 by
immunoblotting using a phospho-IRF3 antibody (H).
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to 13 d in the absence of extensive cell death. In contrast, Vermeire
et al. generated virus stocks by calcium phosphate transfection and
used, for the majority of experiments, the X4-tropic NL4.3 that, in
our hands, induces massive death of CD4+ T cells 2–3 d postin-
fection, a well-documented property of many X4-tropic HIV-1
strains. Whether the differential ability of NL4.3 and Ba-L to in-
duce cell stress and death upon productive infection explain, at least
partially, the different observations remains to be investigated.
Screening human and mouse cell lines revealed a surpris-

ing heterogeneity in cGAS expression among tested T cells. We
therefore advise that DNA sensing studies in T cell lines should
carefully validate the cGAS expression profile in the chosen
T cell system. The absence of cGAS-dependent cellular re-
sponses upon productive HIV-1 and MLV vector transduction of
PM1 and YAC-1 T cells, despite their full capability to sense
DNA via cGAS, is consistent with the idea that HIV-1 infection
either evades or antagonizes this DNA sensing machinery. Since
no accessory HIV-1 proteins are expressed by the lentiviral vectors
employed, absence of cGAS-dependent responses in transduced
cells let us hypothesize that cGAS is not activated, neither in the
context of spreading infection nor of lentiviral and retroviral
transduction. Along this line, superinfection of lentivirally trans-
duced cells with HSV-1 did not alleviate the induction of HSV-
triggered IFIT1 mRNA expression, arguing against a putative
ability of lentiviruses to directly interfere with the cGAS-dependent
signaling pathway. During lentiviral and gammaretroviral infection,
a single full-length DNA genome is produced progressively during
capsid migration to the nucleus and is then integrated into the
cellular chromosome; no DNA replication during the rest of the
replication cycle is required. In contrast, herpesviral genomes are
20-fold larger than HIV-1 genomes, and, in addition to being in-
evitably present as integral part of incoming virions, are also
generated anew in large quantities in the context of progeny
virus production. Thus, retroviruses including HIV-1 may have
evolved a replication strategy that reduces the abundance of cyto-
plasmic DNA intermediates to a minimum, thus avoiding suscep-
tibility to cGAS-mediated sensing in infected T cells.

Methods
Animals. cGAS KOmice on the C57BL/6 background (Mb21d1tm1d(EUCOMM)
Hmgu/J) were kindly obtained from Charles Rice. TREX1 KO mice were kindly
obtained from Tomas Lindahl (Francis Crick Institute, London). C57BL/6 (WT),
cGAS KO and TREX1 KO mice were bred under specific pathogen-free con-
ditions. Mouse experimental work was carried out using 8- to 14-wk-old
mice in compliance with regulations of the German animal welfare law.

Cell Lines and Primary Cells. A3.01, SUPT1, Jurkat, CEM T cells were purchased
from American Type Culture Collection. PM1 T cells were obtained from the
NIH AIDS Reagent Program. S1A.TB, R1.1, TIMI.4 were kindly obtained from
Oliver Keppler. Parental YAC-1 and L1210 cells were kindly obtained from
Roland Jacobs, Hanover Medical School. CRISPR/Cas9-mediated knockouts
were generated by transient electroporation of an EF1alpha-Cas9-2A-EGFP/
U6-sgRNA expression plasmid, followed by FACS-sorting and single-cell cloning
by limiting dilution. Parental HEK293T cells and HEK293T cells expressing cGAS
(clone 17) are described in ref. 51. Parental THP-1, cGAS KO THP-1, and Jurkat
T cells stably expressing WT cGAS and cGAS (G212A/S213A) are described in
ref. 16. Withdrawal of blood samples from healthy humans and cell isolation
were conducted with approval of the full study of the local ethics committees
(ethical review committee of Hanover Medical School, vote ID 3025-2016; Eth-
ical review committee of Charité–Universitätsmedizin Berlin, vote ID EA4/167/19).
Purification of human CD4+ T cells was performed by negative selection.

Single-cell suspensions of mouse splenocytes were prepared by pushing
spleen tissue pieces through a 70-μm pore size nylon mesh screen (Fisher
Scientific). Washed splenocytes were subjected to CD4+ T cell isolation using
the EasySep Mouse CD4+ T-Cell Isolation kit (Stemcell Technologies).

Viruses. HIV-1Ba-L was obtained from the NIH AIDS Reagent Program and
propagated on PM1 T cells. HSV-1 ΔUL41N (HSV-1(KOS) UL41NHB) was
kindly provided by David A. Leib (52). It encodes a truncated version of pUL41,
which fails to induce the degradation of cellular mRNAs and is unable to

counteract cGAS. To prepare concentrated stocks, extracellular virions were
pelleted from the medium of cells infected with a multiplicity of infection of
0.01 pfu per cell for 3 d (53, 54). Virus stocks were plaque-titrated on Vero cells
(53, 55). To determine the genome/pfu ratio of HSV-1 stocks, we measured the
number of HSV-1 genomes by qPCR as described previously (54, 56).

Lentiviral and Gammaretroviral Particles. VSV-G–pseudotyped HIV-1 GFP parti-
cles were generated by calcium phosphate-based transfection of HEK293T
cells with the packaging plasmid pCMV ΔR8.91 (57) expressing WT capsid or
CA(P90A) or pCMV ΔR8.2 (CA N74D), the GFP-encoding transfer plasmid
pHR.GFP (58), and the pCMV-VSV-G plasmid (59). VSV-G–pseudotyped MLV
GFP particles were generated by calcium phosphate-based transfection of
HEK293T cells with the packaging plasmid pCMVi gag-pol (60), the GFP-encoding
transfer plasmid pSER S11 SF GFP (61), and the pCMV-VSV-G plasmid (59).

Intracellular HIV-1 p24CA and HSV-1 VP5 Immunostaining. PBS-washed cells
were paraformaldehyde (PFA)-fixed and immunostained for intracellular
HIV-1 p24CA using fluorescein isothiocyanate (FITC)-conjugated mAb KC57
(Beckman Coulter) in 0.1% Triton in phosphate-buffered saline (PBS). VP5
immunostaining was performed with rabbit anti-HSV-1 VP5 (SY4563; ref. 62)
and an appropriate fluorochrome-conjugated secondary antibody in 0.1%
Triton in PBS.

qPCR of Viral DNA. DNA extraction from cells were performed with Maxwell
16 Blood DNA purification kit (Promega). Quantification of absolute copy
numbers ofHIV-1 late RTproductswas performedwith the 7500 Fast Real-Time
PCR System (Applied Biosystems) using a published Taq-Man–based PCR (63).
The number of HSV-1 genomes was quantified as described previously (54, 56)
using the LightCycler FastStart DNA Master HybProbe kit (Roche Diagnostics).

Human and Mouse Type I IFN Bioactivity Assays. Secretion of human type I IFN
bioactivity was quantified using the human reporter cell line HL116 that
carries the luciferase geneunder the control of the IFN-inducible 6–16promoter
(ref. 64, a kind gift from Sandra Pellegrini, Institut Pasteur, France). Secretion
of murine, bioactive type I IFN was quantified using the mouse reporter cell
line MEF that expresses the luciferase gene under the control of the mouse
Mx2 promoter (ref. 65, a kind gift of Mario Köster, Helmholtz Center for
Infection Research, Brunswick, Germany).

Data Availability. The RNA-sequencing data discussed in this publication have
been deposited in National Center for Biotechnology Information’s Gene
Expression Omnibus (GEO) (66), https://www.ncbi.nlm.nih.gov/geo (accession
no. GSE150753).

All relevant data and protocols are included in the paper. Requests for
reagents should be directed to C.G.

Additional Materials and Methods are posted in SI Appendix.
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