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ABSTRACT
Ephemeral digital trace data can decrease the completeness, reproducibility, 
and reliability of social media datasets. Systematic post deletions thus poten-
tially bias the results of computational methods used to map actors, content, 
and online information diffusion. Therefore, the aim of this study was to 
assess the extent and distribution of message deletion across different data 
types using data from the hybrid messenger service Telegram, which has 
experienced an influx of deplatformed users from mainstream social media 
platforms. A repeatedly scraped sample of messages from public Telegram 
groups and channels was used to investigate the effect of message ephe-
merality on the consistency of Telegram datasets. The findings revealed that 
message deletion introduces biases to the computational collection and 
analysis of Telegram data. Further, message ephemerality reduces dataset 
consistency, the quality of social network analyses, and the results of com-
putational content analysis methods, such as topic modeling or dictionaries. 
The implications of these findings for scholars aiming to use Telegram data 
for computational research, possible solutions, and contributions to the 
methodological advancement of studying online political communication 
are discussed further in this article.

Digital media in general, and social media platforms in particular, have contributed to the pluraliza-
tion, extension, and dispersion of the public sphere (Dahlgren, 2005). Political deliberation is enabled 
by online platforms and thus less confined by the traditional gatekeeping structures of mediating 
legacy media (Bruns, 2008). The digital trace data produced in the process facilitates large-sample 
computational social science studies (van Atteveldt & Peng, 2018) on the topics, dynamics, and 
outcomes of such deliberation processes.

Most social media platforms allow message deletion, which increases the fluid and ephemeral nature 
of the digital trace data derived from them. The reasons for message deletion are manifold, ranging from 
involuntary deletions caused by platform governance or state censorship to voluntary deletions moti-
vated by political tactics, personal regret or privacy concerns. With respect to political communication, 
partisan posts are especially at risk of deletion (Bastos, 2021). The technical possibility of data ephemer-
ality may also be perceived as platform affordance by users (Neubaum & Weeks, 2022).

Ephemeral social media trace data increase the possibility of incomplete, irreproducible, and 
unreliable datasets (Fang et al., 2020; Walker, 2017). Partial, nonrandom social media data inacces-
sibility can potentially bias subsequent data analyses, as Ho (2020) and Morstatter et al. (2013) have 
reported. Rogers (2020) stated that the unavailability of removed posts poses a hindrance to the critical 
assessment of social media platforms.
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Telegram is a popular platform for users with counter-hegemonic political opinions that are prone 
to message deletion. Its popularity as an organizational tool for online connective action (Bennett & 
Segerberg, 2012) and the formation of counterpublics in the networked public sphere (Kaiser & 
Rauchfleisch, 2019) has spurred an increase in scholarly research concerning public communication 
on this platform. Currently, the analysis of public communication on social media platforms relies 
heavily on social network and automated content analyses of text or image data. This is also the case 
with the growing literature on the different political actors leveraging Telegram’s mass communica-
tion features.

While both these major approaches – that is, social network analysis and automated content 
analysis – are applied in computational studies on Telegram-based communication and are 
helpful for mapping actors, content, and the diffusion of topics (Heft & Buehling, 2022), they 
might be sensitive to message deletion. However, a systematic study of message deletion practices 
on Telegram and their implications for research on contested political communication is, to date, 
unavailable in the literature. Therefore, bridging this gap was the aim of the present study. By 
doing so, the objective was to provide researchers with insights about data collection on Telegram 
and the consequences of the data collection’s timing

To evaluate the extent of possible biases that emerge from the selective deletion of specific 
message data types, repeatedly scraped message data from 25 public Groups and 25 public 
Channels1 for political communication were collected and analyzed after two time intervals. In 
addition to determining the data types deleted, this study was conducted to identify the data types 
that are disproportionally prone to deletion. Further, the word distribution of deleted and 
nondeleted text data was analyzed. Several computational content classification models were 
used to determine the extent to which message deletion introduces biased results in these 
methods. Significant effects on the outcomes of content analysis using a computational dictionary 
and topic modeling were found. An evaluation of hyperlink and platform-internal reference 
distributions was conducted to identify the potential biases in the data used in social network 
analyses.2

The theoretical contribution of this study is the descriptive quantification of message deletion, 
taking into account different data types and technical platform features. The biases that occur in 
computational content analyses and (cross-platform) network analyses are highlighted in this 
article. The practical relevance of this analysis for the investigation of public communication on 
Telegram arises from the technical functionalities of the Telegram API used by most researchers: 
When scraping public Groups or Channels, all messages are referenced by unique, consecutively 
numbered identifiers. Researchers analyzing a given Channel or Group can easily determine the 
amount of missing data in the scraped messages and the research limitations that may arise.

The following section of this paper presents a literature review on the data deletion practices of 
social media platforms in general as well as an overview of the functionalities and users of 
Telegram as a hybrid platform. Then, the research questions of this study are stated, and a detailed 
account of the data and methods used is provided. The results show that a disproportionally large 
share of text messages is deleted from Group chats, resulting in biased top-term distributions, in 
turn biasing the results of computational content analyses. The distributions of most-used 
hyperlinks are also skewed, leading to possible biases in subsequent hyperlink analyses. Telegram- 
internal references are only slightly affected by message ephemerality. Subsequently, a discussion 
of these results and the possible implications for scholars working with Telegram data are 
presented.

1Public chat groups on Telegram are referred to as Groups and public channels are called Channels from hereon.
2The online appendix, pre-processed message metadata and replication code for this study are available via OSF: https://osf.io/ 

b7x3p/.
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Literature review

Data deletion practices on social media platforms

Digital trace data, such as the data derived from observations of public communication on social 
media platforms, have allowed social scientists to conduct studies with large sample sizes (van 
Atteveldt & Peng, 2018). However, the online communication data used in these studies varied 
depending on the time difference between the original creation of the communication and data 
collection by researchers (Bachl, 2018; Schatto-Eckrodt, 2022; Walker, 2017). This data ephemerality 
in the social media context has been studied from different angles.

Previous research has uncovered the post and profile characteristics that increase the likelihood of 
content deletion on major social media platforms such as Twitter (Volkova & Bell, 2017) and YouTube 
(Kurdi et al., 2020). These deletions are partly explained by platform governance (Gorwa, 2019) and 
state censorship (Bamman et al., 2012; King et al., 2014). While these are unlikely to be the causes of 
message deletions on Telegram, given its minimal compliance with national lawmakers (Maréchal, 
2018), there is a rich amount of literature on the reasons for and determinants of individual content 
deletion.

The literature shows that voluntary message deletion occurs when users try to preserve desirable 
external perceptions. Posts that users regret and subsequently delete often involve topics such as the 
use of intoxicants, politics, and religion or contain profane language (Wang et al., 2011). Almuhimedi 
et al. (2013) showed the prevalence of these reasons for regret in a large Twitter dataset. Xu et al. (2013) 
examined the extent to which tweets associated with bullying are deleted by either the bully or the 
victim. With the aim of curating their personal timelines and corresponding external perceptions, 
teenagers and young adults tend to engage in the deletion of their own messages or comments left by 
other users (Gagrčin, 2022; Marwick & Boyd, 2014).

With respect to political debates, Bastos (2021) analyzed Twitter posts of users in favor of and 
against Brexit and found that partisan posts were more likely to be deleted. The reason might be 
attributed to regret over posting low-quality content, as per the authors’ interpretations, or to platform 
moderation. Walker (2017) concluded that data ephemerality is not only a function of the time lag 
between data creation and data scraping but is also connected to the contentiousness of the topic 
discussed. The affordance of message deletion in a political debate was discussed by Neubaum and 
Weeks (2022). The authors stated that the data ephemerality introduced by this affordance might 
hinder the recording of the entirety of online political deliberation as well as incentivize individuals to 
share opinions that they perceive as harmful for themselves if recorded forever. Message deletion has 
been discussed as an affordance for political actors because it is often a part of protest tactics (Daffalla 
et al., 2021; Neumayer & Stald, 2014) where there is a perceived risk of communications about offline 
actions being accessed by authorities when frisking individual mobile devices. The motive of com-
munity protection by regularly deleting far-right political messages on Telegram has also been 
mentioned by Scheffler et al. (2021) and Urman and Katz (2022).

Telegram and its affordances for political actors

Telegram, launched in 2013 by the developers of the Russian social media platform VK, is promoted as 
a messenger app that supports and facilitates free speech (Maréchal, 2018). While it provides 
encrypted and nonencrypted one-to-one chats and closed (invite-only) group chats, the possibility 
of creating public Channels and Groups sets Telegram apart from competing encrypted chat messen-
gers, such as WhatsApp, Signal, and Threema (Frischlich et al., 2022). Channels support one-to-many 
communication, in which distinct administrator(s) can broadcast messages to all users subscribing to 
a Channel. Public Groups allow for many-to-many communications among all members of a chat 
group. Urman et al. (2021) argued that top – down broadcasting in Channels and personalized content 
sharing in Groups can foster collective and connective action, respectively. Both Channels and Groups 
can be found via an internal search function and joined by any Telegram user. Posts in Channels and 
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Groups may include text, videos, pictures, audio files, hyperlinks, and all other data types. Further, 
messages from Groups or Channels can be forwarded to other Telegram entities, enabling platform- 
internal references (Baumgartner et al., 2020; Nobari et al., 2017). Due to the limitations of the search 
function, these forwarded messages serve as an essential facilitator of Group and Channel discovery by 
users and scholars (Peeters & Willaert, 2022).

Partial chat encryption and minimal compliance with national law due to the commitment to free 
speech (Maréchal, 2018) are affordances that drive the use of Telegram by political actors and people 
confronted with state repression. As Telegram’s terms of service only prohibit the promotion of violence 
and illegal pornography in public Channels (Telegram, 2022), users banned from other social media 
platforms have turned to Telegram as a platform with less content moderation (Bryanov et al., 2022; 
Rogers, 2020). This also holds for the regular users’ ability to communicate anonymously when facing 
governmental online censorship and communication barriers, as is the case in Iran (Akbari & 
Gabdulhakov, 2019; Kargar & McManamen, 2018), Russia (Akbari & Gabdulhakov, 2019; Ermoshina 
& Musiani, 2021), Belarus (Bykov et al., 2021; Wijermars & Lokot, 2022), and Hong Kong (Urman et al., 
2021). In practice, Telegram reserves the right to ban Channels, Groups, or users; this has resulted in 
coordinated bans on Islamist Channels/Groups (Amarasingam et al., 2021; Conway et al., 2019) and 
targeted but nontransparent deplatforming of far-right terrorist Channels/Groups in the United States 
(Collier et al., 2021) and Germany (Frischlich et al., 2022; Gerster et al., 2021). The deletion or banning of 
Channels or Groups makes the content therein unavailable to users, but messages that were forwarded 
from those entities to other Groups and Channels remain available in the entity they have been forwarded 
to. Further, the deletion of a user account does not result in the unavailability of this user’s posts.

Despite tentative attempts at selective platform governance, most far-right and conspiracy theory 
actors can still rely on Telegram as a cornerstone for community building and communication 
strategies. Past research has shown that Telegram’s public chat functions are features that are used 
by different far-right actors in Great Britain (Bovet & Grindrod, 2020), the United States (Bryanov 
et al., 2022), and Germany (Gerster et al., 2021; Schulze et al., 2022; Urman & Katz, 2022). Adjacent 
and overlapping communities of conspiracy theory propagators have been found, for example, in the 
Netherlands (Peeters & Willaert, 2022), Germany (Gerster et al., 2021; Holzer, 2021; Hoseini et al., 
2021), and English-, Spanish-, and Portuguese-speaking countries (Hoseini et al., 2021).

Objectives

With its increase in popularity as a tool for public communication, Telegram has sparked interest in 
the research community. However, as a consequence of individual message deletion, scholars looking 
to analyze Telegram data may have to work with incomplete datasets. Missing data result in informa-
tion loss (Little & Schenker, 1995) and are known to bias study results if they differ systematically from 
available data.

Notably, Telegram has attracted an influx of far-right activists and conspiracists (Bryanov et al., 
2022; Garry et al., 2021; Hoseini et al., 2021; Urman & Katz, 2022). To map the extent of their 
networks, as well as the prevalence and diffusion of their communications, researchers have turned to 
conducting computational content analyses and social network analyses (Heft & Buehling, 2022). 
However, the partisan political views expressed in such posts tend to have a higher probability of 
deletion (Bastos, 2021; Walker, 2017) for either personal reasons (Neubaum & Weeks, 2022) or tactical 
reasons (Daffalla et al., 2021; Neumayer & Stald, 2014). The incompleteness of social media data, 
whether for reasons of data ephemerality (Fang et al., 2020, 2022) or social media API restrictions (Ho, 
2020; Morstatter et al., 2013), can result in biased results for subsequent analyses.

Further, Telegram allows for two methods of public communication, namely Groups and Channels. 
The former facilitates many-to-many communication and attributes message deletion rights to the Group’s 
administrator(s) and the message author. The latter enables one-to-many communication and thus grants 
author and moderation rights to the Channel’s administrator(s) only. Studies exploring Telegram com-
munities have investigated one or both types of public communication. Therefore, considering the context 

COMMUNICATION METHODS AND MEASURES 95



of data collection from Groups and Channels on Telegram, the following research question was formulated 
for the present study:

RQ 1a: To what extent are messages deleted across Channels and Groups?
Data collection strategies on Telegram range from repeated data collection over a period of time 

(Urman & Katz, 2022) to one-time collection of historical communication data. To gain insights into 
the possible consequences of different data collection strategies on data completeness, the following 
research question was formed:

RQ 1b: To what extent does an increase in the time between original data creation and data 
collection affect the amount of missing messages in a dataset?

The text data derived from Telegram Channels and Groups in the context of political communication 
has previously been used to gain insights into the various issues discussed (Bryanov et al., 2022; Hoseini 
et al., 2021) and language used (Scheffler et al., 2021; Schulze et al., 2022). Further, visual content shared on 
fringe and mainstream social media platforms has been analyzed to quantify how racist and hate content is 
proliferated online (McSwiney et al., 2021; Zannettou et al., 2018) and what their characteristics are (Chen 
et al., 2022). Studies by Macklin (2022) and Guhl and Davey (2020) show the importance of multimedia 
content of (terrorist) far-right propaganda on Telegram. Analyses based on single data types as well as 
multimedia approaches to the analysis of Telegram data (Sosa & Sharoff, 2022) are prone to biased 
outcomes in case of a selective deletion of single data types. Accordingly, the following research questions 
were formed:

RQ 2a: Does the distribution of data types of deleted messages differ from that of nondeleted 
messages across Channels and Groups?

RQ 2b: To what extent does an increase in the time between original data creation and data collection 
affect the distribution of data types of deleted messages compared to that of nondeleted messages?

RQ 3a: To what extent does message deletion influence the overall word distribution in the data 
collected and, subsequently, the outcomes of computational content analyses across Channels and Groups?

RQ 3b: To what extent does an increase in the time between original data creation and data 
collection influence the overall word distribution in the data collected and, subsequently, the outcomes 
of computational content analyses?

The technical features of hyperlink embedding and entity forwarding enable embedding in both cross- 
platform information ecosystems and Telegram-internal actor and information ecosystems. Studies 
focusing on political communities on Telegram have used associated data to map platform-internal 
communities (Bovet & Grindrod, 2020; Garry et al., 2021; Gill, 2021; Zehring & Domahidi, 2023) and 
external information sources (Bryanov et al., 2022; Gerster et al., 2021). Further, the search function for 
Telegram Groups and Channels only provides minimal results, and results can only be retrieved if users 
know part of the channel name beforehand (Jalilvand & Neshati, 2020). To mimic the actual user behavior 
on Telegram (Peeters & Willaert, 2022), researchers often start with a set of Channels/Groups known ex- 
ante and then utilize forwarded messages for snowball sampling a more extensive set of entities 
(Baumgartner et al., 2020; Hoseini et al., 2021; Urman & Katz, 2022). Accordingly, the following research 
questions were formulated for the present study:

RQ 4a: To what extent does message deletion influence the overall distribution of platform-external 
and platform-internal references in the data collected across Channels and Groups?

RQ 4b: To what extent does an increase in the time between original data creation and data 
collection influence the overall distribution of platform-external and platform-internal references in 
the data collected?

Data and Methods

Data collection

The dataset analyzed in this study was collected from the public communication of the Querdenken 
movement on Telegram. Querdenken is a German movement acting as a central mobilization platform 
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and forum against COVID-19 containment measures (Loucaides et al., 2021). Querdenken activists in 
decentralized local chapters organize street protests and online collective action (Bennett & Segerberg, 
2012). As their primary communication channel, Telegram (Holzer, 2021) is used for discussions and 
mobilization. Due to an increase in anti-democratic, far-right, conspiratorial views in the movement’s 
communications (Hunger et al., 2021; Nachtwey et al., 2020), Querdenken is now under observation by 
the German domestic intelligence agency Bundesamt für Verfassungsschutz (Bundesamt für 
Verfassungsschutz, 2021).

The public communication data of Querdenken on Telegram was obtained through a search for 
Querdenken Groups and Channels via a three-stage snowball sampling process. Initial queries for 
Querdenken entities in Telegram’s search engine yielded a seed sample of 168 entities (Groups and 
Channels). After identifying all sources of forwarded messages and mentions in the messages retrieved 
in each snowball sampling stage, 395 entities containing the word Querdenken in their name, handle, 
or self-description were identified. This procedure for Group and Channel discovery on Telegram is 
consistent with the existing literature on computational analyses of Telegram data (Baumgartner et al., 
2020; Peeters & Willaert, 2022; Urman et al., 2022). In this study, a set of 25 Groups and 25 Channels 
with the highest member/subscriber counts was identified (see Appendix A.1). Limiting this set to 50 
entities ensured that the analysis was focused on the deletion behaviors of communities with large 
audiences, which served as a marker of relevance. Further, due to heavy posting activity at times, 
focusing on a small number of entities ensured a timely execution routine of the scraper employed. 
Then, each of the entities’ chat histories were repeatedly scraped during two time periods of 14 days 
each: from January 19, 2022, to February 02, 2022, and from February 07, 2022, to February 21, 2022. 
No major external events that could have influenced posting and deletion behaviors during these time 
periods were identified. Each scraping iteration had an average time interval of 24.9 minutes, and all 
messages sent in the five days prior to the scraping iteration for each given entity were archived. 
Truncating the dataset after nine days allowed for the monitored observation of each post for five days. 
The messages sent in the aforementioned periods were scraped again in an additional round of data 
collection on September 16, 2022, seven months after they were posted.

As a result, the dataset consisted of repeatedly scraped chat logs of two nine-day periods, with the (non) 
deletion status of each message updated for five days in 24.9-minute intervals. Three of the observed 
Channels and one Group were excluded from the sample because there were no messages posted on them. 
Further, two Channels and two Groups were unavailable during the later scraping iteration. In total, 29,963 
individual messages were recorded from 22 Channels and 24 Groups. The deletion status of the messages in 
the dataset was evaluated using two different methods: First, messages that were recorded in one scraping 
iteration but were unavailable in a subsequent iteration were labeled deleted (caught), as their contents and 
metadata were known. Notably, Telegram’s API assigns unique, consecutive ID numbers to the messages 
within a given entity, thus identifying each message starting from the first one posted after entity creation. 
This peculiarity offers researchers insights into the amounts of missing data they are dealing with.

Next, messages that were deleted but not recorded could still be identified, even when they had been 
sent but deleted between scraping iterations. These were labeled deleted (not caught), and their contents 
and metadata were unknown. When assessing the time difference between the posting and deletion of 
messages, the data showed that most messages that were caught prior to deletion were deleted within 
the first 24 hours after their original appearance (see Appendix A.2). A minority of posts were deleted 
up to 96 hours after their first appearance. Still, the overall choice of recording the deletion status of 
messages for up to five days proved reasonable. This was in line with the average message deletion times 
of posts on Twitter, as reported by Almuhimedi et al. (2013) and Pfeffer et al. (2022).

Methods

Analysis of deleted data types
After determining the extent of message deletion and the data types involved, a bootstrap sampling 
process was conducted to assess whether the deletion of Telegram messages and their data types 
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differed from random deletions. The total number of deleted (caught) messages and their data types 
were determined for this analysis. A random sample of the same size was excluded from the full dataset 
(including both deleted (caught) and nondeleted messages), and the number of missing data types in 
this sample was computed upon random deletion. This process was iterated 10,000 times for each data 
type to arrive at the distributions of missing data types in the datasets with random deletion. 
Comparing the deleted (caught) data against these distributions allowed for judgments to be made 
on the randomness of purposely deleted messages on Telegram and, subsequently, on how historical 
Group and Channel chat data might be biased. This procedure was in line with Ho’s (2020) approach 
to investigating possible biases in data retrieved from Facebook’s API. Ideally, samples would be 
drawn from all messages sent, both deleted and nondeleted. Since not all deleted messages were caught 
in the data collection process in this study, the sample only included nondeleted and deleted (caught) 
messages. Therefore, it cannot be fully treated as sampling from the whole population. It was assumed 
that the deleted (caught) messages unavailable shortly after posting would share characteristics with 
deleted (not caught) messages. For this reason, the bootstrap sampling process was repeated after 
excluding those short-lived deleted (caught) messages as a robustness check.

Top-word analysis
To explore how deleted messages influence the results of automated text analyses of Telegram chat 
data, the top terms used in the retrieved datasets were analyzed. This was done by comparing the most- 
used terms of the full dataset to the most-used terms of the dataset without the deleted (caught) 
messages and, again, to 10,000 datasets with randomly deleted messages. Similar to the procedure 
proposed by Morstatter et al. (2013) and Ho (2020), Kendall’s (1945) correlation coefficient τ was 
computed to compare the rankings of the top words in the full dataset to those of the datasets without 
the deleted (caught) messages. In this statistical approach, the number of concordant pairs (list items 
with the same relation to each other in both lists, such as item i being ranked higher than item j) was 
compared with the number of discordant pairs (items that have different relations to each other in 
both lists). Kendall’s τ was computed as follows: 

Here, PC denotes the number of concordant pairs, whereas PD denotes the number of discordant 
pairs, and TA and TB represent the items that appeared in one list but were missing in the other. After 
creating a usage ranking of the 38,251 terms observed in the data, τ was calculated, starting with the list 
of the 10 most-used terms in both datasets. The computation was repeated while increasing the list 
lengths in steps of 10 until a list of the top 2000 most-used terms was formed (see Appendix A.7 for 
a list of the most-used terms). Kendall’s τ of the full dataset and the datasets without deleted (caught) 
messages were then compared to the correlation between the full dataset and 10,000 dataset samples 
with randomly deleted messages. Deviations in Kendall’s τ of the randomly deleted data from 
Kendall’s τ of the observed data with nonrandom deletions indicate a bias. The corpus used for this 
analysis consisted of the text content of all undeleted and deleted (caught) messages, which, following 
Maier et al. (2018), were stripped of numeric values, special characters, stop words, and URLs. The 
R package ”quanteda” (Benoit et al., 2018) was used to remove German stop words and for stemming.

Reference analysis
Deleted Telegram messages containing references to platform-internal or platform-external sources 
can bias the results of subsequent reference analyses. To examine the possible biases, Kendall’s τ was 
also computed percentwise for the top 1–100% lists of referenced hyperlinks (N = 1,319) as well as for 
the forwarded Telegram-internal sources (N = 1,160) in the full sample, the nondeleted samples, and 
the set of 10,000 samples with random message deletion. The hyperlinks for this analysis were 
extracted from the message texts and aggregated at the second-level domain. Exceptions were made 
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for hyperlinks referring to Twitter, Facebook, and YouTube. Links to these major social media 
platforms were followed and then – if the referred account was accessible – aggregated at the account 
or page level. For the analysis of actor networks and for snowball sampling, which many Telegram 
studies rely upon, the distribution of weak ties (Granovetter, 1973) that were unavailable because of 
message deletion were examined. Weak ties are theorized as distant, sporadic connections of nodes in 
a social network. These edges facilitate and enhance information flow (and, in this case, enable node 
detection via snowball sampling) because they are able to form bridges between several tight-knit 
communities (Granovetter, 1973; Rajkumar et al., 2022). For this, the number of hyperlinks and 
forwarded entities that were unavailable to scholars after deletion was compared to the number of 
disappearing weak ties in the set of 10,000 dataset samples with randomly deleted messages.

Topic modeling
As the first step for the analysis of the consequences of the detected text deletion on subsequent 
computational content analyses, a range of correlated topic models (Blei & Lafferty, 2007) was 
estimated using the R package “stm” (Roberts et al., 2019) (see Appendix A.5 for the exact model 
specification used). While research suggests that the quality of Latent Dirichlet Allocation (LDA) 
estimation results can be diminished by short document lengths (Hong & Davison, 2010), this analysis 
is used across a number of studies involving Telegram data (Bryanov et al., 2022; La Morgia et al., 2021; 
Sear et al., 2022). Maier et al. (2020) proposed measuring reliability and reproducibility scores to 
compare topic models estimated using different corpora. If several topic models estimated from the 
same corpus achieve a high reliability score, this indicates that the word-topic distributions produced 
are robust against the model’s probabilistic nature and the noise caused by a subpar corpus. A high 
reproducibility score is achieved when topic models estimated with different parameter combinations 
or different corpora produce a similar topic structure – that is, when the word-topic distributions of 
two topic models resemble each other. In the present study, similar topic model parameter combina-
tions were run for the full corpus, the nondeleted corpus after five days, and the nondeleted corpus 
after seven months.

To compare two topic models’ results, their word-topic matrices need to be compared to determine 
whether their estimated topics are similar. According to Niekler and Jähnichen (2012) and Maier et al. 
(2020), two topics from different models are matched when the cosine similarity of the words with the 
highest probabilities within the respective topics exceeds a certain threshold. If a topic does not exceed 
this threshold with any topic from the model it is compared with, it is deemed unmatched. Relying on 
the configurations reported by Maier et al. (2020), the 20 highest-probability words for each topic in 
the present study were chosen, and the similarity threshold was set at 0.5.

The reproducibility score of a model describes the share of topics that are matched between topic 
model estimations stemming from different corpora, thus indicating how well a comparison model can 
reproduce the topic structure of a base model. In this study, all topic model hyperparameter 
combinations were run 15 times for each corpus to account for the stochasticity of the correlated 
topic model estimation. A pairwise comparison between the base models (full corpus) and comparison 
models (only nondeleted) resulted in N ¼ nbase � ncomparison ¼ 225 reproducibility scores, of which the 
means and standard deviations are reported in the Results section.

The reliability score describes how well the topic modeling results based on different estimations 
with the same corpus can be mapped onto each other. Due to the nondeterministic correlated topic 
modeling process and depending on the corpus, a complete matching of topics from every estimation 
run is not necessarily attainable. A pairwise comparison of all estimation runs resulted in N ¼
nbase � ðnbase � 1Þ ¼ 210 reliability scores for each of the hyperparameter combinations calculated 
in the present study.

Computational content analysis
To further determine the aggregate content-wise differences between the deleted and nondeleted text 
messages, several computational content analysis measures developed for similar corpora and contexts 
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were used. Interpreting the results of these methods was helpful both for the identification of message 
contents and for determining how the results of such measures might be biased if the deleted (caught) 
messages are not taken into account during the analysis.

First, a dictionary for the computational analysis of German right-wing populist conspiracy 
discourse (RPC-Lex), developed and validated by Puschmann et al. (2022), was used to analyze the 
linguistic features and common tropes of right-wing populism and conspiracy theories by counting 
how often a social media post mentions the keywords contained in the dictionary. A post was assigned 
to one of the RPC-Lex categories if both the majority of counted words were from this category and at 
least three words from the category were found (for a short description of the categories, see 
Appendix A.10).

Second, the toxicity and severe toxicity levels of nondeleted and deleted posts were assessed via 
Perspective API (Jigsaw, 2022). This API enables antisocial text detection, and while its exact 
construction is not publicly documented due to its commercial use, Perspective has been used in 
academic studies in the context of right-wing conspiracy discourse (Hoseini et al., 2021; Šipka et al., 
2022). The analysis in the present study focused on the API’s categories of toxic content, which is “a 
rude, disrespectful, or unreasonable comment that is likely to make people leave a discussion” (Jigsaw, 
2022) and severely toxic content, which is “a very hateful, aggressive, disrespectful comment or 
otherwise very likely to make a user leave a discussion or give up on sharing their perspective” 
(Jigsaw, 2022).

Third, the Distributed Dictionary Representations (DDR) method (Garten et al., 2018), 
a combination of computational dictionaries and word-embedding vectors, was employed to assess 
the level of populism in deleted and nondeleted messages. The DDR method generates a continuous 
measure of similarity between a concept and a document by calculating the cosine similarity between 
the mean word-embedding vector of a concept dictionary and the mean word vector representation of 
each document in a corpus (Garten et al., 2018). This method was implemented using the R package 
“dictvectoR” (Thiele, 2022). The fasttext word-embeddings model used in Thiele’s (2023) study, which 
was trained on a corpus of 3.5 M Facebook user comments in German language, as well as the 
dictionary developed and validated for capturing populism using the DDR method in the same 
study were applied (see Appendix A.12 for the full dictionary).

Results

Deleted data types

Answering the first research question concerning the prevalence of deleted data types in the observed 
Telegram Groups and Channels required an account of messages that had not been deleted and 
deleted messages that were caught before deletion.

There were fewer deleted messages in Channels than in Groups, while the share of messages that 
were deleted before they could be caught in the data collection process was higher in the Channels 
(Figure 1).

The results of differentiating between the types of sharable data can be found in Appendix A.3. 
Messages themselves were differentiated as organic or forwarded: forwarded messages contain infor-
mation from other Telegram entities and are used for information distribution, whereas organic 
messages have information stemming from the message author (although the content might be copied 
and pasted). The share of forwarded nondeleted messages was higher than the share of organic ones in 
Channels. Further, the number of forwarded messages that were deleted (caught) were disproportion-
ally higher than the number of organic messages in Channels. There were slightly more nondeleted 
organic messages in Groups than forwarded ones, but the share of deleted organic messages was 
drastically higher than the share of deleted forwarded messages. The message counts also showed that 
messages containing only text dominated the sample of nondeleted messages in Groups, with a share 
of about 58%, which was nevertheless exceeded by the percentage of deleted (caught) text messages 
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(88% of all deletions). Another conspicuous feature of the sample was the low proportion of deleted 
(caught) videos and pictures in Group messages compared to their share in nondeleted messages, 
while both proportions were about equal in Channels.

A high variation of deletion practices was observed across entities (Table 1). While the share of 
nondeleted messages in Groups ranged from 0 to 100%, its mean was found to be considerably lower 
and its standard deviation higher than those of nondeleted messages in Channels. The percentage and 
variation of caught and uncaught deleted messages were higher across Groups than Channels. In 
contrast, the standard deviations of both deleted message types exceeded their means in Channels.

Figure 2 shows the results of the random deletion tests outlined in the Data and Methods section. 
Each grid cell displays a distribution histogram of the randomly deleted data types.

The shaded areas in the plots delineate the interval of two standard deviations from the mean for 
the randomly deleted samples, indicating that observations of deleted data types in the full sample 
outside this area were significantly different from random deletions. The first columns of Channel data 
show that after the early scraping interval, organic messages were not deleted more often in the 
observed sample than they would if deletions happened at random. When scraped seven months later, 
the data revealed that a disproportionate amount of forwarded messages was deleted, indicating a bias. 
Columns three and four show the bias observed in the deleted Group messages: organic messages were 
deleted significantly more often than random deletion suggests. The same result is shown in the row 
illustrating the results of text data. The amount of text data deleted in Groups was significantly higher 
during the study period than random. In contrast, significantly lower numbers of all the other data 
types analyzed – pictures, text & pictures, videos, audio, and other (containing different kinds of 
applications)—were deleted in the observed Group sample than in the Group samples with random 
deletion. With respect to Channels, comparing the sheer quantities of deleted data types to the 
quantities data in the random deletion sample yielded no significant results, with the notable exception 
of video data: A significantly higher amount of deleted videos was found in the messages scraped after 
seven months than in the random deletion samples.

As described in the previous section, a considerable number of messages in Groups and Channels 
were not caught because they were sent and deleted in between scraping intervals, and thus could not 
be retrieved. Therefore, robustness checks were run to ensure that the results were not biased by any 

Figure 1. Scraped messages by deletion status. Messages in dataset by day sent (a) and entity type (b).
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structural differences between messages that were deleted shortly after sending and messages that were 
visible for an extended period of time before deletion. Running the same analyses, after excluding all 
messages that were sent and deleted but caught within one scraping interval and within two scraping 
intervals, yielded similar results to the analyses above (see Appendix A.4). Consequently, there was no 
sign of a significant bias in the analyzed sample data stemming from the messages not caught during 
the collection process.

Table 1. Entity-level summary statistics of the recorded messages’ deletion status.

Collection Entity type n Mean Standard deviation Median Min Max

Not deleted Early Channels 22 0.880 0.141 0.917 0.476 1.000
Groups 24 0.637 0.300 0.745 0.000 1.000

Late Channels 22 0.834 0.232 0.902 0.000 1.000
Groups 24 0.520 0.342 0.680 0.000 0.902

Deleted (caught) Early Channels 22 0.029 0.032 0.019 0.000 0.108
Groups 24 0.153 0.151 0.118 0.000 0.708

Late Channels 22 0.046 0.199 0.000 0.000 0.933
Groups 24 0.117 0.250 0.010 0.000 1.000

Deleted (not caught) Early Channels 22 0.091 0.134 0.036 0.000 0.520
Groups 24 0.210 0.211 0.145 0.000 0.881

Late Channels 22 0.091 0.134 0.036 0.000 0.520
Groups 24 0.210 0.211 0.145 0.000 0.881

Figure 2. Histograms of random deletion tests. The histograms show the distribution of the data types of the randomly deleted 
messages. The red area delineates the confidence interval of two standard deviations from the mean. The blue line marks the 
number of deleted messages in the sample.
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Most-used words and most-referenced sources

To investigate whether the deleted text messages affected word distribution, Kendall’s τ rank correla-
tion between the most-used words in the different samples was determined and analyzed. The results 
of this analysis are depicted in Figure 3. In the sample containing the words posted in Groups, 
a significantly lower τ was found for the nondeleted data retrieved than for the 10,000 random deletion 
samples. The correlation between the full sample and the nondeleted sample was lower when fewer top 
words were considered, implying that the comparative variation in word ranks was the highest among 
the most-used terms. The correlation graphs converged as the number of top words increased, and τ 
exceeded 0.75 after 1000 top words were considered (early sample). The nondeleted messages scraped 
after seven months showed a similar correlation with the full sample for the highest-ranked top words, 
but the correlation converged slower with the subsequent extension of top words compared. While 
fewer text deletions were observed in Channels, the τ of the nondeleted messages was lower than that 
computed for the random deletion samples, with an expectedly lower correlation with the sample 
scraped later. These results indicated a bias in the word distribution of the dataset after excluding 
deleted messages, holding true for Groups and Channels alike.

As studies on Telegram communities often rely on snowball sampling and social network analyses, 
this investigation was also been conducted using information about Channels and Groups from which 
messages were forwarded. Kendall’s τ was analyzed for the ordered lists of the most-forwarded entities 
in the sample. The results (see Figure 4) showed that in the Group subset of the data, τ was 
significantly higher in the nondeleted sample than in the random deletion samples for the early 
scraping period. The messages available seven months after they were posted showed contrary results: 
τ in this sample was significantly lower than the randomly deleted messages for all percentiles of the 
list of top-referenced entities. Further, the number of forwarded entities missing from the sample 
entirely due to message deletion were analyzed. For all Groups, the number of missing entities after 
intentional deletion did not differ significantly from that of missing entities after the random deletion 
of messages in the early scraping period. In contrast, in the sample scraped later, the number of 

Figure 3. Kendall’s τ of most-used words in the sample. The shaded areas display the confidence interval of two standard deviations 
for the random deletion samples.
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missing entities was significantly higher than it would have been if messages were deleted at random. 
The most-forwarded Telegram entities in the Channel subsample were found to be significantly less 
correlated with the most-forwarded entities from the full sample for the top 5% of entities. After 
including more than the top 5% of the most-forwarded entities, no significant difference in τ was seen 
between the nondeleted and random deletion samples when messages were scraped early. When the 
messages were scraped later, forwarded messages in Channels showed the same limitations as 
forwarded messages in Groups: the ordered list of the most forwarded entities had a significantly 
lower correlation with the list in the full dataset than it would if messages were deleted at random. 
Again, in the Channel sample scraped later, the number of missing entities was significantly higher 
than it would be if messages were deleted at random. Based on this, it was determined that a significant 
bias in forward analyses is unlikely when Telegram messages are scraped shortly after their original 
posting. If messages are scraped after seven months, methods based on forwarded information might 
produce biased results.

Figure 4. Analyses of deleted platform-internal references. a) Kendall’s τ of most-referenced entities in the sample: The shaded areas 
display the confidence interval of two standard deviations from the mean for the random deletion samples. b-c) Histograms of 
random deletion tests: The histograms show the distribution of referenced entities missing from the data after the random deletion 
of messages. The red area delineates the confidence interval of two standard deviations from the mean. The blue line marks the 
number of entities missing from the full dataset after excluding the deleted (caught) messages.
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A similar analysis was carried out for hyperlinks – that is, references linking to platform-external 
sources. The results (Figure 5) showed that in the Group data the τ of the most-referenced hyperlinks 
in the nondeleted sample was significantly lower than the τ of the random deletion sample for up to 
the top 10% (60% if scraped later) of the most-referenced hyperlinks. This was caused by a changed 
order of the top-hyperlink ranking, attributing a greater importance to the more frequently deleted 
hyperlinks and vice versa. Thus, data on the most-referenced hyperlinks shared within Groups is likely 
to be biased after intentional message deletion. This inference does not apply to messages retrieved 
from Channels, as the overall deletion count of text messages was found to be lower. An investigation 
of the hyperlinks completely missing from the nondeleted sample of Groups showed no significant 
difference from the count of missing hyperlinks in the random deletion samples. Therefore, the bias 
introduced by message deletion appears to be found mainly in the most-used hyperlinks, leaving the 
lesser-used hyperlinks unbiased. The number of hyperlinks missing in the nondeleted sample of 
Channels was not significantly different from the number of hyperlinks in the random deletion 
samples in both the early and later scraping periods.

Computational content analysis results

Comparing the different topic quality measures for the correlated topic model estimations showed that 
the topic models based on the full corpus of nondeleted and deleted (caught) messages outperformed 
the models based on early or late nondeleted messages. Employing the topic replicability and reliability 
measure introduced by Niekler and Jähnichen (2012) and Maier et al. (2020) revealed that word-topic 
distributions estimated from the reduced corpora reproduced the word-topic distributions of the full 
corpus to a lesser extent than multiple topic modeling runs on the full corpus itself (Figure 6). This 
means, for instance, that in the case of topic model estimations containing ten topics, on average only 
eight topics estimated from the not deleted (early) corpus were similar to the topics estimated from the 
full corpus. While Maier et al. (2020) showed that corpus pruning and sampling do not necessarily lead 
to a reduction in topic replicability, the present study’s result implies that message deletion in this 
sample indeed led to biases in the topic modeling results. This notion was further supported when the 
reliability scores of multiple topic modeling runs with the same corpus and parameter combinations 
were inspected: for the reduced corpora, the internal reliability of the topic models was at the same 
level as that of the full corpus topic model. Further, the mean word-topic exclusivity and mean 
semantic coherence (Roberts et al., 2019) were compared across model specifications (see Appendix 
A.6). The results, again, showed that the topics estimated from the full corpus had higher semantic 
coherence and word-topic exclusivity than the topics computed from nondeleted messages alone.

In the analyses employed to determine content-wise differences between deleted and nondeleted 
messages, specifically the toxicity analysis using Perspective API (Jigsaw, 2022) and the populism 
analysis employing the DDR approach (Garten et al., 2018), no meaningful differences between the 
message types were detected (see Appendix A.11 and A.13). This result contradicts earlier findings on 
the deletion of contentious messages, which are likely specific to Telegram as a platform and right- 
wing conspiracy theorist groups as a counterpublic. Consequently, such computational analysis 
methods are not likely to be biased as a result of message deletion.

The computational dictionary analysis for the categorization of German online right-wing populist 
conspiracy theory discourse led to more nuanced results (Figure 7). Across Channels and Groups 
alike, the share of anti-immigration messages was found to be higher among deleted messages than 
among nondeleted messages. Anti-elitist content was more prevalent in nondeleted messages. 
Channels differed from Groups in having a higher prevalence of nationalist and conspiracist content 
in deleted messages than in nondeleted ones. Thus, applying this computational dictionary method 
only to the nondeleted messages would bias the results and any conclusions derived from it. The 
changing relations between the sample of available messages after five days (early) and after seven 
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months (later) were indicative of dynamic content deletion behavior over time; for example, anti- 
immigration content in Groups seemed to have been deleted early on, as the overall share of such 
content was less pronounced later.

Discussion and Conclusion

This paper investigated the biases introduced by message deletion in Telegram chat data. Apart from 
being a private instant messenger service, Telegram is an attractive communication tool for political 
actors due to technical features such as Channels for broadcasting and Groups for public discussion 
(Conway et al., 2019; Rogers, 2020; Schulze, 2020; Wijermars & Lokot, 2022). Research has shown that 
messages on social media are deleted for various reasons, ranging from embarrassment (Wang et al., 
2011) to government censorship (Fu et al., 2013). Messages containing contested political messages are 
also more likely to be deleted (Bastos, 2021; Walker, 2017), either because of content quality or the 

Figure 5. Analyses of deleted platform-external references. a) Kendall’s τ of most-referenced second-level domains in the sample: 
The shaded areas display the confidence interval of two standard deviations from the mean for the random deletion samples. b-c) 
Histograms of random deletion tests: The histograms show the distribution of referenced second-level domains missing from the 
data after the random deletion of messages. The red area delineates the confidence interval of two standard deviations from the 
mean. The blue line marks the number of domains missing from the full dataset after excluding the deleted (caught) messages.
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strategic dimension of message deletion (Daffalla et al., 2021; Neumayer & Stald, 2014). To identify the 
biases that may arise in public Telegram message data due to deletion practices, as well as the 
consequences for further computational social science methods, a dataset was collected containing 
Telegram messages that were deleted later on.

To answer RQ 1a, first, the overall prevalence of deleted messages in the sampled data was 
determined, differentiating between Channels and Groups. Fewer messages were deleted in 
Channels than in Groups. This could be because in Channels, only the administrators can write and 
delete messages. In contrast, every member and administrator of a Group has the right to write and 
delete messages, which results in a higher number of retrieved messages in Groups as well as a higher 
share of deleted messages. It could not be inferred from the study data whether the message deletions 
in Groups stemmed from individual deletion choices, the administrators deleted posts because they 
violated the Group’s code of conduct, or some messages were automatically deleted messages by 
chatbots. Many messages were deleted within 30 minutes after posting, and not all of them were 
caught during the data collection process. Still, a longer period of time between the original post and 
data collection process increased the number of missing posts in the dataset, especially among the 
messages scraped from Groups, which answers RQ 1b.

Comparing the distribution of deleted messages across data and entity types (RQ 2a) painted a clear 
picture of which data types were deleted selectively. Group messages containing texts were found to be 
deleted significantly more than random deletion would suggest. No negative bias in visual, audio or 
other data coverage was found. While this implies that these data types had not been deleted 
disproportionally in general, it remains possible that specific contents encoded in those data types 
were deleted tactically. As shown in the following analyses, computational content analyses based on 
text data might be biased as a result. Because of the resulting imbalances in the data types retrieved, 
multimedia analyses are also at risk of over-representing visual data. With respect to RQ 2b, the 

Figure 6. a) Replicability scores for correlated topic models estimated across different corpora and topic number specifications with 
full corpus topic estimations as reference; the bar showing the full corpus replicability denotes the reliability score as a reference. Bars 
denote mean replicability scores and standard deviations. b) Reliability scores for correlated topic models estimated from the same 
corpora and topic number specifications. Asterisks denote the level of significance resulting from a Mann – Whitney test for 
differences in sample distributions: ***p < 0.001; **p < 0.01; *p < 0.05.
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disproportionate absence of data types after message deletion stayed stable over time, except for 
forwarded messages and video data sent to Channels; these were, to a large extent, unavailable after 
seven months.

Measuring the word distribution of the collected corpora (RQ 3a) revealed post deletion biases for 
Channels and Groups, with a larger top-word distribution change in the latter. With the larger time 
interval between message creation and data collection, the difference in distribution became more 
severe (RQ 3b). It was found that text message deletion impairs subsequent topic modeling and leads 
to biases in computational content analysis results. While these biases do not result in an outright 
discouragement of using such methods, they imply that researchers need to be aware of the possibly 
reduced quality of their models, rendering it worthwhile to consider the amount of deleted content in 
their dataset when interpreting their results. This answers RQ 3b and is applicable to both data 
collection intervals.

To answer RQs 4a and 4b, Telegram-internal forwarded messages were examined to determine 
whether message deletion introduces biases to the data concerning the most-referenced Telegram 
entities. In the case of Channels, this could not be rejected. The possible biases to network analyses 

Figure 7. Computational dictionary analyses of deleted and nondeleted messages. The bars depict the relative share of messages 
and their respective category in the “Not deleted” and “Deleted” subsamples.
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induced by message deletion were found likely to increase with an increase in the time span between 
the original posting of a message and its collection. This bias is also likely to increase over time in 
Groups. As snowball sampling is the dominant procedure of Telegram entity detection in the literature 
and weak ties provide important functions in social networks, the number of references removed from 
the sample due to message ephemerality was examined. It was found that the number of references 
leaving the sample because of message deletions differs from that of random deletions, which is likely 
to bias social network analyses or snowball sampling if the messages are not scraped shortly after their 
original posting. Also, snowball sampling procedures employing relevance criteria, to determine 
which Telegram entities to include in the sample, are potentially biased by the changing order of most- 
referenced entities. Procedures favoring the inclusion of Telegram entities that have the most 
references (Urman et al., 2021) are likely to produce varying outcomes depending on the time of 
data collection.

The same analysis was conducted on the hyperlinks extracted from the dataset. The results showed 
that the order of the most-referenced hyperlinks in the subset of Group messages was significantly 
biased. However, it converged to the random deletion samples’ τ after considering more hyperlinks. 
This observation, too, points to potentially biased outcomes of cross-platform analyses relying purely 
on hyperlink counts. This observation was not applicable to the Channel subsample. The reason for 
this can be attributed to the data type of hyperlink messages, which are considered text messages and 
more likely to be deleted in Groups than in Channels. This further hints at a variation in the deletion 
behavior of Channel administrators and Group members that cannot be fully explained without 
information on the initiator of a deletion. Unless Groups are continuously scraped to counter message 
ephemerality, a consequence for scholars who wish to explore hyperlink counts in Telegram Groups is 
to not overemphasize the exact order of the most-shared hyperlinks. Since the detection of weak cross- 
platform ties is not systematically distorted by message deletions, a bias is not to be expected when 
analyzing the least-shared hyperlinks.

The differing findings for Channels and Groups across all analyses in this study suggest that 
researchers dealing with Telegram data should pay attention to the technical and affordance differ-
ences between the two forms of public communication because they are likely to have differing biases 
and limitations. The diverging degrees of ephemerality across entity types is possibly due to 
a combination of more spontaneous writing in group chat environments, followed by regretful or 
strategic deletion and moderation by Group administrators, who delete messages which violate their 
code of conduct. Still, biases introduced by message deletion are partly evident in Channels, too. Only 
the administrators can write and delete, and this environment possibly encourages more thoughtful 
posts. Further, biases may occur because in a setting of networked movement formation, Telegram 
Channels facilitate top – down information distribution and movement and identity-building func-
tions, for which tactical posting and deletion decisions differ from the ones of individual users in chat 
groups. Therefore, deleted messages in Channels point to either tactical reasons for deletion or 
personal ones. Thorough analyses of the motivations and causes of message deletion in counter- 
hegemonic political and right-wing conspiratorial chat groups need to be conducted.

A limitation of this study is the Telegram entities from which the data was collected. While 
Telegram’s affordances appear attractive for the far-right and conspiracy theorists in the Global 
North, context factors, especially German ones, cannot be ruled out. In addition, strategic purges of 
whole social media post histories, potentially biasing scraped Telegram data in different ways, have 
been reported in the literature (Neumayer & Stald, 2014; Ringel & Davidson, 2022), although this was 
not observed in the present study’s dataset. While all the observed Groups and Channels are part of the 
same movement, deletion practices vary decisively between entities (see Table 1). Therefore, the 
generalizability of this study’s analyses is likely.

Following the suggestions of Bachl (2018), the need for a data-collection plan by researchers, 
including timely and regular collection intervals, was highlighted in this study. Generally, researchers 
studying a phenomenon using Telegram data have no choice but to rely on the historical chat data 
available in Channels and Groups, with little to no possibility of employing a data collection plan that 
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includes regular, timely scraping. In this situation, the present study enables scholars working with 
Telegram data to reflect on the possible limitations of their research because the amount of missing 
data can easily be inferred from the consecutively numbered message IDs in their sample. Further, 
a collaborative practice of privacy-sensitive data sharing among scholars using Telegram data can 
support the imputation of missing data and increase the overall reliability and replicability of Telegram 
studies.
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