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Abstract

This thesis aims for understanding the scaling cascades in the vibrational and
conformational dynamics of peptides, exemplified on model (Ala-Leu), based
peptides.

By sampling (classical MD simulations), modeling (MSM’s) and vibrational spec-
troscopy (calculated using first-principles MD simulations and compared to IR
experiments), we succeeded inl) interpreting the measured vibrational spectrum
of AlaLeu, 2) understanding the effect of hydration shell dynamics on the vi-
brational spectrum of Ala-Leu-Ala-Leu, 3) connecting the slow, functionally rel-
evant metastable conformations of Ala-Leu-Ala-Leu and the fast solvent dynam-
ics/local atomic fluctuations, 4) elucidating the effect of change in the length of
the (Ala-Leu), peptide on the timescales of metastable conformation, hydration
shell geometry and the vibrational spectra.

In the first part, we have combined infrared (IR) experiments with molecular
dynamics (MD) simulations in solution at finite temperature to analyse the vibra-
tional signature of the small floppy peptide Alanine-Leucine. IR spectra com-
puted from first-principles MD simulations exhibit no distinct differences be-
tween conformational clusters of a-helix or B-sheet-like folds with different ori-
entations of the bulky leucine side chain. All computed spectra show two promi-
nent bands, in good agreement with the experiment, that are assigned to the
stretch vibrations of the carbonyl and carboxyl group, respectively. Variations
in band widths and exact maxima are likely due to small fluctuations in the back-
bone torsion angles.

In the second part, we analysed the hydration shell around the Ala-Leu-Ala-Leu
peptide and, in particular, the central C,= O,, carbonyl group, as it is the least
affected carbonyl group by the charged termini. The factors that influence the
vibrational frequency, and thus the spectroscopic signature, in the amide I re-
gion were inspected. We observed that the frequency differences between the
three distinct carbonyl groups are due to their interactions with the surrounding
water. The probabilities of groups forming hydrogen bonds with water are con-
sistent with the observed shifts in computed stretching frequencies. The one, two
or mixed hydrogen bonded states of the central carbonyl group exhibited a clear
trend of the red-shift of the C,= O, vibrational frequencies with the averaged
number of hydrogen-bonded water molecules. The analysis of interaction ener-
gies between the closest water molecules and the peptide fragment showed that
the amount by which the frequencies are lowered is reflected in the strengths of



the interaction energies containing the C,= O, group. Interestingly, it has been ob-
served that the interaction of the second water molecule determines the amount
of the (additional) red-shift, as the first water molecule almost always interact
strongly. Moreover, the geometric definition of a hydrogen bond by distance and
angle criteria, typically used in the MD community and also in our work, is justi-
fied by the distribution of interaction energies between water molecules and the
Cy= O, group of the Ala-Leu-Ala-Leu peptide over water—carbonyl distances and
angles.

In the third part, we studied how the underlying conformation affects the vi-
brational signatures and how the vibrational signatures are impacted by the dy-
namics of water surrounding exposed polar residues of each conformation. The
metastable-conformations of the Ala-Leu-Ala-Leu peptide are estimated using a
MSM and classical MD simulations. The pB-sheet like conformation is the most
probable one, and the L,-like conformation is a highly unlikely conformation.
The structural difference between the conformations, notably the presence of in-
tramolecular hydrogen bonds for a and L,-like conformations, result in different
normal mode frequencies of the carbonyl groups. The flexibility of the peptide
bonds varies among the conformations and with it the frequency of changes in
the hydrogen-bonded situations. The level of hydration, lifetimes of hydrogen
bonds between individual polar groups and water, and the hydration shell topo-
logy are also different for different conformations. The central carbonyl group
(C2 = Oy), however, has in all conformations a hydrogen bond probability inter-
mediate to the other two groups, but shows a clear change in hydrogen bond
probability with a change in simulated conformation. Being least influenced by
the termini the C; = O, group is the best representative of a carbonyl group in a
longer peptide or protein. The power spectra of each polar group, particularly,
the carbonyl group, are affected by the conformation-dependent different inter-
actions with the water molecules in the first hydration shell. There is a strong
correlation between the solvation probabilities and peak frequencies of C; = O,
of metastable-conformations. The underlying conformation and conformation-
dependent variability of hydration are indeed manifested in the entire Amide-I
region of IR spectra as different vibrational signatures for different metastable-
conformations.

In the fourth part, we investigated the effect of peptide length on the timescales
of slow conformation transitions and Amide I spectra using Alanine-Leucine
(AL)peptides of different lengths, i.e., AL, ALA, ALAL, ALALA, ALALAL. The
MSM'’s of peptide of different lengths show that the most probable conformation
of all peptides is the B-sheet like and the timescale of the slow transition increases
with the peptide length (from AL to ALALAL) except for the ALA-peptide. ALA
tends to be in a more closed shape as evidenced by the constituent conformations
i.e., (Ly, Ly, B/, B/)-conformations, of the second most probable metastable set
for this peptide. This might be due to the presence of the fast moving, two bulky
leucine sidechains in such a short peptide. On the other hand, a pure L,-like



conformation is not identified in any of the nine metastable sets of ALALAL,
likely requiring even longer classical MD simulations. Our data clearly shows
that the larger the peptide, the longer the classical MD simulations required to
explore the entire configurational space for the construction of a MSM to esti-
mate all possible metastable conformations. Furthermore, the construction of a
MSM involves many steps (from the selection of essential internal coordinates
to the spectral clustering) and the success of the kinetic model is dependent on
the modeler. Thus, a modern framework such as VAMPnets that combines the
whole data processing pipeline in a single end-to-end framework and provides
an easily interpretable few-state kinetic model should be employed. Moreover,
we observed that with the increase in the length of the peptide the properties of
the hydration shell improve i.e., the average number of hydrogen bonds per car-
boxyl group and the well-defined second and third hydration shells (which are a
better representative of a bulk system). Lastly, the power spectra of the carbonyl
groups calculated from the first-principle simulations of the peptides in explicit
solvent show the typical trend, i.e., a higher number of carbonyl groups gives
rise to a broader Amide-I band and the increased interaction of water molecules
enhances the intensity features of the power spectra.






Zusammenfassung

Diese Dissertation hat zum Ziel, die Skalenkaskaden der Schwingungs- und Kon-
formationsdynamik von Peptiden anhand von (Ala-Leu), -basierten Modellpeptiden
zu verstehen.

Mittels Sampling (klassische Molekulardynamik (MD)-Simulationen), Modellie-
rung (Markov State Modelle (MSM) und Schwingungsspektroskopie (berechnet
durch first-principles MD Simulationen und Vergleich mit Infrarot (IR)-Experimenten),
ist es gelungen, 1) das gemessene Schwingungsspektrum von Ala-Leu zu inter-
pretieren, 2) den Einfluss der Dynamik in der Hydratationshiille auf das Schwin-
gungsspektrum von Ala-Leu-Ala-Leu zu verstehen, 3) die langsamen, funktionell
relevanten metastabilen Konformationen von Ala-Leu-Ala-Leu und die schnelle
Dynamik des Solvens sowie die lokalen atomaren Fluktuationen in Beziehung zu
setzen, 4) den Einfluss der Lange der (Ala-Leu),-Peptide auf die Zeitskalen der
metastabilen Konformationen, der Geometrie der Hydrathiille und des Schwin-
gungsspektrums zu beleuchten.

Im ersten Teil, wurden IR-Experimente mit MD-Simulationen in Losung bei end-
licher Temperatur kombiniert, um die Schwingungssignatur des kleinen, beweg-
lichen Peptids Alanin-Leucin zu analysieren. Mittels first-principles MD-Simulationen
berechnete IR-Spektren weisen keine auffilligen Unterschiede zwischen Grup-
pen von a-Helix oder B-Faltblatt-artigen Faltungen mit verschiedenen Anord-
nungen der raumerfiillenden Leucin-Seitenkette auf. Alle berechneten Spektren
zeigen, in guter Ubere1nst1mmung mit dem Experiment, zwei prominente Ban-
den, die der Streckschwingung der Carbonyl- bzw. Carboxylgruppe zugeordnet
werden. Variationen in der Breite der Banden und der exakten Lage der Maxima
gehen vermutlich auf kleinere Fluktuationen in den Torsionswinkeln des Pepti-
driickgrats zuriick.

Im zweiten Teil, wurde die Hydratationshiille um das Ala-Leu-Ala-Leu-Peptide
analysiert. Hierbei wurde der zentralen, C,= O,, Carbonylgruppe spezielle Aufm-
werksamkeit gewidmet, da diese die am wenigsten durch die geladenen Termi-
ni beeinflusste Carbonylgruppe ist. Die Faktoren, welche die Schwingungsfre-
quenz und damit die spektroskopische signatur in der Amide I-Region beeinflus-
sen wurden untersucht. Es konnten klare Unterschiede zwischen den drei ver-
schiedenen Carbonylgruppen beobachtet werden, die auf die Interaktionen mit
dem umgebenden Wasser zuriickgefiihrt werden konnen. Die Wahrscheinlich-
keiten, mit welchen die Carbonylgruppen Wasserstoffbriicken zu Wasser bilden
sind konsistent mit den beobachteten Verschiebungen in den berechneten Streck-
schwingungsfrequenze. Die ein-, zwei-, oder gemischen Wasserstoffbriickenbin-
dungszustiande der zentralen Carbonylgruppe weisen einen deutlichen Trend
in der Rotverschiebung der Co= O, Schwingungsfrequenzen mit der mittleren
Anzahl an wasserstoftbriickengebundenen Wassermolekiilen auf. Die Analyse
der Interaktionsenergien zwischen dem Peptidfragment und den néichstliegen-



den Wassermolekiilen zeigt, dass der Betrag, um welchen die Frequenzen ernied-
rigt sind, in der Starke der Wechselwirkung mit der Co= O,-Gruppe widergespie-
gelt wird. Interessanterweise ist es die Wechselwrikung mit dem zweitnédchsten
Wassermolekiil, welche die (zusidtzliche) Rotverschiebung bestimmt, da das ers-
te (ndchst benachbarte) Wassermolekiil fast ausschlieSSlich stark wechselwirkt.
Weiter konnte durch die Verteilung der Wechselwirkungsenergien zwischen Was-
sermolekiilen und der Cy= O,-Gruppe des Ala-Leu-Ala-Leu-Peptids iiber ent-
sprechende Abstiande und Winkelgezeigt werden, dass die geometrische Defini-
tion einer Wasserstoffbriickenbindung durch ein Distanz- und ein Winkelkriteri-
um, wie es zur Analyse von MD-Daten typischerweise und auch in dieser Arbeit
verwendet wird, gerechtfertigt ist.

Im dritten Teil, wurde untersucht, wie die zugrundeliegende Konformation des
Peptids und die Dynamik des Wassers um die 16semittelexponierten polaren Grup-
pen der verschiedenen Konformationen deren Schwingungssignatur beeinflusst.
Die metastabilen Konformationen des Ala-Leu-Ala-Leu-Peptids wurden mit Hil-
fe eines MSM und klassischen MD-Simulationen ermittelt. Die B-Faltblatt-artige
Konformation ist die wahrscheinlichste, und die L,-artige Konformation ist eine
sehr unwahrscheinliche Konformation. Der strukturelle Unterschied zwischen
den Konformationen, insbesondere das Vorliegen einer intramolekularen Wasser-
stoffbriicke in den & und L,-artigen Konformationen, hat unterschiedliche Nor-
malmodenfrequenzen der Carbonylgruppen zur Folge. Die Flexibilitdt der Pep-
tidbindungen variiert zwischen der Konformationen und mit der Haufigkeit von
Wechseln des wasserstoffbriickengebundenen Zustands. Der Grad der Hydratis-
ierung, Lebensdauern der Wasserstoffbriicken zwischen einzelnen polaren Grup-
pen und wasser und die Topologie der Hydratationshiille sind ebenfalls ver-
schieden fiir unterschiedliche Konformationen. Die zentrale Carbonylgruppe (C;
= Oy), hingegen, hat in allen Konformationen eine Wasserstoffbriickenbindung-
swahrscheinlihckeit, die zwischen der der anderen beiden Carbonylgruppen liegt.
Diese Carbonylgruppe zeigt aber deutliche Unterschiede in der Wasserstoffbriicken-
bindungswahrscheinlichkeit beim Wechsel zwischen den Konformationen. Als
die am wenigsten von den Termini beeinflusste Carbonylgruppe ist die C; = O,
-Gruppe am reprasentativsten fiir die Carbonylgruppe in einem ldngeren Pep-
tid oder Protein. Die Powerspektren der einzelnen polaren Gruppen, insbeson-
dere der Carbonylgruppen, sind durch die konformationbedingt verschiedenen
Wechselwirkungen mit den Wassermolekiilen der ersten Hydrathiille beeinflusst.
Es gibt eine starke Korrelation zwischen der Solvationswahrscheinlichkeit und
der C; = Oy-Peak-Frequenz der metastabilen Konformationen. Die zugrundelie-
genden Konformationen und konformationsabhidngigen Variabilititen der Hy-
dratation konnen in der Tat in der gesamtem Amide-I-Region der IR-Specktren
als unterschiedliche Schwingungssignaturen verschiedener metastabiler Konfor-
mationen wahrgenommen werden.

Im vierten Teil, wurde der Einfluss der Peptidldnge auf die Zeitskalen der lang-
samen Konformationsianderungen und der Amide-I-Spektre von Alanin-Leucin



(AL)- Peptiden unterschiedlicher Lange, d.h. AL, ALA, ALAL, ALALA, ALALAL,
untersucht. Die MSM’s der Peptide unterschiedlicher Lange zeigen, dass de wahr-
scheinlischste Konformation in allen diesen Peptiden eine p-Faltblattartige ist
und dass die Zeitskalen der langsamsten Uberginge mit der Peptidlinge (von
AL zu ALALAL) ansteigt, mit Ausnahme des ALA-Peptids. ALA tendiert zu ei-
ner mehr geschlossenen Form, wie sich in den die zweitwahrscheinlichste me-
tastabile Menge bildenden Konformationen (L, Ly, B/, /&) zeigt. Dies mag an
der sich schnell bewegenden groSSen Leucin-Seitenkette in diesem kurzen Peptid
liegen. Fiir ALALAL ist hingegen keine L,-artige Konformation beobachtet wor-
den, was daran liegen kann, dass hierfiir noch wesentlich lingere klassiche MD-
Simulationen erforderlich sind. Die vorliegenden Daten zeigen deutlich, dass, um
den gesamten Konformationsraum abzutasten, der zur Konstruktion eines MSM
und zur Ermittlung aller moglichen metastabilen Konformationen benétigt wird,
umso langere MD-Simulationen gebraucht werden, je langer das betrachtete Pep-
tid ist. Die Konstruktion eines MSMs umfasst viele Schritte (von der Auswahl der
essentiellen inneren Koordinaten hin zum spektralen Clustern) und der Erfolg
des kinetischen Modells hdngt vom Modellierer ab. Folglich ist es wichtig, ein
modernes framework wie VAMPnets zu verwenden, welches die gesamte Ab-
folge der Datenverarbeitung in einem einzigen framework vereint und ein ein-
faches, leicht zu interpretierenden kinetisches Modell mit wenigen Zustdnden
liefert.

Desweiteren wurde beobachtet, dass mit der Lange der Peptide die Eigenschaf-
ten der Hydratationshdille insofern , besser” werden als dass die mittlere Anzahl
an Wasserstoffbriicken per Carbonylgruppe und eine wohl definierte zweite und
dritte Hydrathiille einem Bulksystem ndher kommen. SchlieSSlich konnte in den
aus den first-principles MD-Simulationen berechneten Powerspektren der Car-
bonylgruppen ein typischer Trend herausgelesen werden: eine groSSere Anzahl
an Carbonylgruppen hat eine breitere Amid-I-Bande zur Folge und die vermehr-
ten Wechselwrikungen mit den Wassermolekiilen verstiarken die Intensitatsmus-
ter in den Powerspektren.






Chapter 1

Introduction

Proteins are vital for life because they perform a wide variety of functions in
living organisms. For instance, the operation and survival of neurons are de-
pendent on several critical functions of the related proteins, such as communic-
ation, metabolism, and repair [ ]. Moreover, the unique tertiary structure
of proteins determines their specific function, and the conformational changes on
multiple time and length scales are common during the protein function. Mo-
tor proteins, which convert chemical energy into directed motion, are perhaps
the most obvious example [ ]. Numerous experimental and computational
techniques have been used to study cytoskeletal motors at multiple spatial and
temporal resolutions (e.g., angstrom to millimetre and microseconds to seconds)
[ ]. Therefore, being flexible and dynamic molecules proteins inherit con-
formational diversity, a crucial element for their function in the aqueous environ-
ment [ ]. This structural heterogeneity of proteins causes interconversion
of their thermally accessible conformations on a complex free energy landscape
[ ]. The synergy between non-covalent intramolecular interactions of pro-
teins and protein-water interactions is considered the driving element of such
conformational transitions [ , ]. The conformational dynamics of pro-
teins, water fluctuations, and their coupling play a crucial role in many biological
functions, such as ligand binding [ , ] or protein-protein interac-
tions | , ], to name a few. As an example, the role of water in
amyloid aggregation/misfolding [ , ] and its importance in design-
ing new drugs has been reviewed [ , I

Thus, it is crucial to study the function and dynamics of proteins in order to un-
derstand the underlying biochemical processes. Which requires 1) detailed in-
formation of the molecular structures of relevant proteins, 2) and the ability to ac-
cess/analyse their conformations and associated dynamics at the longer timescales.

Multiple experimental spectroscopic techniques (such as X-ray crystallography,
nuclear magnetic resonance (NMR), vibrational spectroscopy etc) are capable of
providing structural information of proteins. Furthermore, with the recent ad-
vancements in NMR | ], single-molecule techniques [ ], ultrafast 2D
infrared (IR) techniques [ , ] to determine the structure of the protein,
to probe heterogeneity of free energy states across a molecular population, and to
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observe molecular dynamics on the picosecond timescale, respectively, it is pos-
sible to accurately determine the molecular structure and the molecular dynamics
up to some extent.

However, the both sluggish and fast conformational changes of proteins are not
easily accessible simultaneously in experiments and the interpretation of exper-
imental results almost always required some calculations to help assigning the
measured spectra and to understand the underlying features precisely [ ,

]. As an example, the experimentally measured IR spectra are assigned
with the help of static calculations i.e., quantum chemical geometry optimiza-
tion followed by the harmonic normal mode analysis of one or few conforma-
tions of the respective molecule in vacuum or by using implicit solvent models.
The calculated spectra of different conformations are then matched with experi-
mentally measured spectrum to search which conformation is responsible for the
measured vibrational signatures.

Molecular dynamics (MD) simulations (Section 2.5) offers atomistic descriptions

of protein/peptides structures and motions, and protein-water interactions. How-
ever, also with simulations a combined approach is required: whereas first-principles
MD simulations (Section 2.5.3) can accurately analyze the dynamics but only
small timescales are accessible, large timescales (hundreds of nanoseconds up

to microseconds) can only be explored with classical forcefield based MD simu-
lations (Section 2.5.2).

Peptides are ideal candidates for such combined studies as they can be sampled
extensively using classical force-field MD simulations as well as computation-
ally expensive first-principles MD simulations are possible for the calculation of
the property of interest. They are often used as small, tractable model systems
for proteins, in order to study their conformational dynamics and the dynamics
of the surrounding water molecules, which play a key role in protein function
[ . Typically, protein or peptide dynamics take place at longer timescales
while the timescales of water dynamics are around picoseconds, mainly due to
high mobility of water molecules and frequent changes in hydrogen bonding
state [ , , ]. Therefore, to understand both protein dynamics
and water dynamics and the interplay between them and to complement exper-
imental results, it is essential to study small model peptides in explicit solvent
using MD simulations.

In this regard, many different combined approaches exist to understanding the
interplay between conformational dynamics and water dynamics in the literat-
ure. A combined experimental and computational approach on dialanine in wa-
ter found that the spectral diffusion of the Amide-I vibration is dictated by water

solvation dynamics [ ]. The combination of classical MD simulations with
several data science algorithms showed the significance of water bridges around
the peptide, trialanine [ ]. Most recently, the computational study of insulin

dimer in aqueous solution using Markov state models (MSM’s) (Section 2.6) and

10



Introduction

computational Amide-I spectroscopy predicts how conformational substates can
be observed in experiments [ ]. Also, purely using MD simulations, [ |
showed that the kinetics of breaking and forming water—water hydrogen bonds
is slower in the first solvation shell than in bulk water. | ] revealed that a
specific conformation’s stabilization depends on the interplay between enthalpy
and entropy. [ ] studied the role of the water network during the forma-
tion of B-turns. [ ]and [ ] showed the importance of the formation of
critical water bridges that define the peptide’s structure.

For our combined approach, the first step is an extensive sampling of conforma-
tional space of the solvated model peptide in order to explore the possible con-
ceivable conformations that require longer timescales to be observed. The empir-
ical forcefields based MD simulations are pretty successful in this regard. Fur-
ther, if combined with MSM's, they (the MD + MSM’s) allow identifying the
metastable-conformations and estimation of their corresponding timescales [

, ]. Further, to understand how the underlying conformation af-
fects the vibrational signatures and how the vibrational signatures are impacted
by the dynamics of water surrounding exposed polar residues of each conform-
ation the next step is the calculation of accurate vibrational signatures of each
metastable conformation in explicit solvent, which requires more sophisticated
tirst-principles MD simulations. Density functional theory (DFT) MD simulations
have been successfully applied, as it allows on the fly calculation of electronic po-
tential energy and nuclear dynamics. Using such simulations, the computation
of vibrational spectra of small systems in the explicit solvent is also achievable
[ , , , ]. The DFT-MD simulations provide reliable
infrared (IR) spectra of metastable-conformations in explicit solvent that account
for finite temperature, anharmonic effects, and the dynamic average of the start-
ing coordinates.

The spectrum is obtained by Fourier transformation of the time correlation func-
tion of dipole moment trajectory. The calculation of IR spectra using the first
principles MD simulation is computationally very demanding. Depending upon
the size of the system, it is only possible to perform these simulations typically
up to a few hundred picoseconds. For smaller peptides, 20 — 25 ps long traject-
ories are enough for fast processes such as hydrogen bond breaking [ ] and
rearrangements of water molecules around exposed polar residues to average out
[ ]. The DFT-MD based IR spectra give accurate insights into the structure of
molecules and the intra- and intermolecular interactions. Using IR fingerprints,
one can also distinguish between multiple metastable-conformations.

The DFT-MD based IR can be compared directly with the experimentally meas-
ured IR spectra of the conformational state of a protein in the so-called amide
region. As the vibrational fingerprints of this region are due to the motions of the
groups involved in the peptide bond, that is carbonyl, C = O, and N — H group
stretching and bending motions. Depending on the backbone conformation of a
peptide, e.g. a fully formed a-helix or a B-sheet (Section 2.1), the characteristic fre-
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quencies of the bands in this region differ, in principle, allowing an assignment of
the observed conformations. Moreover, for proteins/peptides, as many possible
conformations are conceivable, and it is not a priori clear which one dominates
and whether and how these interchange. With the help of distinguishable calcu-
lated spectra of estimated metastable-conformations, it is possible to decipher the
measured IR spectrum into spectra of its constituent metastable-conformers.

Apart from the metastable conformations and associated timescales, the hydra-
tion shell directly influences the vibrational properties/strength of the individual
polar bonds, impacting the calculated /measured IR spectra. Moreover, the hy-
dration properties are also interconnected with the underlying conformation’s
spatial organization, flexibility, and characteristic dynamics. Furthermore, length
and time scales are greatly influenced by the change in length of the protein, as
well as the hydrating water molecules. Therefore, it is valuable to study model
systems such as Ala,-Leu, peptides in explicit solvent using combined classical
and first-principles MD simulations plus MSM’s. This enables to dissect/quantify
each factor (metastable conformations, hydration shell effect on vibrational prop-
erties of individual conformation, impact of change in conformation on the hy-
dration shell, etc.) separately.

Therefore, as a first step in this thesis, a combined approach was established
(Chapter 4). The effect of the hydration shell on vibrational spectra was then ex-
amined (Chapter 5). The interplay between vibrational signatures of the metastable
conformations and the hydration shell is then analysed (Chapter 6). Finally, the
effect of peptide length on slow timescales and hydration properties is studied
(Chapter 7).

12



Chapter 2

Theoretical Background

2.1 The Conformational Dynamics of
Peptides/Proteins

There are only 20 different amino acids which are the molecular building blocks
of natural proteins. Figure 2.1 shows two of them i.e., Alanine (Ala) and Leucine
(Leu). Each of the amino acids is composed of a central carbon atom (C,) bonded
to a hydrogen atom, an amino group (NH>), a carboxyl group (COOH), and a
sidechain (see Figure 2.2 a)). The sidechain is the distinguishing factor among
the 20 natural amino acids. Any two amino acids can combine end-to-end such
that the carboxyl group of one amino acid condenses with the amino group of
the other to eliminate water resulting in the formation of a peptide bond (see Fig-
ure 2.2 b)). This procedure is repeated to combine any number of amino acids.
Whether two amino acids or more are combined, the amino group of the first
amino acid and the carboxyl group of the last amino acid remain intact. The for-
mation of a series of peptide bonds results in the formation of a “mainchain” or
“backbone” from which the various side chains project. Thus, the linear poly-
mers formed by the head-to-tail linkage of amino acids via peptide bonds are
called peptides. The backbone of the peptides is composed of carbon atoms
(Cp), an N-H group and a carbonyl group (C=0). Peptide bonds connect the C
atom of one residue to the nitrogen atom of the next, forming a polypeptide.
The linear polypeptide chains of particular sequences of amino acids form the
so-called primary structure of proteins, followed by the formation of the local
three-dimensional structure of the backbone of the polypeptide, known as the
secondary structure of proteins, due to the non-bonded interactions between the
atoms of the polypeptide chains. The local secondary structure of the proteins
is defined by the term “conformation”. The most common conformations are -
sheet like, a-helices, and La -helices. These conformations act as building blocks
for the overall three-dimensional shape (called the tertiary structure of proteins),
which is stabilized by the interactions of the secondary structure elements. The
unique tertiary structure of protein is associated to its specific function, and the
conformational changes on multiple time and length scales are common during

13
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the protein function.

CH; N /CH3
CH
CH; C:Hz
NH3}—C—C00" NHi—C—COO
H H
Alanine (Ala) Leucine (Leu)

Figure 2.1: Schematic of two natural amino acids, Alanine (Ala) and Leucine
(Leu).

peptide bond

side chain

R
’ L OH iR N H 4 o /
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I NG i N— ¢ —C L

bow A R

SR S R — foA P o R
amino group carboxyl group
a) b)

Figure 2.2: a) Schematic of a amino acid, b) Schematic of formation of the peptide
bond.

The stiff peptide units of the proteins are connected by covalent bonds at the C,
atoms. Each unit can only rotate around N - C, and C,— C bonds. The angle of
rotation around the N-C, bond is called phi (¢ dihedral angle), while the angle
around the same C,— C bond is called psi (¢ dihedral angle), as shown in Figure
2.3. Each amino acid residue is thus assigned two conformational angles, ¢, and
. Typically, the angle pairs ¢ and 1 are plotted against one another in a diagram
known as a Ramachandran plot | ]. Due to the steric hindrance between
mainchain and sidechain atoms, only certain combinations of these angles are
allowed. Most likely and sterically “allowed” [¢, ¢]-combinations are associated
with B-sheets and a/Ly-helices like conformations as can be seen in Figure 2.4
[ ]. For more details on the structure of proteins, see [ ].

14
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Figure 2.3: Definition of a dihedral angle ¢ and ¢.
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Figure 2.4: Ramachandran plot for all 20 amino acids in 163 experimental struc-
tures resolved to 2 A. The probability distribution takes its largest values in
the regions shaded red and decreases through the yellow regions into the least
probable [¢, Pp]-combinations, which are shaded white. The three distinct max-
ima are associated with B-sheets, and a-helices, and L,-helices which corre-
spond to elements of secondary structure [\WalO4].

Due to the conformational flexibility of proteins/peptides, their structure and dy-
namics are essentially manifestations of the underlying potential energy surface

15
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(PES). The PES is a function of all relevant atomic coordinates that represents the
potential energy of a given system such as proteins.

The potential energy, U, of a three-dimensional system containing N atoms is
a function of 3N spatial coordinates, expressed as the components of a three-
dimensional vector, X. Thus, the PES, U(X), is a three-dimensional object embed-
ded ina (3N + 1)-dimensional space, with the additional dimension correspond-
ing to the value of the potential energy function. It is not difficult to realize how
the PES determines the structure and dynamics of the protein. The local minima
of U(X) correspond to mechanically stable conformations where, VU = 0, and
all the forces vanish. On the other hand, the non-vanishing forces everywhere
else on the PES, determine the protein’s dynamics and other possible conceivable
conformations [ 1.

There are two theories to describe the PES (also known as energy landscape) of
proteins/peptides i.e., classical theory (Section 2.2) and the quantum (Section 2.3)
theory which are discussed in the following sections.

2.2 Classical Theory

For a detailed introduction to the theory of classical mechanics the reader is re-
ferred to the books [ , ].

2.2.1 Single Particle Dynamics

Consider a particle of mass m constrained to move in a particular coordinate di-
rection ¢, subject to force F(gq, t). The general scheme of classical mechanics is to
determine the position of the particle at any time i.e., (¢). Once known, the other
dynamical variables of interest can also be determined. For example, the velocity

(v= Z—‘Z), the momentum (p = mv), the kinetic enery (%mvz), etc, and the state of
the particle can be characterized.

The q(t) is determined by the Newton's second law

F =ma (2.1)

And, the classical relationship between force F in a particular coordinate direction
g and potential energy U is as follows

ou

F:—%

(2.2)

16



2.2 Classical Theory

Comparing Equations 2.1 and 2.2

dg  oUu d*q

"M e T a @3)

By solving above equation with appropriate initial conditions, g(¢) can be deter-
mined.

2.2.2 Classical Harmonic Oscillator

The classical harmonic oscillator (mass-spring system) is the model system. It is
a model for many other systems in nature that behave as harmonic oscillators,
see Figure 2.5. As, typically, we are interested in determining the motion of the
system in its ground state or other low energy states.

According to the Hooke’s law the force F is a restoring force and is proportional
to the displacement g of the mass from equilibrium

F, = —kq (2.4)

By equating Equations 2.1 and 2.4

d2q
kg =man
And defining
w = % (2.5)

The equation of motion for the classical harmonic oscillator is written as

dzq

- = —wq(t) (2.6)

And, the solution of the above equation is

q(t) = Acos(wt + ¢) (2.7)
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where the amplitude A and phase constant ¢ are determined by the initial state
of the motion of the system (i.e., initial conditions). The motion is characterized
by a single angular frequency, w (i.e., a single harmonic).

Hence it is possible to determine the complete set of all harmonic oscillator tra-
jectories which fill the corresponding two-dimensional space (known as phase
space).

Figure 2.5: A general potential energy function (solid) is approximated by a quad-
ratic harmonic potential (dashed) in the vicinity of the potential minimum.

2.2.3 Force and Potential Energy

Consider any two particles i and j, and the bond length between them r (Diatomic-
Spring model). In order to write the potential energy function in an abstract
form it should be continuously differentiable and if the dissociation energy for
the bond is positive. It can be defined that if the minimum of the function have a
potential energy of zero then the bond length between the particles at minimum
1S 1.

By taking the Taylor expansion about rq

du 1 d*U
U(i’i]') = U(Yo) + I (7’ — 7’()) + 3 a2 o

r=rg 0 ) r=ro

The first two terms of the above equation can be set to zero. The first term
U(rp) because a constant potential energy does not affect the motion and second

‘%l e (r — rg) by virtue of ry being the minimum, as the potential derivative

(i.e., slope) is zero at the minimum.
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2.2 Classical Theory

So, by truncating after the first non-zero term, the pair-potential energy function
U as a function of r can be written

1
U(rij) = Skij(rij — r0)° (2.9)
where, k;j = ‘57%1 is the force constant according to the Hooke’s law.

r=rp
For such pair potentials, according to the relation (Equation 2.2), if the slope of the
energy curve with respect to the ‘bond-length’ coordinate is zero, this implies that

there is no force. The potential energy remains zero as the two particles approach
one another.

Moreover, the following properties of the harmonic potential can be realized

1. resistance to compression, implying that the interaction is repulsive at close
range i.e., ( F > 0 indicates that a positive force acts along the +r direction
to seperate the particles)

2. particles must attract each other across a range of separationsi.e., (F < 0in-
dicates that a positive force acts along the —r direction to bring the particles
together)

3. no interaction if particles are far aparti.e., (U — 0and F — 0 asr — o0)

2.2.4 Force-Fields

Generally, in the context of force-fields [ ], the molecules are described in
terms of “bonded atoms”, which have been distorted from some idealized (“equilibrium”)
geometry due to non-bonded van der Waals and Coulombic interactions.

The classical mathematical model for the potential energy of the molecular sys-
tem is defined as

total — on angle thedra van der Waals coulom .
Utotal = Upond + Uangle + Udinedral + Uvan der Waats + Ucoutomt, (2.10)
bo;;ed non—bonded

Bonded Interactions: From Equation 2.9:

1
Upona = Ekij(rij —10)? (2.11)
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Likewise, assuming three atoms 7, j and k and the angle 6 between the bonds i — j
and j — k, the energy function for the angle is

1
Uangle = Ekijk(eijk — 69)* (2.12)

and for the dihedral angle (see Figure 2.3 for definition)

Ugihedrar = kiji1 (1 + cos(wijix — wo)) (2.13)

Note that the dihedral angle (torsion) is periodic, and so the torsional poten-
tial energy. It is therefore modeled as an expansion of periodic functions, e.g.,
a Fourier series.

Non-Bonded Interactions: The simplest functional form to represent the com-
bination of dispersion and repulsion energies is

Ell']' bl]
1 1

where a and b are constants specific to atoms i and j. This equation define a so-
called 'Lennard-Jones’ potential [ I

More typical form of the Lennard-Jones potential is written as

12 6
U(r) — e, | [ 70 7 2.15
(rij) = dejj f_z] - V_z] (2.15)

Where the constants 4 and b are replaced by constants € and ¢.

If we differentiate Equation 2.15 w.r.t r;;, we get

12 6
dU(rij) _4eij | o (%) L (% (2.16)
drij 1y "ij "ij
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2.2 Classical Theory

To find the minimum in the Lennard—Jones potential, we set the derivative to zero

and by rearranging

1
ri; =10 = 260 (2.17)
Where r}; is the minimum bond length. By inserting this value for the bond length

in Equation 2.15, we get

U(rij) = —ejj (2.18)

This indicating that the parameter ¢ is the Lennard—Jones well depth, as shown

in Figure 2.6.

Energy

Sij o Fij

Figure 2.6

Lastly, if atoms are assigned a partial charge, the Coulomb interaction energy
between atoms i and j is simply

u;; = 40 (2.19)

.
b ey

Thereby, the general form of the Equation 2.10 becomes
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1 1
Usotar = Y, §kij(7ij —ro)*+ ), Ekijk(eijk — 6p)?
bonds angles

+ Y ki (14 cos(wiji — wo))
dihedrals

N N 12 6
+3 % (4 (@) _ (ﬁ) 4 94
ij y y o
i=1j=it1 Tij Tij &ijTij

The empirical potential energy functions based on the above equation are known
as 'force-fields’ and is the classical description of the energy landscapes of protein.
There are multiple force-fields available and the exact forms of the equations are
force field dependent [ , , , ].

Combining the potential energy function (e.g. from a force field) with a kinetic

2
energy function T(p) = 2p_m’ provides a Hamiltonian function

H(q,p) =T(p) +U(q)

So, in general, for N particles of masses mj mjy ... mywith position vector g =
(91,92 - .- qn), momentum vector p = (py,pz2...pn), kinetic energies YN, 2571’11”'

potential U(q) = (41,42 --9n), their evolution can be described by using the
Hamiltonian equations of motion

dg _9H

dp _ 0H
B _ 3 22

2.3 Quantum Theory

For a detailed introduction to the theory of quantum mechanics, the reader is
referred to the books [ , , ].
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2.3 Quantum Theory

2.3.1 Single Particle Dynamics

In quantum mechanics, the state of the particle at time ¢ is described by the wave

function ¥(x, t), and it is determined by the Schridinger equation [ 1
mawé’:’” — H¥(x, 1) (2.22)

Where 1 = /—1, I is the Plank’s constant and H is the Hamiltonian operator.

Assuming the potential energy function is time-independent then the SE can be
solved by separation of variables, using

Flxt) = p(x)o(t) (2.23)

and solving we get

dp  LE _

== P(t) =e (2.24)
and

Hy = Ey (2.25)

This equation is known as time-independent Schrodinger equation and the re-
sulting wave function ¥ (x, t) = lp(x)e*l% represent stationary states of de

tinite total energy and time dependence vanishes during the calculation of dy-
namic variable of interest i e., expectation values.

2.3.2 Quantum Harmonic Oscillator

The potential energy of the harmonic oscillator (see Section 2.2.3) is

L o

U(x) = Ekx (2.26)
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Using k = mw?, and rewriting the classical Hamiltonian into quantum Hamilto-
nian for the harmonic oscillator

2 | .
2x2

H = 5 + Smw (2.27)
Where Pand £ are the momentum and position operators.
So the TISE (Equation 2.25 ) for the harmonic oscillate become
ndyx) 15,
o g2 T pMwx P(x) = Ey(x) (2.28)

The wavefucntions that satisfy this equation are Gaussian functions multiplied
by Hermite polynomials (shown in Figure 2.7). And the energy eigenvalues are

1
E, = <n + E) hew, n=20,12,3,... (2.29)

Only discrete energy values with a constant spacing of fiw are allowed and the
ground state energy (so-called zero-point energy) is Eg = %hw :

njA E,

3 JAVAN %hw

1 %hw
0 B@L%hw

Figure 2.7: The wavefunctions of the quantum harmonic oscillator.

2.3.3 The Born-Oppenheimer Approximation
According to the Born-Oppenheimer approximation, the nuclei of molecular sys-

tems move at a much slower rate than the electrons under typical physical con-
ditions implying that the electronic 'relaxation’ with respect to nuclear motion is
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2.3 Quantum Theory

almost instantaneous [ ]. So, the electronic and nuclei motions can be decou-
pled and only requirement is the estimation of electronic energies for fixed nuclei
positions.

The typical form of the molecular Hamiltonian operator takes into account five
contributions to the total energy of a system

h e Zk e ZkZl

(2.30)

I D

i i<j 7‘1] k<l

Where i and j run over electrons, k and ! run over nuclei, m, is the mass of elec-
tron, my is the mass of nuclei k, V2 is the Laplacian operator, e is the charge on
electron, Z is the atomic number, and r is the distance between the two particles.

The Equation 2.30 contains terms indicating pairwise attraction and repulsion,
implying that no particle moves independently of the others i.e., 'correlation’.
The nuclear kinetic energy term (2"9) is taken to be independent of the electrons,
correlation in the attractive electron—nuclear potential energy term (3) is elim-
inated, and the repulsive nuclear-nuclear potential energy term (5) becomes
constant for a given system. Hence, the SE becomes

Eelecl/]elec = (Helec + uN)’~Pelec (2-31)

where, E,j,. is the electronic energy, Uy is the nuclear-nuclear repulsion energy
and is constant for a given set of fixed nuclear coordinates. Note that the Ej..
depends parametrically on the nuclear positions.

2.3.4 Density Functional Theory

For a molecular system, assuming the fixed nuclear positions (i.e., BO approxi-
mation), in order to solve the electronic Schridinger equation, the electronic wave
function ..., which depend on one spin and three spatial coordinates for each
electron present in the system, is not easy to determine.

A widely used method to solve the ESE is the density functional theory (DFT), a
theory of correlated many-body systems [ ] based on the Hohenberg-Kohn
theorems (Section 2.3.4.1) [ , ]. It make use of a priori construction of
the Hamiltonian operator which depends on the positions, atomic numbers of the
nuclei and the total number of electrons. The total number of electrons, N relate
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to the physical observable density n as

N = / n(r)dr (2.32)

As the nuclei are effectively point charges, clearly their positions correspond to
local maxima in the electron density. So, in order to completely specify the Hamil-
tonian, the assignment of the nuclear atomic numbers is needed. Since for each
nucleus 7 located at the electron density maximum r;

o7 (r;)
ari T‘,‘ZO

= —2Zin(1’i) (233)

where Z is the atomic number of nucleus i, r; is the radial distance from 7, and p
is the spherically averaged density.

2.3.4.1 The Hohenberg—Kohn Theorems

Existence Theorem The external potential of a uniform electron gas is the uni-
formly distributed positive charge, whereas the external potential of a molecule
is the attraction to the nuclei. The existence theorem proves that the ground-state
electron density no(r) determines the external potential U,y (r) [ ].

Proof: Let two different external potentials ul (r) and u'? (r) which lead to the

ext ext
same ground state density n(r). The two external potentials lead to two different

Hamiltonians, HV) , and H® which have different ground-state wave functions
(M) and ), which are hypothesized to have same ground-state density 19(r).
Since () is not the ground state of HY, it follows that

1) — <¢(1) ’H(l) ‘¢(1)> < <¢(2) ‘H(l) )¢(2)> (2.34)

The inequality follows if the ground-state is not degenerate. The last term can be
written

(#@ | HO [§@) = (@ | HO| @) + (p@ | HO ~ 5@ 4@ 235)
—E@ 4 / @r [ul)(r) = u ()] no(r) (2.36)
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so that

ext

EM < EO 4 / Pr [l (r) = U ()] mo(r) (2.37)

Similarly, E (2) can be considered in exactly the same way, we will get the same
equation with superscripts interchanged.

E® < BV [ [Ul)(n) - U] mo(r) (2.38)

ext

By adding Equations 2.37 and 2.38

EM L E@ @ L QD) (2.39)

Hence, the density uniquely determines the external potential.

Variational Theorem The optimization of the ground-state electron density is
needed and the variational theorem proves that the density obeys a variational
principle [ I

Proof: Since all the properties are uniquely determined if the ground state den-
sity n(r) is specified, then each property can be viewed as a functional of n(r),
including the total energy functional

Enx = T[n] + Eini[n] + / Prle (r)n(r) + En (2.40)

Enk = Frk[n] + /d3ruext(r)n(r) + Eq (2.41)

where, Ej is the interaction energy of the nuclei and the functional Fyk[n| =
T[n] + Eiys[n] which being the only functional of density, is universal.

Further, consider a system with a ground state density n(1)(r) corresponding to

the external potential Ué}ct) (r), the Hohenberg-Kohn functional is equal to the ex-

pectation value of the Hamiltonian in the unique ground state, which has wave
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function ()

1) — EHK["(l)] — <lp(1) ‘H(l) ’¢(1)> (2.42)

A different density n(?)(r) corresponds to a different wave function (2. It fol-
lows that the energy of this state E(?) is greater than E(1), since

EW = Epg[nM] = <¢(1) ‘H(l) ’¢(1)> < <’~P(2) )H(l) ‘lp(2)> =E® (243)

Hence, the energy given by the Equation 2.41 calculated for the correct ground
state density n¢(r) is lower than energy value for any other density n(r).

It follows that if the functional Fyg[n] was known, then by minimizing the total
energy of the system w.r.t. to variations in the density function, one would find
the exact ground state density and energy.

2.3.4.2 Kohn-Sham Equations

Consider a fictitious system of non-interacting electrons with the same overall
ground-state density as a real system of interest with electrons that interact i.e.,
As a starting point, the Hamiltonian operator are the one for a non-interacting
system of electrons.

Using a set of orthonormal orbitals as a basis for charge density n(r)

n(r) =2Y"[p;(r)|? (2.44)

where, 1;(r) are Kohn-Sham orbitals that are used to expand the charge density.
Typically, the Kohn-Sham orbitals are represented as linear combinations of a
finite set of n well-known basis functions

wi(r) = Zciijj(V) (2.45)
j=i

The commonly used basis sets are atomic orbital-like Gaussian type orbitals (GTO’s),
plane waves (PW’s), and Gaussian and plane wave methods (GPW’'s [ ,

]) (implemented in CP2K [ 1), each with its own computational
efficiency, system-related advantages and disadvantages. We make use of GPW's,
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in which the Kohn-Sham orbitals are expanded in terms of GTO basis func-
tions, but a second representation of the electron density is also made using a
PW auxiliary basis. Note that due to high cut-off of the PW's, either pure or
mixed implementations, are usually accompanied by the so-called pseudopoten-
tials. We employed the pseudopotentials of Goedecker, Teter, and Hutter (GTH)
[ , , ]. A pseudopotential, in-essence, replaces the interaction
potential of the non-valence electrons of an atom and the Coulomb potential of
the nucleus with an effective potential. For more detail about the different type
of basis set implementations, pseudopotentials, see [ I

The kinetic energy in terms of such orbitals is expressed as

32
Tin()] = ¥ 5 [ @rn(r) V() (2.46)

Using Kohn-Sham orbitals, the SE like equation can be solved for the effective
potential Vor¢(r)

—K2
(ﬁvz T ueff(r)> ¥i(r) = Eipi(r) (2.47)

where,

(r) | Use(r), o= ; i’;c) (2.48)

en(r
Uy, is the exchange-corelation potential and the Kohn-Sham equations (Equation
2.47) are solved self-consistently. However, the exchange-corelation energy func-
tional Eyc[n(r)] is unknown and different approximations are required. It takes
into account the remaining electronic energy that is not accounted for in the non-
interacting kinetic and electrostatic terms.

It is usually split into two parts: exchange and correlation
Exc[n(r)] = Ex[n(r)] + Ec[n(r)] (2.49)

In order to account for exchange-correlation energy, many exchange-corelation
functionals are developed. As an example, a simple local-density approximation
(LDA) model which is based on the assumption of slowly varying electron den-
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sity so it can be treated as uniform electron gas locally [ , ]. Some func-
tionals are based on the gradient of the electron density called generalized gra-
dient approximation (GGA). We employed so-called BLYP exchange-corelation
functional which is the combination of the exchange functional of Becke(B) [ ]
and the corelation functional of Lee, Yang, and Parr (LYP) [ I, GGA-type
functionals. The shortcoming of exchange-correlation functionals is their inabil-
ity to adequately describe dispersion interactions, several approached exist to
include the dispersion interactions such as empirical DFT-D3 [ 1.

input

The solution of the Equation 2.47 for a given effective potential U, s i.e., U, £f

n°4tPut ig computationally very expensive and is considered as a ‘black-box’ be-

cause except for the exact solution the input and output potential and densities
are not consistent. In order to reach exact solution a new potential Ug;}" is de-

fined using the output density n°*P*!and this procedure is repeated iteratively
ie, U; = n; — U417 — njy1 — ..., until the the potential converges as a func-
tion of density or vice-versa called self-consistency and thereby the Kohn-Sham
equations (Equation 2.47) sometime referred as self-consistent Kohn-Sham equa-
tions [ ].

For the details of DFT, see [ , ].

2.4 Statistical Theory

The Boltzmann distribution is fundamental to statistical mechanics. It is derived
by maximizing the entropy o the system subject to the constraints on the system.

For a system of Nparticles with n; particles in energy levels €1, and n, particles
in the energy level , and so on and so forth, there are W ways to achieve this
distribution:

N!

W(]’ll,nzl .. ) = W

(2.50)

The most favorable distribution correspond to the configuration with just one
particle in each energy level, i.e., W = N!, and it has the the highest weight.
However there are two important constraints on the system.

First, the total energy is fixed

Y ne=E (2.51)
i

30



2.4 Statistical Theory

Second, the total number of particles is fixed
Y n,=N (2.52)
i

The Boltzmann distribution gives the number of particles 1; in each energy level
g; as

ni _ exp(—¢i/kgT)
N Yiexp(—ei/kgT)

(2.53)

Where Kp is the Boltzmann constant.

The denominator in the above equation is the molecular partition function

q =) exp(—ei/kpT) (2.54)

The exciting properties of a system in MD simulations are made up of a number
of particles, and an ensemble is a collection of such a system (see second 2.5.2 for
different types of thermodynamic ensembles). The energy of each member of the
ensemble is distributed according to the Boltzmann distribution. This leads to
the concept of the ensemble partition function Q.

Various thermodynamics properties can be calculated from the partition function
such as the most common Helmholtz free energy A, and Gibbs free energy G

A= —kBTlTlQ

B dlnQ
G = —kgTInQ + kgTV ( 3 )T

Where T is the temperature and V is the volume.

For a detailed introduction to the theory of statistical mechanics, the reader is
referred to the book [ ].

31



Chapter 2 Theoretical Background

2.5 Molecular Dynamics

To explore the energy landscape of proteins/peptides described by the force-
fields and DFT (see Sections 2.2.4 and 2.3.4), and is accomplished by the molecu-
lar dynamic (MD).

In essence, MD is a simulation method based on the numerical integration of
Newton’s equation of motion (Equation 2.3) i.e.,

d%r ou

and the commonly used integration scheme to solve these equations is known as
the Verlet algorithm [ ].

2.5.1 Verlet Algorithm

By Taylor expansion of the coordinate of a particle, around time ¢

ra+do:ruy+mg@o+%;m?+uxxmﬂ (2.56)
Similarly
r(t—dt) = r(t) —o(t)(dt) + &dtz +...0(dt*) (2.57)

dt?
Where the acceleration is calculated using the interatomic forces. By adding

Equations 2.56, 2.57 and generalizing

dzi’i
dt?

ri(t+dt) = 2r;(t) —ri(t — dt) + =dt? + ... O(dt*) (2.58)

It estimates the positions of the particles at time ¢ 4- dt given the postions at the
earlier times t and t — dt.

Likewise, the velocities are determined by

t+dt) +ri(t—dt)
2dt

oi(t) = 2ri(t) — +...0(d?) (2.59)
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2.5 Molecular Dynamics

The velocities calculated using the Verlet algorithm [ ] are less accurate than
the position.

A more widely used algorithm is however the Velocity Verlet algorithm [ I
The derivation is quite similar, except that velocity is explicitly included in equa-
tion. 2.58

F(E+dE) = ri(8) + 05(8) (dF) + %ai(t)dtz b0 (2.60)

{/Zz'(t) + Eli(t + dt)
2

v;(t+dt) = v;(t) + dt +...0(dt*) (2.61)

It is simple and straightforward to implement, and the accuracy reaches up to the
fourth order.

2.5.2 Classical MD

The classical MD is referred as an empirical method to determine the PES by the
parametrization of the potential energy as an analytic function, i.e., force-fields
(see Section 2.2.4) without treating electronic degrees of freedom and the time
evolution of the system is governed by the classical Newton equations of motion
(Equation 2.3).

Numerically, it is solved using the Verlet algorithm (see Section 2.5.1) [ I
The most frequently used approach is to use periodic boundary conditions (by
considering the appropriate volume of the system) and to calculate the energy
of long-range electrostatic interactions using the particle-mesh Ewald method
[ ]. Newtonian dynamics entails that the system maintains constant total
energy (microcanonical ensemble i.e., number of particles N, volume V and en-
ergy E are constant (NVE)) and progresses in a manner prescribed by its initial
conditions. However, actual systems include certain stochastic degrees of free-
dom due to their connection to an external environment that functions as a heat
bath. In this situation, the system’s total energy varies within a specified distribu-
tion defined by a specific temperature and pressure (canonical ensemble (NVT)
or isothermal-isobaric ensemble (NPT)).

Once successfully performed, MD enables the computation of global quantities
that typically correspond to the thermodynamics of the system being modeled.
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Chapter 2 Theoretical Background

For example, the total kinetic energy of the modeled system

K.E = <Z%mv%> (2.62)

i

or the radial distribution function as the output of the MD simulation is the set of
positions r;;

pg(r) = <%Z7’55(V—hj)> (2.63)

where the brackets represent the ensemble average and N is the mean number
density of the system.

or the vibrational density of states i.e., power spectra

g(w) ==Y d(w—wy) (2.64)

k

<|=

The Fourier transform of the velocity autocorrelation function can be used to es-
timate the sum over the system’s eigenmodes

g(w) = /OOO dt (v(£)v(0)) expl~ ) (2.65)

2.5.2.1 Nose-Hoover Thermostat

In this approach, the Hamiltonian of the system is extended by including a heat
bath and a friction term in the equations of motion [ , , ]. The
friction force is proportional to the product of the velocity of each particle and a
friction coefficient, ¢. It has its own momentum and equation of motion and the
time derivative is calculated by subtracting the current kinetic energy from the
reference temperature. Equation of motion includes an extra term in this case

d*r; _ f;  pldr
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2.5 Molecular Dynamics

where Q is the coupling constant and the equation of motion for the heat bath is

where Tj is the reference temperature and Tis the current temperature.

2.5.3 First-principles MD

As the electronic and nuclei motions can be decoupled by the Born-Oppenheimer
approximation (see Section 2.3.3) [ ]. The first-principles MD relies on the
estimation of the PES by the first-principles methods for electronic structure cal-
culations such as DFT | , ] (see Section 2.3.4) and nuclei are treated clas-
sically and there are no other empirical parameters involved.

For a set of nuclei with an interaction energy E[{R;}] dependent upon the posi-
tion of the particles Rj, as they are treated classically, their motion is propagated
by the Newtons equation of motion

9°R; oE

Just like in classical MD, the Verlet algorithm (see Section 2.5.1) is used for nu-
merical integration of the above equation.

Rewriting equation 2.40 as a function of Kohn-Sham orbitals ¢; and position of
the nuclei Ry

_ N * 1 2
Elpd (Ra)) = 1 [ 970) (~592) e Ul + Eul{Re}), - @69)

Uin| = /drVext(r)n(r) + %//drdr’%ng,r[) + Exc[n], (2.70)
N
nr) =21 19i()1” (271)
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oE

Fj=—>t
' 9R;

(2.72)

Where, E; is the interaction energy of the nuclei, n(r) is the electron charge den-
sity, Vext(r) is the electron-nuclei interaction, Ey.[n] is the exchange-correlation
energy, and Fj is the force.

In summary, within the Born-Oppenheimer approximation, the problem becomes
one of minimizing the energy of electrons (at fixed nuclei positions Ry) and solv-
ing for the motion of the nuclei simultaneously. For more details on first-principles
MD see, [ ].

2.6 Markov State Modelling

A Markov state model of the long-time conformational dynamics is constructed
from discrete partitioning of the conformational space into micro-states' (Markov
states) [ , ]. To this end, a transition matrix T is set up that estim-
ates the underlying stochastic process [ ], here transitions between con-
formational micro-states of the system. The entries of the matrix are

Tij (T) = P(xH—T = j|xt = Z) (273)

The elements of the transition matrix represent the conditional probabilities of
tinding the molecule in state j at time ¢ 4- 7, given it was in state i at time . This
matrix defines a Markov process in which the propagation of the system is en-
tirely determined by knowing its present state x; and is independent of its past.
The dynamic system furthermore fulfils detailed balance, that is in equilibrium all
processes are reversible with the number of transitions i — j equal to the number
of transitions j — i.

The eigenvalues A; (T) and eigenvectors r;, 1T (right and left) of the transition mat-
rix are important ingredients to understand the prominent features of the con-
formational dynamics

T (’L’) I, = ri/\i (’L’)
T (1) = A (o)1)

1

(2.74)

IPlease not that a micro-state in the context of this work refers to a set of conformations and not
to a point in phase space.
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2.6 Markov State Modelling

The transition matrix is row-stochastic

N
2 T (1) = 1Vi (2.75)

and for ergodic dynamics its largest eigenvalue A1 (t) = 1. The corresponding
left eigenvector is the stationary distribution.

The other eigenvalues |A;~1 (T)| < 1 define the implied time-scales which can be
understood as molecular relaxation timescales

T

L — (2.76)
- log|Ai(7)]
The corresponding eigenvectors represent processes e.g., the conformational trans-
itions that occur on those timescales | , , ]. The implied time
scales and Chapman-Kolmogorov tests [ ] can be used to determine the
quality of an MSM.

2.6.1 Perron-cluster cluster analysis

A coarse-grained transition matrix can be contructed using the perron-cluster
cluster analysis (PCCA+). It make use of the eigenvector structure and tries to
finds an optimal linear transform of the eigenvector coordinates into a probabil-
ity simplex in order to define the metastable-sets of microstates [ , ,

1.

2.6.2 Time-lagged Independent Component Analysis

The time-lagged independent component analysis (TICA) defines a linear trans-
form of a high dimensional set of input coordinates to a low dimensional set of
output coordinates [ , , ].

Suppose the input data x(t), first we compute two covariance matrices i..e, instan-
taneous C;;(0) and time-lagged C;;(7)

0) = (x;(t)xj(t)) (2.77)

= (x;(t)x;(t+ 1)) (2.78)

Where x;(t) represent the mean-free i*'feature at time ¢.
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Chapter 2 Theoretical Background

It becomes the generalized eigenvalue problem

Where U is the eigenvector matrix whose columns are the independent compo-
nents, A;is the eigenvalue matrix.

The data can now be projected onto the TICA space as

2 (H) =T (DU (2.80)

So, by selecting only the first m columns of the full-rank Uj;, the dimension reduc-
tion is performed.

2.7 Normal modes

Normal mode analysis is a technique for describing the flexible states of the
molecular system such as protein/peptide. Once the system is perturbed from
equilibrium (from the energy minimum conformation) i.e., when the forces act-
ing on a system are equal to zero, such states are accessible.

It is shown in Section 2.2.3 by the Taylor expansion of potential energy minimum

1
U(ri) = Skij(rij — r0)° (2.81)

In terms of mass-weighted coordinates q; = /m;/\j;, where §; denotes the ith
coordinate’s displacement from the energy minimum and m; denotes the mass of
the corresponding atom. The above equation can be written as

0

The double derivatives can be written in the form of a matrix , so-called the Hes-
sian matrix H. The diagonalization of which implies

w;Aj = HA;j (2.83)
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2.7 Normal modes

Where, w]2 is the j' eigenvalue and Aj is the j* eigenvector. Each eigenvector
represent a normal coordinate by

3N
Qi =) Ayqi (2.84)
i=1

These normal mode coordinates are shown to oscillate harmonically and inde-
pendently of one another with the angular frequency w;

Qj = Wicos(wit + ¢;) (2.85)

Wi, is the amplitude and ¢ is the phase of the oscillation.

2.7.1 Normal Modes of a Linear Triatomic Molecule

Consider a model based on a linear symmetrical triatomic molecule. Two atoms
of mass M are symmetrically located on either side of an atom of mass m in the
molecule’s equilibrium configuration. All three atoms are on one straight line,
the equilibrium distances between them is k. Using different coordinates for each
atom i.e., x1,x, x3, the Newtonian equations are

() (2.86)
X — %(Xz — xl) — %()Q — X3) (2.87)
X3 — %(J@ - XZ) (288)

Looking for the frequencies w such that all masses vibrate simultaneously know
as normal modes. Suppose

x; = x;e v, i=1,2,3.
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Putting this into Newtonian equations above and writing in a matrix form

%k _ﬁ% Ok o 2 1
0 M M X3 X3

This is a eigenvalue equation with the matrix asymmetric. The secular equation
is

S T
k k 2 k _
0 —M MW
This leads to
k 2k k
2 2 2
— — - - — 291
w (M w ) (w i M) (2.91)

The eigenvalues are

k k 2k

2
:01 A7 IA -
“ MM m

all real. And by evaluating the corresponding eigenvectors for each eigenvalue
we get

Forw? =0 — x1 = xp = X3, pure translation motion.

For w? = % — x1 = x3, X2 = 0, the two outer masses are moving in opposite
direction.
For w? = % + %k — X1 = X3, Xp = —%xl, the two outer masses are moving

together and the central mass is moving opposite to the two outer ones.

Such type of vibrations are called normal modes. Hence, it is possible to describe
the displacements of three masses as a linear combination of above three type of
motions.

2.7.2 Quantum Chemical Calculation of Normal Modes Spectra

Within the Born-Oppenheimer Approximation [ ] (Section 2.3.3), it is possi-
ble to obtain all normal modes of a single molecule and the corresponding eigen-
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2.8 Theory of Infrared Spectra

values (i.e., frequencies) using DFT (Section 2.3.4) based quantum chemical meth-
ods. The normal modes analysis involve solving the TISE (Equation 2.25) for the
nuclei of a molecule. The energy eigenvalues of the quantum harmonic oscillator
(Section 2.3.2) are

E, = (n + %) hiw, n=0,1,23,... (2.92)
Since, only the discrete energy levels are allowed, in order to jump from one state
to another, electromagnetic absorption or emission of energy equivalent to the
energy difference of the two energy levels is needed. For the two adjacent en-
ergy levels of the quantum harmonic oscillator, it is equivalent to fiw (see Figure.
2.7). This energy difference for the vibrational energy levels of the nuclei of the
molecules lies in the infrared (IR) range of electromagnetic spectrum. These vi-
brational energy levels correspond to the characteristic peak position in the IR
spectra and the intensities of the peaks is calculated by taking the derivatives of

the dipole moment along the normal coordinates [ ]
1 Nym (aa(Q)\?
A= 47e, 3c2 ( 9k /o 293)

Where ii( Q) is the molecular dipole moment as a function of mass-weighted nor-
mal coordinates Q, N4 is the Avogadro constant and c is the speed of light in vac-
uum. The above equation is derived using the Fermi’s golden rule and the eval-
uation of the transition dipole matrix. For more detail,see [ , ].

2.8 Theory of Infrared Spectra

According to Fermi’s Golden Rule, an infrared spectrum can be calculated through

[ ]
2, a2
Hw) =3} ) pil (f I €fi| 1) [(wysi — w) (2.94)
if
where £ is the applied external field vector, ji is the dipole vector of the molecular
system. I (w) is the intensity as a function of the reciprocal wavenumber of the

radiation, w (in cm ~') and wy; is the reciprocal wavenumber associated with
the transition between the initial and final vibrational states of the system | i)
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and (f |, respectively. p; is the density of the molecules in the initial vibrational
state | 7). Within Linear Response Theory [ ], the above equation can be
rewritten as the Fourier transform of the dipole moment autocorrelation

_ 2mkpTw? [

Iw) = 225 [~ du(iin) - i (0)) expliot) (2.95)

_ 2mkgTw? [*

f(w) eV dt(7 (t) - 7(0)) exp(iwt) (2.96)

—00

where T is the temperature, kg the Boltzmann constant, c is the speed of light
in vacuum, and V is the volume. The angular brackets represent the statistical
average, as sampled by MD simulations, of the autocorrelation of the dipole mo-
ment ji of the absorbing molecule. Equation 2.95 yields the complete IR spectrum
of the molecular system. For the assignment to vibrations of molecular groups,
power spectra are computed from the Fourier transform of the autocorrelation
of the velocities (equation 2.96) of individual groups. See also review [ ]
on theoretical spectroscopy of floppy peptides at room temperature. For more
detail,see [ , ,

2.8.1 Schemes to Estimate Instantaneous Molecular Dipole
Moments

In MD simulations, generally, a maximally localized Wannier functions scheme
[ ] is used to estimate the instantaneous molecular dipole vectors. How-
ever, recently, another approach based on the radical Voronoi tessellation [ 1,
called Voronoi integration (Section 2.8.1.2) has proven successful in achieving the
same at a lower computational cost. The former approach tries to find unitary
transformation for optimizing the degree of localization of molecular orbitals.
In contrast, the latter utilizes a periodic radical Voronoi tessellation in three-
dimensional space to the atom positions and finally integrates the total elec-
tron density within each molecule’s Voronoi cell to obtain a molecular dipole
vector. Wannier localization, an iterative process, is computationally expensive,
and sometimes does not converge. Voronoi integration, in contrast, is considered
cheap [ , ], but is still not widely used.

2.8.1.1 Maximally localized Wannier functions scheme
A maximally localized Wannier functions scheme [ ] tries to find unitary

transformation for optimizing the degree of localization of molecular orbitals.
The specific form of this transformation is chosen to minimise a specific spread
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functional of Wannier orbitals (see references). The molecular dipole moment is
given by

N M
Hmot = —2e Y _ri+eY ZiR; (2.97)
i=1 I=1

Where r; is the position expectation values of the Wannier orbitals called Wannier
function center.

Wannier localization, an iterative process, is computationally expensive, and some-
times does not converge.

2.8.1.2 Voronoi tessellation

Voronoi tesellation [ ] utilizes a periodic radical Voronoi tessellation in three-
dimensional space to the atom positions and finally integrates the total electron
density within each molecule’s Voronoi cell to obtain a molecular dipole vector.
Voronoi integration, is considered cheap | , ], but is still not widely
used.

2.9 Theory of Wavelet Analysis

For the calculation of spectrogram and instantaneous stretching frequencies of
carbonyl groups, we used wavelet theory. For any signal in time domain f(¢), it
can be described as

W(t,s) = \/1? /j: dtf (1) P (t - T) (2.98)

P(t) is the so-called mother wavelet, which is translated and compressed/dilated
by the T and s parameter, respectively. The T parameter localizes the frequency
in time, and 1/s is proportional to frequency. We used the Morlet-Gabor mother
wavelet [ ], which has been successfully applied in many previous studies
to calculate instantaneous stretching frequencies. It is defined as

Y(t) = et /207 (2.99)

where wy represents the main oscillation frequency of the plane wave, and ¢ rep-
resents the width at half-height of the Gaussian time window.
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For a mother wavelet to be applicable for wavelet analysis, it should be local-
ized (i.e., have finite energy) and admissible (i.e., have zero mean). In the above-
described wavelet, parameter ¢ controls its locality properties, and it also directly
affects the time—frequency resolution of a spectrogram.

The discretized version of the continuous WT is given by

W(n,s) = Nzl Fn' - ot)y [(”%’l)‘”] (2.100)
n'=0

The product 1’5t shows the total time at the 1 th time step, which localizes the
signal in time, and consequently, WT gives the frequency content of a signal over
a Gaussian time window centered at ndt.

The wavelength for the Morlet-Gabor set of basis functions is defined as

N sdmt (2.101)

w0+,/2+w5

We used ¢ = 8, and wy = 27 which yields the value of corresponding effective
frequency v = 1.01/s. For the detailed theory and implementation of wavelet
analysis, see [ ]. The value of s is found such “that [it] maximizes the modulus
|W(n,s)|? of the wavelet at a given time step n” . The corresponding value of 1/s
is taken as the “instantaneous stretching frequency” [ . To calculate
the spectrogram and instantaneous frequencies using the wavelet transform, we
used the FORTRAN code developed by the group of Pagliai [ I
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Chapter 3
Methods

The standard methods used in this thesis are briefly described in this Chapter,
and the materials/methods specific to the project are provided in the respective
Chapter.

Systems: The partially deuterated (Ala-Leu), peptidesi.e, AL, ALA, ALAL, ALALA,
ALALAL, in a cubic simulation box of explicit deuterated water molecules.

Classic MD simulations: As a first step, very long MD simulations are performed
based on empirical forcefields (Sections 2.2.4 and 2.5.2), i.e., classical MD simula-
tions (CMD). The standard procedure, which includes energy minimization, sys-
tem equilibration, and multiple production runs for each system, was carried out
in a canonical ensemble (NVT). It enables extensive sampling of the conforma-
tional space of the solvated model peptides in order to identify any conceivable
conformations that require longer timescales to observe.

Following the same procedure, we also performed short constrained simulations
of the most probable conformations of the model peptides in order to get better
statistics for the structural analysis of the hydration shell.

Markov state modeling (MSM): Following that, a Markov state model (MSM)
of each system was built on the conformational space spanned by the appropri-
ate torsion angles using the trajectories of partly deuterated (Ala-Leu), peptides
obtained from the classical MD simulations, followed by a perron-cluster cluster
analysis. It (CMD + MSM’s + PCCA+) enables the identification of metastable
conformations and estimation of their corresponding timescales for model pep-
tides (Section 2.6).

Normal modes calculations: For each system (partially deuterated metastable
conformations in an implicit solvent), geometry optimisation and subsequent
normal mode calculation at the DFT level of theory are performed. Along with
power spectra, it aids the assignment of the measured/calculated IR spectra.

First-Principles MD simulations: For each system (partially deuterated metastable
conformation in a fully deuterated explicit solvent), initially energy minimisation
using a conjugate-gradient algorithm was perfomed where the positions of the
solute atoms were fixed. This allows the solvent molecules to relax around the
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solute and find energetically favourable positions, followed by a short NVT equi-
libration runs from the minimized systems, during which the solute was kept
fixed to avoid the transition to an undesired conformation. Subsequently, an-
other long NVT run to sample the independent starting configurations for the
production runs was perfomed. Finally, using the sampled starting configura-
tions, multiple, several picoseonds (20-50 ps) long, NVT/NVE production runs
was performed for the desired metastable conformation of the each system (Sec-
tion 2.5.3). It enables calculation of several static/dynamic/vibrational properties
of the peptides.

Following the same procedure, we also performed constrained simulations where
certainly number/s of water molecules were constrained to desired hydrogen
bond distance/angle.

Molecular dipole trajectories: During the first-principles MD simulations using
maximally localized Wannier functions scheme [ ], and Voronoi integration
based on the radical Voronoi tessellation [ ] of the electron density is used to
estimate the instantaneous molecular dipole vectors. The former approach tries
to find unitary transformation for optimizing the degree of localization of mo-
lecular orbitals. In contrast, the latter utilizes a periodic radical Voronoi tessella-
tion in three-dimensional space to the atom positions and finally integrates the
total electron density within each molecule’s Voronoi cell to obtain a molecular
dipole vector (Section 2.8).

Infrared (IR) and power spectra: Subsequently, precise vibrational signatures
for each metastable conformation are obtained by Fourier transformation of the
time correlation function of molecular dipole moment trajectories of the model
peptides” molecular dipole moment trajectories and the trajectories of the model
peptides” atoms’ velocities obtained from the the first-principles MD simulations.

Instantaneous frequencies: Wavelet analysis is used for the calculation of spec-
trogram and instantaneous stretching frequencies of carbonyl groups using the
the first-principles MD trajectories of the desired bond/s (Section 2.9).

Interaction energies: The molecular fragmentation method was employed to cal-
culate the interaction energies of the polar group with the closest water molecules
using the data from the obtained from the the first-principles MD simulations.

Geometrical analyses: These analyses include hydrogen bond analysis, radial
distribution functions (RDF's), angular distribution functions (ADF's), water bridges,
combined distribution functions (CDF's), etc.

Dynamical analyses: These analyses include hydrogen bond life-times, mean
square displacement (MSD), etc.
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Chapter 4

A Combined Approach

This chapter is based on the publication:

Hassan, 1., Donati, L., Stensitzki, T., Keller, B. G., Heyne, K., &
Imhof, P. (2018). The vibrational spectrum of the hydrated alanine-
leucine peptide in the amide region from IR experiments and first
principles calculations. Chemical Physics Letters, 698, 227-233.

DOTI: https://doi.org/10.1016/j.cplett.2018.03.026

4.1 Introduction

To determine the conformations responsible for measured vibrational fingerprints
and to investigate the precise conformational dynamics of a small floppy peptide
Ala-Leu, we followed a combined approach, i.e., classical MD simulations plus
MSM’s and theoretical IR spectrum calculations in conjunction with experimen-
tal measurements. Representative conformations were estimated using MSM of
trajectories obtained from classical MD simulations. The IR spectra using static
quantum chemical calculations (harmonic approximation) for each representa-
tive conformation are calculated. First-principles MD simulations are performed
to move beyond the static approximation and explicitly account for finite tem-
perature effects, anharmonicities, and an explicit solvent. The power spectra is
calculated using the Fourier transform of atom velocities autocorrelation. All
vibrational frequencies are contained within this power spectrum. Further in-
formation about the collective motion of a group of atoms, for example, C=0,
can be extracted from such power spectra. The IR spectra whose intensity is de-
termined by the dipole moment’s change with respect to the vibrational mode
are calculated using the Fourier transform of the dipole moment’s autocorrela-
tion. The MD-based spectra contain all frequency and intensity shifts caused by
anharmonicity, line broadening due to solute-solvent interactions, and conforma-
tional dynamics. A reliable assignment of the spectra to different conformations
is possible.
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4.2 Methods

4.2.1 Classical Molecular Dynamics Simulations

We performed classical molecular dynamics (MD) simulations of the Ala-Leu
peptide in a cubic simulation box of explicit water (844 molecules modelled as
TIP3P water [ ]) employing the AMBER f99SB-ILDN [ , |
force field. We used a minimum distance of 1 nm between the solute and the peri-
odic boundaries of the box, resulting in a total number of atoms of 2564. Water
hydrogen atoms and polar hydrogen atoms of the peptide (ND3 and ND) were
modelled with the mass of deuterium, mimicking the experimentally measured
system. For Lennard-Jones interactions and electrostatic interactions (Particle-
Mesh Ewald [ , ] with grid spacing of 0.16 and an interpolation
order of 4) we used cut-off value of 1 nm.

The system was minimised and equilibrated for 500 ps. Then three MD sim-
ulations of 400ns each were launched which yields a total simulation time of
1.2 us. A V-rescale thermostat [ ] was applied to control the temperature at
300K (NVT ensemble). The positions of the solute atoms were saved to file every
0.25ps. No constraints were applied and the leap-frog integrator with the time
step of 1fs was employed using the GROMACS simulation package[ I

4.2.2 Markov State Model

Using the trajectory of partially deuterated Ala-Leu (see Figure 4.1) in deuterated
water obtained from classical MD simulations, a Markov state model was con-
structed on the conformational space spanned by the torsion angles ¥ 4;,, Xreu
¢rew and Py, (highlighted in Figure 4.1). The distributions of the torsion angles
YAlar XLeu » PLew and P, obtained from the classical MD simulations are shown
in Figure 4.2. Such torsion coordinates have proven useful to capture the essential

dynamics of small peptides such as Ala-Leu [ , , , ,
]. For the projection of the MD trajectory onto the microstates defined
by the torsion angles and the PCCA+ analysis we used PYEMMA | I
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Figure 4.1: Scheme of the Ala-Leu peptide and the torsion angles ¥ a1,, XLew, PLeu
and 1., used for discretisation of the conformational space. Note that ¢,
is a pseudo-backbone dihedral angle since there is no nitrogen atom of a sub-
sequent amino acid, but a second oxygen atom of the carboxyl terminus. “D”
denotes a deuterium atom. A 180° torsion around ¥;,,, thus does not mean an
actual conformational change, but rather an inter-conversion of two chemically
equivalent structures.
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from the classical MD simulation of Ala-Leu in water.
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4.2.3 Normal mode calculations

For each cluster of conformations with a significantly high probability, we per-
formed a geometry optimisation (convergence criterion 3.00E-04 Ef; / A) and sub-
sequent normal mode calculation in implicit water (modelled by a polarisable
continuum model, PCM, with a dielectric of e=80) at the DFT level of theory. The
BLYP exchange-correlation density functional and a 6 — 31G(d) basis set was em-
ployed for all these static calculations using the Gaussian programme package
[ ]. The N-terminus and the amino group of the peptide was set deuterated
(ND3 and ND). All normal modes were scaled by 0.992 in frequency. This is the
same scaling factor as used for the spectra computed from first-principles simu-
lations but without an extra shift (see below). The spectra obtained from normal
mode calculations lack thermal and anharmonic effects. It is therefore reasonable
that the exact frequencies in the vibrational spectra computed with the different
approaches (normal modes and first-principles MD simulations) do not match
exactly. Still, the spectra computed from normal modes facilitate the assignment
of the spectra based on the first-principles simulations

4.2.4 First-Principles Molecular Dynamics Simulations

For one representative conformation of each microstate, we performed first-principles
molecular dynamics simulations in explicit water. The same deuteration (ND3
and ND in the peptide and D,O water) as for the classical force field simula-
tions (see Molecular mechanics simulations in supplementary material) was ap-
plied. The cubic simulation boxes had a minimum distance of 0.4 nm minimum
between the solute and boundaries of the box and periodic boundary conditions
were applied in all three dimensions. To keep the computational cost of the first
principles simulations moderate, this box size, and therefore the number of wa-
ter molecules, is smaller than in the classical simulations (see section "Molecu-
lar mechanics simulations” ) but is still just large enough to avoid interactions
between periodic images.

Each Ala-Leu representative conformation was further energy minimised using
a conjugate gradient algorithm [ ] by keeping the atom positions of the
solute fixed and let the water molecules relax around the solute.

The first principle simulations were performed using the CP2K package [ I
We employed the default Gaussian and plane waves (GPW) electronic structure
method [ ] as implemented in the Quickstep module [ ]. We used
double zeta valence plus (DZVP) basis set and interaction between valence and
core electrons is described by Geodecker-Teter-Hutter (GTH) norm conserving
pseudopotentials. A plane wave expansion for the charge density is employed
using energy cutoff of 500Ry. BLYP functional is used as exchange correlation
functional.
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Simulations were performed in an NVT ensemble. The temperature was con-
trolled to be at 300K using a chain of three Nose-Hoover thermostats [ ]
with a time constant for the thermostat chain of 100fs. CP2K default values of
other thermostat parameters are used. The time-step for the numerical integra-
tion was 0.5 fs.

Atom positions were saved every step and every 5 step Wannier localisation
was performed so as to monitor the changes in dipole moment [ , ,

, , , ]. For each of the four representative conformations
of Ala-Leu three to four individual first-principles simulations were run for 20 —
80 ps (see Figure A.1 for individual runs).

Table 4.1: Details of the first principles simulations

Microstate | Length of cubic Number of Total number of
(see simulation box water atoms
Section (nm) molecules
43.1)
0 1.794 160 512
2 1.809 162 518
4 1.657 123 401
6 1.727 151 485

Spectra were calculated using the TRAVIS | ] programme.All calculated spec-
tra are scaled by 0.992 in frequency. Such a scaling has been found to correct
for the overestimation of high vibrational frequencies such as those in the amide
region by BLYP functional [ ] and is commonly applied although differ-
ent approaches to obtain optimal scaling factors exist [ , , I
Since such scaling factors are dervied for harmonic mode calculations, i.e. to cor-
rect as well for anharmonic effects, different scaling procedures may be necessary
for vibrational frequencies calculated from MD simulations. We have introduced
an additional shift of 85 cm~! so as to match best the most intense band in the
experimental spectrum and thus simplify assignment.

Conformation and hydrogen-bonds analyses were carried out using MDtraj |
and our own Python and Java scripts.

4.2.5 Experimental Setup

Infrared absorption spectra were taken with an Equinox 55 FTIR device (Bruker).
Ala-Leu (Sigma-Aldrich, CAS 3303-34-2) was dissolved in D,O and placed between
two CaF; windows with a spacer thickness of 0.05 mm. Absorption of D,O was
subtracted in Figure 4.8 to stress the absorption signals of Ala-Leu. Note, in
D,0 the exchangeable protons will exchange to deuterons. However, a residual
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amount of partially or undeuterated Ala-Leu remains to be present in the sample.
The experiments were carried out in the group of Karsten Heyne. group.

4.3 Results

4.3.1 Markov State Model

The conformational space reduced to the four dimensions corresponding to tor-
sion angles was then discretised into microstates (corresponding to conforma-
tional clusters), based on the one-dimensional distribution of the torsion angles
P 41, and X1, and the two-dimensional joint distribution (the ramachandran plot)
of the torsion angles ¢;., and 1., (see Figure 4.2). Two states for the torsion
angles 1 45, and xr.,, respectively, were found, while the ramachandran plot was
divided into four conformational states. All the possible combinations define
2 X 2 x 4 = 16 microstates onto which the MD trajectory was projected.

A transition matrix has been computed for transitions between the microstates
in the classical molecular dynamics trajectory with varying the lag time T up to
500ps. The spectrum of the matrix, calculated for these lag times, indicates a
convergence of the implied time scales (see equation 3) of the slowest process
at about 50 ps. Using thus a lag time of T = 50ps a transition matrix was set
up by counting the transitions between the microstates. Based on the transition
probabilities between them, microstates were merged into three metastable sets
and a coarse-grained transition matrix was constructed by employing a robust
Perron Cluster Analysis (PCCA+) [ 1.

The implied time time-scales in Figure 4.3 suggest three slow processes, corres-
ponding to transitions between four metastable sets. The spectral gap of the
transition matrix is, however, after the third eigenvalue (see Table in Figure 4.3
b)). Therefore, we tried to perform PCCA+ to identify three and four metastable
sets, respectively. The grouping of microstates into the metastable sets is listed
in Table 4.2. The fourth partitioning results in a regrouping of formerly separ-
ated microstates, denoting that there are several transitions on this time-scale, as
already suggested by the eigenvalues. We therefore worked with a MSM of three
metastable sets as presented in Figure 3. The first three eigenvectors are given in
(see Figure 4.3 b)). The first eigenvector corresponds to the stationary distribution
and the other two correspond to the slowest processes which can be understood
as transitions between metastable sets of clusters.
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Figure 4.3: a) Implied time scales, b) First eigenvalues of the transitions matrix
sampled with lag time 7=50ps. c) Corresponding first three eigenvectors ex-
pressed as contributions of the 16 microstates.

Table 4.2: Meta-stable sets of microstates according to PCCA+

I II
[3,57,9,11,13] [0,1,2,4,6,8, 10,12, 14, 15]
I II III
[3,57,9,11,13] [0,1,4,8,12] [2,6,10,14, 15]
I II III IV
[5,7,13] [0,1,8] [4,6,12,14] [2,3,9, 10,11, 15]
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Figure 4.4: Distribution of torsion angles ¥ a;,, Xreu » PLew, and Prey, in the con-
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classical MD simulation of Ala-Leu in water.
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Table 4.3: Torsion angles of the representative conformations of the most prob-
able microstates from the classical MD simulations, shown in Figure 4.6 and
subjected to further first-principles simulations (except for cluster 5).

Micro-state | Y aj,(rad) | Xrew (rad) | ¢rey (rad) | ¢reu(rad)

0 2.48634 -3.00789 | -1.26109 2.07314
4 2.39830 -1.24703 | -1.54770 2.06933
2 2.31969 -3.09427 | -1.35842 | -1.17242
6 2.59943 -1.25551 | -1.53055 | -1.17207
5 2.21018 -1.12151 1.03061 1.40457
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Figure 4.5: Chapman-Kolmogorov test of the Markov state model (MSM) with
three states 1,2,3, corresponding to metastable sets LILIII, respectively. Using
the MSM estimated at lag time 7, transition probabilities are predicted for n - T,
and compared to an estimate of the model at lag time nt .
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Figure 4.6 shows the coarse-grained model as a transition graph between meta-
stable sets, together with representative conformations of the most probable mi-
crostates in the set. Meta-stable set I consists of microstates with a left-handed
helix conformation and has the lowest probability. The transition into this set,
corresponding to a torsion around ®r,,, is the slowest process. The two other
metastable sets, II and III, have similar probability and are dominated by micro-
states, labelled 0 and 4, and 2 and 6, respectively (see Table 4.2 for the complete
list of microstates in each metastable set). The transition between the conforma-
tions in the two metastable sets II and III corresponds mainly to a torsion around
Y1y Transitions between microstates within the same set, i.e. between 0 and 4,
and between 2 and 6, respectively, both correspond to a torsion of the leucine side
chain xp.y.
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q)Lzu
~750ps

Figure 4.6: Coarse-grained model of the conformational dynamics of Ala-Leu in
water. The three metastable sets, I-1II, are represented as circles whose size cor-
responds to the probability of the respective set. The thickness of the arrows
between the circles indicates the transition probability between a pair of meta-
stable sets. The molecular structures in the boxes next to the circles are repres-
entative conformations of the most probable microstates in the respective set.
See Table S1 for the microstates that constitute each set. Arrows between the
coloured boxes indicate the coordinate of the conformational transition con-
necting two microstates. The colour of the boxes correspond to microstate 0
(orange), 2 (green), 4 (blue), and 6 (magenta), respectively. Carbon atoms are
shown in cyan, oxygen atoms in red, nitrogen atoms in blue, hydrogen atoms in
white and deuterium atoms in pink. One of the two carboxyl oxygen atoms is
shown as sphere to illustrate the change in Y., between metastable set II and
III. Note that a ¥p,,-torsion of 180° inter-converts two chemically equivalent
conformations.
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4.3.2 Normal Modes

The IR-spectra computed from the normal-modes in implicit water are shown
in Figure 4.7, top (dashed lines), together with the optimised geometries. With
regard to the backbone conformation, all cluster snapshots converge to the same
state which allows the charged COO and the polar ND group, and the CO and
the terminal NDj3 group to come close to each other and interact optimally. The
optimised structures of conformations 0 and 2 and 4,6 differ, however, in their
leucine side chain conformations.

Normal modes computed for “microsolvated” Ala-Leu, that is with a total of
seven water molecules added, one of each at each hydrogen bond donor or ac-
ceptor in the polar groups, ND3 , CO, ND, and COO, respectively are shown as
dotted grey lines in Figure 4.7, top.

The effect of adding one water molecule at a time at each polar group, ND3, CO,
ND, and COOQ, respectively, is shown in the bottom traces of Figure 4.7. Addition
of a water molecule to the C=O group of conformers 0,4, leads to a red-shift of
the corresponding stretch vibration. Addition of a water molecule to the C=0O
group in conformations 2,6 results in a slightly more pronounced red-shift of the
CO band. Addition of a water molecule to the carboxyl group has also a similar
effect on all conformers, i.e. the appearance of a rather strong COO band at ~
1370 cm L. For the frequencies of the N-D stretch vibrations in all conformations
upon addition of a water molecule to the respective group, another large red-
shift, bringing this band to the amide I region, is observed .
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Figure 4.7: IR spectra computed in harmonic approximation for optimised geo-
metries of the four conformers, corresponding to the most probable microstates
0, 2, 4, and 6, respectively. Since conformations 0 and 2 and 4 and 6, respect-
ively, are chemically equivalent only one of them is shown, and labelled as
0, 2 and 4, 6,respectively. Top: normal modes of Ala-Leu in implicit solvent
(dashed) and additionally hydrogen-bonded to seven water molecules bound
to the polar groups, ND3, CO, ND, and COO (dotted). Bottom: Normal modes
of Ala-Leu in implicit solvent with one water molecule at a time hydrogen-
bond to the polar groups, ND3 (dark blue), CO (red), ND (light blue), and

COO (maroon), respectively.
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4.3.3 Infrared Spectrum

In the course of the individual first-principles simulations initiated from conform-
ations representing microstates 0, 2, 4, and 6, respectively, the system occasionally
undergoes changes in the torsion angles ¥ a1, Xreu , Prew and ¢r., that corres-
pond to transitions between microstates. Hence, an individual simulation can be
composed of parts that belong to different microstates, e.g., 0 and 2. In most sim-
ulations, there are only a few jumps between microstates. In order to analyse the
vibrational fingerprint for individual microstates, we have partitioned the first-
principle trajectories by the microstates 0, 2, 4, and 6 and computed spectra from
the respective parts of the trajectories. For the time series of torsion angles and
the assigned microstate (see Appendix A Figure A.1).

The experimental infrared spectrum of Ala-Leu in water is presented in Figure
4.8 together with the spectra computed from the first-principles MD simulations.
The assignment (given as labels in Figure 4.8) is based on the computed power
spectra with further aid from normal mode calculations (see supplementary ma-
terial). The most prominent band is the stretch vibration of the carboxyl group
(vCOO) at ~1590 cm~!. Note that the most intense band of the vCOO vibration
has been used to normalise intensities and therefore shows a relative intensity
of one for all spectra. The other band in the amide I region at ~1660 cm ™! con-
tains components of the carbonyl group (vC=0O) and the peptide bond (vN-C).
The intensity ratio of the two bands, vC=0 and vCOO, is well reproduced by the
computed spectra. The vC=0 band is actually composed of two contributions
with varying intensity ratios as can be seen from the spectra computed from the
individual microstates (Figure 4.8b)) and also indicated in the considerable error
in the composed, weighted spectrum. (Figure 4.8 a) middle).

The amide II bands at ~1450cm ! and ~1480cm ™!, assigned to bend (§N-D
and JC-H) and stretch (vN-C), with some contribution from the CO group, are
slightly less well reproduced; the higher frequency band is calculated at too high
frequency (~1540 cm 1) with too little intensity. The small shoulder at ~1550 cm ™!
in the experimental spectrum of Ala-Leu is likely due to remains of undeuterated
Ala-Leu in the sample. Experiments on N-methylacetamide [ ] report the
SN-H bend vibration of the undeuterated species at this frequency (~1570 cm™~1!)
and the 6N-D at ~1450 cm ™! as in our spectrum of Ala-Leu).

The three smaller bands in the amid III region at ~1360 cm 1, ~1390cm ™!, and
~1410cm~! in the experimental spectrum are computed as one broad band at
~1380cm~! due to the averaging of several simulations, with also a significant
variance in the intensities. The spectra computed individually for the microstates
(Figure 4.8b)) give rise to two shoulders, albeit with some error, which can be
interpreted as corresponding to the lower and higher frequency bands resolved
in the experimental spectrum. The main vibrational contribution stems from the
terminal ND3-group and dN-D and vN-C, but there are also COO contributions
in varying amounts, depending on the individual simulation. The C=0O group

60



4.3 Results

does not contribute to the bands in this frequency range. According to Krimm
and Bandekar, both amide II and amide III bands are linear combinations of the
same group movements, i.e. IN-D and vN-C | ]. In our simulations these
bands show different intensity ratios for different simulation runs. As can be seen
in the computed power spectra (Appendix A, Figure A.1.3) not only do the SN-D
and vN-C contributions fluctuate, there are additional contributions by the C=0O
and COO group to the bands in the amide II and amide III region, respectively,
that vary considerably, explaining the different intensities computed for those
bands.
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Figure 4.8: a) Experimental (top) and computed (middle) Infrared spectrum of
Ala-Leu in water combined from the Boltzmann-weighted average of spectra
computed for different microstates (bottom). b) Individual computed spectra
of microstates 0 (orange), 2 (green), 4 (blue), and 6 (magenta). The shaded areas
indicate the error as computed from the standard deviation from the mean.

4.3.4 Comparison of Sampled Conformations and Resulting
Spectra

The distribution of the torsion angles within the partitions of trajectories belong-
ing to microstate 0, 4, 2, or 6, respectively, are shown in Appendix A Figure A.1.
Within the range of the torsion angles ¥ 41,, X1eu , Prew and Pr,,, assigned to the
respective microstates, there are different fluctuations within the individual runs,
resulting in wider, narrower, and occasionally almost bi-modal distributions.
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The computed IR spectra show variations in the band assigned to the vC=0/vN-C
stretch vibration, both in intensity and the exact location of the maximum. In
many of the simulations, the computed vC=0/vN-C band has a shoulder, others
show broadening, and in extreme cases (0-run4, 2-run2 in (see Appendix A Fig-
ure A.1), a second band can be observed. Comparison with the distributions of
¢ren shows that these correspond to the shape of the vC=0O/vN-C band in the IR
spectrum in as much as narrow bands are only observed for narrow distributions,
and broad distributions, with shoulders, correspond to a broadening or splitting
in the v*C=0/vN-C peak. This effect is generally more pronounced in the power
spectra than in the IR spectra, indicating that the dipole moments are less affected
by the variance in torsion angle than the velocities of the C=O and N-C groups.

A similar observation can be made for the distributions of ., and the shapes of
the vCOO bands. Narrow distributions correspond to narrow bands, shoulders
in the 1, distribution correspond to shoulders or broadening in the vCOO band.

The two bands in the amide II region are present in almost all computed spectra,
albeit with some fluctuation in their intensities. The §C-H contribution, mainly of
the Leu side chain varies in exact frequency, not always matching the computed
IR-band at ~1540 cm !, suggesting only a minor contribution of §C-H to the IR
intensity.

The amide Il region exhibits considerable variation of the band intensities. Neither
amide II nor amide III region show any relation to the torsion angle distributions,
likely because the bands in these regions are composed of motions by several
groups, N-C, ND, and NDj with contributions of the COO group.

Analysis of the distribution of number of hydrogen bonds from the same parts
of the first-principles trajectories (see Appendix A Figure A.5) shows that all po-
lar groups are almost always engaged in at least one hydrogen-bond with a wa-
ter molecule. In a few cases, (2-runl, 4-run3, and 6-runl) a second hydrogen
bond between C=0 and water is counted with > 30% probability. These are
the runs of the respective microstate with the red-most vC=0O band, indicating
a slightly higher probability of further weakening of the C=0O bond by an ad-
ditional hydrogen-bond in these cases. Observed and computed broad or even
split v*C=0O/vN-C bands can thus be explained by the CO group being in dif-
ferent hydrogen-bonded states, resulting in different amounts of red-shift. For
the simulation of microstate 0 with the highest probability of a second hydrogen-
bond to C=0, the vC=0 band is on the low frequency side, too. This is, however,
also the case for other simulations of microstate 0 with no particular relation to
the hydrogen-bond probabilities. More detailed analysis of the hydrogen-bond
interactions reveals differences in the hydrogen-bond distances and the distri-
butions of donor-hydrogen-acceptor angles between the different simulations of
the microstates (see Figures S10 and S11). The impact of water molecules within
hydrogen-bond distance on the frequency of the vC=0 band, such as a red-shift,
is thus further modulated by the orientation within the hydrogen-bond and thus
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the strength of that interaction.

4.4 Discussion

The probability distribution of peptide conformations obtained from the classical
molecular dynamics simulations suggest a left-handed helix to be very improb-
able in the Ala-Leu peptide whereas conformations that correspond to a right-
handed a-helix or p-sheet dominate. PolyProline (pPII) conformations, which
have been suggested to coexist with B- conformers for the dialanine peptide
[ ], are observed in the classical simulations of Ala-Leu only transiently. Ac-
cordingly, such conformations have not been taken into account explicitly in the
conformation-specifc first-principles simulations. In one first-principle simula-
tion, backbone angles that correspond to pPII-conformations have been observed
as transition states between two conformational states (4 and 6) and thus only for
short life-times (see Figure A.1 4- runl).

All transitions between metastable sets as well as those between the two most
probable microstates in the same metastable set (0 <— 4 and 2 <— 6, respect-
ively), equilibrate on time scales that are not accessible in the first-principles dy-
namics. Still, a few conformational transitions between different microstates are
observed in the course of some of the first-principles simulations. We have there-
fore dissected the first-principle trajectories into parts that sample only the same
microstate and used these parts for the computation of spectra.

The computed IR spectra show a considerable variance in the band intensities
for simulations of the same microstate. In contrast, there are no (further) differ-
ences between spectra computed for the different microstates. This is to be anti-
cipated for spectra of microstates 0 and 2, and 4 and 6, respectively, since these
correspond to chemically equivalent conformations. The conformational differ-
ence between microstates 0 and 4, and between 2 and 6, is the orientation of the
leucine side chain as defined by torsion angle xr.,. The effect on the amide re-
gion, if any, is smaller than or comparable to the variances between spectra from
different runs initiated from the same conformation.

The experimental and the computed spectra are dominated by the bands assigned
to the carbonyl (vC=0) and carboxyl (vCOO) stretch vibration, respectively. IR
spectra of several other small peptides (N-acetyl-Gly-N-methylamide, N-acetyl-
Ala-N-methylamide) with capped termini all show only a broad band assigned
to the vC=0 stretch vibration [ ]. Computations of the spectra reveal that
the vC=0 of Alanine-dipeptide absorbs at almost the same frequency in either the
a-helix or polyproline/B-sheet conformation but with a width that corresponds
to the experimentally observed spectrum [ , ]. Slightly longer pep-
tides, that can form intramolecular hydrogen bonds and thereby stabilise folds
such as turns, Ac-Ph-Pro or trialanine, are reported with vC=0 frequencies that
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differ by ~ 20 —30cm ! [ , , ], giving rise to a shoulder
or a double peak. Two-dimensional IR-experiments have furthermore revealed
that the two peaks are due to coupled C=0 dipoles rather than two conforma-
tions [ ]. Spectra of (Ala)s, unlabelled and isotope-labelled with 13C=0 and
13C=180 at individual C=O groups to shift their vibrational frequencies, show
dual bands, separated by ~ 20 cm ™!, for both, the isotope-shifted and the unshif-
ted groups [ ]. Conformational analysis of classical MD simulations, com-
bined with models for transition dipole coupling, reveals the coupling strength,
and hence the detailed band shape, to depend on the conformation [ I

In the short peptide Ala-Leu studied in this work, there is only one C=O group.
Any coupling would therefore have to be with the COO group. The vCOO band is
observed at 1590 cm 1, at the same position reported for IR spectra of tripeptides
((Ala)s,(Ser)s, (Val)s) [ ]. In Ala-Leu, the two groups, C=0O and COO,
exhibit two well-separated (~50 cm™~!) vibrational signals of rather different in-
tensity, suggesting no or only very weak coupling. The vC=0 band maximum
differs by~ 20 — 30cm ™! between simulations, some of which indicate a dual
peak also within the same simulation. The width of the frequency fluctuations for
the computed vC=0 band indicates a relation with the width of the distribution
in torsion angle ¢ ., sampled in that particular simulation. The small differences
in this torsion, and similarly of the ¢y, torsion, give rise to fluctuations in the
relative orientation of the C=O and the COO groups (and their corresponding
dipoles). Likely, this also leads to fluctuations in the mutual impact of the two
groups. Whether and how much the two groups are indeed coupled has to be
revealed by future 2D-IR experiments.

4.5 Conclusions

The slow conformational dynamics of Ala-Leu in water are dominated by tor-
sions around backbone angles ¢r., and ¥.,. The slowest process can be at-
tributed to changes in the ¢r,, torsion angles that lead to transitions to the least
probable conformation, a left-handed helix. The most probable part of the con-
formational space can be formally assigned to the a-helix and p-sheet regions (as
assigned by a discretisation of the relevant torsion angles). The inter-conversion
of these two regions along ¥y, is the second slowest process. In the uncapped
peptide, these two conformations are, however, actually chemically equivalent
and correspondingly exhibit the same spectral signature. Another subdivision of
conformations can be made by the orientation of the leucine side chain, corres-
ponding to a torsion around X7ey,.-

The IR spectra computed from the first-principles MD simulations reproduce the
experimental spectrum of Ala-Leu in reasonable agreement. In accordance with
the chemical equivalence of the conformers with the same absolute ., value,

64



4.5 Conclusions

their spectra are very similar. The orientation of the leucine side chain is not
reflected in the amide region of the vibrational spectrum of Ala-Leu as can be
seen from comparison of the spectra computed for individual conformations.

The amide I region is very well reproduced by the simulations. The two promin-
ent bands are assigned to the stretch vibrations of the carboxyl group, COO, and
the carbonyl group, C=0, respectively. Fluctuations in the backbone torsion angle
P1ey result in a broadening of the vCOO band. The simulations furthermore re-
veal the vC=0 band to be composed of (at least) two frequency components. The
variance in the exact frequency of this band can be attributed to mainly variations
in the backbone torsion angle ¢, within the same area of the peptide fold. These
small fluctuations occur on short time-scales and are therefore averaged out in
the experimental spectrum, explaining the observation of only one broad vC=0
band.
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Chapter 5
Hydration Shell Effect

This chapter is based on the publication:

Hassan, I., Ferraro, F, & Imhof, P. (2021). Effect of the Hydra-
tion Shell on the Carbonyl Vibration in the Ala-Leu-Ala-Leu Peptide.
Molecules, 26(8), 2148.

DOI: https://doi.org/10.3390/molecules26082148

5.1 Introduction

The vibrational frequencies of polar groups such as C = O, N — H, charged ter-
mini etc., are sensitive to their interaction with the surrounding water, classified
by e.g. their hydrogen bonding states [ , ]. The fluctuations in molecu-
lar motions of solvent molecules give rise to fluctuations in the vibrational fre-
quencies of polar groups. Similarly, the vibrational frequencies of individual po-
lar groups are influenced by the presence of the surrounding polar groups, either
due to direct or indirect vibrational couplings| ], or water-mediated in-
tramolecular interactions [ ]. The amide I vibration is depicted by a prom-
inent band in the IR spectra, and is governed by the motion of carbonyl groups.
This band is also sensitive to the hydrogen bonding state of the peptide, and due
to its intensity in the IR spectrum, a popular marker for the peptide’s conform-
ation. It is therefore of interest to study variations in the characteristic amide I
frequency, due to changing interactions with the solvent.

In order to obtain both, time and frequency information an analysis of the in-
stantaneous frequencies is required. The localization of the frequency of an in-
put signal in time can be achieved by another integral transform approach called
wavelet transform [ , , ] that has recently gained popularity in
the molecular dynamics community [ , , , ,

7 ]‘

Many experimental and computational efforts have been made to better under-
stand the solute-solvent interaction and the consequences on the amide I re-
gion, mainly on short peptides such as N-methyl amide (NMA), di- or tri-alanine
[ , ] and other small model peptides [ , , ,
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And several approaches have been used to quantitatively determine how the
hydration induced shift on the amide I vibrational band is related to the inter-
molecular interactions between solute and solvent. Such interactions can easily
be computed between individual molecules but, unless for empirical potentials,
a dissection of interaction with groups of atoms within one molecule is more
involved. To this end energy decomposition schemes based on quantum mech-
anical calculations and linear scaling techniques to take into account electrostat-
ics, polarization, and charge transfer terms have been successfully applied to
NMA [ I. An alternative way is to implement a molecular fragment-
ation method and using quantum mechanical methods to calculate these inter-
actions. In the approach used in our study we take out a small fragment of
the full molecule to describe the impact of intermolecular interactions on the
amide I mode. In another study [ ], a computational protocol (ONIOM)
aimed at the quantitative reproduction of the spectra of bio-organic and hybrid
organic/inorganic molecular systems with a proper account of the variety of
intra- and intermolecular interactions, was applied. By static density functional
theory calculations of NMA and NMA-water complexes the impact of hydrogen
bonding on the C = O and N — H as well as the amide bond geometry and on
the amide I, amide II, and amide III vibrations has been studied [ 1.

In this work, we investigate the vibrational signature of the small peptide Alanine-
Leucine-Alanine-Leucine (ALAL) and the effect of the fluctuations of solute mo-
lecules and hydrogen bonding states on the amide I frequencies by employing a
combination of first-principles MD simulations, fragmentation methods to quantify
interaction energies, and geometrical analyses.

5.2 Methods

5.2.1 Molecular Mechanics Simulations

We performed classical MD simulations of the Ala-Leu-Ala-Leu (ALAL) peptide
in a cubic simulation box of explicit water (1477 molecules modeled as TIP3P
[ ] water) employing the AMBER 99SB-ILDN [ , ] force
field. We used a minimum distance of 1 nm between the solute and the box’s
periodic boundaries, resulting in side length of 3.61 nm and a total number of
atoms of 4492. Water hydrogen atoms and polar hydrogen atoms of the pep-
tide (ND3, N — D) were modeled with deuterium mass. For Lennard-Jones inter-
actions and electrostatic interactions (Particle-Mesh Ewald [ , ]
with a grid spacing of 0.16 an interpolation order of 4), we used a cutoff value of
1 nm. The system was minimized and equilibrated for 500 ps. We ran six 2.5 us-
long MD simulations, which result in a total simulation time of 15 ys. A V-rescale
[ ] thermostat was applied to control the temperature at 300 K (NVT en-
semble). The positions of the solute atoms were saved to file every 0.25 ps. No
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constraints were applied, and the leap-frog integrator with a time step of 1 fs was
employed using the GROMACS simulation package [ I

Free energy distributions are calculated as
F=—kTInZ

from the two-dimensional histogram of the i and ¢ angles, where kg is Boltz-
mann’s constant, T is the temperature and Z = % is the count in the histogram,

relative to the state with maximal counts.

5.2.2 First-Principles Molecular Dynamics Simulations

The first-principle MD simulations were performed using the CP2K package [

]. We employed the default Gaussian and plane waves (GPW) elec-
tronic structure method [ ] as implemented in the Quickstep module [
We used a double zeta valence plus (DZVP) basis set, and interaction between
valence and core electrons is described by Geodecker-Teter-Hutter (GTH) norm-
conserving pseudopotentials. A plane wave expansion for the charge density is
employed using an energy cutoff of 500 Ry. BLYP with Grimme’s D3 dispersion
correction is used as exchange—correlation functional [ , , I
It provides a robust electronic representation for dynamical spectroscopy of hy-
drated peptides [ , ]. During the NVT equilibration, the temperature
was controlled to be at 300 K using a chain of three Nose-Hoover thermostats
[ ] with a time constant for the thermostat chain of 100 fs. CP2K default
values of other thermostat parameters are used. To keep the computational cost
of the first-principles simulations moderate, the box size and the number of wa-
ter molecules are smaller than in the classical simulations but still large enough
to avoid interactions of the periodic images. The cubic simulation box had a
minimum distance of 0.4 nm between the solute and the box’s boundaries, and
periodic boundary conditions were applied in all three dimensions. This results
in cubic box of side lengths 22.2 AE and 328 solvent molecules. Albeit using a
small minimum distance between the solute and the box’s boundaries, the total
number of atoms jumps to 1045. For such a large number of atoms, the compu-
tational cost to perform first-principles MD simulations is already high. Like in
the classical MD simulations, water hydrogen atoms and polar hydrogen atoms
of the peptide (ND3, N — D) were modeled with deuterium mass.

First, the system was energy minimized using a conjugate-gradient algorithm
where the positions of the ALAL atoms were fixed. This allows the solvent
molecules to relax around the peptide and find energy favorable positions. We
performed a 5 ps NVT equilibration run from the minimized system, during
which the solute was kept fixed to avoid the transition to an undesired conforma-
tion, followed by the production run of 50 ps in an NVE ensemble. The time-step
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for the numerical integration was 0.5 fs. Atom positions were saved every step,
and every fifth step Wannier localization was performed to monitor the changes
in the dipole moment [ , , , , ]. The gathered Wan-
nier centers and position data sets are large enough to compute the reliable IR
and power spectra of the amide region of ALAL in explicit solvent. Notably,
the hydrogen bond breaking and water rearrangement, which occurs at a 2-3 ps
timescale [ ], is adequately sampled to have a prominent effect on the result-
ing spectra. In TRAVIS, these saving rates together with the correlation resolu-
tion of 1024 and 4096, allow a spectral resolution of infrared and power spectra
of ~1.63 cm~! and ~2.04 cm ™!, respectively.

5.2.2.1 Constrained Simulations

We performed three constrained simulations, launched from a snapshot from the
previous, unconstrained trajectory. The overall atomic position of either a single
or two water molecules was fixed.

(1) One D,0 molecule constrained to a distance of 3.0 AE from the C; = O, group
and the acceptor—donor hydrogen angle, /ADH , constrained to ~ 30°.

(2) One D,0O molecule constrained to a distance of 3.2 AE from the C; = O,
group and the acceptor-donor hydrogen angle, ZADH , constrained to ~ 0" and
another water molecule, only distance constrained at 4.0 AE from the C, = O,
group so as to prevent another water molecule to enter the hydration sphere and
to construct a single hydrogen bond situation.

(3) Two D,0O molecules constrained to a distance of 2.6 AE from the C; = O,
group and the acceptor-donor hydrogen angle, ZADH , constrained to ~ 0°.

We performed another 5 ps NVT equilibration run for each constraint scenario,
followed by the production run of 20 ps each in an NVE ensemble. For these
constrained simulations, no Wannier localization was performed.

For both, unconstrained and constrained simulation, Fourier-transform-based
spectra and the structural analysis were conducted using the TRAVIS program
[ , ] and our own TCL, Python, and Java scripts.

5.2.3 Normal Modes

For ALAL bound to different numbers of water molecules, corresponding to
topologies of hydrated ALAL observed in the first-principle MD simulations,
we carried out a normal mode analysis using the Gaussian program package
[ ]. The snapshots were optimized (convergence criterion 3.00E — 04E; / A)
in implicit water (modeled by a polarisable continuum model, PCM, with a di-
electric of ¢ = 80) at the DFT level of theory. On the optimized geometries, a
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frequency calculation was performed in which all polar hydrogen atoms are as-
signed an atomic mass of 2. Like for the first-principles simulations, the BLYP
exchange—correlation density functional was used. To also use a basis set of com-
parable double-zeta quality, a cc-pVDZ basis set was employed for all these static
calculations.

5.2.4 Interaction Energies

The molecular fragmentation method was employed to calculate the interaction
energies of the central carbonyl group with the closest water molecules for dif-
ferent snapshots of the system, taken at 50 fs intervals. In this study, we consider
as fragment of the molecule the —CONH group to preserve the electronic struc-
ture of the peptide bond. First, the molecule was fragmented and hydrogen caps
were inserted at the broken C — C and N — C bonds to preserve the valency of the
fragment. Then, the water molecule of interest was added to the fragment accord-
ing to its distance from the C = O group (see Figure 5.1). A similar approach was
used in [ ]. Our fragmentation approach assumes that the other polar groups
are far enough from the fragment to not affect the interaction energies with the
water molecules. Interaction energies were calculated with Gaussian 16 | ]
for comparability at the same level as the normal modes, that is, BLYP /cc-pVDZ
level of theory.

‘;
Yoe
(b)

Figure 5.1: Fragmentation of the ALAL peptide for the calculation of interaction
energies with individual water molecules. (a) Positions for splitting the frag-
ment (b) Resulting H-saturated —CONH group with one water molecule.

5.3 Results

5.3.1 Conformational Analysis

Analysis of the MD simulations of the ALAL peptide in water with an empirical
force field shows that the conformational space of the backbone torsion angles
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P, ¢ (see Figure 5.2a) for definition) is well sampled and all sterically “allowed”

regions in a Ramachandran plot, i.e., around the angles that define « -helix («:

¢ ~ —57°9p ~ —47°), B-sheet (B: ¢ ~ —130°% ¢ ~ +140), or left-handed helix

(L:¢ =~ 80°; ¢ ~ +70) conformations, were visited and regions corresponding to

secondary structures such as a-helix, B-sheet, or left-handed helix, show the low-

est free energies (see Figure 5.2¢)). The side chain torsion angles, however, exhibit
only significantly populated state in the first-principles simulations, whereas in

the longer classical simulations, two well-popluated states can be observed for

for Xreu2 and Xreua (Appendix B, Figure B.1). Among the possible backbone con-

formations, a conformation in which the first and second peptide bonds are in

a -sheet-like conformation, labeled as B, B, clearly dominates (see Figure 5.2b)).

The second and third most probable conformations, ,«, and «, B, respectively,

both also have one of the two peptide bonds in a B-conformation, indicating a
preference for a more “stretched” conformation in this ALAL peptide, likely due
to the steric demands of the bulky Leu side chains.

This conformation is preserved in the course of the first-principles simulations, launched
from the P, P conformation as can be seen in the two-dimensional free energy
distributions of the two v, @-pairs (see Figure 5.2d)). Because of its pre-dominance, we
confine our spectroscopic analysis to the {3, p conformation and from now on drop the

label B, p.
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Figure 5.2: Distribution of backbone conformation of the ALAL peptide. (a) Defi-
nition of backbone, ¢, ¢ and side chain, x, torsional angles, (b) probability dis-
tribution of different backbone conformations as observed in the classical MD
simulations, the first label refers to the first peptide bond, i.e., the {102, Preun-
pair, and the second one to the second peptide bond, i.e., the 1 41,3, P a143-pair,
(c) free energy profile and marginal probability distributions of the central , ¢
torsion angles (for the other torsion angles see Appendix B, Figure B.1), (d) two-
dimensional free energy distributions of the two ¥, ¢-pairs, computed from the
tirst-principles simulations, confirming the peptide stays in the , f conforma-
tion.
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5.3.2 Vibrational Analysis

Figure 5.3 shows the infrared spectrum computed from first-principle MD simu-
lations of the ALAL peptide in deuterated water. The amide I region shows one
intense band centered at ~1600cm™!, which can be attributed to the carbonyl
stretch vibration (vC = O), and another one at ~1528 cm~! which we assign
to the stretch vibration of the carboxyl group (vCOO). Also bands in the amide
IT and amide I1I region between ~1250-1440 cm ! and ~1100~1250 cm ™!, respec-
tively, are visible. According to the computed power spectrum, these bands corre-
spond to vibrations of the N — D/N — C groups and the N-terminal NDj3 group,
respectively. There is also a significant contribution of the carboxyl group to the
bands of the amide II region, as can be seen from the power spectrum (Figure
5.3 bottom panel). The motion of both the Ala and the Leu side chain have a
large peak at ~1470 cm~! in the power spectrum which, due to the low change
in dipole moment of these unpolar groups, translates to only little intensity in the
infrared spectrum.

Closer inspection of the motions, i.e., by means of power spectrum, responsible
for the most prominent band at ~1600 cm !, the “carbonyl band”, reveals this
band to be a superposition of the motion of the three carbonyl groups and a com-
ponent along the peptide N — C bond. Note, however, that the same C—atom
is part of the N — C and the C = O vibration. The frequencies of the three car-
bonyl groups C; = Oy, C; = Oy, C3 = O3 are ~1606 cm ™!, ~1592 cm~! and
~1580 cm~! respectively. The three C = O groups in the ALAL peptide hence
move with frequencies that differ by ~12-14 cm, not enough to be resolved in the
C = O band of the IR spectrum, but sufficiently large to wonder why this is the
case.

A normal mode calculation of the ALAL peptide in the B-conformation in im-
plicit solvent (see Appendix B, Figure B.2) shows the frequencies of the three
carbonyl groups C; = Op, C; = Oy, C3 = O3 are ~ 1645 cm~ 1, ~ 1631 em ™},
and ~ 1619 cm™!, respectively. Note that the C; = O, group also contributes to
the normal mode at ~ 1619 cm~! and the C3 = O3 group to that at ~ 1631 cm L
The normal-mode-based frequencies differ by the same amount as those com-
puted in explicit solvent. However, the comparatively higher frequency of the
normal modes assigned to the carbonyl groups indicate effects not contained in
the calculations in implicit solvent, such as temperature or, more likely, explicit
interactions with the solvent.
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Figure 5.3: Infrared spectrum (top) and power spectrum (bottom) of the ALAL
peptide in water in 8, B conformation.

5.3.3 Normal Modes of ALAL-Water Clusters

In order to analyze the impact of a hydrogen-bonded water molecule on the in-
dividual C = O groups, we performed normal mode calculations of the ALAL
peptide hydrogen-bonded to one or more water molecules.

Each of the C = O groups exhibits, as anticipated, lowered stretching frequen-
cies when a water molecule is hydrogen-bonded to it (see Appendix B, Figure
B.2). The red-shift compared to the frequencies of the unbound ALAL peptide is
about 29 cm~! for all the carbonyl groups, resulting in an about 10 cm~! higher
frequencies than those calculated from the first-principles MD with full explicit
solvation.

It is interesting to note that not only the frequency of the normal mode of the
carbonyl group that carries the water molecule is affected, but also the other two
carbonyl groups show small changes in their stretching frequencies to higher or
lower values. With one water molecule hydrogen-bonded at each of the carbonyl
groups (three water molecules in total), the red-shifts are slightly different for
the three carbonyl groups (25, 27, and 31 cm ™!, for the C; = Oy, C; = Oy, and
C3 = O3 group, respectively). Note that the water molecules are hydrogen bond
donors to the respective carbonyl group and at the same time hydrogen bond
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acceptors to the neighboring ND groups. Adding one more water molecule at
the COO™ group hardly affects the frequencies of the C = O groups.

An extreme is a water cluster in which all polar groups are involved in at least
one hydrogen bond (see Appendix B, Figure B.2). For such a case, the computed
normal modes are 1595, 1577, and 1620 cm ™!, for the C; = O, C; = O, and
C3 = O3 group, respectively. That is, no change in frequency is observed for the
C3 = O3 group compared to the unbound peptide. In contrast, the frequencies
of the other two carbonyl groups show significant red-shifts. The C; = O, group
is involved in more than one hydrogen bond and one might therefore expect a
strong red-shift.

Computing the normal modes for the central carbonyl group, C; = O, with one
or two hydrogen-bonded water molecules at only this group, confirms the idea
of stronger red-shifts by more hydrogen-bonded partners, since one hydrogen
bond results in a frequency of 1601 cm~! whereas two hydrogen bonds lead to
a frequency of 1582 cm™! for the stretching vibration of the C; = O, group, but
not quite as much as in the model with hydrogen bonded water molecules at all
polar groups.

Such “clean” scenarios are, however, not representative of the full hydration in
explicit water. As can be seen from the calculated C; = O, stretching frequen-
cies, different topologies of hydrogen-bonded water molecules (numbers of wa-
ter molecules and different connections between the polar groups) around the
ALAL peptide have different, and sometimes even opposing, effects. Thus, not
only to go beyond the harmonic approximation, but also to obtain a more com-
prehensive picture of the effect of the water solvation on the carbonyl frequencies
of the ALAL peptide, it is important to have a closer look at the first-principles
MD simulations.

5.3.4 Analysis of the Hydration Shell

Analysis of the number of water molecules that form a hydrogen bond to the po-
lar groups (see Figure 5.4) shows a trend of higher probability for more hydrogen-
bonded water molecules from C; = Oj, over C; = O, to C3 = Oz. The average
number of hydrogen bonds for the three carbonyl groups C; = O, C; = O, and
C3 = 03,are1.3 £0.6,1.6 = 0.5, and 1.9 £ 0.6, respectively. This trend is in agree-
ment with the order of the observed C = O frequencies in the sense that the most
red-shifted C = O vibration corresponds to the carbonyl group that has, on aver-
age, the highest number of hydrogen-bonded water molecules. In other words,
for C3 = O3, the C = O bond is weakened most often, for C, = O, second, and
for C; = Oy least, by the presence of a hydrogen bond, and hence the vibrational
frequency, which is also computed from an average of all the hydrogen-bonded
(or not) scenarios, is more, or less, shifted to lower frequencies.
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Figure 5.4: Probability distribution of number of D,O molecules hydrogen-
bonded to the polar groups i.e., ND3, C = O’s, N — D’s and COO, of the ALAL
peptide.

Closer inspection of the positional distribution of the hydrogen-bonded water
molecules in terms of the hydrogen-accpetor distance and the donor-hydrogen—acceptor
angles shows a well-defined first solvation region for all three carbonyl groups
(see Figure 5.5) and also for the other polar groups (see Appendix B, Figure B.3).
The highest density regions are confined to distances of 1.5 to 2.2 A and angles
between 0 and 15 degree deviation from linearity for all polar groups. The in-
tegrated number of water molecules that obey at least one hydrogen bond cri-
terion, that is, distance or angle criterion, for the three carbonyl groups are 1.5,
1.6, and 2.0, respectively. Albeit the difference is less pronounced, in particular
between the C; = O and C; = O3 group, these numbers follow the same trend
as the numbers of water molecules that are within both criteria, i.e., the number
of hydrogen-bonded water molecules. Beyond the hydrogen-bonded region, as
defined by hydrogen-acceptor distance and hydrogen bond angle, there is still a
non-negligible probability for water molecules to be close to, i.e., with a distance
below 5 AE, and therefore possibly interacting with the carbonyl groups.
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Figure 5.5: Combined radial distribution functions, g(r), and angular distribu-
tion functions, g(@), of hydrogen-bonded water (D-atoms) around the three
carbonyl groups of the ALAL peptide. For the other groups, see Appendix B,
Figure B.3. Each top marginal plot shows g(r) and right marginal plot shows
g(0) for the respective distribution function. A black dashed line is used to
show the restriction according to the hydrogen bond criteria. In each g(r) plot,
the black and red dotted curves represent the running integration of hydrogen-
bonded water molecules and of all water molecules, respectively.

For all three carbonyl groups, the number of hydrogen-bonded water molecules
fluctuates by about half a molecule. Since this an averaged deviation from the
mean, the carbonyl groups actually switch between states in which they have
one hydrogen-bound water molecule more or less.

To analyze this further, we have taken a closer look at the water structure around

the central carbonyl group, C; = O,, whose frequency and number of surrounding /hydrogen-
bonded water molecules, is between that of the other two carbonyl groups. Fur-

thermore, this carbonyl group is in a central position, that is least affected by the

charged termini, ND3+ and COO~, respectively, and therefore the best represen-

tative of a carbonyl group in a longer peptide or protein.

Looking at the time series of water oxygen—carbonyl oxygen distances and wO-
H---O angles (see Figure 5.6b)) of the water molecules that are closest to the
Cy = O, group (see (Figure 5.6a)), one can indeed see changes in the local wa-
ter structure. One water molecule (labeled as resid 118 for the purpose of dis-
tinguishing the individual water molecules) stays close (within 3.5 AE) to the
carbonyl oxygen atom throughout the simulation time and in an angle within the
hydrogen bond criteria most of the simulation time. Between ~8 and 16 ps, this is
the only water molecule that qualifies for a hydrogen bond. Before 8 ps and after
16 ps simulation time, another water molecule (resid 141) is close enough to the
Cy = O, group and at the correct angle to also be counted as hydrogen-bonded,
and yet another water molecule (resid 80) transiently comes close enough to be
a candidate for a hydrogen bond. Between 16 and 36 ps simulation time, there
is again a rather stable state with two water molecules (resid 118 and 141) in
hydrogen-bonded position and orientation to the C; = O; group. At about 36 ps
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simulation time, the second water molecule (resid 141) leaves again and is re-
placed by a third water molecule (resid 132) that has been at about 4 — 4.5 dis-
tance until then, located in the middle of a three-water bridge to the C3 = O3
group. As this water molecule moves closer to the C; = O, group, such that it
forms a hydrogen bond, the bridge breaks, and is transiently replaced by a two-
water bridge. This water molecule stays at the C; = O, group until the end of the
simulation (50 ps), rendering this last window again a state with two hydrogen
bonded water molecules (see Figure 5.6). Based on geometric criteria, the aver-
age numbers of hydrogen bonds between water and the C, = O, group for these
three time windows, i.e., 8-16 ps, 16-36 ps, and 40 — 50 ps, are 1.0 £0.2, 1.5 £ 0.5,
and 1.7 £ 0.5, respectively.
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Figure 5.6: (a) Water molecules closest to the central carbonyl group (C; = O).
(b) Time series of distances and angles between these water molecules and the
Cy = Oy group. The ReslD labels are used solely to distinguish and refer to the
individual water molecules.

Correspondingly, the distribution of water molecules around the C, = O; group
has a high density in the hydrogen-bonding region (see Figure 5.7) and some
additional low density at a distance around 4 AE that is comparatively higher for
the 40-50 ps window than for the other two windows. The integrated number of
water molecules in the hydrogen-bonded region for the three time windows are
1.1 (8-16 ps), 1.6 (16-36 ps), and 2.0 (40-50 ps), respectively.
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Figure 5.7: Radial distribution functions, g(r), and angular distribution functions,
g(0), of hydrogen-bonded water (D-atoms) around the C; = O, group of the
ALAL peptide, computed for three different time windows: 8-16 ps, 16-36 ps,
and 40-50 ps and from constrained simulations (see methods for details). Each
top marginal plot shows g(r) and right marginal plot shows g(#) for the respec-
tive distribution function. A black dashed line is used to show the restriction
to hydrogen bond criteria. In each g() plot, the black and red dotted curves
represent the running integration of hydrogen-bonded water molecules and of

all water molecules, respectively.

Power spectra computed from these time windows of this simulation, correspond-
ing to the one-water, one- and two-water, and two-water situations, indeed show
different carbonyl frequencies for these different parts of the trajectory (see Table
5.1 and Figure 5.8a)). The part that corresponds to a one-water molecule close
to the C, = O, group shows a higher frequency (1600 cm~!) than the other two
parts (1594 cm~! and 1584 cm ™!, respectively). The frequency computed from
the middle part with a mixed state of one and two water molecules close to the
Cy = O, group shows almost the same frequency as the power spectrum com-
puted from entire trajectory. These data confirm the carbonyl frequency to be
a results of the averaged interactions of the water molecules with the C; = O,

group.
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Figure 5.8: Power spectrum of the central carbonyl group, C; = O,, of the ALAL
peptide (For the full range power spectra see Appendix B, Figure B.5), com-
puted from (a) three time windows of the first-principles simulation: 8-16 ps,
16-36 ps, and 40-50 ps simulation time and (e) constrained simulations. Hy-
drogen bond probabilities as quantified by number of hydrogen-bonded wa-
ter molecules in the strong (opaque) and moderately (transparent) interacting
zone (see Figure 5.9 for definition), computed from time windows of the uncon-
strained simulation (b) 8-16 ps, (c) 16 — 36 ps, and (d) 40 — 50 ps) and from con-
strained simulations (see methods for details) (f) 3.2 AE,0°; 4.0 AE, (g) 3.0 AE,
30°, and (h) 2.6 AE, 0°; 2.6 AE,0° .
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Table 5.1: Frequencies of the stretching vibration of the second carbonyl group,
Cy = Oy, in the ALAL peptide in solution, corresponding to the highest peak
of the respective power spectrum (see also Figure 5.8). Interaction energies of
the four closest water molecules with the C; = O, group, distances and angles
of the closest hydrogen atom to the C; = O; group, and distances of the closest
hydrogen atom of the closest water molecules to the N, — D, group. #D>0 de-
notes the number of water molecules within the ‘strong’, i.e. hydrogen-bonded,
and ‘moderately’ interacting zone (see text for definitions). The four water mol-
cules are ranked and (re-)labelled W1, W2, W3, or W4 by their oxygen atom
distances to oxygen atom of the C; = O, group at each frame such that e.g. W2
can refer to different individual water molecules.

Unconstrained Constrained
full 8-16 16-36 ps | 40-50 S2 881 304, 2.60‘?:]5’
(0-50ps) | ©°PS | HO7O0PS | HEUPS 0% 30° 2.6 AE,
4.0 AE 0°

Frequency 1592 1600 1594 1584 1602 1592 1582
(cm™h)
Energy
(kcal-mol 1)
W1 -59+1.2 | -58+1.1 | -6.2+1.2 | -55+1.3 | -6.5+1.3 | -52£1.0 | -59+1.0
W2 -43+23 | -1.8413 | 4.64+22 | -5.6+1.6 | -1.7£0.8 | -51+£1.0 | -6.1£1.0
W3 -0.7£1.0 | -1.0+0.8 | -0.7+0.9 | -1.0+£1.2 | -1.24+0.7 | -0.5+£1.6 | -1.1+1.2
W4 -0.6+1.1 | -0.7+1.2 | -0.6+1.3 | -0.6+0.8 | -0.840.8 | -0.8£1.2 | -0.5+1.0
#D,0 1.6+0.5 1.0+0.2 | 1.5+£0.5 | 1.7£0.5 1.0+0.1 1.7+0.5 2.04+0.2
(strong)
#D,0 0.9+0.8 1.3+0.8 | 0.9+0.8 | 0.94+0.8 1.9+0.9 1.0+0.8 0.9+0.8
(moderate)
Distance
(AE)
CO---H—
Ow
W1 1.8+0.2 1.8+0.2 | 1.8+0.2 | 1.8+0.1 1.7+0.1 1.9+0.2 1.740.1
W2 2.5+0.6 32405 | 254+0.6 | 2.0+0.2 3.24+0.3 2.240.2 1.940.1
W3 3.7+0.5 36+04 | 3.7£04 | 35405 3.5+0.4 3.6+0.6 3.440.5
W4 4.1+0.5 41+06 | 41+06 | 4.0+04 3.940.5 3.84+0.5 3.8+0.6
Distance 4.5+0.7 45+0.6 | 4.3+08 | 4.7+0.7 4.74+0.9 4.5+0.8 4.71+0.6
(AE)
ND---Ow
Angle (°)
CO---H—
Ow
W1 17.34+10.1 | 172+ 9.5 | 17.24+10.1] 19.1£10.6 | 13.6+ 7.5 | 27.84+14.1 | 12.4+ 5.2
W2 38.5+27.2 | 66.1+21.1 | 35.54+24.3 22.6+15.0 | 53.7+15.2 | 30.9+15.6 | 8.4+ 4.9
W3 118.8+25.8 125.74+17.8 124.4+203121.7423.0 57.6+19.9 | 82.54+28.9 | 73.3+23.2
W4 78.1429.0 | 81.7426.6 | 75.9430.2 77.4+29.1 | 63.74+28.1 | 70.8325.6 | 80.7+28.0
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The interaction energies between the CONH fragment containing the C; = O,
group and individual water molecules vary between almost nothing for the more
distant water molecules and ~6 kcal/mol, which is about the upper limit for the
strength of hydrogen bonds [ ]. Figure 5.9 shows the distribution of dis-
tances and angles to the C; = O; group of the closest four water molecules and
their interaction energies. Within the region that is considered to be hydrogen-
bonded, as by hydrogen-acceptor distance and donor-hydrogen-acceptor angle
(indicated by dashed lines in Figure 5.9a)), the interaction energies are strongest.
Note, however, that toward shorter distances, i.e., at ~1.6 AE and below, the in-
teraction energies are less favorable. With larger distances and angles, the in-
teraction energy strength generally decreases. One can, however, group these
“outer” region also in different zones, based on the (average) interaction energies
observed there. Doing this by k-means clustering with three clusters, a “strongly
interacting zone” can be recognized that coincides with the hydrogen-bonded re-
gion (indicated by dashed lines in Figure 5.9b)), a “moderately interacting zone”
at larger distances and angles, but below 4.5 AE and 75° (indicated by dotted
lines in Figure 5.9b)), and a “weakly interacting zone” (at even larger distances
and angles) can be distinguished. The classification into “strong”, “moderate”
and “weak” is based on the average interaction energies within the clusters (see
Figure 5.9b)). Note that there are also water molecules that geometrically qualify
as “strongly hydrogen-bonded” but are members of the “moderately interacting”
cluster. Grouping the data into two clusters mainly results in hydrogen-bonded
and not hydrogen-bonded water molecules whereas a grouping into four clus-
ter partitions the hydrogen-bonded zone into two groups of “strong” and “very
strong” interactions and a separation into “moderately” and “weakly” interacting
(see Appendix B, Figure B.6), comparable to the results for three clusters. In or-
der to use geometric criteria for a qualitative description of interaction strengths,
we decided to use three clusters, i.e., hydrogen-bonded corresponds to “strong”,
other close water molecules are classified as “moderately” interacting, and the
remaining water molecules are considered as weakly or non-interacting.
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Figure 5.9: Distribution of interaction energies of the four water molecules clos-
est to the C; = O, group over hydrogen-bond distances and hydrogen bond
angles. (a) energy values indicated by color, (b) interaction energies clustered
into “strong” (navy circles), “moderate” (green crosses) and “weak” (grey tri-
angles) interactions. The dashed lines indicate the used hydrogen bond criteria
and mark the “strong interaction zone”. The dotted lines mark the “moderate
interaction zone”.

Inspecting the interaction energies, and the resulting number of hydrogen-bonded
water molecules in the two interacting zones for the time windows of the simula-
tion, we find the closest water molecule (W1) that is hydrogen-bonded through-
out the simulation to be interacting with a strength that varies only slightly, i.e.,
within the error margin, between the three windows (see Table 5.1). The interac-
tion energies computed for the second closest water molecule (W2), however, dif-
ters significantly between the first window (—1.8 £ 1.3 kcal/mol) and the other
two windows (—4.6 + 2.2 and —5.6 & 1.6 kcal/mol, respectively; see Table 5.1).
This is in agreement with the larger average distance (3.2 + 0.5AF) of this water
molecule in the first window than in the other two (2.5 + 0.6AE and 2.0 & 0.2AE,
respectively) and also the larger angle (66.1 + 21.1, 35.5 & 24.3, and 22.6 &= 15.0 in
the first, second, and third window, respectively; see Table 5.1). Indeed, we find a
considerable correlation between the distances, and also the angles, of the second
(and third) water molecule and the interaction energies, but only a correlation
with the angle for the first water molecule (see Appendix B, Table B.1).

As already noted before, in the first window, there is on average only one (strong)
hydrogen bond formed between the C; = O, group and a water molecule, W1,
whereas in the other two windows, another water molecule, W2, is (strongly)
hydrogen bonded for almost the entire last window (40-50 ps) and partially in the
second window (16-36 ps). In those frames where W2 is just outside the (strong)
hydrogen-bonded zone, it is still close enough to the C; = O, group to interact
(probably more than “moderately”) as manifested by the rather strong interaction
energy calculated for this water molecule. Within error, this interaction energy is
comparable to that computed for the last window, albeit the fluctuation, i.e., the
error, is significantly larger.

Relating these interaction energies with the frequencies computed for the three
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windows, the weak interaction in the first window indeed corresponds to the
lowest red-shift (to 1600 cm~1!). Regarding the other two windows, the red-shift
is largest (to 1584 cm™!) in the last window with the highest average number of
strongly hydrogen-bonded water molecules and most favorable interaction ener-
gies. Both these values are still close, at least within error, to those of the second
window for which an intermediate red-shift (to 1594 cm~!) has been computed.
One can therefore argue that it is either the combined effect of two close water
molecules interacting less strongly with the C; = O, group in the second than
in the last window, or, and probably in addition, the larger fluctuations in the
second window, which give rise to the lower red-shift.

The third and fourth water molecules are at the edge of the “moderately” inter-
acting zone, as also manifested by the probability distribution of number of wa-
ter molecules in the two zones (see Figure 5.8b—d), for the first, second, and third
time window, respectively). These more distant water molecules, moreover, show
only weak interactions with the C; = O, group in all three time windows. For all
four closest water molecules considered in the calculation of interaction energies,
the distance of the closest hydrogen atom (among the hydrogen atoms of all four
water molecules) to the N, — D, group, which is also part of the fragment, is large
enough (~ 4.5 AE, see Table 5.1) that one can consider the calculated interaction
energies to be dominantly with the C; = O, group.

5.3.5 Instantaneous Frequencies

Figure 5.10 shows the instantaneous C, = O, frequency (positions of maxima)
as calculated from a wavelet analysis. For the full simulation time, the averaged
frequencies calculated by the wavelet analysis is 1594 cm ™! which is close to the
frequency computed from the Fourier transform of the entire simulation.

The averaged frequency from the wavelet analysis from a first time window of
the simulation, 8-16 ps, that corresponds to a situation with one-water hydrogen-
bonded to the C; = O, group is 1602 cm ™! and for the two windows that corre-
spond to a mixed and a two-hydrogen-bonds state (16-36 ps and 40-50 ps, respec-
tively) are 1594 cm~! and 1588 ¢cm !, respectively. Again, the C = O frequencies
for the individual time windows computed by the direct Fourier transform are
well reproduced by the wavelets.

The wavelet spectrum contains a number of sudden “jumps” to very low values
(<1500 cm ™) that have to be considered artefacts of the transformation not be-
ing able to capture some fluctuations in the C; = O, signal properly. These data
points have been omitted and smoothed over for clarity in Figure 5.10. The com-
plete time series of the instantaneous frequencies is shown as Appendix B, Figure
B.7, together with the water topology at the C; = O, group, that is the identity
of the hydrogen-bonded water molecule(s) and also the hydrogen-bonded con-
nections to other polar groups via hydrogen bonds (water bridges). The artificial
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“jumps” occur mainly around times, when water molecules exchange positions
and/or a water bridge between polar groups forms/breaks or reforms (see Ap-
pendix B, Figure B.7). A leaving or incoming water molecule distorts the electric
field around the C; = O, group and has therefore likely an effect on its bond
strength and hence instantaneous frequency. Since there will also be some la-
tency, those changes are not confined to a single frame, but may lead to a re-
sponse in terms of changed frequency also a few frames after the water positions
are rearranged.

Note that the switching between discrete states of formed /broken water bridges
suggest the water topology to be more labile than it would appear with an over-
lapping (instead of binary) definition of hydrogen bonds and thus water bridges.
In particular, the last time window at 40-50 ps exhibits frequent changes between
existing /non-existing water bridges between the C; = O, group and the C3 = O3
group or the COO™ group of different lengths. The window at 8-16ps, in contrast
has a continuous three-water bridge between the C; = O; group and the C3 = O3
group and transient formation of a bridge to the COO™ group, corresponding to
a water molecule (marked as resid 80) being close to the C; = O, group or not
(see Appendix B, Figure B.7).
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Figure 5.10: Top: Time series of the C; = O; bond length (black) and its running
average (yellow), middle: Instantaneous frequencies from a wavelet analysis,
and bottom: interaction energies of the closest (grey) and second closest (or-
ange) water molecule with the C; = O, group. The dashed lines indicate the
time windows which were analyzed individually.

With one, and the very same water molecule, hydrogen-bonded to the C; = O,
group, (instantaneous) changes in the frequency of this group have to be at-
tributed to the other close water molecules. Indeed, the correlation coefficient
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of the interaction energy of the second closest water molecule (changing between
resid 141 to 132) with the instantaneous frequency is 0.4. For the closest water
molecules, this correlation is only 0.2 and below 0.1 for the other water molecules.
While a correlation of 0.4 is not striking it is certainly not negligible, suggesting
that the interaction energies and the instantaneous, and therefore most probably
also the averaged, frequencies are related. From comparison of the time series of
interaction energies (see Figure 5.10 middle panel) with the time series of instan-
taneous frequencies (see Figure 5.10 bottom panel), one can see a tendency for
higher frequencies around times with weaker interactions of the second closest
water molecule.

5.3.6 Simulations with Constrained Water Molecules

In order to further probe the effect of water molecules within hydrogen bond dis-
tance on the frequency of the C; = O, vibration, we have performed additional
simulations, in which one or two water molecules are constrained at different
distances (2.6 — 3.2 AE or 4.0AE donor—acceptor distance, see methods for de-
tails), such that they are within hydrogen-bonded distance or beyond the cutoff
for hydrogen bonds, but still close enough to have an effect.

From the average number of hydrogen bonds, the three constrained simulations
correspond to a situation with one (strongly) hydrogen-bonded water molecule
(3.2 AE, 0°; 4 AE), two (strongly) hydrogen-bonded water molecules (2.6 AE, 0°;
2.6 AE, 0°), and a mixed situation (3.0 AE, 30°), comparable to the three win-
dows in the unconstrained simulation (see Table 5.1). The integrated number
of hydrogen-bonded water molecules of 1.0, 2.0, and 2.0 for the 3.2 AE, 0°; 4 AE
constraints, 3.0 AE, 30° constraints, and 2.6 AE, 0°; 2.6 AE, 0° constraints, follow
essentially the same trend (see Figure 5.7).

The carbonyl frequencies computed for the constrained simulations are, ~ 1582, ~
1592, and ~1602 cm™~! for the two-water, mixed, and one-water molecule scenar-
ios, respectively (see also Table 5.1 and Figure 5.8e)), similar to those observed in
the time windows of the corresponding states. The interaction energies between
close water molecules and the C; = O, group are similar to those computed for
the time windows with comparable scenarios: the closest water molecule inter-
acts strongly in all the constrained simulations, and the second water molecule,
again, interacts strongest in the two-water case and weakest in the one-water
case. In the latter scenario, this second water molecule is again on the border
between the “strong” and “moderately” interacting zone as far as distances and
angles are concerned, but its interaction energies rather classifies it as a member
of the “moderately interacting” group. As also observed in the unconstrained
simulation, the third and fourth water molecule interact only weakly, with a little
stronger interactions of the third water molecule in the two-water or mixed sce-
narios. The distance to the N, — D; group is for all four water molecules large
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enough to again consider the interaction energies to be dominated by the inter-
action with the C; = O, group. There is a probability of ~ 0.3 or more to find
a third water molecule in the “moderately interacting zone” in all the cases, that
is one-water, two-water or mixed scenarios, modeled in the time windows of the
unconstrained simulation (see Figure 5.8b—d) and the different constrained sim-
ulations (see Figure 5.8f-h). Hence, it is not possible to tell whether the presence
of this third water molecule has a direct impact on the C; = O, frequency or not.
It is however, conceivable that this water molecule contributes indirectly by con-
nections to the strongly hydrogen-bonded water molecule(s) and maintaining the
water topology, e.g., water bridges to other polar groups, in the hydration shell
of the C; = O, group.

5.4 Discussion

Our analyses show that the interactions between water molecules and the C; =
O, group clearly have an effect on the stretching frequency of this carbonyl group.
From the normal mode analysis of isolated ALAL-water clusters, it becomes ap-
parent that more hydrogen-bonded water molecules lead to a more pronounced
red-shift, but also that in water clusters with several water molecules bound to
the different polar groups of the peptide, thought to be more representative of
an actually solvated peptide, the hydrogen-bonded situation is too complicated
to allow for a simple prediction of (possible) red-shifts. MD simulations in expli-
cit water are therefore a great way to sample different, more or less complex,
water topologies in the hydration shell of the peptide. The agreement of the
trends in red-shift of the carbonyl frequencies and average number of hydrogen-
bonded water molecules observed in our first principles MD simulation of the
ALAL peptide in water corresponds to the, perhaps idealised, trend in red-shift
by hydrogen-bonding one or two water molecules to the C; = O, group. In fact,
the frequencies computed by the two approaches, i.e. MD and normal modes,
are in a striking agreement: (on average) one hydrogen-bonded water molecule
at the C; = O, group leads to a frequency of ~1600 cm ™! and (on average) two
water molecules hydrogen-bonded to the C; = O, group result in a frequency of
~1582 cm~!. While one can argue that this shows how well the implicit solvent
approach models the average effect of the explicit solvent, being aware of the
other approximations in the normal mode analyses, i.e. harmonic model and
zero temperature, we consider the almost exact match of the frequencies rather
as a coincidence, but appreciate the similarities. They give us some confidence
that one-water and two-water states can, to some extent, be mimicked by the
respective water clusters.

Our 100 ps long first principles MD simulation is sufficient to sample one-water
and two-water states, with full hydration, and also something we call a mixed
state, that is a period in which the hydrogen-bonded states change between one
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and two. Since these states (luckily) prevailed long enough in our present sim-
ulation, we were able to obtain spectra from the different states that still contain
a dynamic average of the system. The simulations with water molecules con-
strained such that one-water, two-water and mixed states prevail by construc-
tion, lead to similar results in the carbonyl frequencies, confirming the averages
obtained from the (shorter) time windows to be sufficient.

The calculation of interaction energies between the closest water molecules and
the C; = O, group (as the CONH fragment) clearly demonstrate the (weakening)
effect of strong interactions with the water molecules on the C, = O, bond by the
resulting red-shifts of the vibration frequency. Since throughout all the MD simu-
lations one water molecule is strongly interacting with the C, = O, group, differ-
ences in the red-shifts have to be attributed to other water molecules, and it turns
out that the interaction strength of a second water molecule, and fluctuations
therein, can indeed explain this effect. A linear correlation coefficient between
the fluctuations of the interaction energies of this second water molecule and the
instantaneous frequencies, computed by a wavelet analysis, of 0.4 confirms the
relation between water - C, = O, interaction, but also reveals that there are other
effects, and/or higher-order correlations, that need to be considered. Such other
effects are found, at least qualitatively, as changes in the water topology, i.e. wa-
ter bridges connecting the C; = O, group and the other polar groups, which
occur around times when also the instantaneous frequencies exhibit large jumps.
This is again indicative of the higher order hydration shells also affecting the car-
bonyl frequencies and this has at least to be averaged out, to render the somewhat
simple minded one-water or two-water states to be sufficient descriptors.

Relating the computed interaction energies with the water-hydrogen—carbonyl-
oxygen distances and water oxygen-hydrogen—carbonyl oxygen angles, that is
hydrogen—acceptor distances and donor-hydrogen-acceptor angles that are typic-
ally used to geometrically define hydrogen bonds, we find a strong correlation of
the interaction energies with both, the distances and the angles for the second wa-
ter molecule. By clustering the interaction energies we could identify a ‘strongly
interacting zone’ that coincides with the geometric criteria for hydrogen bonds,
often used in the MD community: 2.5 A of maximal hydrogen-accpetor distance
and a donor-hydrogen-acceptor angle that deviates by at most 45° from linear-
ity. (When analysing MD simulations with classical force fields the distance cri-
terion is often taken as 3.5 A of maximal donor-acceptor distance, but with ~1 A
as the typical donor-hydrogen distance these two distance criteria can be con-
sidered equivalent.) This is also the hydrogen-bond criterion used for a geomet-
rical definition of a hydrogen bond in the present study. The distribution of in-
teraction energies over the hydrogen-bond distance/hydrogen-bond angle space,
however, reveals also that the interactions in the ‘strongly interacting’, hydrogen-
bonded zone are not necessarily strong since in some frames water molecules
with a correct hydrogen-bonded position interact only moderately. In turn, also
with water molecules positions outside the hydrogen-bonded region, strong in-
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teractions with the C; = O, group are occasionally computed. We therefore like
to stress that, though the geometric criteria has been confirmed by the averaged
interaction energies in the hydrogen-bonded zone, this geometric definition is
useful for looking at probabilities for hydrogen bonds, taken from averaging over
many water positions. If used in this manner, a simple geometric criterion is in-
deed a fast and representative metric to describe the hydrogen-bonded state of a
system, or at least a carbonyl group surrounded by water molecules.

The different hydrogen-bonded scenarios of the C; = O, group observed in the
time windows and constructed by constraints, representing the averaged interac-
tions between the water molecules and the C; = O; group, can thus be used to
qualitatively explain the observed red-shifts in the vibrational frequency. We are
furthermore confident that the different probabilities of the three carbonyl groups
in the ALAL-peptide to form hydrogen bonds with the solvent can also be used to
explain the observed differences in their individual vibrational frequencies. The
averaged number of hydrogen bonds simply has to be considered not the cause
of a red-shift but rather a marker for a hydration situation with water-carbonyl
interactions that leads to such a shift.

The definition of a hydrogen bond is something scientists argue about since at
least Pauling and the one found in a IUPCAC technical report [ ] “The
hydrogen bond is an attractive interaction between a hydrogen atom from a mo-
lecule or a molecular fragment X-H in which X is more electronegative than H,
and an atom or a group of atoms in the same or a different molecule, in which
there is evidence of bond formation.” may be precise but not directly helpful.
Even in the very publication, several ways to provide ‘evidence of bond forma-
tion” are presented, and the ‘attractive interaction’ or ‘nature of physical forces’
are among them.

Different hydrogen-bond criteria have been evaluated in e.g. [ , ,

, , ], all having their different merits. But the most reassuring
statement is probably ‘The fact that different choices for the relevant geometric
variables and a quite different electronic structure approach all lead to quite sim-
ilar results for both the statics and dynamics of H-bond number fluctuations does
perhaps suggest that these ways [i.e. gemeometric definitions] of considering H
bonds in the liquid can be insightful.” [ ]. And another consensus is that the
relation between water position, i.e. distance and angles, with respect to the in-
teraction partner, is related to the interaction strength as also found in the present
study. The difficulty is rather where, not whether or not, to put the cut-offs, be
it on the energy scale or geometrically. Our compromise by clustering the inter-
action energies and determine the (‘strongly interacting”) hydrogen-bonded zone
from the distance/angle distribution of the cluster members reduces some of the
arbitrariness but is of course unnecessary if one chooses to work with interaction
energies directly.

One also needs to keep in mind that the fragmentation approach used to calculate
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the interaction energies introduces errors (due to the capping hydrogen atoms)
that can in principle be different for the various frames. Correction methods such
as scaling the capping hydrogen atoms [ ] or using embedded charges as
done in another fragmentation method [ ] exist. Having a decent number of
data points though, we are confident that such errors are averaged out.

In recent works, both the distance to a hydrogen-bonded partner as well as the
strength of a hydrogen bond (and the amount of charge transfer) have been found
to correlate with the OH stretch frequency in liquid methanol [ ] or water
[ , ] or the ND stretch frequency in NMA | . These correl-
ations have been determined by comparing the instantaneous frequency of the
stretching vibrations, as computed by a wavelet analysis of first-principles MD
simulations, with the hydrogen-bond distances [ , , ] or the
hydrogen bond strength [ ]. In our work, we relate solute-solvent interac-
tions with solvent vibrations, and therefore have significantly fewer data points
than available for solvent-solvent interactions and corresponding frequencies.
This may be one reason why the correlation between interaction energies and
instantaneous frequencies of the C; = O, vibration are less pronounced than in
other works in the literature. Still, the approach has proven useful to identify the
relations.

Even without a detailed analysis of the instantaneous frequencies, computing vi-
brational spectra of solvated peptides by first-principles MD simulations, provides
significant insight into the dynamics of the molecule in water and the effect of
the solvent on the (calculated) vibrational properties | , , ,

]. The carbonyl frequencies computed in this work are in the same range
as those computed for other peptides of similar size [ , , I
For example, the calculated frequency of the alanine dipeptide is 1605 cm~! and
the experimental value is 1635 cm ].

Our present results are in particular comparable to those of to the Ala-Leu pep-
tide, with measured carbonyl vibration at 1660 cm~! and a calculated frequency
at ~1600 cm~! [ ]. This is the same frequency, we find in this work for
the central carbonyl group in a one-water state, in agreement with the one hydro-
gen bond (on average) observed for the carbonyl group in Ala-Leu [ 1
confirming again the interplay of hydrogen-bonds and vibrtional frequencies.

5.5 Conclusions

The present analysis of the hydration shell around the ALAL peptide and, in par-
ticular, the central C;, = O;, carbonyl group, afforded us to closer inspect the
factors that influence the vibrational frequency, and thus the spectroscopic signa-
ture, in the amide I region. Differences in the frequencies of the three individual
carbonyl groups can be attributed to their interactions with the surrounding wa-
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ter. The probabilities of the groups to form hydrogen bonds with water is in
agreement with the observed shifts in the computed stretching frequencies.

States in which the central carbonyl group has one or two hydrogen-bonded wa-
ter molecules, or a mixture thereof, (either observed over time windows of an
unconstrained simulation or constructed by constraints) exhibit a clear trend of
the red-shift of the C; = O, vibrational frequencies with the averaged number
of hydrogen-bonded water molecules. The amount by which the frequencies are
lowered is reflected in the strengths of the interaction energies between the clos-
est water molecules and the peptide fragment containing the C; = O, group.
Since one water molecule is strongly interacting throughout the simulations, it
is in particular the second water molecule that is decisive for finding one or two
strongly interacting, and also hydrogen-bonded, water molecules. It is this sec-
ond interaction that determines the amount of the (additional) red-shift.

The geometric definition of a hydrogen bond by distance and angle criteria, typ-
ically used in the MD community and also in this work, is justified by the distri-
bution of interaction energies between water molecules and the C; = O; group
of the ALAL peptide over water—carbonyl distances and angles. Since, however,
strong interactions are also observed for water molecules that are outside the ge-
ometric cutoffs and, likewise, weaker interactions for water molecules within the
criteria for hydrogen bonds, the geometric definition holds only on average. Still,
when used together with ensemble averages or dynamical averages, the aver-
age number of (geometrically defined) hydrogen bonds can serve as a qualitative
representative of stronger or weaker interactions which, in turn, more strongly
or more weakly, impact the strength of, e.g., a carbonyl bond, and thus its vi-
brational frequency. With first-principles MD simulations, these averages can
be computed, providing simultaneous insight into the dynamical interaction of
water with the peptide and the vibrational dynamics of the individual groups
involved.
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Chapter 6

Metastable-Conformations vs.
Hydration Shell

6.1 Introduction

The simultaneous study of a range of timescales and the underlying atomistic/molecular
origins of protein-water interactions is challenging due to the complex structural
and dynamical properties of both protein and water. To understand how the
underlying conformation affects the vibrational signatures and how the vibra-
tional signatures are impacted by the dynamics of water surrounding exposed
polar residues of each conformation. In this work, using the combined approach,
we investigated the conformational diversity of a model peptide Ala-Leu-Ala-
Leu (ALAL) in water, using forcefield-based MD simulations, followed by the
construction of a MSM. For representative metastable-conformations, individual
tirst-principles MD simulations were performed. The vibrational signatures were
then computed from these trajectories by employing both maximally localized
Wannier functions scheme and Voronoi integration. Geometrical analyses and
dynamic analyses of surrounding water molecules afforded as an understanding
the structural changes of the model peptide and the underlying atomistic/molecular
origins of peptide-water interactions.

6.2 Methods

6.2.1 Classical Molecular Dynamics simulations

We performed six 2.5 us-long classical MD simulations of the Ala-Leu-Ala-Leu
(ALAL) peptide in a cubic simulation box of explicit water (1477 molecules modeled
as TIP3P [ ] water) employing the AMBER 99SB-ILDN [ , ]
force field and the gromacs 5.0.8 programme [ ]. The positions of the solute
atoms were saved to file every 0.25 ps. Classical MD simulations are set up simil-
arly to those described in the previous chapter.
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6.2.2 Markov State Modelling

A Markov state model has been constructed using the trajectory (15 s combined)
of partially deuterated ALAL in deuterated water obtained from classical MD
simulations on the conformational space spanned by the torsion angles 1 4;,1,

(PLewzs WLeuz], Xreu2s [P A1a3, Y Al1a3], Prena and Xreya(highlighted in Figure 6.1).

\ /CH3 [(bAlaS’q:Ala?y]
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CH: I'. b
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. ",N% N /NT‘CHQ, \N%CH O
SN R A B R
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[(I)Leu2’lPLeu2] CH3/ CHs

Figure 6.1: Scheme of ALAL and torsion angles $as1, [Prewz, Wiewz), Xreuzs
[P a103, Y a1a3], PLews and Xpeus used for Time-lagged independent component
analysis (TICA). Carbon atoms are shown in cyan, nitrogen in blue and oxygen
in red."D" denotes a deuterium atom. Note that bonds with hydrogen atoms
are not shown. Note that [¢r.,2, PLeu2]-pair refers to the first peptide bond and
[ a1a3, Y A123]-pair refers to the second peptide bond respectively.

The conformational space reduced to the eight dimensions corresponding to tor-
sion angles (Figure 6.1) is further reduced using the time-lagged independent
component analysis (TICA), which is well known to capture the slow reaction
coordinates [ ]. The reduced conformational space to major TICA com-
ponents is then clustered employing a k-means clustering algorithm [ ]. The
number of cluster centroids, 350, was sufficient to discretize the dynamics and
results in the convergence of implied time scales (ITS). The free energy surface
along the first two TICA components and the distribution of cluster centroids
on TICA space are shown in the Appendix C, Figure C.2. A transition matrix has
been computed for the transitions between the clusters, found after k-means with
varying the lag time, up to 500 ps. The ITS (Appendix C, Figure C.3) graph in-
dicates a convergence of the slowest process at about 100 ps and the existence of
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mainly four slow processes. The MSM was then constructed using a lag time of
100 ps. Appendix C, Figure C.3 shows the eigenvalue spectrum of the transition
matrix sampled with lag time T = 100 ps. There is a clear spectral gap after the
tirst five eigenvalues. A robust Perron Cluster Analysis (PCCA+ [ 1) was
applied to merge the clusters into metastable sets. We performed PCCA+ for
four, five, and six metastable-sets. Proper partitioning of the cluster centroids is
achieved for four and five metastable-sets, resulting in clean macrostates. In the
case of six metastable-sets, there was no further partitioning, leading to mixed
macrostates. Therefore, we chose to stick with five metastable-sets; the ITS and
eigenvalues spectrum analysis also leads to the same selection. We also valid-
ated the MSM using the Chapman-Kolmogorov Test [ ] (see Appendix C,
Figure C.4). By analyzing eigenvectors of the transition matrix sampled with lag
time T = 100 ps and the distributions of dihedral angles of each metastable-set,
slow processes are identified. Their corresponding timescales are identified by
using eigenvalues and t; = — m . For all the steps involved in the construc-

tion and validation of the MSM, we used PYEMMA [ 1.

6.2.3 First-Principles Molecular Dynamics Simulations

The details of the first-principles MD simulations setup used for the simulations
of B-sheet like conformation of ALAL are given in [ ]. The same setup is
being used for all other conformations. The default Gaussian and plane waves
(GPW [ ]) electronic structure method, as implemented in the Quickstep
module [ ] of the CP2K package [ , ], was used. The
Geodecker-Teter-Hutter (GTH) norm-conserving pseudopotentials, double zeta
valence plus (DZVP) basis set and BLYP with Grimme’s D3 dispersion correction
exchange—correlation functional were employed.

Initially, the system was energy minimized using a conjugate-gradient algorithm
where the positions of the ALAL atoms were fixed. This allows the solvent mo-
lecules to relax around the peptide and find energetically favourable positions,
followed by a 5 ps NVT equilibration run from the minimized system, during
which the solute was kept fixed to avoid the transition to an undesired conform-
ation. Subsequently, another 50 ps long NVT run using massive Nose-Hoover
chain thermostats to sample the independent starting configurations for the NVE
simulations was performed.

Finally, we performed the production runs of each 25 ps in an NVE ensemble.
We performed five independent runs for each conformation, and runs with non-
negligible thermal fluctuations were not included in the analysis. The time-step
for the numerical integration was 0.5 fs, and atom positions were saved every
step.

To calculate electronic density and Wannier centers based IR spectra, Voronoi in-
tegration [ , , ] of the total electron density and Wannier localiza-
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tion [ , , , , ] was performed every step, respectively.
The gathered molecular electromagnetic moments using Voronoi tessellation and
Wannier centers are large enough to compute reliable IR spectra of ALAL con-
formations in explicit solvent.

Fourier-transform-based spectra and the structural analysis were conducted us-
ing the TRAVIS program |[ , ], and in-house, Python scripts.

All spectra reported are the mean over three simulation runs and errors are es-
timated as the standard deviation from the mean.

6.2.4 Normal Modes

We have carried out a normal mode analysis using the Gaussian programme
package [ ]. The representative conformations of ALAL have been op-
timised (convergence criterion 3.00E — 04Ey /A) in implicit water (modelled by a
polarisable continuum model, PCM, with a dielectric of ¢ = 80) at the DFT level
of theory. The same BLYP exchange-correlation density functional as for the first-
principles simulations and a comparable basis set, 6-31G(d) were used. On the
optimised geometries, a frequency calculation was performed in which all polar
hydrogen atoms are assigned an atomic mass of 2.

6.2.5 Hydrogen Bonds and Water Topology

We used a geometric criterion of 2.5 A as the maximal distance between the hy-
drogen atom and the acceptor and a donor-hydrogen-acceptor angle of 45° as the
maximal deviation from linearity for the analysis of hydrogen bonds and water
bridges. As is discussed in our previous paper [ ], for fast and efficient eval-
uation of hydrogen-bonding states, the use of geometric criteria is justified by the
calculated interaction energies. Analysis of hydrogen bonds and water bridges
is done with MDAnalysis [ ]. All of the other analyses, except where
noted, were done with in-house Python scripts. The plots were generated with
the help of matplotlib [ I

All values reported are the mean over three simulation runs and errors are estim-
ated as the standard deviation from the mean.

6.3 Results

6.3.1 Markov State Modelling

We named the conformations of ALAL based on the areas populated on the
conformational-space («,B, or L, region) spanned by the two dihedral angles
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pairs distributions, i.e., the [¢reu2, Wiewn]-pair which refers to the first peptide
bond, and the [¢ 41,3, ¥ 4143]-pair which refers to the second peptide bond respect-
ively (see Figure 6.1). For example, (B, B) represents that the sampled values of
both dihedral angle pairs populate the B-sheet region of their corresponding 2D
distributions. This notation will be used from now onwards.

We have reported in the previous chapter that the probabilities of each conforma-
tion extracted directly from the simulations data show that the (B, B)-conformation
is the most probable one, followed by the (8,«) and («, B) conformations. The
(La, Ly)-conformation is the highly unlikely conformation whereas the (8, Ly) and
the (¢, #) conformations have a comparatively slightly higher probability, see Fig-
ure 6.2.
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Figure 6.2: Probability distribution of different backbone conformations as ob-
served in the classical MD simulations [ ], the first label refers to the first
peptide bond, i.e., the 1.2, Preu2-pair, and the second one to the second pep-
tide bond, i.e., the ¥ 41,3, $ a1,3-pair (of Figure 6.1).

The transition network plot, along with a representative conformation of each
metastable-set and 2D distributions of [¢reu2, Wieua, [P a1a3, P a1a3]-pairs is shown
in Figure 6.3. The metastable-sets (found after kinetic clustering), V and III, of
ALAL contain more than one type of conformation. The Set-V contains the (8, B)
(B, «) («, B) and the («, &) conformations, and it has the highest probability due to
highly probable (B, B)-conformation and second highly probable (8, «) and («, B)-
conformations present in this set. The possible transitions between the member
conformations of Set-V require rotations of either 11, or  45,3. Further, note that
the («, a)-conformation is less probable than the other member conformations and
does not contribute much to the overall probability of this set.

The remaining four sets have significantly less probability compared to Set-V.
Looking at Set-IV and Set-I, which contains (8, L,)-conformation and («, Ly )-conformation
respectively, Set-IV has greater probability compared to Set-I, once again because
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of the presence of B-like conformation for [@r.,» — Prey2] dihedral angle pair.
Moreover, the transition probability is high from Set-I to Set-IV i.e., a-helix to
B-sheet like, involving rotation of ¥1.,2. In contrast, the transition from Set-V
to Set-I or Set-IV mainly involves ¢ 4;,3 rotation. Like Set-V, the Set-III also con-
tains more than one conformation, i.e., (Ly, B) and (L, a)-conformations, with
(La, B) being more probable one, and it requires ¢r,,» rotation to jump from Set-
V to this set. Lastly, the Set-II is the one which consists of highly improbable
(La, La)-conformation which requires rotations of ¥ 41,3, 4143 » YLeu2 » @Leu2 dihed-
ral angles, in order to reach this set from the highly desired Set-V. Note that within
each set xr.,2 and x1.y,4 rotations are possible.

From slowest to fastest, we can specify the slow processes for ALAL in terms of
transitions between the metastable-sets and assign the corresponding timescales
using the ITS:

1. Transition from Set-V ((B, B) ,(B,«) (&, B) («,«)) to Set-1I (L, Ly) which in-
volves Y a1a3, P A1a3 » PLeu2 » PLew2 TOtations and the timescale for this process
is ~24ns.

2. Transition from Set-1V (B, L,) or Set-I («, L) to Set-1I (L, Ly), which involves
Prew2, PLew2 rotations, and the timescale for this process is ~13ns .

3. Transition between Set-1II (L,, a / B) and Set-II (Ly, Ly) which involves ¥ 41,3, @ a143

rotations, and the timescale for this process is ~6ns .

4. Transitions within Set-V, i.e., (between (B, B) ,(B, «) ,(«, B) ,(«, x)-conformations),

those requires {1 .,» and 1 41,3 rotations, and their corresponding timescales
are ~3ns and ~ Ins respectively.
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Figure 6.3: Coarse-grained model of the conformational dynamics of ALAL in
water. The five metastable sets, I-V, are represented as grey/white circles
whose size corresponds to the probability of the respective set. The shaded
rectangular region for Set-V and Set-III shows the presence of more than one
conformation in these sets. The thickness of the arrows between the circles indi-
cates the transition probability between a pair of metastable sets. The molecular
structures near to the circles are representative conformations in the respective
set. Arrows between molecular structures indicate the coordinate of the confor-
mational transition connecting two conformations or sets.. Carbon atoms are
shown in cyan, oxygen atoms in red, nitrogen atoms in blue, hydrogen atoms
in white and deuterium atoms in pink.
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6.3.2 Normal Modes Analysis

The normal modes spectra of the (p, f)-conformation in implicit water is shown
in Appendix C, Figure C.6. In the Amide-I frequency range, the two most prom-
inent bands around ~1629cm~! and ~1648cm ™! of spectra in implicit solvent
corresponds to stretching vibration of carboxyl (vCOO™) and carbonyl (vC=0)
groups, respectively. Moreover, the Amide-II and Amide-III frequency ranges
(~1250cm ! - ~1450cm ! and ~1100cm ! - ~1250cm 1) contain the fingerprints
of components of peptide bonds, N-C bond stretchings, N-D groups bendings,
and NDj stretching/bendings motions, respectively. The contributions of the
COO™ group can also be seen in the Amide-II region, and a gentle peak around
~1270cm ™! is assigned to the C-H vibrations of sidechains. During optimization,
all conformations tend to converge to a state that provides for close proximity
and optimum interaction between the C=0 and the ND; terminal group, as well
as between the COO™ terminal and polar N-D groups.

The metastable-conformations of ALAL are structurally different from each other
due to the repositioning of the polar groups. The optimised representative con-
formations of ALAL are shown in Figure 6.4. Upon optimisation, the character-
istic metastable-structure of the conformations is maintained. Notice the presence
of intra-molecular hydrogen bonds (indicated by the dashed lines). The details of
intra-molecular hydrogen bonds and several other geometric parameters (end-
to-end distance, radius of gyration, etc) extracted from the optimised conform-
ations are given in Table 6.1. The end-to-end distance is highest for the (8, B)-
conformation and lowest for the (L,, Ly)-conformation. Likewise, other geomet-
ric parameters vary between the optimised conformations.

The intrinsic structural properties of ALAL metastable-conformations may cause
a marginal shift in the normal mode frequencies of polar groups. In Table 6.2,
the normal mode frequencies of individual carbonyl groups of all conformations
of ALAL are reported and a conformational dependence of the frequencies of
individual carbonyl groups can be seen. Carbonyl frequencies of other conform-
ations are either red-shifted or blue-shifted compared to the (8, )-conformation
due to the difference in the position of carbonyl groups for each conformation,
the presence of intramolecular hydrogen bonds, change in the end-to-end ter-
mini distances, etc. The frequencies of C; = O; range from ~1639cm™! for the
(, a)-conformation to ~1662cm™~! for the (B, w)-conformation. Lack of B-sheet
like content causes redshift in the frequency of the first carbonyl group of ALAL,
and it is apparent by looking at the frequencies of pure a-helix, L,-helix like
conformations. These pure conformations tend to form intramolecular hydro-
gen bonds; the Ni- Dy--- COO™, C;=01--- N3- D3 intra-molecular hydrogen
bonds are present for pure a-helix, L,-helix like conformations, respectively. The
frequencies of C; = O, range from ~1635cm ™! for the (B, B)-conformation to
~1677cm ™! for the (B, Ly)-conformation. This carbonyl group is positioned cent-
rally, where it is least influenced by the charged termini, ND; and COO™~, re-
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spectively. The third carbonyl group is located close to the COO™ group and its
frequencies range from ~1633cm ! for the (&, )-conformation to ~1652cm™~! for
the («, a)-conformation. The second and third carbonyl groups are not involved
in intramolecular hydrogen bonds in the optimised structures used for the cal-
culation of normal modes. And, there is a large redshift in the COO™ group
frequency of the («, x)-conformation compared to the other conformations, due
to the presence of two intramolecular hydrogen bonds, Nj- D;--- COO™ and
Alaj-sidechain- - - COO™.

Previously, we calculated normal modes of the (B, B)-conformation for several
hydrogen bonding situations and showed that the hydrogen bonding situation
of polar groups (C=0's, N-D’s) is not straightforward, and none of these clean
scenarios are representative of the full hydration in explicit water. Furthermore,
at least for smaller systems like ALAL, it is essential to look at the components
of the most prominent bands, for example, the Amide-I band, which results from
the superposition of peaks originating from the individual carbonyl groups. The
interaction of each polar group with water also varies depending upon neighbor-
ing residues [ ].
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Figure 6.4: Optimised geometries of representative conformations of ALAL used
for the calculation of normal modes frequencies.
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Table 6.1: Geometric parameters extracted from the optimised geometries of rep-

resentative conformations of ALAL.

Distanc®istance
End- be- be-
to- tween tween
Conformations End Radius COM COM  Intramolecular O-C-N angle N-C-Ca angle
dis- of of Hydrogen bonds (degree) (degree)
tance Ala- Leu-
A) gg’sfl SC's  SC's
(A) @A) (A
B.B 128 438 6.5 8.3 - 125.6 1241 1253 | 1155 115.6 114.6
0 102 44 7.3 8.5 - 1253 1242 1253 | 1158 1155 116.6
o,p 9.2 44 64 108 - 1243 1242 1252 | 1163 116.6 1145
o,n 6.0 3.9 8.5 92 | Nj-Dy--- COO~ | 1257 122.0 125.0 | 116.0 117.8 1153
B,La 6.3 3.9 74 9.6 - 1245 1242 1248 | 1162 1139 1155
Ly, B 111 45 7.2 8.2 - 1244 1229 1253 | 116.7 1159 113.8
Lo 8.8 41 7.8 9.6 - 1247 1226 1255 | 1162 1156 1154
1-NDj3 - - - COO~
Ly, Ly 3.7 3.7 8.5 7.7 |2-C1=0q--- N3- 123.0 1243 124.1 | 116.8 113.8 117.6
D3

Table 6.2: Normal modes frequencies of carbonyl groups and charged C-terminal
of each conformation of ALAL in implicit solvent.

Conformations Clm_(l))l ((j(:zm_?)z ((jsm_cl))?’ (Ccrcr)lc_)l )
B.B 1661 1635 1647 1629
B 1662 1646 1643 1624
B 1652 1658 1633 1627
0,0 1639 1658 1652 1604
B,La 1654 1677 1644 1629
La, B 1654 1667 1651 1628
Ly, 1656 1666 1649 1623
Ly, Ly 1649 1673 1635 1629
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6.3.3 First-Principles MD simulations
6.3.3.1 Structural Analysis

Metastable-conformations of proteins/peptides exhibit a wide range of flexibil-
ity, particularly when compared to the most probable conformation. Appendix
C, Figure C.15 shows the root mean square fluctuations of the backbone of pure
B-sheet like, pure a-helix and L,-helix like conformations of ALAL. It can be seen
that the first peptide bond exhibits the greatest flexibility in all three conform-
ations, the second peptide bond is less flexible and the third peptide bond has
the least spatial fluctuations. The main contributor of flexibility for each pep-
tide bond is the oxygen atom of the polar carbonyl groups (C=0's). Between the
conformations, B-sheet like conformation of ALAL is the most flexible and the
Ly-helix conformation is the most compact. The distance between polar atoms
also changes (and more notably, the end-to-end distance) for each metastable-
conformation, and this difference is typically maintained during the first-principle
MD simulations. (see Figure 6.5 and 6.6). The end-to-end distance is largest for
B-sheet like conformation and shortest for the (B, L,)-conformation, and L,-helix
like conformation. Similarly, the distances between the polar groups of the first
and third peptide bonds differ between the different conformations. Addition-
ally, the spacing between Ala-sidechains and Leu-sidechains varies among the
different conformations (see Table 6.3).
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Figure 6.5: Average distance between polar atoms extracted from the first-
principle simulations of ALAL conformations of Set-V.

Table 6.3: Geometric parameters extracted from the first-principle MD simula-
tions of representative conformations of ALAL.

Conformations CI;Z.nd—to-Enud Radius of Distance between COM of SC's (A)
istance (A) . o
gyration (A)

Alaj-Leu; Alaj -Alag  Alaj -Leuy  Leup Alag _Ii:i Alajz -Leuy

BB 11.46+0.16 11.09+0.04 6.55+0.11 7.80+0.04 7.41+£0.13 6.7240.06 823+0.58 6.57+0.05
B 9.72+0.27 11.05+0.01 6.50+£0.09 7.994+0.16 11.5+0.34 6.81+£0.01 7.844+0.54 5.55+0.20
o, 10.88+0.12 11.05+0.01 6.22+0.11 5.71+0.41 8.89+0.06 7.05+£0.11 9.26+£0.21 6.55+0.05
o0 7.96+0.60 10.98+0.02 6.34+0.24 533+047 6.15£0.68 7.35+0.08 8.82+0.21 6.09+0.20
B,La 6.06£0.46 11.03+0.01 7.14+0.03 7.89+0.15 4.82+0.04 4.89+0.12 8.08+0.13 5.82+0.10
La, B 10.2240.62 11.04+0.01 5.14+0.34 7.04+0.28 11.65+0.1 7.58+0.03 9.15+0.26 6.51£0.05
Ly, 8.79+0.49 11.01+0.01 5.09+0.30 6.79+0.21 9.854+0.62 7.28+0.10 10.344+0.15 5.11+0.25
Ly, Lo 6.41+0.62 11.11+0.02 5.06+0.09 826+0.00 7.09+£0.30 7.07+0.05 5.49+0.26 6.41+£0.09
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Figure 6.6: Average distance between polar atoms extracted from the first-
principle simulations of ALAL conformations of Set II-IV.
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6.3.3.2 Distribution Functions

The radial distribution functions (RDF) of carbonyl groups are shown in Figure
6.7 (see Appendix C for the RDF’s of other polar groups). The solvation prob-
ability of carbonyl groups of the (B, f)-conformation of ALAL decreases from C;
=0, 0ver C; =0y, to C, = O3 | ]. We can see a similar trend for other
conformations of ALAL as well. However, for individual carbonyl groups, the
different heights of the first RDF peak tells us that the sampling of preferred hy-
drogen bond distance is conformation dependent and the first minimum depicts
the presence of a well-defined first hydration shell. The number of water mo-
lecules in the first hydration shell of an individual carbonyl group, i.e., the co-
ordination number (shown as the horizontal black line, also given in the Table
6.4), also varies from conformation to conformation. The coordination number
of C; = Oy for a-helix, L,-helix like conformations and (B, L,)-conformation is
lower compared to other conformations. For C; = Oy, it is lower for (Ly, Ly),
(B, w) and (B, Ly)-conformations and for C3 = O3, the level of solvation is almost
the same for each conformation. Furthermore, the angular distribution function
(ADF) analysis of the carbonyl groups indicates the degree of similarity in the hy-
drogen bond angle preference, irrespective of the position of the carbonyl group
of the underlying conformation (see Appendix C for the RDF plots of other polar
groups and for the ADF plots).
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Figure 6.7: Mean RDF plot of all carbonyl groups with shaded region as standard
deviation .The vertical dashed line 2.5 A (black) around first minimum repres-
ents the 1st hydration shell i.e., strongly interacting zone [ ] (note that
this is the geometric criterion for hydrogen bond calculations), the other ver-
tical dotted line at 3.5 A (gray) represents the so called moderately interacting
zone [ ]. The horizontal black line represents the mean coordination num-
ber with gray shaded region as error band.

The energy of polar group-water interaction is correlated with the distance and
angle of hydrogen bonds [ ]. In order to examine the spatial distribution
of water molecules around the carbonyl groups, the combined distribution func-
tion (CDF) of the central carbonyl group, C; = O, of all conformations of ALAL
are shown in Figure 6.8 (see Appendix C for the CDF's of other polar groups).
Generally, the high-density regions are located in the range, hydrogen-accpetor
distance 1.5-2.2 A and donor-hydrogen-acceptor angles, 0-15° for all carbonyl
groups, regardless of their parent conformation. However, the intensity of the
distribution in the strongest interacting zone (marked by the dashed lines) varies
among the conformations. Looking at the CDF of the first carbonyl group (Ap-
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pendix C, Figure C.21), the most noticeable are the distributions of («, B), (Ls, &)
and (L4, Ly)-conformations, which are less confined and less intense compared
to others, representing the lack of solvation and a poorly defined first solvation
shell around the C; = O; of these conformations. The solvation of the C; = O
group is influenced by the relative near location of the charged N-terminal group
and possibly due to the greater flexibility of first peptide bond. The moderately
interactive zone (the region between the dashed and dotted lines) indicates the
likelihood of non-hydrogen-bonded but fairly close water molecules interacting
with the first carbonyl group. The only exception is the first carbonyl group of
(La, B)-conformation that seems to have less space in this zone for free water
molecules. The CDF of the central carbonyl group shows that, in case of pure
a-helix, Ly-helix like conformations, it is significantly less hydrated. The mar-
ginally tilted distribution (in the first zone) towards right and left for a-helix,
Ly-helix like conformations respectively, demonstrate a preference for relatively
larger and shorter hydrogen bond distance. The C; = O, of (L, B)-conformation
oddly enough, have a dual likelihood of favorite hydrogen-bond distance and
angle values. Finally, if we look at the CDF of the third carbonyl group (Ap-
pendix C, Figure C.26) located close to the charged C-terminal group, the first
solvation shell is well-defined for all conformations, and there is less probability
for free nearby water molecules (moderately interacting zone) except in the case
of (Ly, B)-conformation and (L, Ly)-conformation. Moreover, there is always a
non-zero probability of water being present in the weakly interacting zone. Note
that the solvation of N-D groups of ALAL seems to be impacted more with a
change in conformation of ALAL (see Appendix C for CDF plots of other polar

groups).

Table 6.4: Integrated number of water molecules per polar group with standard
deviation.

ND; Ci=0q N;-Dg Cr =0, N - Dp C3=03 N3 -Ds COO~

B.B 1.02+0.01 1.46+£0.26 0.94£0.03 1.80+0.07 0.90+0.01 2.09+0.16 0.90+0.06 2.70+0.14
B 0.994+0.02 1.494+0.05 0.93+0.05 1.374+0.24 0.984+0.01 2.02+0.01 0.12+0.10 2.42+0.05
«,B 1.00£0.01 1.18+0.12 0.99+0.01 1.914+0.17 0.394+0.11 1.9940.10 0.894+0.01 2.684-0.07
a,u 0.98+0.02 0.85+0.07 0.97+0.02 1.724+0.08 0.66+0.06 2.03+0.08 0.11+0.11 2.61+0.09
BLy 1.02+0.01 0.83+£0.17 0.98+0.01 1.30+0.24 0.97+0.01 1.84£0.06 0.07£0.07 2.5940.03
Ly, B 1.00£0.01 1.2940.32 0.98+0.01 1.644+0.22 0.794£0.16 2.19£0.08 0.90+0.06 2.69+0.09
Ly 1.01£0.03 1.07+0.20 0.984+0.03 1.80+0.27 0.87+0.08 2.09+0.07 0.78+0.15 2.60+0.12
Ly, Ly 1.024+0.03 0.7940.27 1.00+0.01 1.154+0.12 0.864+0.01 1.87+0.28 0.08+0.06 2.72+0.10

6.3.3.3 Hydrogen Bonds

The average number of hydrogen bonds of each polar group of each conforma-
tion is shown in Figure 6.9. The probabilities to form hydrogen bonds per po-
lar group and intra-molecular hydrogen bonds are provided in Tables S2 and
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Figure 6.8: CDF of second carbonyl group using data from all three runs of each
conformation of ALAL.

6.5. Starting from the charged N-terminal group of ALAL, we can see that for
the (B, B), (B,«), and («, B) conformations, the probability of water molecules to
form a hydrogen bond with NDL;,F is higher, whereas, for («, x)-conformation, it
is lower compared to the previous three conformations. The lower hydrogen
bond probability for the («, a)-conformation could be linked to the occurrence of
highly probable C1=0j - - - N3=Dj3, and less likely C;=0; - - - No=D; intramolecu-
lar hydrogen bonds (see Table 6.5). Moreover the hydrogen bond probability for
ND;r of pure left-handed helix, (L, Ly)-conformation and the two combinations,
(La, B),(La, &) is low compared to (B, Ly)-conformation. This result is also consist-
ent with the presence of an C;=0; - - - N3=Dj3 intramolecular hydrogen bond in
the case of the (B, Ly)-conformation (see Table 6.5). Further, the hydration number
of the first carbonyl group (C; = Oy) varies significantly with the conformation
and the changes in the hydration number of N;-D; can also be seen. For more
compact (shorter end-to-end distance, as well as a smaller radius of gyration, see
Table 6.1 and 6.3) conformations of ALAL, i.e., (¢, a),(B, Ly) and (Ly, L), there is
always a chance that C; = O; will form a hydrogen bond with either N,=D; or
N3=Dj3, with a significantly higher hydrogen bonding probability for N3=D3(see
Table 6.5). The central carbonyl (C; = O;) being the best representative of a car-
bonyl group in a longer peptide or protein, as it is least influenced by the termini,
shows a clear change in hydrogen bond probability with a change in simulated
conformation. The intramolecular hydrogen bonding probability for C; = O, is
almost zero for each conformation. In the case of N>-D; , the apparent differ-
ences are in solvation of («, ), («, a)-conformations; for («, f)-conformation the
Ala-sidechains are pretty close to each other in comparison to all other conform-
ations, and the C; = O1,Cy = O, groups are aligned against each other, leaving
less room for water to interact with N>-D;. For («, a)-conformation, apart from its
compactness, the Leuy-sidechain and the Alas-sidechain are close in proximity,
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a possible reason for the lower hydration of Np-D,. Furthermore, the hydration
of the third carbonyl group (C; = O3) also changes according to the conform-
ation of ALAL, notice the (B, Ly)-conformation interacts with the least number
of water molecules. The participation of the N3-D3 group in hydrogen bonding
also depends on the conformation. For the (B, 8), («, 8) ,(La, B), and (L, &) con-
formations, the hydrogen bond probability of N3-Djs is close to 1 while for other
conformations it is almost zero. Finally, the solvation of the C-terminal group of
ALAL also varies slightly with conformation. Note that the hydrogen bond prob-
abilities can also vary slightly between independent simulation runs for the same
conformation (see Table S3).
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Figure 6.9: Average number of hbonds per polar group from the first-principle
MD simulations of metastable-conformations of ALAL.

Table 6.5: Probability and type of intramolecular hydrogen bonds present in first
principle simulations of metastable-conformations of ALAL.

Conformation Probability Type
BB ~0 C2=0; - -+ N3=D3
ﬁ,ﬂé ~0 C2=02 s N3=D3
«,B ~0 C1=01 - -+ Np=D»
" 0.4 C1=0; - - N3=D;
! 0.1 C1=01 - -- Np=D»
~0 Cy=0; - -- N3=Ds
B,La 0.5 C1=01 - - - N3=Ds
~0 Cy=0; - - - N3=Ds
Ly, B ~0 C1=01 - - No=D»
Ly, ~0 C1=0q - -+ Np=D»
Lo, La 0.6 C1=0q - - N3=D3
~0 C1=01 - -- Np=D»
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6.3.3.4 Water Bridges

We have determined the water bridges between each combination of the polar
groups up to the fifth order, that is with up to five hydrogen-bonded water mo-
lecules. A first order water bridge is defined as a water molecule that forms
two hydrogen bonds simultaneously with any pair of polar groups. Similarly,
a higher order water bridge is defined as more than one hydrogen-bonded water
molecules connecting two polar groups via hydrogen bonds.

The probabilities of water bridges orders w.r.t to the total number of bridges is
shown in Figure 6.10. The probability increases with an increase in the bridge
order for all conformations of ALAL, irrespective of the type of the bridge. The
probability of first order water bridges is lowest for the pure S-sheet like conform-
ation and other conformations with any combinations of 8,a. On the other hand,
pure a-helix, L,-helix like conformations, and any combinations of L,with either
B or « have a higher probability to form first order water bridges. The probab-
ilities of second order water bridges is comparable for conformations other than
the (B, ), (La, a)-conformations, those have relatively low probabilities. The third
order water bridges are formed more frequently for the (8, a), (B, B), (8, L) and
(La, &) conformations compared to others and least for the (L,, Ly)-conformation.
The forth order water bridges are less probable and fifth order water bridges are
more probable for the (B, ), (B, «), («, B)-conformations compared to the prob-
abilities of water bridges of that order in the other conformations. Each con-
formation tends to form unique lower order water bridges, such as, a first order
water bridge between Cy= O; and Nj= D; is only formed in the case of (5, f)-
conformation (see Figure 6.11). Similarly, the first order water bridges between
the charged C-terminal group and C; = O, and N3= D3 can be seen for (8, «)-
conformation. For the («, f)-conformation, the first order water bridges between
second No= D and N1 = Dy, Np = D; and C3= O3 are formed frequently. The most
frequent such bridges in the case of the («, «), (8, Ly)-conformations are between
the charged C-terminal group and the second peptide bond of ALAL (see Figure
6.12). The water molecules around the (L,, f)-conformation lean to form first or-
der bridges between the N, = D; and the charged N-terminal group and couple
of other unique, one water bridges. The (L,, a)-coformation is special when it
comes to such bridges, because a first order bridge between N3= D3 and Ny= D,
is almost always present. The conformation that shows the highest population of
water bridges is the (Ly, Ly)-corformation with bridges between C; = Oy, Np= D,
N3= D3 and termini, in addition to first water bridges between the N-terminal
and C-terminal group (see Figure 6.12). Further, note the differences in probabil-
ities of higher order water bridges among the different conformations of ALAL
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Figure 6.10: Probabilities of water bridges from the first-principle MD simulations
of metastable-conformations of ALAL.
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Figure 6.11: Water bridges extracted from the first-principle simulations of ALAL
conformations of Set-V.
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Figure 6.12: Water bridges extracted from the first-principle simulations of ALAL

conformations of Set II-1V.
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6.3.3.5 Hydrogen Bond Lifetimes

The hydrogen bond lifetimes are reported in Table 6.6. The lifetime of the hy-
drogen bond between the charged N-terminal and water molecules is half a pico-
second for the open, (B, B)-conformation, possibly due to the frequent hydrogen
bond exchanges and unstable water bridges around the terminal. The other ex-
treme is the exceptionally long hydrogen bond lifetime of ND3 of (L4, a)-coformation,
which is probably linked to the highly probable (present nearly 90 percent of the
total simulation time) first order bridge between N3= D3 and N»= D». For other
conformations, the hydrogen bond lifetime of NDJ fluctuates around one pico-
second. The lifetime of hydrogen bond of C; = Oy is on average around half a
picosecond for all other conformations except (B, «), for which is about a pico-
second, once again, possibly owing to the impact of the presence of first water
bridge between the adjacent N; = D; and Ny= D, for this conformation. This
argument also applies for the ~ 3 ps hydrogen bond lifetime of N; - D;for («, B)-
conformation. The hydrogen bond lifetime of C; = O; seems to be impacted by
the second order water bridges and first order water bridges. The second order
water bridges between the central carbonyl group of (8, B)-conformation and Ny
= D; and N3= D3 groups are observed frequently, and such bridges with C; =
O1, however, less frequent. This characteristic water network surrounding C; =
O, of (B, B)-conformation could be the reason for the calculated higher hydro-
gen bond lifetime. Likewise, the higher lifetime of L,-helix like conformation is
likely due to the stable surroundings i.e., the probability of second order water
bridge between Ny= D, and N3= D3, Np= D, and COO™ is, 0.5 and 0.3, respect-
ively. Identically, we account, the frequently present second order water bridges,
between, Np= D, and ND;r , No= D5 and N3= D3, for higher hydrogen bond life-
time of No= D, polar group of (B, x)-coformation. The low hydrogen bond life-
time of C3 = O3 of L,-helix like conformation could be explained by the closeness
of flexible Ala and Leu-sidechains, that disturb the water network more often,
plus the influence of the COO™ group. Notably, the solvation of N3= Dj3 is highly
affected by the change in the conformation of ALAL, as can be seen by the nearly
zero hydrogen bond lifetime for this group in the case of pure a-helix, L,-helix
like conformations. Lastly, the hydrogen bond lifetime of the C-terminal group
also varies between the different conformations of ALAL.
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Table 6.6: Hydrogen bond life times (in picoseconds) of polar groups of ALAL.

ND; Ci=01 Ni-Dy G=0, N-D, C3=03 N3z-D3 COO~

B.B 0.50 0.54 0.56 1.43 0.88 0.85 1.05 0.96
B 0.89 0.51 1.02 0.28 2.98 0.75 0.09 1.77
w,B 1.09 1.02 3.02 0.55 0.18 1.26 1.69 1.00
o,0 093 0.72 1.60 0.76 0.10 0.96 0.01 1.09
BLy 103 0.53 0.87 1.06 1.67 0.55 0.23 1.80
Ly, B 075 0.68 0.89 0.62 1.21 0.93 1.58 1.43
Ly 124 034 0.71 0.52 0.19 1.23 0.86 1.08
Ly,Ly 076 077 1.90 1.92 0.23 0.30 0.01 1.45

6.3.3.6 Power Spectra

Appendix C, Figure C.29 shows the power spectra of ND;r ,C=0, N-D, and COO~
groups computed from first-principle MD simulations of the ALAL conforma-
tions in deuterated water. The peak values of average power spectra of each
group are reported in Table 6.7. The peak of the NDJ frequency band of the
(B, B)-conformation is at ~1160cm~! with a shoulder around ~1190cm~!. This
band is blue-shifted compared to the (B, B)-conformation for all other conforma-
tions of ALAL, more so for the («, ®)-conformation and the (L,, ®)-conformation
with the peak values at ~1181cm~! and ~1185cm™~!, respectively. This might
be because the NDJ polar group, in the case of the (B, §)-conformation, is well
exposed to water compared to the other conformations. The («, #)-conformation
and other conformations with a-helix like content, i.e., (8, «) ,(«, B) and the (L4, &),
give rise to a third shoulder in the range ~1100-1150cm~!. Furthermore, the ND;
band for the (Ly, Ly)-conformation and the (L,, B)-conformation does not contain
any shoulders, rather a first wide and narrow frequency band, respectively.

The Amide-I frequency range of power spectra of ALAL conformations is rel-
atively diverse, showing that computed spectra of carbonyl groups in explicit
solvent vary with the conformation. Mostly, the high intensity peaks are centred
around ~1600cm~!. Each carbonyl frequency band results from the superposi-
tion of the frequency peaks corresponding to three individual carbonyl groups.
Their interactions with the surrounding water can be traced to the differences
in their frequency. Previously, we reported for the (B, f)-conformation that the
probability of the middle carbonyl group forming hydrogen bonds with water
is consistent with the observed changes in its calculated stretching frequencies
[ ]. Therefore, we further need to look at the frequencies of individual car-
bonyl groups of each conformation because of the varying effect of hydration
shell dynamics and charged termini on each. The power spectra of individual
carbonyl group of ALAL is shown in Figure 6.13.

The peak value of first carbonyl group for the (B, «) conformation is around ~1598cm ™1,
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which is considerably redshifted compared to the peak values of the C; = Oy of
all other conformations. The peak values of the central carbonyl group vary sig-
nificantly with the conformation. In the case of the (B, B), (B, L), and (Lg, Ly)
conformations it vibrates with relatively higher frequency compared to the peak
frequency values for other conformations. The peak values for the third car-
bonyl group are generally lower for all conformations suggesting a reduced bond
strength compared to first and second carbonyl bonds.

The other intersting thing to look at is the fluctuations in the frequencies of indi-
vidual carbonyl groups, i.e., error bands as shaded regions. For each conforma-
tion, at least one carbonyl group with higher fluctuations in its frequency indic-
ates frequent changes in the hydrogen-bonded situations. And another carbonyl
group with a sharp power spectra peak with minor fluctuations indicates a stable
surrounding water network or the presence of intramolecular hydrogen bond
with another polar group. The sharper peaks can be seen, for example, for C; =
01, C; = Oy and C3 = O3 in case of the («,a), (8, B), and (La, Ly) conformations,
respectively.

Looking at the Amide-II frequency range, each conformation’s N-D frequency
bands mainly show two peaks around ~1380cm~! and ~1410cm~!(see Fiugre.
S30). However, the band of the («, #)-conformation is redshifted compared to that
of other, as the peak values of all N-D bonds are at lower wavenumber. Lastly,
the COO™~ frequencies of all conformations are clustered around ~1530cm ! ex-
cept for the («, a)-conformation, whose spectrum is blueshifted compared to the
spectra of all other conformations. This result is in line with normal modes
calculations where the peak frequency of COO™ terminal group of the («,«)-
conformation was off compared to others; however, note that in normal mode
calculations, its frequency is lower compared to the COO™ frequency of other
conformations (see Table 6.2). Whereas in the power spectra it turns out to be
blueshifted w.r.t to the power spectra of C-terminal of remaining conformations.

Table 6.7: Peak values of power spectra of polar groups of each conformation of
ALAL.

. ND C,=0;, C,=0, GC3=035 Ny-D Ny-D, N3-Ds OO~
Conformations (cmgl) (cm1) (em~1) (cm™1) (cm™1) (em™ 1) (em™1) (cm™1)
B.8 1160 1629 1582 1588 1384 1391 1384 1525
B 1171 1598 1610 1572 1415 1344 1399 1531
) 1173 1625 1572 1586 1386 1393 1382 1533
o0 1181 1606 1590 1572 1352 1370 1404 1539
B,L« 1167 1608 1610 1570 1384 1409 1380 1525
La, B 1171 1602 1570 1580 1413 1368 1382 1527
Lo, 1185 1617 1586 1568 1386 1376 1378 1529
Ly, Ly 1169 1608 1602 1576 1417 1397 1391 1527
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Figure 6.13: Power spectra of carbonyl groups of all conformations of ALAL.

6.3.3.7 Infrared Spectra

The infrared spectra computed from first-principle MD simulations of the ALAL
conformations in deuterated water using Voronoi tessellation are shown in Fig-
ure 6.14. At first glance, we can see that the Amide-I (vC=0, vCOO™) spectra of
each metastable-conformation differ from one another, reflecting their underly-
ing structural characteristics and specific interactions with water molecules. For
the (B, B)-conformation, in the Amide-I region, the most intense peak is located at
~1586cm ! which can be assigned the vC=0 vibrations of the carbonyl groups
(also note a bump at ~1632cm ') and the peak at ~1525cm~! originates from
the vCOO™ vibrations of charged C-terminal group. The Amide-II region in the
range ~1200-1440cm ! mainly contains the vibrational signals of {N-D, vN-C,
and some contributions from the vCOO™ vibrations. The Amide-III region is the
representative of charged véNDJ vibrations of N-terminal group. Moreover, the
peak at ~1470cm ! is coming from the motion of the sidechains. In the case of the
(B, w)-conformation, the carbonyl frequencies band is comparatively wider with
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a peak at ~1602cm ! along with an adjacent comparable intensity peak ;also the
peak associated with COO™ is very intense. Similarly for the (B, a)-conformation,
more intense Amide-II/III regions can be seen compared to (8, B)-conformation.
The carbonyl peaks profile of the («, f)-conformation is almost the mirror image
of carbonyl peaks profile of the (§, #)-conformation, however, the two peaks are
well-separated. The («, &)-conformation puts out a first slightly-skewed band in
the Amide-I region which seems to be the combination of vC=0 and vCOO™
vibrations. This suggests the possible presence of an intramolecular hydrogen
bond between COO~ and C=0 for the («, «)-conformation. In the Amide-II re-
gion, we can see three distinct peaks of the («,a), which is different from the
(B,B), (B,«), and (a,B) conformations. For the (B, Ly)-conformation, there is a
sharp peak corresponding to carbonyl vibrations at ~1606cm~! with a neigh-
bouring bump at ~1560cm~! and an evident peak assigned to COO~. Next, the
situation of Amide-I region of the (L,, f)-conformation is similar to the (8, «)-
conformation to some extent and three pretty distinguished peaks in the Amide-
IT region. Interestingly, unlike other conformations of ALAL, the IR spectrum
of the (Ly,«)-conformation shows two (three including the shoulder) prominent
peaks for carbonyl groups. Finally, the (L, Ly)-conformation has a clear peak
at ~1602cm~! for vC=0 vibrations. However, somewhat similar to the («, a)-
conformation, there is a clear overlap between the vC=0 and vCOO™ frequencies
bands. Furthermore, the Amide-II fingerprints of the (L,, Ly)-conformation are
quite distinctive compared to other conformations.
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Figure 6.14: Density based infrared spectra of all conformations (each upper

panel) with power spectra of polar groups (each below panel).
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Chapter 6 Metastable-Conformations vs. Hydration Shell

Further, zooming into the Amide-I region of IR spectra of all conformations of
ALAL, and mainly focusing on the vC=0 vibrational bands (see Figure 6.15), we
can see that for the (B, B)-conformation, the small bump at ~1632cm ™! is origin-
ating from the fluctuations in the dipole moments of C; = O;. The dual peaks in
the power spectra of C; = O suggest sampling two completely different hydro-
gen bonding states, or maybe the complete absence of hydrogen bond for some
time-interval, during the simulation runs. For the («, )-conformation, the peaks
of the power spectra of individual carbonyl groups are well separated i.e., C; =
Oj and C; = Oy by ~16ecm~!, and, C; = Oy and C3 = O3 by ~18cm™1, resulting
in a broadband in the composed spectrum. Finally, for the (L,, Ly)-conformation,
the peak vibrational frequencies of C; = O; and C; = O, are close to each other, at
~1608cm~! and ~1602cm ™!, respectively, whereas C3 = O3 yields a wider band
around ~1576cm~!. Note that for («,«) and (Ly, L), the v*COO~ peaks are not
easily distinguishable.
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Figure 6.15: Density based infrared spectra of ALAL in Amide-I range (each up-
per panel) with average power spectra of each carbonyl group (each below
panels).

In order to validate the IR spectra calculated using Voronoi tessellation, and for
the comparison between the two methods for estimation of molecular dipole mo-
ments, we also calculated IR spectra using the commonly used, however compu-
tationally more expensive, Wannier localization scheme. In Appendix C, Figure
C.35 IR spectra calculated using both methods are presented. The density-based
IR spectra for all conformations of ALAL match remarkably with the Wannier
centers based IR spectra. The Amide-III region, whose peaks are assigned to
the charged véND; vibrations of the N-terminal group are marginally better re-
solved in the case of density-based IR spectra. Additionally, the implementation
of on-the-fly calculation of dipole moments via Voronoi integration of the total
electron density in the CP2K8.1 release makes it more suitable for the calculation
of moderately sized model peptides in explicit solvent. This removes the need
to save the massive amount of electron density data for later processing. Wan-
nier localization requires an iterative procedure, which is very time-consuming,
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6.4 Discussion

particularly for large systems, and is not guaranteed to converge. On the other
hand, Voronoi integration is quick and does not require iterations, also no prob-
lems with convergence. Therefore, a significant amount of computing time can
be saved by switching to Voronoi integration.

6.4 Discussion

Our analyses show the influence of each thermally accessible, structurally het-
erogeneous, metastable-conformation of the ALAL peptide on the intramolecu-
lar hydrogen-bonding interactions and the interaction of the polar groups (ND5,
C=0, N-D and COO™) with the surrounding water molecules is different. Be-
sides the structural specific, intrinsic difference in the vibrational frequencies of
the polar groups of independent conformations, the dynamic changes in their vi-
brational state are directly related to the topology and dynamics of the hydrating
water [ ]. Previously, we showed that the interactions between water mo-
lecules and the Cy= O, group clearly have an effect on the stretching frequency
of this carbonyl group. Thereby, due to the varying peptide-water interactions
between the metastable-conformations, the effect of these interactions on the cal-
culated IR spectrum is different. Particularly, the Amide-I region of the IR spectra
is sensitive to the underlying structure responsible (and its exposure to water) for
the observed spectroscopic signals and makes it possible to distinguish between
the spectra of metastable-conformations (see Figure 6.14).

From the distance analysis, clearly the compactness of the conformations var-
ies i.e., the optimised representative structures of metastable conformations dif-
fer from each other in terms of the position of the polar groups relative to each
other, separation between the Ala-sidechains and Leu-sidechains, radius of gyr-
ation, end-to-end distance, etc (see Table 6.1). For example, the end-to-end dis-
tance of the B-sheet like conformation (12.7A, “open conformation”) is largest and
shortest for the L,-helix like conformation (3.7A, “closed” conformation). These
structural characteristics are typically maintained during the first-principles MD
simulations. The different structures of the simulated conformations have a dif-
ferent effect on the surrounding water molecules, resulting in a different amount
of water being exposed to each metastable-conformation. For example, the in-
tegrated number of water molecules for the central carbonyl group (Cz = O,) of
B-sheet like conformation is 1.80+0.07, whereas, for the L,-helix like conforma-
tion is 1.15+0.12 (see Table 6.4).

Previously, we reported the solvation probability of carbonyl groups of -sheet
like conformation of ALAL decreases from C; = O7, over C; = Oy, to C3 = O3
[ ]. This is inline with the RMSF observation of backbone of B-sheet like
conformation ALAL that flexibility (positional fluctuations) of its three peptide
bonds (-CO;,3-NDj 5 3-), also decreases from C; = O, over C; = Oy, to Cp =
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O3 (see Appendix C, Figure C.15). However, the RMSF is different for differ-
ent conformations, and the order of flexibility, as manifested by the RMSF of the
C=0 groups, varies with conformations. It has been reported that the equilib-
rium fluctuations obtained for the helix conformation ag and the two extended
conformations B and Pj; of trialanine differ mainly in the vicinity of the central
peptide group [ ]. On the other hand the amount of solvation of the three
C=0 groups remains in the same order for the different conformations.

From the RDF analysis, it is evident that the coordination number of the car-
bonyl groups (shown as the horizontal black line in Figure 6.7 and given in Table
6.4), varies from conformation to conformation. Note, for example, the coordin-
ation number of C; = O; for a-helix, L,-helix like conformations and (B, Ly)-
conformation is 0.85+0.07, 0.83+0.17, and 0.79+0.27, respectively, is lower com-
pared to all other conformations with values above one. For C; = Oy, it is fairly
lower for (L, La), (B, @) and (B, Ly)-conformations and for C3 = Os, the level of
solvation is almost the same for each conformation. Moreover, the significantly
reduced exposure to water of C; = O; in case of pure a-helix, L,-helix like con-
formations is evident from the CDF analysis. We can relate the low number of
water molecules in the vicinity of the central carbonyl group of these conforma-
tions to their compact structure, resulting in a frequently present intramolecular
hydrogen bond/s that perhaps cause energetically favorable shielding from the
attack of water molecules.

In a manner similar to the distribution function analysis, the hydrogen bonding
analysis of polar groups with water reveals similar results for all carbonly groups.
The sovlation probablities of the second carbonyl group of (Lg, Ly), (B, &) and
(B, Ly)-conformations are low compared to other conformations i.e., 1.141+0.14,
1.26+0.29, 1.340.29, respectively. The decreased solvation in these conforma-
tions is linked to the presence of highly probable intramolecular hydrogen bonds,
C1=0q - -+ N3=Dj3, C1=0; - -- No=D» (see Table 6.5) arising due to the compact
nature of these conformations. Another reason for this is the presence of highly
stable, unique to the conformation, first order water bridges between the polar
groups, such as, the first order water bridges between the charged COO™ and C;
= Oy and N3= D3 can be seen for (B, a)-conformation. This also aids in explain-
ing the lower coordination number of C; = O; of (B, «). The central carbonyl (C,
= Oy), is the best representative of a longer peptide or protein because it shows
least impact of the termini. For trialanine, it is reported that the probability and
lifetime of hydrogen bonds involving the site O8 i.e., the first carbonyl group,
are significantly reduced because of the proximity of the charged NH3 " terminal
group [ I

By looking at the water network surrounding each of the hydrated conforma-
tions, relatively stable, unique second and third order water bridges are observed
for each conformation. The idea of a conformation dependent topology of the
surrounding water is conceivable from the water bridges analysis. Using data
science algorithms, it has also been shown for trialanine that different conform-
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ations of the solute leaves a strong fingerprint on the surrounding water net-
work [ ]. Moreover, the hydrogen bond life of individual polar groups varies
among the conformation and is linked to the factors described earlier.

From the analysis of the vibrational spectra, the peak values of power spectra
values of C; = O, vary significantly with the conformation. The peak frequency
values of C, = O, for (Ly, Ly), (8,&) and (B, Ly)-conformations are ~1602cm ™1,
~1610cm~'and ~1610cm™~!, respectively. This is in agreement with solvation
probabilities of C; = O, for these conformations. Linear corelation coefficients
between peak frequencies and mean average hydrogen bond number for C; = Oy,
Cy =0, and C3 = Oz are 0.10, -0.81, 0.36, respectively. It is easily conceivable how
the underlying conformation and conformation-dependent diverse hydration are
manifested in the amide-I region of IR spectra.

Therefore it can be argued that the water topology/dynamics affect the vibra-
tional strength of the individual polar bond, impacting the calculated composed
IR spectra (see Appendix C for the individual power spectra of carbonyl groups
of other conformations).

Everything is connected. From the intrinsic structural differences between the
metastable conformations (“open”, “close” or “intermediate”) of ALAL, which
result in the presence or absence of intramolecular hydrogen bonds, to their ef-
fect on water exposures. This leads to different solvation levels of individual
polar groups of each conformation, the formation of unique water bridges, and
eventually, the different overall topology of the hydrating water molecules. Con-
sequently, the interaction of the polar groups with water molecules vary, re-
sulting in the differences of the vibrational signatures of different metastable-
conformations.

6.5 Conclusions

We showed from the analysis of the interaction energies of individual water mo-
lecules with the central carbonyl group of ALAL that shifts in its frequency are
directly related to the interactions with the water molecules in the first hydra-
tion shell [ . Thereby, with the help of computed vibrational spectra, we
can relate the conformational based diverse topology/dynamics of the hydrated
water molecules around the polar groups of metastable-conformations to the fre-
quencies of the three individual carbonyl groups for each conformation. There
is a strong corelation between the solvation probabilities and peak frequencies
of the central carbonyl group C, = O,, another confirmation of its being the best
representative of a carbonyl group in a longer peptide or protein, least influenced
by the termini and can be used as a marker to differentiate between the IR spec-
tra of metastable-conformations of ALAL. It can be established that the water
topology/dynamics affect the vibrational strength of the individual polar bond,
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Chapter 6 Metastable-Conformations vs. Hydration Shell

impacting the calculated composed IR spectra. Finally, using distinguishable cal-
culated spectra of estimated metastable-conformations, it is possible to decipher
the measured IR spectrum into spectra of its constituent metastable-conformers
using this combined approach.
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Chapter 7

Effect of Peptide Length

7.1 Introduction

Proteins are are relatively large, compact, structurally complex molecules. Their
structure-function relationships account for conformational variation. High struc-
tural and temporal resolution are required due to the ensemble nature and cou-
pled dynamics nature of protein-water interactions and conformational fluctua-
tions. Furthermore, it is unclear whether protein dynamics timescales are pro-
portional to protein size.

On the other hand, computationally, peptides are a more tractable systems than
proteins and exhibit a number of the characteristics and complexities associated
with them. It is possible to simulate peptides in explicit solvent for the range of
time scales at atomic resolution. Moreover, as discussed in Chapter , a combined
approach enables the estimation of metastable conformations and their associated
timescales, and the DFT-MD based computational IR spectra contain information
about the structure of peptides due to the high sensitivity of Amide vibrational
frequencies, particularly the Amide-I mode (C=0O stretching), to local atomic or-
ganisation (e.g. hydrogen bonds, solvation effects, etc).

In this Chapter, we investigated the effect of peptide length on slow timescales
and Amide I spectra using Alanine-Leucine peptides of different lengths, i.e., Ala-
Leu (AL), Ala-Leu-Ala (ALA) , Ala-Leu-Ala-Leu (ALAL), Ala-Leu-Ala-Leu-Ala
(ALALA), Ala-Leu-Ala-Leu-Ala-Leu (ALALAL), in an explicit solvent using a
combination of classical and first-principles MD simulations, as well as MSM's.
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7.2 Methods

7.2.1 Classical Molecular Dynamics simulations

We performed long classical MD simulations of the AL, ALA, ALAL, ALALA,
ALALAL peptide in a cubic simulation box of explicit water (modeled as TIP3P
[ ] water) employing the AMBER 99SB-ILDN [ , ] force
field and the gromacs programme [ . The positions of the solute atoms
were saved to file every 0.25 ps. Each system is simulated using a similar setup.
For complete details on the simulation setup, see Chapter 5.

Table 7.1: Classical MD simulations details of each system.

System Cell vectors # of Total # | Total simulation time
A,B,C water of

(A) molecules! atoms

AL 2.95,2.95, 844 2564 |3 X04pus =12us
2.95

ALA 3.08, 3.08, 954 2904 |3 X3.0us =9upus
3.08

ALAL 3.60, 3.60, 1477 4492 | 6 X25us =15us
3.60

ALALA 4.15,3.67, 1059 3248 | 10 X 6.0 us = 60 us
3.13

ALALAL | 4.67,3.19, 1298 3984 | 10 X 5.0 us = 50 us
3.13

For each system, we used a minimum distance of 1 nm between the solute and
the box’s periodic boundaries. Water hydrogen atoms and polar hydrogen atoms
of the peptide (ND3, N — D) were modeled with deuterium mass. For Lennard-
Jones interactions and electrostatic interactions (Particle-Mesh Ewald [ ,

] with a grid spacing of 0.16 an interpolation order of 4), we used a
cutoff value of 1 nm. A V-rescale [ ] thermostat was applied to control
the temperature at 300 K (NVT ensemble). The positions of the solute atoms
were saved to file every 0.25 ps. No constraints were applied, and the leap-frog
integrator with a time step of 1 fs was employed. Each system was minimized
and equilibrated for 500 ps followed by multiple long MD simulations (see Table
7.1 for details of each system).

TALALA and ALALAL simulation setup were prepared using the Amber tools, keeping in mind
that if required to perform QM /MM MD simulations with CP2K, we can use the same inputs,
i.e., forcefield parameters, as they are compatible with CP2K, for consistency. The simulation
box is not cubic in order to reduce the number of water molecules. However, a minimum
distance of 1 nm between the solute and the periodic boundaries of the box is the same as for
the other three peptides.
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Moreover, for the representative conformation of the most probable conforma-
tion of each system estimated by a MSM, we performed three 1ns constrained
MD simulations for each system using a similar setup. The positions of the solute
plus solvent atoms were saved to file every 0.5 fs. The root mean square devia-
tion (RMSD), end-to-end distances, solvent accessible surface area (SASA), radial
distribution functions (RDF) are calculated using gromacs utilities.

7.2.2 Markov State Modeling

By following the steps discussed in the previous chapters, namely the selection
of essential internal coordinates (i.e., torsion angles), dimensionality reduction
(TICA), clustering (k-means), MSM construction, interpretation (PCCA+), and
validation (chapman-kolmogrov test), we constructed the MSM of ALA, ALALA
and ALALAL. The details of the construction of the MSM and the transition net-
work plots of AL and ALAL are given in the Chapers 4 and 6, respectively. For
all the steps involved in the construction and validation of the MSM, we used
PyEMMA [ ]. PYEMMA 2.4 was used for AL, ALA and ALAL and Py-
EMMA 2.5.7 was used for ALALA and ALALAL.

7.2.3 First-Principles Molecular Dynamics Simulations

The details of the first-principles MD simulations setup used for the simulations
of B-sheet like conformation of ALAL are given in [ ]. The same setup
is being used for all other peptides. The default Gaussian and plane waves
(GPW [ I) electronic structure method, as implemented in the Quickstep
module [ ] of the CP2K package [ , ], was used. The
Geodecker—Teter-Hutter (GTH) norm-conserving pseudopotentials, double zeta
valence plus (DZVP) basis set and BLYP with Grimme’s D3 dispersion correction
exchange—correlation functional were employed. To keep the computational cost
of the first-principles simulations moderate, the box size and the number of wa-
ter molecules are smaller than in the classical simulations but still large enough
to avoid interactions of the periodic images. The cubic simulation box had a
minimum distance of 0.4 nm between the solute and the box’s boundaries, and
periodic boundary conditions were applied in all three dimensions. See Table 7.2
for details.

First, the system was energy minimized using a conjugate-gradient algorithm
where the positions of the solute atoms were fixed. This allows the solvent molecules
to relax around the peptide and find energy favorable positions. We performed a
5 ps NVT equilibration run from the minimized system, during which the solute
was kept fixed to avoid the transition to an undesired conformation (100 ps with-
out any constraints for ALALA and ALALAL), followed by the production run
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of 50 ps in an NVE ensemble. The time-step for the numerical integration was
0.5fs, and atom positions were saved every step.

Power spectra are calculated using the TRAVIS program [ , ], and
in-house, Python scripts.

Table 7.2: First-principles MD simulations details of each system.

System Cell vectors # of Total #

A,B,C water of
A) molecules atoms

AL 17.90, 17.90, 160 512
17.90

ALA 19.60, 19.60, 199 639
19.60

ALAL 22.20,22.20, 325 1045
22.20

ALALA 27.18,27.53, 357 1142
27.81

ALALAL | 32.26,26.30, 406 1308
27.80

7.3 Results

7.3.1 Markov State Modeling
7.3.1.1 Ala-Leu-Ala

A Markov state model has been constructed using the trajectory (9 s combined)
of partially deuterated ALA in deuterated water obtained from classical MD
simulations on the conformational space spanned by the torsion angles xr.,
(PLew, YLeu| and [Paian, Waian] (highlighted in Figure 7.1). The implied-timscales
(ITS) indicate that the slowest process converges at approximately 75 ps for ALA
(Figure 7.3), so the MSM was built with a 75ps lag time. It can be seen that the
timescale of the slowest process is very well separated from the timescales of re-
maining slow processes. Moreover, the gap between the timescales of remaining
slow processes is also very small. It is significant to note that, the two implied-
timescales curves around ~ 1ns disappear if we exclude the X, from our dihe-
dral angles subspace. The very low population of )., torsion angle around 1 rad
is the source of these timescales as can be seen from the probability distribution
of x1e, in Fig 7.2 (left). This is also reflected in the eigenvalue spectrum (Figure
7.3) by the appearance of two noticeable spectral gaps i.e., between 2" and 3"
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eigenvalue and 6/ and 7" eigenvalue. To investigate all of the dynamic processes
of ALA, we used the robust Perron Cluster Analysis (PCCA+) to coarse-grained
microstates into six metastable sets. [ , 1.
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Figure 7.1: (a) Scheme of ALA and torsion angles Xrey, [@Lew, Pren] and
[P 102, Y a1a2]- Note that 4,0 of ALA is a pseudo torsion angle and rotation
around it result in a chemically equivalent state. Carbon atoms are shown in
cyan, nitrogen in blue and oxygen in red. "D" denotes a deuterium atom. The

bonds between backbone, sidechain carbon atoms and hydrogen atoms and are
not shown.
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sampled with lag time T = 75ps.
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The metastable-sets of ALA identified from the MSM and PCCA+ can be subdi-
vided based on the populated region on Ramachandran plot ( i.e., « — helix, —
sheet and left handed helix (L) region) of [¢rew, Yreu], [Pa1a2, W a1a2] torsion angles
of sampled metastable conformations. Table. 7.3 provides the information about
conformations based on Ramachandran space of [¢1e,-Y1en] and [P a1q0-1 a142] for
each of the six metastable-sets. The validation of the MSM is performed using a
Chapman-Kolmogrov test (see Figure 7.4).

Table 7.3: Metastable-sets and their corresponding conformations based on Ra-

machandran space of [¢re,-VPren] and [@arn-Paiz]- Note the X/Leu is used to
represent the very low population around 1rad.

Set Conformation
XLeu /XLgu [(PLeu'lpLeu] [(PAlaZ'l/JAlaZ]
I XLeu B Left-handed helix
I e “ “
X /Leu x :B
m e p ;
X Leu :B ﬁ
XLeu Ly (14
v
XLeu th 18
\V XLeu 14 1h4
XLeu o ﬁ
XLeu B o
VI
XLeu ﬁ ﬁ
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Figure 7.4: Chapman-Kolmogorov test of the Markov state model with six states
1,2,3,4,5,6 corresponding to metastable sets LILIILIV,V,VI respectively.

Fig. 7.5 shows the coarse-grained model of ALA as a transition graph between
the metastable-sets.

In set-1, the (a, LHH) conformation can be defined however it was least sam-
pled in the classical MD simulation trajectories of ALA. On the other hand, it
is clear that the most probable conformations are (B, 8), (B, «) which belong to
set-V .The second most probable conformations, («, ), («,«) belong to set-VL
The least probable conformations while at the same time slightly more probable
than the conformations, of set I, Il and III, are the (LHH, «) and (LHH, ) con-
formations. The set-I correspond to transition along the pseudo-dihedral angle
into Left-handed helix region which results in not only rotation of COO but also
the inversion of it. The set II and III comprise the conformations where the value
of x1ey dihedral angle is around 1 rad (third state of x1., and denoted by X/Leu)'
This conformation is sampled with significantly low probability in the long MD
simulations. Note that, this state of x1., gives rise to two timescales which other-
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wise are missing in the calculation of ITS. This reflects the artifact of classical MD
simulations as well as of the MSM's.

As each set consists of more than one type of conformations which can be dis-
tinguished only by the rotation of COO group, for each set two representative
conformations of the most probable microstates in the set are presented. The tran-
sition from any set to set I, II, and III involves transitions of either xr,, to X'Lw or
a COO transition to Left-handed helix. Both these transitions are extremely un-
likely and least sampled during the course of classical MD simulations.A much
better sampled and least probable metastable-set which corresponds to left-handed
helix conformation of ALA is the set IV. Like in, AL, a transition to this set in-
volves rotation around ¢y, and it is the slowest process. The metastable-sets V
and VI are the two high probability sets. Set VI comprises of B-sheet like con-
formations being slightly more probable than the set V which is dominated by
the a-helices. The transition between the conformations in these two sets mainly
corresponds to the rotation of ¢1,,. With the appearance of a third state of xr.,,
it is not straight forward to distinguish the slow processes and the assignment of
the corresponding timescales. However, if we completely neglect the X, for the
construction of MSM then the slow processes follow the same pattern as in the
case of AL i.e., from slowest to fastest, ¢1cy, Prey and Xreu-
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Figure 7.5: Coarse-grained model of the conformational dynamics of ALA in wa-
ter. Arrows indicate the kinetic processes. The molecular structures in the
boxes next to the circles are representative conformations of the most probable
conformations in the respective set. The two colors of the boxes correspond to
two conformations within the same metastable-set which can be distinguished
by the torsion of COO. Set IV in color violet and slateblue corresponds to the
representative conformations (LHH,«) and (LHH, B) respectively. Set-V in
color magenta and orange corresponds to the representative conformations
(a, ) and (a, B) respectively. Set-VI in color green and blue corresponds to
the representative conformations (B, «) and (B, B).Carbon atoms are shown in
cyan, oxygen atoms in red, nitrogen atoms in blue, hydrogen atoms in white
and deuterium atoms in pink. Note that the dotted boxes indicate representa-
tive conformations of metastable sets which appear when xr., is included as
feature along with other torsion angles for the construction of a MSM.

7.3.1.2 Ala-Leu-Ala-Leu-Ala
A Markov state model has been constructed using the trajectory (60 s combined)

of partially deuterated ALALA (Figure 7.6) in deuterated water obtained from
classical MD simulations on the conformational space spanned by the torsion
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angles [Preuz, Yreuzl, [P ataz, Y a1a3)s [P Alass Y Alas] a0d [P a1a5, Y a1a5] - The Figure 7.7
shows that the conformational space of the backbone torsion angles ¢, ¢ is well

sampled by the classical MD simulations.

Figure 7.6: The B-sheet like representative conformation of ALALA peptide.

VAMP2 score analysis of backbone torsions was performed by varying the di-
mension parameter over a range of lag times (5ps to 2ns) (see Appendix. ). At
a 2ns lag, the score does not improve after the first four dimensions, however,
by knowing the timescales of slow process (a few nanoseconds) of similar sys-
tems of shorter length (AL, ALA), it is possible to bypass some of the dynamics.
As a compromise, we used a 500ps lagtime at which the first seven dimensions
contain all relevant information about the slow dynamics as a best heuristic for
dimenstional reduction using TICA.

Figure 7.8(a) shows the one-dimensional distribution of first four TICA compo-
nents and and a two-dimensional distributions of first two components. Clearly,
the first two components project seven high-density regions, which could be es-
timated metastable sets. The trajectories of the TICA components also nicely re-
solve the slow transitions as discrete jumps. Using k-means, for the clustering of
the TICA coordinates, 150 cluster centers were found to be enough to discretise
the dynamics. The ITS are shown in Figure 7.8(b), which are nicely converged,
the timescale of the two slow processes i.e., ~ 120 ns, and ~ 47 ns are well sepa-
rated from the others. Moreover, the convergence of ITS and a function of lagtime
over the timescale 0 — 10 ns indicates the presence of numerous other significantly
slower processes. A lagtime value of 1ns is used for the estimation of the transi-
tion matrix.

The model is then validated with a Chapman-Kolmogorov test (Figure 7.9) af-
ter spectral analysis of the estimated transition matrix. The eigenvalue spectrum
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Chapter 7 Effect of Peptide Length

(Figure 7.8(c)) , like in the case of ALA, shows more than one spectral gaps be-
tween the eigenvalues. By analysing eigenfunctions projected on the first two
TICA components, it is possible to define slow processes. Figure 7.8(d) depicts
the four slowest processes of the implied timescale plot.

Lastly, the clusters were merged into seven metastable sets using robust Perron
Cluster Analysis (PCCA+ [ 1), based on the 2d-distribution of the first two
TICA components, ITS, spectral analysis and the results of a Chapman-Kolmogorov
test. Figure 7.8(e) represent the reweighted free energy surface by reweighting
the trajectory frames with MSM stationary probabilities and Figure 7.8(f) shows
the metastable sets identified by the PCCA+, within the first two TICA compo-
nents clearly separating the state space. Metastable-sets and their correspond-
ing representative conformations of ALALA based on Ramachandran space of
the torsion angles used for the construction of a MSM are given in the Table
7.4. The two most probable metastable set consists of (8, 8/«,p/a, /) and
(L, Lo, B/, B/ &)-conformations of ALALA with approximated stationary prob-
ability value of 0.55 and 0.26. The transition network plot obtained from a hid-
den Markov model based coarse-graining of the MSM of ALALA is shown in
Appendix.
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Figure 7.7: Ramachandran plot of [¢reu2, Yreuz], [®a1a3, Y aias), [P alas, Yaraa) and
[ 145, P a1a5] Obtained from the classical MD simulation of partially deuterated
ALALA in deuterated water.
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7.3 Results

Table 7.4: Metastable-sets and their corresponding conformations of ALALA

based on Ramachandran space of [$reu2, Yreuz], [Pa1a3, WAla3), [P Alasr P a104] and
(D A1a5, P Ala5)-

Sep? Conformation
[Preus, Yrews] [Ptz Yaias]  [Pates Pales]  [Pates, P atas]
I B B/« B/« B/«
I Ly Ly B/u B/u
111 B/ B Ly B/u
1\Y% B Ly B/« B
A\ Ly Ly o o
VI bt B B/ B/a
VII o B Ly B/a

7.3.1.3 Ala-Leu-Ala-Leu-Ala-Leu

Following the same procedure as for the construction of a MSM of ALALA, a
MSM of ALALAL (Figure 7.10) has been constructed using the trajectory (50 us
combined) of partially deuterated ALALA in deuterated water obtained from
classical MD simulations on the conformational space spanned by the torsion
angles [@reu2, Wreual, [P a1a3, W a1a3], [P a1as, P a1aa] and [P a1a5, Y ales]- The Figure 7.11
shows that the conformational space of the backbone torsion angles 1, ¢ is well
sampled by the classical MD simulations.

Figure 7.10: The B-sheet like representative conformation of ALALAL peptide.

2Note that a set can be further subdivided based on the representative sample conformations,
e.g., set-1 contains four different conformations.
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Chapter 7 Effect of Peptide Length

Figure 7.12(a) shows the one-dimensional distribution of first four TICA compo-
nents, as well as the two-dimensional distributions of first two components. The
first two components indicate seven densly populated regions with a few regions
that are poorly separated and may contain a sub-region. As with ALALA, the
trajectories of the TICA components also nicely resolve the slow transitions as
discrete jumps. Using k-means, for the clustering of the TICA coordinates, 350
cluster centers were found to be sufficient to discretise the dynamics. The ITS are
shown in Figure 7.12(b), which are nicely converged, the timescale of the three
slow processes is ~ 76 ns,~ 35ns and ~ 26 ns, respectively. The lagtime value of
1ns is also used for the estimation of the transition matrix in this case.

After performing spectral analysis of the estimated transition matrix, the model
is then validated with a Chapman-Kolmogorov test (Figure 7.9). The eigenvalue
spectrum (Figure 7.12(c)) show a clear spectral gap between 9 and 10 eigen-
value and Figure 7.12(d) shows the four slowest processes of the implied timescale
plot as eigenvectors projections on the first two TICA components.

For this longer petide, the clusters were merged into nine metastable sets using
robust Perron Cluster Analysis (PCCA+ [ 1), which was based on ITS, spec-
tral analysis and the results of a Chapman-Kolmogorov test. Figure 7.12(e) rep-
resent the re-weighted free energy surface indicating the presence of few rarely
explored energy minima and Figure 7.12(f) shows the metastable sets identified
by the PCCA+.

Metastable-sets and their corresponding representative conformations of ALALAL
based on Ramachandran space of the torsion angles used for the construction of
a MSM are given in the Table 7.5. The most probable metastable set consists of
(B, B/, B/«, B)-conformations of ALALAL with approximated stationary proba-
bility value of 0.82. The transition network plot obtained from a hidden Markov
model based coarse-graining of the MSM of ALALAL is shown in Appendix.
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Figure 7.11: Ramachandran plot of [¢reu, Preuz], [Patas, Yaiasl, [P atass Y a1aa] and
[ 4145, P ala5] obtained from the classical MD simulation of partially deuterated
ALALAL in deuterated water.
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Figure 7.13: A Chapman-Kolmogorov test of MSM of ALALAL.
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Table 7.5: Metastable-sets and their corresponding conformations based
on Ramachandran space of [@reuz, Yreuz], [Paias, Paiasl, [Palas: Paias] and

(9 4125, Y Alas)-
Set? Conformation
[Prewz, Yrewa]  [Pataz, Yaias]  [Patas, Palaa] [P atas, P alas]
1 B B/ B/ p
II B/a/Ly B Ly B/«
I B/ B B/ Lq
1A% B/« B/ La B/« B
\Y B L L B/
VI Lq B/ Ly B/a p
VII La L, La B/a
VIII B/ La L, B L,
IX B o, Ly La Ly

The time scales of the slowest process of AL, ALA, ALAL, ALALA and ALALAL
peptide are given in the Table 7.6.

Table 7.6: Estimated timescale of the slowest process of each peptide.

System Timescale of
the slowest
process (ns)

AL ~0.75

ALA ~10

ALAL ~24

ALALA ~120

ALALAL ~76

7.3.2 Constrained Classical Simulations

7.3.2.1 Structural Analysis

The distribution of the RMSD of the backbone, the end-to-end distance between
the COM of the N-terminal and the COM of the C-terminal, and the solvent ac-
cessible surface area (SASA) of AL, ALA, ALAL, ALALA, ALALA, and water
calculated from the short trajectories of beta-sheet-like conformations are shown
in Figure 7.14 (a), (b), (c), respectively. The RMSD distribution of the backbone of
AL is bimodal, whereas the width of the RMSD distribution generally increases
from ALA to ALALAL. Notably, despite the same ensemble size, RMSD gener-
ally increases as the size of the system increases. AL, ALAL, and ALALAL all
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Chapter 7 Effect of Peptide Length

have increasing end-to-end distances, whereas ALA and ALALA have decreas-
ing end-to-end distances. Similarly, as the size of the peptide increases, the sol-
vent accessible surface area (SASA) increases, as do the SASA distributions from
AL to ALALAL.
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Figure 7.14: a) Distribution of RMSD of backbone, b) end-to-end distance i.e.,

between COM of N-terminal and COM of C-terminal, c) distribution of SASA
of AL, ALA, ALAL, ALALA, ALALA and water.

The mean number of hydrogen bonds is shown in Table C.11. The number of
polar groups in a peptide increases as its length increases. Notably, the number of
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hydrogen bonds per carbonyl group increases with peptide length, so the second
and third solvation shells are well defined for larger peptides.

Table 7.7: Average number of hydrogen bonds for each polar group of the sys-
tems. Note that number of carbonyl groups, amine groups increases from 1 to
5 for AL to ALALAL, respectively.

System | Peptide-Water ND; C,=0, N,-D,, COO
n=1,2,3,45|n=1,273,4,5
AL 11.80+1.29 3.204+0.74 1.28+0.52 0.814+0.47 6.50+0.75
ALA 14.39+1.43 | 3.20+0.75 1.50+0.33 0.80+0.31 6.59+0.78
ALAL 16.59+1.58 | 3.20+0.74 1.524+0.28 0.75+0.26 6.60+0.77
ALALA 19.03+1.73 | 3.21+0.74 1.554+0.24 0.76+0.22 6.58+0.78
ALALAL | 21.03+1.83 | 3.234+0.75 1.61+0.21 0.78+0.20 6.621+0.78
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Figure 7.15: a) Average number of hydrogen bonds per carbonyl group for each
system i.e.,, AL, ALA, ALAL, ALALA, ALALA. Note that number of carbonyl
groups, amine groups increases from 1 to 5 for AL to ALALAL, respectively, b)
radial distribution function between the oxygen atom of the carbonyl groups
of AL, ALA, ALAL, ALALA, ALALA and water.

7.3.3 First-principles MD Simulations
7.3.3.1 Power Spectra

The effect of hydration on the power spectra of the carbonyl group is discussed
in the previous chapter. Here we focus on how the increase in the length of the
peptide effect the power spectra of carbonyl groups. Note that with an increase
in length of the Ala-Leu peptide from AL to ALALAL, the number of carbonyl
groups increases from one to five.
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The computed power spectra (so called Amide-I region (C=0 stretching)) of g —
sheet-like, most probable conformation of AL, ALA, ALAL, ALALA and ALALAL
peptides in water using the first-principle MD simulations is shown in Fig.7.16.
These spectra are plotted without any corrections applied or normalisation for
the sake of comparison in terms of carbonyl band positions, profile and to some
extent intensity. Overall, the Amide-I region is well produced and the bands
which correspond to the stretch vibrations of carbonyl (vC,, = O,) are of high
intensity. The bands of stretch vibrations of carbonyl groups are located be-
tween ~ 1540cm ™! and ~ 1640cm~!. The wide, high intensity band which cor-
respond to the stretch vibration of C=0's group of ALALAL is located around
~ 1600cm 1, so are the carbonyl bands of other peptides. However, there are
differences in terms of band widths and their intensities.

With the increase in peptide length, i.e., number of carbonyl groups, the width
of the Amide-I band increases due to the convolution of the spectra signal of
more than one polar group (congestion). Similarly, due to increasing SASA with
the peptide length, the interactions between the carbonyl groups and the water
molecules give higher intensity peaks for longer peptides. The width and inten-
sity of carbonyl bands of AL, ALAL and ALAL peptides gradually increases from
AL to ALALAL. Whereas, there is a blue and red shift in the carbonyl bands of
ALA and ALALA respectively, compared to the carbonyl band of AL.
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Figure 7.16: Computed Infrared spectrum in the Amide I region of AL, ALA,
ALAL, ALALA, ALALAL peptide in water.

7.4 Discussion and Conclusions

The complexity in the conformational dynamics of peptides increases with the in-
crease in the size of the peptide. The longer classical MD simulations are required
to explore the full configurational space, along with high saving rates of atomic
coordinates for the construction of a reasonable MSM (as it demands ergodocity
and detailed-balance conditions) for the estimation of metastable conformations.
MSM demands involves many steps and the optimality of the steps is dependent
on the modeler. For example, the selection of internal coordinates to capture the
dynamics, the selection of number of cluster centers which directly impact the
quality of discretisation, etc. In the case of MSM of ALA, the addition of xj., tor-
sion angle gives rise to the two implied-timescales curves around ~ 1ns which
otherwise are missing, possibly the artifact of the MSM. Such issues are discussed
in [ ].

Nevertheless, the timescales associated with the slowest process of the studied
peptide generally increase with increase in the length of the peptide except for
the ALALA-peptide. ALALA tends to be in the close shape as evident by the con-
stituent conformations i.e., (Ly, Ly, B/, B/ a)-conformations, of the second most
probable metastable set for this peptide. It might be due to the presence of the fast
moving, two bulky leucine sidechains in such a short peptide. On the other hand
pure L,-like conformation is not identified in any of the nine metastable sets of
ALALAL, it may not have been sampled and requires even longer classical MD
simulations. Thus, no clear argument can be made on the relationship between
the length of the time regime of peptide dynamics and the size of a peptide. Still,
it highlights the increase in complexity with the increase in the size of peptide.

151



Chapter 7 Effect of Peptide Length

From the constrained classical MD simulations, it becomes evident that with the
increase in the length of the peptide the properties of the hydration shell improve
i.e., average number of hydrogen bonds per carboxyl group and the well-defined
second and third hydration shells (better representative of the solvation of a bulk
system). This dictates that the choice of the model system to study the dynamical
properties of the proteins is also critical.

The power spectra calculated from the first-principle simulations of the peptides
in explicit solvent shows the typical trend, i.e., the more the number of carbonyl
groups gives rise to a more broaden Amide-I band and increased interaction of
water molecules enhance the intensity features of the power spectra.

As except for ALALA, the timescales of the slowest process are increasing, so
are the end-to-end distances (naturally), SASA, and the number of hydrogen
bonds with polar groups. This may lead to more friction/slower conformational
changes, and the more red-shifted and more intense bands in the power spectra
are may be due to the same effect. Further investigation is needed to get a clear
picture.
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Discussion

Proteins inherit conformational diversity, which is critical for their function in the
aqueous environment. Due to the structural heterogeneity of proteins, their ther-
mally accessible conformations (so-called metastable conformations) undergo in-
terconversion on a complex free energy landscape [ ]. While the observed
timescales of complex conformational transitions are longer (up to tens of sec-
onds), their origins are in dynamics on the femto to picosecond time scale. The
experimental IR spectroscopy techniques such as the Fourier transform IR spec-

troscopy [ ], IR difference spectroscopy | ] and recently developed

multidimensional ultrafast spectroscopy [ ] provide a wealth of informa-

tion about the protein structures and dynamics [ , , , ,
, ] on a variety of timescales.

However, the analysis of measured IR spectra is not straightforward as it contains
averaged spectral properties of all the intermediates, weighted by their popula-
tion evolution over time, plus its sensitivity to virtually all of the elements found
in samples (a large number of vibrational modes including non IR active modes)
makes it difficult to interpret and demand aid from static and dynamic calcula-
tions. For example, the measured Amide I band is usually a single wide band
and it is extremely difficult to resolve bands of interesting vibratonal modes of
carbonyl groups. The spectral characteristics that contain the conformational in-
formation are suppressed due to congestion, which makes the assignment of the
spectrum difficult.

Furthermore, other than the interesting slow metastable conformations and asso-
ciated timescales, the faster hydration shell dynamics (i.e., changes in hydrogen
bonding situations) also directly influences the vibrational properties/strength
of the individual polar bonds (e.g., C=0), which impacts the measured IR spec-
tra. It becomes even more difficult to extract information about hydration shells
such as water topology and hydrogen bonding at the atomic level from measured
spectra.

In order to understand the vibrational and scaling cascades of peptides, in this
work we studied the Ala,-Leu, model petides by classical MD simulations, MSM's
and vibrational spectroscopy (experimental and calculated using first-principles
MD simulations).
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8 Discussion

Classical MD simulations followed by the construction of a MSM ,when used
in conjunction with first-principles MD simulations i.e., the combined approach en-
abled us to understand the conformational dynamics of model floppy peptide AL
and to interpret its measured vibrational fingerprints in terms of the estimated
metastable conformations. The calculated IR spectrum of AL in water combined
from the Boltzmann-weighted average of spectra computed for each metastable
conformation and experimental spectrum was in good agreement. The first step
of this approach comes with the advantage of an extensive sampling of the solv-
ated model peptide’s conformational space to explore the possible conceivable
conformations. The second enables the estimation of the metastable conforma-
tions, and the third step provides the reliable IR spectrum of a metastable con-
formation in one single calculation.

Despite that, the purpose of the second step of the combined approach is to esti-
mate the metastable conformations and associated timescales and not to extrap-
olate the long-time dynamics of the peptides, it is necessary to highlight some
of the issues associated with the construction of a MSM. For example, for ALA,
the addition of xj., torsion angle give rise to the two implied-timescales curves
around ~ 1ns which otherwise are missing (Section 7.3.1.1). The MSM con-
struction involves the number of steps (from the selection of the internal coordi-
nates to the coarse-graining into intuitively understandable models). It requires
making many decisions, such as choosing a particular method (e.g., for cluster-
ing), method parameters, etc., from the modeler, which induces systemic errors
and sometimes introduction of memory (i.e., violation of the Markovian assump-
tion) [ , , , ]. These issues are addressed | ,

, , ], however a modern framework that combines the
whole data processing pipeline in a single end-to-end framework and provides
easily interpretable few-state kinetic model could be employed [ ]. More-
oever, the larger the peptide, the longer the classical MD simulations required to
explore the entire configurational space for the construction of a MSM to accu-
rately estimate all possible metastable conformations.

The effect of the hydration shell cannot be ignored. For ALAL (which contains
three distinct carbonyl groups), the frequency differences between its carbonyl
groups are due to their interactions with the surrounding water. The probabil-
ities of groups forming hydrogen bonds with water are consistent with the ob-
served shifts in computed stretching frequencies. Zooming into the individual
carbonyl group (the central carbonyl group (C; = O,), as it is the least affected
carbonyl group by the charged termini), the one, two or mixed hydrogen bonded
states of the C; = O, group exhibited a clear trend of the red-shift of the Cy =
O, vibrational frequencies with the averaged number of hydrogen-bonded water
molecules. Furthermore, the interaction energies analysis showed that the inter-
action of the second water molecule determines the amount of the (additional)
red-shift, as the first water molecule almost always interact strongly. Thus, it is
critical to consider not just the peptide itself but also its interaction with water,
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as this has an effect on the experimental observables, namely the positions (and
intensities) of the IR bands.

Many previous studies also highlighted the importance of hydration shell. for
example, A combined experimental and computational approach on dialanine in
water found that the spectral diffusion of the Amide-I vibration is dictated by
water solvation dynamics [ ]. The combination of classical MD simulations
with several data science algorithms showed the significance of water bridges
around the peptide, trialanine [ 1 [ ] studied the role of the water net-
work during the formation of B-turns. [ ]and [ ] showed the import-
ance of the formation of critical water bridges that define the peptide’s structure.

On the other hand, the hydration shell is also affected by the underlying con-
formation. Utilizing the combined approach for ALAL and a closer look at the
hydration shells revealed that the interaction of the polar groups with water
molecules vary, resulting in the differences of the vibrational signatures of dif-
ferent metastable conformations (“open”, “close” or “intermediate”). First, the
metastable conformations have intrinsic structural differences that result in the
presence or absence of intramolecular hydrogen bonds. Second, these differences
cause individual polar groups of each conformation to have different solvation
levels. Third, the formation of unique water bridges is caused by the intrinsic
structure of metastable conformations combined with varying solvation levels.
Finally, differences in the vibrational signatures of metastable conformations re-
sult from the hydrating water molecules’ different overall topology/dynamics. It
is easily conceivable that everything is connected. The two contrary observations
(hydration shell affect the peptide and vice versa) for the same peptide highlights
the entangled nature and importance of peptide-water interactions.

The MSM'’s of peptide of different lengths, i.e., AL, ALA, ALAL, ALALA, ALALAL,
show that the most probable conformation of all peptides is the B-sheet like and
the timescale of the slow transition increases with the peptide length (from AL
to ALA). This might also be true for ALALA and ALALAL, we find it otherwise.
Maybe 1) due to longer classical trajectories of ALALA ( 60us long combined)
than ALALAL ( 60us long combined) used for the construction of MSM'’s, 2) It
is intrinsic to ALALA, the MSM showed that second most probable metastable
set consist of (Ly, Ly, B/, B/ &) -conformations which is in contrast to all other
peptides. Moreover, with the increase in the length of the peptide (B-sheet like
representative conformations) the properties of the hydration shell improve i.e.,
average number of hydrogen bonds per carboxyl group and the well-defined sec-
ond and third hydration shells. Therefore, it is arguable that the choice of the
model system to study the dynamical properties of the proteins is also critical.
As an example, 1) the a-helix and B-sheet like conformation of AL are chemi-
cally equivalent, 2) only the central carbonyl group of ALAL behaves as in the
larger system, and others are affected by the termini, 3) ALA and ALALA show
some unusual dynamics which is reflected in their MSMs, possibly due to the
fast-moving, one and two bulky leucine sidechains in such a short peptides.
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8 Discussion

Lastly, the power spectra of the carbonyl groups calculated from the first-principle
simulations of the peptides in explicit solvent show the typical trend, i.e., the
more the number of carbonyl groups gives rise to a more broader Amide-I band
(congestion) and increased interaction of water molecules enhance the intensity
features of the power spectra. Once again this highlights the importance of cal-
culations for the interpretation of experimental results.
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Chapter 9

Conclusions and Outlook

The experimentally observed vibrational signatures of peptides/proteins can be
assigned/dissected into spectra of their constituent metastable-conformers using
the combined approach. It makes possible extensive sampling of the solvated
model peptide’s conformational space, estimation of metastable conformations,
and calculation of a reliable vibrational spectrum. The first-principles DFT-MD
based vibrational spectra are reliable because the calculations rely on the time
evolution of the electric dipole moment of the molecular system in the explicit
solvent at finite temperature. Unlike quantum chemical calculations of normal
modes spectra which rely on the curvature of the potential energy surface at the
minima.

The estimation of all possible metastable conformations with the help of a MSM
require the exhaustive sampling of molecular configuration space. Due to the
established processing workflow, the estimation/validation of MSM relies on the
technical expertise of the modeler, and a incorrect choice/decision at any phase
may result in significant modeling errors.

The dynamics and topology of hydrating waters cannot be neglected. The fre-
quency differences between the carbonyl groups of ALAL are due to their in-
teractions with the surrounding water. The hydrogen bond probabilities of car-
bonyl groups match the calculated stretching frequency shifts. The central car-
bonyl group (C; = O,) of ALAL showed a clear trend of the red-shift in its vi-
brational frequencies with the averaged number of hydrogen-bonded water mo-
lecules. The amount of the (additional) red-shift is determined by the interaction
of the second water molecule.

Conversely, the interaction of the polar groups with water molecules varies for
different metastable conformations of the same peptide (ALAL) resulting in the
differences of the observed vibrational signatures. The different water topology/dynamics
of the different metastable conformations affect the vibrational strength of the in-
dividual polar bond differently, impacting the calculated composed IR spectrum

of the peptide.

Effect of hydration shell dynamics on the vibrational signatures of carbonyl groups
and changes in polar groups-water interaction due to change in the underlying
conformation indicate the entangled nature of peptide-water dynamics.
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Chapter 9 Conclusions and Outlook

The most probable conformation of all studied Ala, -Leu,, peptides is the B-sheet
like, and the timescale of the slow transition increases with the peptide length
(from AL to ALA). The choice of the model system to study the dynamical prop-
erties of the proteins is also critical. The increase in the length of the peptide
improves the proprieties of the hydration shell at the cost of increased complex-
ity. A trade-off should be made during the selection of relevant model peptides
to study the protein dynamics using MD simulations. The larger the peptide
length, the more broadened the Amide-I band and enhanced intensity features of
the power spectra.

As an outlook, to further understand the vibrational and scaling cascades of
suitable, possibly longer peptides in water, a modern framework that combines
the whole data processing pipeline for the construction of a MSM in a single
end-to-end framework to estimate metastable conformations could be employed

[ ]. Hybrid quantum mechanical/molecular mechanical MD simula-
tions could be employed to calculate reliable IR spectra of longer peptides/proteins
[ ]. In order to reveal coupling between the vibrational modes and to

further understand the interplay between peptide dynamics and water dynam-
ics, ultrafast multidimensional spectroscopy (such as 2D time-resolved IR spec-
tra) techniques [ ] could be used. Like the combined approach, if combined
with the calculated 2D-IR spectra (first-principles based on the wavelet method
or using empirical maps), such vibrational spectroscopy techniques can provide a
wealth of information. Furthermore, the so-called compressed modes [ ]
(sparse and spatially localized with compact support) can be used in conjunction
with static/dynamic IR spectra calculations to better understand the measured
spectra features. Moreover, the dynamical properties of water with respect to
the change in the metastable conformation can be further analysed by perform-
ing short (avoiding unwanted transitions to a different metastable conformation)
classical MD simulations with high saving rates of both solute and solvent coor-
dinates. Followed by the construction of a MSM’s including solvent dynamics
[ ]. For better accuracy, as the timescales of water dynamics are accessi-
ble in first-principles MD simulations, the desired conformation can be sampled
in water long enough to build such a MSM.
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Appendix A

Supplementary material for: A
Combined Approach

A.1 Conformational analyses

A.1.1 Time series of torsion angles and micro-states in the
first-principles MD simulations

Table A.1: Parts of first-principles trajectories of conformational clusters 0, 2, 4,
and 6, respectively, used for the computation of spectra. The labels of the runs
refer to the conformation in which the simulation was initiated.

0

[ 2

| 4

IG

0-run2-(0-20ps)
0-run4-(0-20ps)
2-run1-(10-50ps)
2-run3-(0-20ps)
2-run4-(0-20ps)
6-run1-(10-50ps)

2-runl1-(3.5-19ps)
2-run1-(21-30ps)
2-run2-(4-30ps)

0-run1-(34-56ps)
4-run1-(30-50ps)
6-run4-(0-24ps)

2-run3-(2-36ps)

4-run1-(60-82ps)
4-run3-(26-52ps)
4-run4-(26-53ps)
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to based on the initial discretisation. Such a jump may in fact be only a small
change in one torsion angle.
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A.1.2 Hydrogen bond analysis

The radial distribution functions of water molecules around the polar groups
(Figures A.2 and A.3 ) show a significant probability for a first solvation shell
and thus a water molecule to be within hydrogen bond distance for the ter-
minal groups, ND3, and COO-, in all micro-states, albeit with significant vari-
ance between individual simulations of micro-states 0 and 6. The central pep-
tide groups, CO and ND, in contrast, exhibit a lower density of water molecules
within hydrogen-bond distance for micro-states 0, 2 and 4, indicating a less ordered
water structure around these groups and a decreased likelihood of hydroge-bond
formation between these groups and water molecules. Micro-state 2 shows a
more proounced peak of water density around the CO group, yet smaller than
those observed for the terminal carboxyl group. The reduced probability to find
water in a first solvation shell around the central groups CO and ND, may be ex-
plained by a competition for binding water molecules with the charged termini
which are in close vicinity in this short peptide.

This observation also explains the relatively low number of hydrogen bonds (1
to 1.5) between water and the CO group, compared to the two acceptor possibil-
ities by the two lone-pairs at the oxygen atom. Other first-principles MD studies
on small capped peptides [ , ], report an average number of hydrogen
bonds of 2 to 2.5 per CO group. In those systems, however, there is no nearby
charged terminal group, to which the surrounding water molecules are attrac-
ted instead. Indeed, a combined spectroscopic and computational study on un-
capped di-alanine, find 1.5 to 2 hydrogen bonds to the amide carbonyl group,
depending on the peptide conformation [ I

For each of the polar groups in the Ala-Leu peptide, i.e. the terminal ND3 group,
CO, ND, and the two oxygen atoms of the terminal carboxyl group separately,
we have analysed the hydrogen bonds with water. A hydrogen bond is defined
based on geometrical criteria: the donor-acceptor distance is below 3.5A and the
donor-hydrogen- - - acceptor angle is larger than 135°.

In order to test whether the hydrogen bond probabilities are affected by the num-
ber of water molecules in the simulation setup, we have computed the average
number of hydrogen bonds between the polar groups and water molecules from
the three classical MD simulations (v.s.) with 844 water molecules and from an-
other set of classical simulations (3 runs for each of the 4 microstates) with the sys-
tem setup used in the first-principles simulations, i.e. 123-160 water molecules.
As can be seen from Figure A.4, the average number of hydrogen bonds is not
affected by the number of water molecules and the box size.

Figure A.5 lists the distribution of number of water molecules that are hydrogen-
bounded to the polar groups as obtained from the individual first-principles sim-
ulations of the different micro-states.

Figure A.6 shows the distribution of distances between the donor/acceptor atom
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Figure A.2: Radial distribution function, g(r), of water oxygen atoms around the
polar groups, analysed separately for ND3, CO, ND, and the two carboxyl oxy-
gen atoms (COO1 and COOQO?2, respectively) . The four micro-states 0, 2, 4, and
6 are shown in orange, green, blue, and magenta, respectively, averaged over
the inidivdual simulation runs.

of the polar group and the oxygen atom of the water molecules that are hydrogen-
bonded to that group.

Figure A.7 shows the angular distribution of donor-hydrogen- - - acceptor angles
for all water molecules that are within hydrogen-bond distance. Note that due to
the angle criterion these water molecules are not necessarily forming a hydrogen
bond to the polar groups of Ala-Leu.

The distribution of donor-acceptor distances within a hydrogen bond, ( <3.5 A)
shows small differences between the individual simulations of some micro-states
for hydrogen bonds with the CO and the ND group. Whereas in most simulations
the majority of hydrogen bonds is towards shorter distances to the CO group,
simulations 0-run2, 0-run3 2-run3, 4-run2, 6-runl 6-run3 also show a significant
probability for longer hydrogen-bond distances with CO. Hydrogen bonds with
ND show distributions shifted towards larger distances mainly for simulations
0-runl, 2-run3, and 6-run4.

Analysis of the donor-hydrogen-acceptor angle distribution for water molecules
that are within a hydrogen-bond distance, reveals the majority of donor-acceptor
pairs to fulfill both hydrogen bond criteria, i.e. distance and angle. Still, a signi-
ficant number of donor-acceptor pairs within hydrogen-bond distances exhibits

162



L

&),

2 3 (I 2 3 11 2 ]
aaaaaaaa () distance (1) distance (1)

Figure A.3: Radial distribution function, g(r), of (a) water deuterium atoms
around the oxygen atoms of the C=O group and the two carboxyl group (oxy-
gen atoms COO1 and COO2, respectively). The four micro-states 0, 2, 4, and 6
are shown in orange, green, blue, and magenta, respectively, averaged over the
inidivdual simulation runs.

Figure A.4: Number of hydrogen bonds between the polar groups of Ala-Leu
and water from classical dynamics simulations (a) in a box with 844 water mo-
lecules and (b) in a box with 123-162 water molecules.

donor-hydrogen-acceptor angles that are far from linear (up to 90 degree). This
effect is most pronounced for hydrogen bonds with CO (in particular in simu-
lations 4-run2, 2-run2, and all runs of micro-state 0). For hydrogen bonds with
the ND group, simulations 0-runl 0-run5, 2-runl, 2-run2, 6-run3, 6-run4, exhibit
smaller donor-hydrogen-acceptor angles, but no such effect is observed for any
simulation of micro-state 4. These donor-acceptor pairs are not counted as hydro-
gen bonds, but likely still have a significant interaction, somewhat contributing
to a weakening of the CO or ND bond, respectively.

The joint distributions of donor-hydrogen-acceptor angles and hydrogen—peptide
oxygen distances (Figure A.8) further support this idea. All micro-states exhibit
a significant, rather localised, population of angles and distances that correspond
to hydrogen bonds between water and the peptide oxygen atoms. In addition,
a broader distribution at angles lower than the threshold we used for defining
hydrogen bonds and below 4 A with probabilities that vary between individual
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simulations can be observed in all micro-states. These interactions likely also
have an effect on the vibration frequencies of vC=0 and vCOO, broadening the
corresponding bands in the infrared spectrum.

The hydrogen-bonds with longer distances are supposedly weaker than those
with shorter distances and thus contribute less to a shift in the CO and ND fre-
quencies, respectively. But no such effect can be observed for micro-states O,
whereas for micro-state 2, number of hydrogen bonds and distribution of their
distances agrees with the observation of a blue shifted vC=0O band. For micro-
state 4 in run2 the vC=0 band is blue-shifted, seemingly contrasting the gen-
erally longer hydrogen-bonds. However, for the simulation 4-run2 the donor-
hydrogen-acceptor angles significantly deviate from linearity, explaining the com-
parably low number and thus weak impact of hydrogen-bonded water molecules
on the CO group. As for micro-state 6, only simulation 6-run4 shows a relation
between the donor-acceptor orientation and CO frequency. In this simulation
hydrogen-bond angles are far from linear, and thus hydrogen-bond interactions
are weaker than in the other simulations of micro-state 6. Consequently, 6-run4,
exhibits the vC=0 band with the highest frequency among the simulations of
micro-state 6. The precise hydrogen-bond distance, in contrast, appears not to
have a large effect on the vC=0O vibration frequencies.
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Figure A.5: Probability distribution of number of water molecules hydrogen-
bounded to the peptide, analysed separately for ND3, CO, ND, and the two
carboxyl oxygen atoms (COO1 and COOQO2, respectively). The four micro-states
0, 2,4, and 6 are shown in orange, green, blue, and magenta, respectively. Each
row of a sub-figure represents an individual simulation of that micro-state.
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Figure A.6: Probability distribution of hydrogen-bond distances between the
peptide and water molecules, analysed separately for ND3, CO, ND, and the
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shows the distance threshold used as hydrogen bond criterion. The four micro-
states 0, 2, 4, and 6 are shown in orange, green, blue, and magenta, respectively.
Each row of a sub-figure represents an individual simulation of that micro-
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Figure A.7: Probability distribution of donor-hydrogen-acceptor angles between
the peptide and water molecules within hydrogen-bond distance, analysed
separately for ND3, CO, ND, and the two carboxyl oxygen atoms (COO1 and
COQ2, respectively). The dashed line shows the angle threshold used as hy-
drogen bond criterion. The four micro-states 0, 2, 4, and 6 are shown in orange,
green, blue, and magenta, respectively. Each row of a sub-figure represents an
individual simulation of that micro-state.
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Figure A.8: Joint distribution of angles between peptide oxygen atoms (C=0,
COO1, and COQO2, respectively), water deuterium, and water oxygen atoms
with distances between peptide oxygen and water deuterium atoms. The four
micro-states 0, 2, 4, and 6 are shown in orange, green, blue, and magenta, re-
spectively. Each row of a sub-figure represents an individual simulation of
that micro-state. The horizontal dashed line shows the angle threshold used
as hydrogen bond criterion whereas the vertical dashed line indicates the first
minimum of the radial distribution function shown in Figure A.3 that can be
understood as the limiting distance to find a water deuterium atom hydrogen-
bonded to a peptide oxygen atom.

168



169



Appendix A Supplementary material for: A Combined Approach

A.1.3 Torsion angle distributions, IR and power spectra from
first principles MD simulations
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Figure A.9: Torsion angle distributions (top), IR spectra (middle) and power spec-
tra (bottom), obtained from the individual first-principles MD simulations of
representative Ala-Leu conformations in water.dThe colours in distribtions and
the IR spectra correspond to the different clusters as 0 (orange), 2 (green), 4
(purple), and 6 (magenta), respectively, with all runs of one cluster shown next
to each other (runl ... run3, run4, or run6, respectively, from left to right). The
colours in the power spectra correspond to the different groups of atoms. The
leucine backbone torsion angles, as shown in the ramachandran plot, would
correspond to B-sheet for cluster 0 and 4, and to a-helix for clusters 2 and 6,

respectively, but are chemically equivalent conformations due to the second
oxygen atom in the carboxyl terminus.
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Figure B.1: Probability distribution of the x; side chain torsion angles of the Leu
residues, X1e,2 and xreu4 , and the first and last backbone torsion angles, 1 47,1
and ¢4, computed from a) the classical and b) the first-principles MD simu-
lation of the ALAL peptide in water.
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Figure B.2: Frequencies (cm~!) of the carbonyl stretching vibrations, computed
by normal mode analysis of different ALAL-water clusters. The hydrogen
bonding topology is described or indicated by labels x-y-z for connections
between C, = O, --- N7 — D with x water molecules, C, = O, ---C3 = Oj
with y water molecules and C; = O; - -- N3 — D3 with z water molecules, re-
spectively. RMSD is the root mean square deviation (A) between the initial
snapshot (grey) and the optimised (coloured) structure.
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Figure B.3: Combined radial distribution functions, ¢(r), and angular distribu-
tion functions, g(0), of hydrogen-bonded water (D-atoms) around the polar
groups of the ALAL peptide. Each top marginal plot shows g(r) and right
marginal plot shows g(6) for the respective distribution function. Black dashed
line-style is used for to show the restriction to hydrogen bond criteria. In each
g(7) plot, the black and red dotted curves represent the running integration of
hydrogen-bonded water molecules and of all water molecules, respectively.
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Figure B.4: Combined radial distribution functions, g(r), and angular distribu-
tion functions, g(6), of hydrogen-bonded water (D-atoms) around the C; = O,
(top) and C3 = O3 (bottom) group of the ALAL peptide, computed for the con-
strained simulations 3.2 A,0°; 4.0 A, 3.0 A, 30°, and 2.6 A, 0°; 2.6 A,0°. Each top
marginal plot shows g(r) and right marginal plot shows g(0) for the respective
distribution function. Black dashed line-style is used for to show the restriction
to hydrogen bond criteria. In each g(r) plot, the black and red dotted curves
represent the running integration of hydrogen-bonded water molecules and of
all water molecules, respectively.
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Figure B.5: Power spectra computed from first principles calculations of the
ALAL peptide in deuterated water from windows a) 8-16 ps, b) 16-36 ps, and c)
40-50 ps of unrestrained simulation, as well as from simulations with restraints
(see methods for details) d) 3.2 A, 0% 4.0A, e) 3.0 A, 30°, and f) 2.6 A, 0°%26A,
0°.
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Figure B.6: Results of k-means clustering the interaction energy values, computed
from the snapshots of an unconstrained simulation of the ALAL peptide in
water.
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Figure B.7: Time series of the instantaneous frequencies from a wavelet analysis,
individual water molecules hydrogen-bonded to the C; = O, group (see also
Figure 6 in the main text), water bridges between the C; = O, group and the
other polar groups, and distance of the centre of mass of a three-water ring (see
Figure 6a) in the main text), connecting the C; = O, and C3 = O3 group to the
centre of mass of the C; = O, group.
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Figure B.8: Interaction energy distributions for the four water molecules closest
to the C; = O, group from windows if an unrestrained simulation a) 8-16 ps,
b) 16-36 ps, and c) 40-50 ps, as well as simulations with restraints (see methods
for details) d)3.2 A, 0°; 4.0A, e) 3.0A, 30°, and f) 2.6 A, 0°; 2.6 A, 0°. Note that
the number of points are different due to the different simulation or window
lengths.
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Table B.1: Correlation between interaction energies and C, = O - - - H — Ow dis-
tances or C; = Oy - - - H — Ow angles.

Energy-Distance Correlation

Energy-Angle Correlation

Restraint W1 \ W2 \ W3 \ W4 W1 \ W2 \ W3 \ W4
None (full) 009 089] 080] 040 | 043 0.83] -0.78| 047
None (8-16 ps) 022 086| 080| 030| 049 | 0.67 | -0.64| 032
None (16-36 ps) 010| 091| 078 | 024| 038| 0.77| -069| 031
None (40-50 ps) 003| 065| 070 074| 051| 075| -0.72| 0.76
3.0 A, 30° 014 | 076 | 078 | 0.67| 049| 079| 084| 0.70
32 A,0°4.0A 056 | 073 079 075| 038| 046| 066| 0.75
26A,0%26A,000 -021| 027] 069 072| 001| -001| 0.65| 0.67
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C.1 Markov state modelling
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Figure C.1: Probability distribution of different backbone conformations as ob-
served in the classical MD simulations, the first label refers to the first peptide
bond, i.e., the 1.2, Preun-pair, and the second one to the second peptide bond,
i.e., the Y 41,3, P a153-pair.
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Figure C.4: Chapman-Kolmogorov test of the Markov state model (MSM) with
four states 1,2,3,4,5 corresponding to meta-stable sets LILIILIV,V respectively.
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Figure C.5: Ramachandran plot of the torsion angles [¢reuo-91eu2], [P a123-P ALa3]
extracted from the representative structures of I, II, III, IV and V, metastable-

sets.
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Table C.2: Torsion angles of the representative conformation of each metastable-

set used for the first-principle calculations.

rep. conformation ‘ ¢Ala1 ‘ [GbLeuZ'll)Leuﬂ ‘ XLeu2 ‘ [¢Ala3'lpAla3] ‘ (PLeu4 ‘ XLeud

Set-1 («,LHH ) 245 | -1.36,-034 |-1.20 | 1.02, 035 |-1.36 | -1.00
Set-II (L HH,LHH ) | 243 | 1.06, 029 |-1.08 | 1.01, 042 |-1.60 |-1.46
Set-1II (LHH,& ) 231 | 1.03, 042 |-1.06 |-1.21,-0.24 |-2.09 | -1.10
Set-1II (LHH, B) 235 | 1.08, 027 |-0.86 | -1.48, 2.62 |-2.12 | -1.06
Set-IV (8,LHH ) 241 | -1.39, 257 |-125 | 1.04, 046 |-1.83 | -1.46
Set-V (a,x ) 238 | -212,-040 |-1.01 |-1.61,-0.05 |-1.44 |-1.09
Set-V («,) 246 | -1.36,-040 |-1.05 | -1.61, 2.62 |-1.95 |-1.24
Set-V (B,a ) 249 | -137, 274 |-122 | -1.29,-0.63 |-2.26 | -1.28
Set-V (B,8) 246 | -1.76, 255 |-131 | -142, 2.62 |-1.72 | -1.13
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell

C.2 Normal modes
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Figure C.6: Normal modes spectra of (8, f)-conformation of ALAL.
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C.3 Torsion angle distributions
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Figure C.7: Ramachandran plot of the torsion angles [¢1cu2-¥reu2], [P A13-Y A143]
extracted from the first-principle simulations of (3, )-conformation.
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.8: Ramachandran plot of the torsion angles [¢reuo-W1eu2], [P Aa123-P ALa3]
extracted from the first-principle simulations of (3, a)-conformation.
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Figure C.9: Ramachandran plot of the torsion angles [¢1eu2-reu2], [P A13-Y A143]
extracted from the first-principle simulations of («, f)-conformation.

191



Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.10: Ramachandran plot of the torsion angles [¢re2-Yreu2], [P Aa123-P ALa3]
extracted from the first-principle simulations of («, #)-conformation.
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Figure C.11: Ramachandran plot of the torsion angles [¢rco-W1eu2], [P A13-Y A143]
extracted from the first-principle simulations of (8, Ly)-conformation.
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell

Figure C.12: Ramachandran plot of the torsion angles [¢re2-Yreu2], [P Aa123-P ALa3]
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extracted from the first-principle simulations of (L, )-conformation.
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Figure C.13: Ramachandran plot of the torsion angles [¢rc0-W1eu2], [P A13-Y A143]
extracted from the first-principle simulations of (L,, a)-conformation.
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Figure C.14: Ramachandran plot of the torsion angles [¢re2-Yreu2], [P a123-P ALa3]
extracted from the first-principle simulations of (L, Ly)-conformation.
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C.4 Root mean square fluctuations
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Figure C.15: Root mean square fluctuations of backbone atoms from first-
principle calculations.
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell

C.5 Radial distribution functions
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Figure C.16: Mean RDF plot with shaded region as standard deviation of N-D
groups (first,second,third from left to right) , vertical dashed line 2.5A (black)
around first minimum represents the 1st hydration shell i.e., strongly interact-
ing zone., (note that it also the defined geometric criteria for hydrogen bond
calculations), other vertical dotted line at 3.5A (gray) represents so called mod-
erately interacting zone. Horizontal black line represents the mean coordina-
tion number with gray shaded region as error band.
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Figure C.17: Mean RDF plot with shaded region as standard deviation of terminal
groups ND3 (left) and COO (right) , vertical dashed line 2.5A (black) around
tirst minimum represents the 1st hydration shell i.e., strongly interacting zone.,
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell

C.6 Angular distribution functions
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Figure C.18: Mean ADF plot with shaded region as standard deviation of all car-
bonyl groups (first,second,third from left to right) , vertical dashed line 45°
(black) is to represent the more likely hydrogen bond angle values of strongly
interacting zone (0-45°) while other vertical dotted line at 75° (gray) shows
moderately interacting zone (45°- 75°)
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Figure C.19: Mean ADF plot with shaded region as standard deviation of all N-D
groups (first,second,third from left to right) , vertical dashed line 45° (black) is
to represent the more likely hydrogen bond angle values of strongly interacting
zone (0-45°) while other vertical dotted line at 75° (gray) shows moderately
interacting zone (45°- 75°)
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.20: Mean ADF plot with shaded region as standard deviation of ter-
minal groups , vertical dashed line 45° (black) is to represent the more likely
hydrogen bond angle values of strongly interacting zone (0-45 degree) while
other vertical dotted line at 75° (gray) shows moderately interacting zone (45-
75 degree)
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C.7 Combined distribution functions
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Figure C.21: CDF of N-terminal group using data from all three runs of each
conformation of ALAL.
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Figure C.22: CDF of first carbonyl group using data from all three runs of each
conformation of ALAL.
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.23: CDF of first amine group using data from all three runs of each
conformation of ALAL.
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Figure C.24: CDF of second carbonyl group using data from all three runs of each
conformation of ALAL.
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Figure C.25: CDF of second amine group using data from all three runs of each
conformation of ALAL.
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Figure C.26: CDF of third carbonyl group using data from all three runs of each
conformation of ALAL.
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.27: CDF of third amine group using data from all three runs of each
conformation of ALAL.
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Figure C.28: CDF of C-terminal group using data from all three runs of each con-
formation of ALAL.
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C.8 Hydrogen bonds

Table C.11: Average number of hbonds per polar group.

ND;' Ci =0 N; -Dg Cp =0, N - Dy C3=03 N3 -Ds3 COO~
‘B,,B 2.7840.17 1.384+0.31 0.91+0.02 1.784+0.08 0.87+0.04 2.06+0.19 0.89+0.09 5.26+0.33
B 2.7440.07 1.424+0.08 0.92+0.06 1.264+0.29 0.9940.01 1.98+0.04 0.11£+0.12 4.814+0.13
«,B 2.854+0.01 1.044+0.18 0.97+0.02 1.7940.21 0.344+0.14 1.95+0.12 0.8940.02 5.2840.11
o0 2.6440.1 0.81£0.09 0.944+0.05 1.61£0.11 0.59£0.07 1.984+0.09 0.09+0.12 5.0940.19
BLy 286+0.04 0.74+£0.26 0.93+0.02 1.3+0.29 0.9540.02 1.76+£0.07 0.06£0.08 5.124+0.14
Ly, B 2.68£0.11 1.22+0.39 0.95+0.03 1.56+0.21 0.78+£0.2 2.08+0.09 0.86+0.17 5.2940.22
Ly, 2784012 0.98+0.27 0.95+0.04 1.69+0.34 0.82+0.1 2.02+0.05 0.75+0.17 5.07£0.28
Ly, L, 2.78+0.04 0.75+0.34 0.96+0.02 1.14+0.14 0.76+0.08 1.81+0.37 0.05+0.07 5.31£0.19

Table C.12: Probability and type of intramolecular hydrogen bonds present in the
individual first principle simulations of metastable-conformations of ALAL.

Simulation run
Conformation
1 2 3
0.00242
IB,‘B - - C2=OZ e N3:D3
N 0.0121 0.00092 )
IB’ CZZOZ e N3:D3 C2:O2 e N3:D3
. ] 0.00258 )
"B C1=01 - -+ Np=D»
0.4702 0.7336 0.0519
a0 C1=01 - - N3=Dj3 C1=0q - -+ N3=Dj C1=0q - -+ N3=Dj3
0.0936 - 0.0642
C1=0; --- Np=D, 0.0010 C1=0; - -- Np=D,
0.0086 Cy=0, - - - N3=Djs -
. 0.6464 0.2783 0.5124
B,Ly C,=0y - - - N3=Dj =0y - - - N3=D3 C1=04 - -- N3=Dj3
- - 0.0007
0.0021
Ly, B - - C1=01 - - No=D»
L ] 0.0053 )
1% Clzol Ce N2:D2
L 0.1654 0.8846 0.8436
arbia C1=01 - - N3=D3 C1=0; - -- N3=D3 C1=01 - - N3=D3
0.0258 - _
Cl=ol . N2:D2
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell

C.9 Power spectra
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Figure C.29: Group wise power spectra of all conformations of ALAL.
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Figure C.30: Density based infrared spectra of representative conformations of
Set-V of ALAL, in the amide I range (each upper panel) with power spectra of

each carbonyl group (each below panels).
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.31: Density based infrared spectra of representative conformations of
Set-II to Set-IV of ALAL, in the amide I range (each upper panel) with power
spectra of each carbonyl group (each below panels).
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Figure C.32: Power spectra of carbonyl groups with SD of all conformations of
ALAL.
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Appé&ugiplémentary material for: Metastable-Conformations vs. Hydration Shell
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Figure C.33: Power spectra of amine groups, (first,second,third from left to right)
of all conformations of ALAL.
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Figure C.34: Power spectra of terminal groups (ND3,COO) and N-C (from left to
right) of all conformations of ALAL.
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C.10 Density-based vs Wannier centers-based IR
spectra
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Figure C.35: Density based infrared spectra of representative conformations of
Set-V of ALAL (above), and Wannier function localisation based infrared spec-
tra of all conformations (below).
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