
1.  Introduction
1.1.  Motivation for Noise Interferometry Studies at Active Volcanoes

For decades, if not centuries, scientists have been looking for methods to improve the accuracy and reliability of 
volcano eruption forecasts. They have done so utilizing a multitude of techniques from different disciplines. For 
example, satellite-born techniques (Mania et al., 2019; Massonnet et al., 1995) or tiltmeters (Fontaine et al., 2014; 
Peltier et al., 2005) can be used to detect topographic changes induced by inflation of the volcanic edifice. In 
many cases, increased seismicity also precedes eruptions (e.g., Budi-Santoso et al., 2013; Chouet, 1996; Droznin 
et al., 2015; Soubestre et al., 2021). However, the various precursors are differently pronounced from volcano to 
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yielded encouraging results in detecting these changes at active volcanoes. Here, we analyze seismic data 
recorded at the Klyuchevskoy Volcanic Group in Kamchatka, Russia, between summer of 2015 and summer of 
2016 to study signals related to volcanic activity. However, ubiquitous volcanic tremors introduce distortions 
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To avoid such instabilities, we propose a new technique called time-segmented passive image interferometry. 
In this technique, we employ a hierarchical clustering algorithm to find periods in which the wavefield can 
be considered stationary. For these periods, we perform separate noise interferometry studies. To further 
increase the temporal resolution of our results, we use an AI-driven approach to find stations with similar 

𝐴𝐴 𝐴𝐴𝐴𝐴∕𝑣𝑣 responses and apply a spatial stack. The impacts of snow load and precipitation dominate the resulting 
𝐴𝐴 𝐴𝐴𝐴𝐴∕𝑣𝑣 time series, as we demonstrate with the help of a simple model. In February 2016, we observe an abrupt 

velocity drop due to the M7.2 Zhupanov earthquake. Shortly after, we register a gradual velocity increase 
of about 0.3% at Bezymianny Volcano coinciding with surface deformation observed using remote sensing 
techniques. We suggest that the inflation of a shallow reservoir related to the beginning of Bezymianny's 
2016/2017 eruptive cycle could have caused this local velocity increase and a decorrelation of the correlation 
function coda.

Plain Language Summary  Before eruptions, volcanoes inflate due to the rising magma from 
below. Previous studies have found that these deformations can lead to small changes in the properties of the 
surrounding rock. We use passive image interferometry, a method that relies on the omnipresent background 
vibration of the Earth—mostly induced by the oceans, to measure these changes at the Klyuchevskoy Volcanic 
Group in Kamchatka, Russia. However, in Kamchatka, this background noise is masked and distorted by small 
earthquakes and tremors originating from the volcanoes themselves. We combine machine learning techniques 
with established monitoring methods to find times when these tremors remain similar. Afterward, we use data 
from these time periods in the conventional way to observe changes in the soil and the rock. Our results show 
that rain- and snowfall and the thickness of the snow cover exert the strongest influence on the properties of the 
rocks. Additionally, we found that a large magnitude 7.2 earthquake, which struck Kamchatka during our study, 
caused a slight weakening of the rocks due to microstructural damage. We register changes shortly before an 
eruption and suggest a connection to the beginning of an eruptive cycle in 2016.
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volcano and may not even occur at all, which emphasizes the need to explore other types of precursors (Brenguier 
et al., 2016; Brenguier, Shapiro, et al., 2008).

With the help of coda wave interferometry (Snieder, 2006), some authors demonstrated that changes in the seismic 
velocity (dv/v) often accompany the different stages of an eruptive cycle (e.g., Ratdomopurbo & Poupinet, 1995; 
Snieder & Hagerty, 2004). However, coda wave interferometry relies on repetitive sources with similar source-
time functions, which limits the application to seismically active times and regions or requires expensive active 
source studies. Sens-Schönfelder and Wegler (2006) overcame this limitation by computing dv/v from ambient 
seismic noise using a technique called passive image interferometry (PII). Along with other factors, such as 
hydrological fluctuations (Clements & Denolle, 2018; Illien et al., 2021; Mao et al., 2022; Rodríguez Tribaldos & 
Ajo-Franklin, 2021), seasonal variations due to meteorological changes (Hillers et al., 2015; Sens-Schönfelder & 
Wegler, 2006; Wang et al., 2017), freezing-thawing cycles (Gassenmeier et al., 2014; James et al., 2019; Lindner 
et al., 2021; Steinmann et al., 2021), and earthquake-induced subsurface damages (Bonilla et al., 2019; Boschelli 
et al., 2021; Brenguier, Campillo, et al., 2008; Hobiger et al., 2016; Viens et al., 2018; Wegler et al., 2009; Wegler & 
Sens-Schönfelder, 2007), velocity changes due to volcanic inflation cycles have been detected by PII (Bennington 
et al., 2015; Brenguier, Shapiro, et al., 2008; De Plaen et al., 2016, 2019; Donaldson et al., 2017, 2019; Hirose 
et al., 2017; Machacca-Puma et al., 2019; Obermann, Planès, Larose, & Campillo, 2013; Olivier et al., 2019; 
Ruiz  et al., 2022; Sens-Schönfelder et al., 2014).

However, PII is not only sensitive to changes in the medium but is also impacted by fluctuations in the noise 
wavefield (Hadziioannou et al., 2011). Such fluctuations are particularly problematic in active volcanic regions 
as pervasive volcanic tremors cause constant changes in the spatio-temporal distribution of sources and frequency 
content of the noise field. In contrast to other causes of noise field fluctuations, such as cultural noise, seasonal 
changes, or weather-induced changes, these fluctuations are hard to predict and often last for extended periods 
of days and months.

In this study, we propose and demonstrate a technique to mitigate the impact of these fluctuations that we found 
particularly effective in the case of ubiquitous volcanic tremors. After briefly outlining the trace stretching 
method, we discuss an approach that relies on machine learning to find time segments with temporarily station-
ary noise fields and describe a non-linear spatial stack that further reduces uncertainty in the dv/v estimates. In 
our dv/v results, we find influences of a multitude of tectonic, environmental, and volcanic processes. We further 
analyze these mechanisms by evaluating peak ground velocity/velocity change responses, developing a snow 
depth and precipitation dv/v coupling model, and discussing volcanic activity during the experiment. Finally, we 
draw some concluding remarks concerning our work's methodological novelties and geoscientific implications.

1.2.  Kamchatka and the Klyuchevskoy Volcanic Group

Kamchatka is a peninsula situated in Russia's far east, west of the Aleutian Islands, and north of the Kuril Islands. 
Even though Kamchatka is located at a latitude of about only 60° N, temperatures can reach down to −40°C 
and remain low around the year. On Kamchatka's east coast, the annual precipitation can be up to 2,700 mm/
yr. Together, these effects lead to thick snow covers for over 6 months per year, especially at higher altitudes 
(Hersbach et al., 2020).

The subduction of the Pacific Plate under the Okhotsk Microplate at a rate of about 80  mm/yr (Bürgmann 
et al., 2005) regularly causes large earthquakes, among them the magnitude 7.2 Zhupanov earthquake that struck 
on 30 January 2016 south of the study region (see Figure 1). The magmatic activity under Kamchatka has also 
been associated with this subduction. Despite its extraordinarily high productivity and almost constant activity, 
most of the volcanism on Kamchatka does not pose an immediate threat as the peninsula is only sparsely popu-
lated (Koulakov, 2021). However, eruptions may impact important aviation routes in the Western Pacific (Girina 
et al., 2019), and effects like ash clouds or tsunamis (Belousov et al., 2000) could reach far beyond Kamchatka's 
borders. Furthermore, knowledge gained from Kamchatka can be transferred to other volcanic systems posing 
threads for densely populated areas such as in Japan or Central and South America.

The Klyuchevskoy Volcanic Group (KVG) lies within the Central Kamchatka Depression (CKD) in central-east 
Kamchatka. While the KVG consists of dozens of volcanoes (see Figure 1), currently, only three of them are 
active: Bezymianny, Klyuchevskoy, and Tolbachik (Fedotov et al., 2010). During our study period, between the 
summer of 2015 and summer of 2016, Klyuchevskoy exhibited high seismic activity with intermittent eruptions. 
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In addition, Bezymianny showed signs of the initiation of an eruptive cycle, whereas Tolbachik remained inactive 
(Coppola et al., 2021; Journeau et al., 2022; Mania et al., 2021). Evidence from geophysical and petrological 
data suggests the existence of a common magma reservoir at about 30 km depth (Fedotov et al., 2010; Ozerov 
et al., 1997). However, the isotope composition of the magmas seems to contradict these findings (Dorendorf 
et al., 2000; Kayzar et al., 2014). The deeper magma reservoir feeds several complex systems of smaller shal-
low magma chambers at about 5 km depth and, in the case of Klyuchevskoy, directly into the volcano (Green 
et al., 2020; Journeau et al., 2022; Koulakov et al., 2017; Shapiro et al., 2017). Koulakov et al. (2021) proposed 
the existence of a separate gas-filled chamber responsible for Bezymianny's explosive activity. Recently, Coppola 
et al. (2021) showed that activities of Bezymianny and Klyuchevskoy are correlated, whereas activity at Tolba-
chik seems to reduce the output at the two other volcanoes indicating a complex, interconnected volcanic plumb-
ing system.

A number of publications focused on the spatio-temporal evolution of volcanic tremors and volcano-tectonic 
events at the KVG. Volcanic tremors are thought to result from fluid movements and pressure variations in the 
volcanic plumbing system (Chouet, 1996). For Kamchatka, Soubestre et al. (2019) and Journeau et al. (2022) 
show that tremors occurring below several active volcanoes migrate periodically between shallow and deep 
locations. These tremors dominate the noise field above ∼0.5 Hz (Gómez-García et al., 2018). As we will discuss 
later, this observation has important implications for noise interferometry studies.

Other studies have investigated the time-dependent variations of the subsurface properties. Koulakov et al. (2013) 
found velocity changes in the upper crust below the KVG using repeated 3D seismic tomography. They interpreted 
these changes as signs of magma migration preceding eruptive periods. However, due to its coarse temporal reso-
lution, 4D earthquake tomography is only of limited use for eruption early warning. Gómez-García et al. (2018) 
applied PII to data collected at the KVG. While they recovered long-term velocity changes from frequencies 

Figure 1.  A map view of the study region. (a) The sites of permanent and temporary stations are represented by squares 
and triangles, respectively. We use data from station X9.IR1 (cyan) in Figures 2 and 3. The epicenter of the M7.2 Zhupanov 
earthquake is plotted as a magenta-colored star. We depict the locations of volcanic centers active during the Holocene. (b) 
A zoom on the area marked by the dashed, red box is shown in (a). The locations of the three volcanoes discussed here, 
Bezymianny, Klyuchevskoy, and Shiveluch are indicated and labeled.
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below 0.7 Hz, their algorithm showed limitations for higher frequencies due to strong fluctuations in the regional 
noise wavefield. dv/v time series retrieved from these lower frequencies are usually limited in their temporal 
resolution due to the high variability of the ocean-generated microseismic signals (e.g., weather and particularly 
storm dependence). Additionally, they are ill-suited to study shallow variations. In this study, we retrieve stable 
dv/v estimates for four one-octave-wide frequency bands between 0.5 and 8 Hz during shorter time segments by 
exploiting uniform noise fields that are temporarily stable and, thereby, obtain high-resolution dv/v time series 
that reveal fast-acting, shallow medium changes and their accurate timing.

Figure 2.  (a) Spectrogram of station's X9.IR1 N component calculated with a 4 hr window. Volcanic tremors appear as 
obvious bright (i.e., high energy) spots between ∼0.5 and 5 Hz (frequency band marked with magenta dotted lines). We 
truncated the color scale at both ends. In this work, we analyze velocity changes in octave bands between 0.5 and 8 Hz 
(marked by white dashed lines) (b) Daily self-correlation functions as calculated from station X9.IR1 between the E and N 
component created from preprocessed waveform data between 2 and 4 Hz. Note that the shape of the correlation functions 
(CF) (i.e., the Green's function estimate) changes significantly during the study. The average CF is plotted in black on top of 
the heatmap. We muted the daily correlation functions for −0.5 s ≤ τ ≤ 0.5 s to emphasize the shape of the coda. The color 
scale is truncated to −0.25 and 0.25, respectively. (c) The velocity change was estimated using the trace stretching method 
with the data from (b) and smoothing of 2 days. We indicate the location of X9.IR1 in Figure 1.

Figure 3.  The output of the hierarchical clustering. As input data, we used 1 year of self-correlations between station's 
X9.IR1 (see Figure 1) east and north components created from waveform data between 2 and 4 Hz. Colors are used to identify 
the different clusters in the three panels. (a) A dendrogram that quantifies the similarity between the different clusters. 
The vertical distance of the branches scales with the dissimilarity of the clusters, that is, their merging cost (see Table S1 
in Supporting Information S1). We show unclustered branches in gray. (b) The distribution of the clusters over the whole 
study period. The bars show the bi-weekly occurrence N of the respective cluster. (c) Averages of the correlation functions 
belonging to each of the five clusters.
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2.  Data and Preprocessing
2.1.  Seismic Data

For this study, we use 1 year of seismic data from 101 broadband and short-period stations (Figure 1). Of these, 
77 are part of the temporary KISS deployment (Shapiro et al., 2017) between summer 2015 and summer 2016. 
The remaining 24 stations are permanent stations operated by the Kamchatka Branch of the Geophysical Survey 
of the Russian Academy of Sciences.

Before computing cross- (i.e., inter-station), self- (i.e., inter-component, see Hobiger et  al.  (2014)), and 
auto-correlations, we apply some common preprocessing steps to the seismic data: First, we load daily chunks 
of data that we subsequently downsample to 25  Hz, detrend, taper, and filter in octave wide passbands. For 
cross- and self-correlations, but not for auto-correlations, we whiten the spectrum in the frequency domain (i.e., 
dividing the traces' spectra by their amplitude spectra). We discard the traces' amplitude information while only 
keeping its sign (i.e., one-bit or sign-bit normalization), which we found to be the most effective way to mitigate 
the impact of high amplitude sources for our data. Afterward, we slice the data into 1-hr-long windows and 
compute correlation functions (CFs) in the Fourier domain. Finally, we obtain a J × T matrix per component 
combination, where J is the number of hourly correlations and T is the number of time samples. We store these 
in the time domain.

Finally, to retrieve our velocity change estimates, we apply the trace stretching technique (Sens-Schönfelder 
& Brenguier, 2019; Sens-Schönfelder & Wegler, 2006). First, we select N subsets of all CFs (for details, see 
Section 3.3). From these subsets, we stack four-hourly noise correlations ξj every 2 hrs (i.e., we smooth with a 
moving mean) to reduce random noise in the CFs. In the stretching method, one stretches a reference trace against 
all these traces. We use the mean of all Jn CFs in one subset as reference ξr:

𝜉𝜉𝑟𝑟 =

𝐽𝐽𝑛𝑛
∑

1

𝜉𝜉𝑗𝑗

𝐽𝐽𝑛𝑛

� (1)

The algorithm performs a grid search over I stretching (or compression) factors κi to find the one resulting in the 
highest correlation coefficient R between ξj and ξr:

𝑅𝑅𝑖𝑖𝑖𝑖𝑖 = ∫
𝜏𝜏2

𝜏𝜏1

𝜉𝜉𝑗𝑗(𝜏𝜏)𝜉𝜉𝑟𝑟(𝜏𝜏(1 + 𝜅𝜅𝑖𝑖))d𝜏𝜏� (2)

For homogeneous velocity changes, (dv/v)j = −κmax,j, where κmax,j is the stretching factor resulting in the maximum 
correlation coefficient at time step j. We perform the grid search for −0.025 ≤ κ ≤ 0.025 (i.e., up to 2.5% devia-
tion from the reference velocity) and coda times where the lag time is between τ1 = 7.5T1 and τ2 = 17.5T1 relative 
to the theoretical time of arrival, on both causal and acausal parts of the CF. T1 corresponds to the long period 
corner period of the applied bandpass filter (Hobiger et al., 2014); for auto- and self-correlations, the reference 
time is accordingly 0. In the stretching method, the maximum correlation coefficient max(Rj) additionally serves 
as a stability measure of the retrieved velocity change estimates. Ultimately, we retrieve N similarity matrices of 
the size I × Jn that relate the correlation coefficient R to the four-hour-long time sample j and the stretching factor 
κ. For each similarity matrix, we thus obtain a velocity change estimate time series (dv/v)j.

To execute these steps, we employ SeisMIC (Makus & Sens-Schönfelder, 2022), a freely available open-source soft-
ware suite written in Python. SeisMIC is available on GitHub and will be discussed in detail in a separate publication.

2.2.  Complementary Data

To set our results in context to potential environmental and volcanological forcing, we retrieve snow load, precip-
itation, and temperature data from ERA5, a global climate reanalysis dataset. ERA5 is sampled every hour and is 
resolved on a 9 × 9 km grid (Hersbach et al., 2020). While the precipitation data shows degraded accuracy on an 
hourly time scale (Tang et al., 2020), its performance is still sufficient for our purposes. For Kamchatka, ERA5 
is exclusively based on satellite data.

We rely on infrared satellite measurements (Coppola et al., 2021) to compare the determined velocity changes to 
the lava output of the volcanoes.

The magnitudes and origin times for regional earthquakes were obtained from the USGS FDSN web service.
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3.  Stabilizing Velocity Change Estimates
3.1.  The Limitations of Passive Image Interferometry in Fluctuating Noise Fields

Ideally, each of our J CFs would correspond to a Green's function approximation at the time tj. In practically all 
cases, however, non-uniform noise fields violate this assumption. While noise interferometry does not require an 
actual Green's function approximation, a stationary noise field is necessary for the study to succeed (Hadziioannou 
et al., 2011). Commonly, researchers apply a set of standard preprocessing techniques such as those described 
in Section 2 to mitigate the impact of this non-stationarity directly in the data (Fichtner & Tsai, 2019). Another 
standard approach is the temporal smoothing of CFs, which results in a trade-off between stability and temporal 
resolution. This approach assumes that rapid fluctuations between CFs retrieved from the noise of consecu-
tive times are due to the stochastic character of the noise and, hence, can be reduced by temporal smoothing. 
Processing the dv/v observations can improve the monitoring further. Even though these steps aim to reduce the 
measurement noise, we try to avoid the term denoising as we find it ambiguous in the context of ambient noise 
seismology. Instead, we prefer the broader term stabilization of CFs and dv/v estimates.

For data from Kamchatka, Gómez-García et  al.  (2018) have already shown that standard preprocessing does 
not suffice to retrieve stable dv/v estimates. They proposed a different algorithm that exploits a Bayesian frame-
work to estimate dv/v. However, their algorithm shows limitations for higher frequencies severely impacted 
by the pervasive fluctuation of volcanic tremors (see power spectrum in Figure 2a). In addition, the proposed 
method is not suited to retrieve reliable long-term trends when properly parametrized for changing noise fields 
(Gómez-García et al., 2018). To illustrate the non-stationarity of the CFs, we show the east-north component of 
the self-correlation matrix of station X9.IR1 in Figure 2b. When the energy is high (e.g., December 2015), the 
corresponding CFs differ from other times. Journeau et al. (2022) showed that the intensity of the tremors fluctu-
ates simultaneously, confirming that volcanic sources cause the changes in noise amplitudes and CFs. For illus-
trative purposes, we show a velocity change estimate using the standard trace stretching approach in Figure 2c. 
The resulting dv/v fluctuates strongly with abrupt changes in the associated correlation coefficient (i.e., the 
coherence), indicating that this measurement does not reflect physical changes in the subsurface and cannot be 
interpreted. Interestingly, the dv/v estimate has the highest correlation coefficient when volcanic tremors domi-
nate the noise field. Hence, it seems as if phases that emerge in the CFs due to the high-energy tremor dominate 
the reference CF, which is a mean of all CFs.

3.2.  Previous Approaches

Aside from standard preprocessing and Bayesian-type inversions (Gómez-García et al., 2018), several methods 
have been proposed to avoid instabilities due to non-stationary wavefields. Hadziioannou et al. (2011) utilized an 
adaptive filter to remove incoherent phases from CFs. Moreau et al. (2017) combined singular value decompo-
sition with a Wiener filter to remove statistically and linearly independent components from the CFs. Schimmel 
et al. (2011) computed CFs using a phase cross-correlation rather than a conventional cross-correlation to suppress 
the impact of non-coherent high-amplitude phases. Viens and Van Houtte (2020) implemented an approach that 
employs deep learning to remove incoherencies from CFs. Most of these solutions yield good results for noise 
that remains constant over the whole study period and distorts all CFs more or less equally. However, when the 
ambient wavefield changes entirely due to a shift of dominant sources over long periods, they become ineffective. 
In Kamchatka, volcanic tremors can last and remain stable for several months (Journeau et al., 2022; Soubestre 
et al., 2019), so we require a different approach to achieve stable dv/v estimates from ambient noise.

Recently, there has been a shift from more traditional filtering methods to methods using machine learning 
algorithms. Arguably the most popular choices among these are unsupervised clustering algorithms and unsuper-
vised de-mixing algorithms. Both are particularly well-suited for large amounts of continuous data as they occur 
in ambient noise seismology. For example, Seydoux et al. (2020) clustered raw waveform data to differentiate 
ambient noise from earthquake signals. Similarly, Steinmann, Seydoux, Beaucé, and Campillo (2022) combined 
independent component analysis (ICA), a dimensionality reduction algorithm that separates statistically inde-
pendent features, with hierarchical clustering. Thereby, they succeeded to discriminate time windows with differ-
ent dominant sources. In another approach, they analyzed the output features of the ICA and found a feature 
that closely resembles the velocity change of the medium (Steinmann, Seydoux, & Campillo, 2022). While this 
approach seems to retrieve very accurate and highly resolving dv/v estimates for their dataset, one must have 
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successfully retrieved a low-resolution baseline estimate of dv/v using a conventional algorithm. Only then it is 
possible to evaluate that a feature of the decomposition corresponds to dv/v and provide quantitative estimates of 
the velocity change, as the amplitude of the ICA coefficients is physically meaningless. These limitations reduce 
the applicability of the ICA-based method. In addition, in more complex datasets, like our datasets, dv/v does not 
seem to be confined to a single feature of the ICA decomposition rendering the output practically uninterpretable. 
A more general issue with approaches that rely entirely on machine learning is that the related physical processes 
remain elusive, often making a correct interpretation of the results challenging. In the following section, we will 
describe an approach that combines the advantages of machine learning and conventional noise interferometry to 
retrieve velocity change estimates for the Kamchatka dataset.

3.3.  Clustering Noise Correlations

We address the varying noise conditions by splitting the experimental period into segments during which the 
ambient field is sufficiently stationary to observe temporal changes in the subsurface material. By clustering the 
CFs, we identify moments of change in the noise field that naturally separate the different segments. We use an 
agglomerative hierarchical clustering algorithm employing Ward's linkage algorithm with a Euclidean distance 
metric that minimizes the variance in each cluster (Ward, 1963) to find CFs that are sufficiently similar to be 
used in the same interferometric analysis. For many clustering algorithms, such as K-means clustering, the user 
determines the number of clusters before assigning the data to these clusters. Hierarchical clustering, in contrast, 
returns a dendrogram representing possible clusters and subclusters and their respective (dis-)similarities 
(Müllner,  2013). Thereby, it helps avoid an unsuitable choice of cluster numbers that would result in poorly 
defined clusters or too few clusters lumping together members with large differences. For a detailed discussion of 
the hierarchical clustering of noise correlations, refer to Yates et al. (2022).

Similar to Yates et al. (2022), we cluster preprocessed CFs instead of raw waveform data to disregard factors such 
as amplitude variations in the ambient noise irrelevant to our study. Additionally, the cross-correlation serves as a 
dimensionality reduction that reduces the computational cost of the clustering. Instead of clustering CFs from  all 
stations, we only use self-correlations from station X9.IR1 and component combination N-E that is sensitive to 
body, Love, and Rayleigh waves. As changes in the wavefield are regional, we do not obtain markedly different 
clusters for other stations and combinations (see Figure S7 in Supporting Information S1). Also, using separate 
clusters would unnecessarily complicate the comparability of results between different stations.

We show the hierarchical dendrogram for data between 2 and 4 Hz in Figure 3a. As a compromise between stabil-
ity and length of the dv/v time series, we split the dataset into five clusters. For 2–4 Hz, all clusters are highly 
dissimilar with a minimum cluster merging cost of about 9 (see Table S1 in Supporting Information S1 for a 
merging cost-frequency overview).

We can assess the nature of each cluster by examining its temporal occurrence (see Figure 3b) and the shape of its 
average CF (Figure 3c). Most average CFs share some common features at early lag times, but their peaks differ 
later in the coda, confirming that they are ill-suited for an interferometry study based on a single reference trace 
and time window. Remarkably different from all other average CFs is group number 2 (green), which dominates 
during times of low volcanic activity. When comparing the temporal distribution of the clusters (Figure 3b) to the 
volcanic tremor activity found by Journeau et al. (2022), it becomes evident that they directly correspond to the 
different dominating sources. During periods of low volcanic activity, cluster 2 (green) dominates. Clusters 3 and 
4 correspond to periods at which volcanic tremors prevail. During the eruption at Klyuchevskoy volcano starting 
in April 2016, cluster 0 becomes active.

For the clustering, we focus on CFs created from the frequency band between 2 and 4 Hz, which shows the great-
est impact of volcanic tremors (see Figure 2a). However, we remark that almost all frequency bands, particularly 
above 2 Hz, show similar patterns as the one under discussion, albeit not always as pronounced. Below 0.25 Hz, 
we find no temporal patterns attributed to volcanic activity. We provide additional clustering results in Figures 
S1-S7 in Supporting Information S1.

To retrieve stable dv/v estimates for shorter periods, we apply the trace stretching algorithm to all CFs in time 
periods dominated by one (e.g., August 2015 to November 2015, April 2016 to July 2016, see Figure 3b) or, 
in some cases, two clusters (time windows at the turn of the year, see Figure 3(b)). Thus, instead of using CFs 
from only one cluster per dv/v estimation, we use all CFs for a given period. Applying interferometry to only one 
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cluster could introduce a bias if the clustering algorithm splits the dataset due to changes in the medium (i.e., 
stretching of the CF), which we want to retain and analyze in PII, rather than changes in noise characteristics. For 
a much longer continuous dataset at Piton de la Fournaise, Yates et al. (2022) show that changes in the medium 
alter the dominant cluster permanently, whereas changes in the noise wavefield only lead to temporary variations. 
However, for the times available to us at KVG, making such an evaluation is challenging since varying tremors, 
which commence in late November 2015, last throughout the whole study period (Journeau et al., 2022).

For each period, we use the average CF as a reference correlation function to measure changes in wave velocity. 
The same segments are chosen for all stations and station groups. In the following, we will refer to our described 
method as time-segmented passive image interferometry (TSPII). We provide a complete overview of the chosen 
time segments in Table S2 in Supporting Information S1.

An obvious drawback of TSPII is that it fails to track long-term changes of dv/v. Gómez-García et al. (2018) used 
data from lower, less tremor-affected frequencies to compute long-term velocity changes. For higher frequen-
cies, however, the modifications in the noise wavefield will induce changes in the spatial sensitivity between the 
subsequent time segments. Therefore, the time segments quantify dv/v in different locations and they cannot be 
set in context to each other.

3.4.  Spatial Stacking of Sequenced dv/v Time Series

Applying PII to the selected time windows yields several dv/v time series, of which many show a significant 
amount of fluctuations that we regard as measurement noise. One strategy to stabilize the measurements is to 
apply smoothing in the time domain, as is commonplace in PII studies. In our case, however, this would degrade 
the time resolution and limit the usefulness of the already relatively short dv/v time series resulting from the time 
segmentation.

Statistical noise in dv/v measurements can be reduced by applying spatial stacking over results from several 
stations (Illien et al., 2023). We stack the similarity matrices that the trace stretching algorithm yields (see Equa-
tion 2). Subsequently, we pick the location of the maxima on the stacked similarity matrix to find the apparent 
homogeneous velocity change. In comparison to directly averaging the dv/v time series, this strategy has the 
advantage that unstable estimates with low correlation coefficients are down-weighted. On the flip side, the 
non-linear nature of the stack makes it challenging to quantify uncertainties and the contribution of different 
areas to the obtained velocity changes. Due to the ergodic nature of ambient seismic noise, one faces a decision 
between temporal and spatial resolution by opting for a more aggressive smoothing in either domain to reach the 
same stability (Illien et al., 2023). As we are looking for rapid responses of the subsurface to volcanic processes 
in rather short dv/v time series, we opt for a high resolution in time rather than in space with 2-hr increments and 
4-hr smoothing windows. We point out that the stacked correlation coefficient will almost always be lower than 
the correlation coefficient found from individual stations. To make a clear distinction between the two, we refer 
to the stacked correlation coefficient as the cumulative correlation coefficient (CCC).

When stacking similarity matrices, we need to find sites with similar velocity changes. Due to significant vari-
ations in topography and geology from site to site, these are not necessarily stations that are laterally closest to 
each other. To identify such stations, we employ an approach that combines visual inspection of the individual 
dv/v time series and a sequencing algorithm. Visually, we find that stations with a similar elevation and similar 
geology have similar dv/v curves for all examined frequencies (i.e., 0.5–8 Hz). To confirm this impression with an 
AI approach free of human bias, we use the TheSequencer algorithm (Baron & Ménard, 2021), which, in contrast 
to Ward's linkage algorithm, can quantify the distance between multidimensional data points (i.e., matrices). We 
chose the similarity matrices of each self-correlation from time segment 1 July 2015–1 December 2015 as our 
input data points. The algorithm then uses the Kullback–Leibler divergence and the Euclidean distance between 
the data points to find how the data is distributed in an N-dimensional space and sorts them by their respective 
distance. The closer two given data points are in said sequence, the more similar they are. We visualize the output 
of the algorithm in Figure 4a. As one should expect, results from correlations from different component combi-
nations of the same station are close in the sequence in almost all cases (in the plot, circles on top of each other). 
Furthermore, the algorithm reveals a very similar pattern to our qualitative evaluation; it evaluates responses of 
stations around the KVG with high elevation as similar, whereas stations in the Central Kamchatka Depression 
(CKD), the regional sedimentary basin, and on the eastern ridge (ERidge) plot in different groups. Based on the 
resulting sequence, we decided to stack similarity matrices in the five groups shown in Figure 4b.
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4.  Velocity Changes at the KVG
Using the method outlined above, we compute dv/v time series stacks for frequencies above 0.5  Hz, where 
volcanic tremor energy is generally very high (see Figure 2a). For frequencies below 0.5 Hz, the statistical varia-
tion exceeds the amplitude of physical velocity changes over 1 year, even after introducing an aggressive temporal 
smoothing with a window length of 30 days. To remove these statistical variations and obtain interpretable results 
from these frequencies, we would require a longer continuous dataset. The most stable results were obtained from 
the averages of auto- and self-correlations of all components from the stations of each of the groups shown in 
Figure 4.

Figure 5 shows the estimated velocity variation for the station group CKD from July 2015 to December 2015 
for 4–8 Hz. We set these in context to precipitation, snow depth, and large regional earthquakes. In addition, 
we provide the time-averaged lava discharge rate (TADR) for Klyuchevskoy and Bezymianny that Coppola 
et al. (2021) estimated from satellite data. Most notably, we can see a significant temporal correlation between 
precipitation events and drops in seismic velocity (e.g., in early September), followed by periods of velocity 
recovery. When precipitation comes in the form of snow (i.e., is accompanied by an increase in snow load) as on 
19 October (feature 1, marked by an arrow), decorrelations (i.e., decreases in the CCC) occur. From late October, 
the temperatures remain below freezing, and the snow load increases. Simultaneously, dv/v exhibits an almost 
monotonously increasing trend. For most earthquakes, we identify no correlated changes in dv/v - except for an 
event on 18 September that seems to be accompanied by a slight velocity increase (feature 2, cf. Section 5.2 for 
a thorough discussion of the impact of seismic events on dv/v). We do not identify any correlation between the 
seismic velocity and the TADR in Figure 5 or any of the following figures.

Similarly to Figure 5, we show a selection of dv/v results, climatological, and volcanological data from a set of 
groups and time windows in Figure 6, but for 2–4 Hz. As before, we note velocity reductions at times with high 

Figure 4.  (a) The output of TheSequencer (Baron & Ménard, 2021). The closer two datapoints are in the sequence (i.e., similarly colored and similarly sized circles). 
the more similar the algorithm deemed their dv/v responses as given by the similarity matrices. Note that datapoints in the sedimentary basin, on the Klyuchevskoy 
Volcanic Group, and on the ridge in the East tend to build subgroups. (b) Groups that we use for spatial stacking. Based on the results shown in panel (a) and on visual 
inspection of the dv/v time series, we divide our dataset into five subgroups. Each color corresponds to a different subgroup. Inverted triangles represent stations 
belonging to the temporary KISS experiment, whereas squares are the locations of permanent stations. Note that we disregard some stations due to low data availability. 
We depict the locations of volcanic centers active during the Holocene. KVG: Klyuchevskoy Volcanic Group, CKD: Central Kamchatka Depression, ERidge: Eastern 
Ridge, KVG_vic: stations in the vicinity of the KVG.
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precipitation (e.g., Figure 6d feature 3). In Figures 6b and 6c, and 6d, we find that the velocity reductions over 
the respective periods coincide with a decrease in snow load, whereas, in Figure 6a, both snow load and velocity 
show an increasing trend. While these weather-driven effects are less obvious on inter-station correlations, they 
are nonetheless visible (see Figures S28-S45 in Supporting Information S1). In Figure 6c, we see a low correla-
tion coefficient at the beginning of the time window, which coincides with the change in noise source dominance 
reflected by a shift from cluster 1 to 0. Consequently, we attribute it to an effect introduced by a change in wavefield 
properties. On 30 January 2016, the Magnitude 7.2 Zhupanov earthquake struck Kamchatka south of the network. 
Simultaneously, a sharp velocity decrease occurred at almost all station groups and frequencies (see Figure 6a 
feature 4). We show a more extensive selection of dv/v results for various time windows, frequencies, and regions 
in Figures S10-S45 in Supporting Information S1, including results from cross-correlations (i.e., inter-station). In 
the following section, we elaborate on the hydrological, meteorological, seismic, and volcanic forcing that causes 
velocity changes and discuss the impact of each respective mechanism on the different study sites.

5.  Discussion of Physical Mechanisms Causing Velocity Changes
After demonstrating how velocity changes can be computed from data with challenging noise conditions and 
noting that the dv/v variations exhibit strong correlations to weather data, we discuss physical mechanisms related 
to meteorological events, seismic events, and volcanic events that induce or could induce the observed dv/v vari-
ations and, in particular, have a closer look at velocity changes that do not coincide with precipitation or changes 
in the snow cover. The impact on dv/v of these mechanisms has been reported by other studies before. Observing 
them with our method gives confidence that the dv/v time series resulting from TSPII are sufficiently robust to 
contribute to environmental and volcanological monitoring.

Since we focus on velocity changes obtained from frequencies >2 Hz and examine earlier parts in the coda, 
we mainly interpret velocity changes down to about 350 m (Obermann et al., 2016; Obermann, Planès, Larose, 

Figure 5.  Velocity change for the station group CKD (see Figure 4) created from auto- and self-correlations between all 
components for 4–8 Hz. We show dv/v estimates as circles with color scaling dependent upon the cumulative correlation 
coefficient (CCC; see text body for details). Each point represents a time window of 4 hrs, at 2 hrs intervals. Red dashed 
lines mark the origin times of regional earthquakes with magnitudes ≥4.8. The dv/v model is given by the black dashed 
line, and the corresponding coefficient of determination (R 2) is shown in the upper left corner of the large tile. The 
time-averaged lava discharge rates (TADR) for Klyuchevskoy and Bezymianny are plotted logarithmically at the bottom of 
the plot in red and blue, respectively (Coppola et al., 2021). In the small tile below, we show values for snow depth dsnow 
(gray) and hourly precipitation P (blue) averaged over the region. Both values are given in water-equivalent. Note that, 
particularly for these high frequencies, dv/v shows strong responses to changes in precipitation and snow load. Our dv/v 
model (see Section 5.1.1) is able to reproduce these changes on first order. Features 1, 2, and 5 marked with arrows are 
discussed in the text body.



Journal of Geophysical Research: Solid Earth

MAKUS ET AL.

10.1029/2022JB025738

11 of 21

Sens-Schönfelder, & Campillo, 2013), assuming a surface wave velocity of 1 𝐴𝐴
km

s
 (Green et al., 2020). Surface 

waves of the lowest analyzed frequency of 0.5 Hz are sensitive to velocity changes down to about 1,300 m.

5.1.  Climatic and Meteorological Variations on Kamchatka

In Section 4, we already denoted a clear anti-correlation between precipitation and dv/v. Such an anti-correlation 
has been observed since the dawn of PII and was explained by an increased pore pressure resulting in a reduction of 
the shear wave velocity vS (e.g., Andajani et al., 2020; Donaldson et al., 2019; Feng et al., 2021; Wang et al., 2017). 

Figure 6.  Velocity change estimates for different station groups and time intervals for 2–4 Hz. Refer to Figure 5 for 
an explanation of the plot's details. (a) Region KVG_vic, time window from 15 December 2016 to 15 February 2016. 
Bold dashed line marks the 30 January 2016 M7.2 Zhupanov earthquake. (b) Region CKD, time window from 22 April 
2016 to 1 September 2016. (c) Region KVG, time window from 1 April 2016 to 1 July 2016. (d) Region Shiveluch, time 
window from 22 April 2016 to 1 September. Locations of the stations belonging to each of the regions can be found in 
Figure 4(b).
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As we examine high frequencies, we are particularly sensitive to changes in the shallow subsurface (Obermann, 
Planès, Larose, Sens-Schönfelder, & Campillo, 2013), which contains the vadose zone that is constantly subject to 
groundwater recharge and drainage cycles resulting in the observed velocity drop and recovery patterns.

However, in our case and for other observations in temperate and cold environments, this mechanism can only 
explain precipitation in the form of rain. In large parts of the year (i.e., approximately between October and May), 
temperatures are below-freezing. Consequently, precipitation occurs as snowfall, leading to the accumulation of 
a compacting snow layer. This added layer would alter the scattering properties of the medium in addition to the 
induced shear wave velocity change and, consequently, introduce a decorrelation (Guillemot et al., 2021; Obermann, 
Planès, Larose, & Campillo, 2013) as observed after periods of heavy snowfall (e.g., Figure 5 feature 1).

Guillemot et  al.  (2021) observed velocity drops, which they attributed to the build-up of a low-density and 
low-rigidity snow layer. In contrast to them, we see clear signs of a positive long-term correlation of overall 
snow load with dv/v (cf. Hotovec-Ellis et al., 2014; Mordret et al., 2016; Wang et al., 2017). In our case, the 
relationship appears remarkably linear aside from the previously discussed immediate effects of snowfall. We 
explain the relationship by invoking a loading mechanism, that is, an increased surface loading due to the snow 
mass (Heki, 2001; Silver et  al., 2007) that results in a pore space reduction and closure of cracks leading to 
compaction of the snow and soil layers. In addition, the snow and ground frost might act as a seal that blocks 
groundwater recharge. Conversely, during spring, the seismic velocity decreases rapidly due to a decrease in 
load and groundwater recharge from meltwater and an associated opening of cracks (Gassenmeier et al., 2014; 
Guillemot et al., 2021). While most studies find that the velocity increases with increasing snow load, Taira and 
Brenguier (2016) observed a velocity decrease, which they explain by an increase in pore fluid diffusion.

5.1.1.  Modeling dv/v

We use snow load and precipitation to create a simple model for the evolution of the seismic velocity at the 
various sites. In our model, dv/v depends bilinearly on the two environmental parameters. We express dv/v as:

𝑑𝑑𝑑𝑑

𝑣𝑣 𝑠𝑠𝑠𝑠𝑠𝑠

= 𝑎𝑎𝑎𝑎 ∗ 𝑓𝑓 (𝜏𝜏) + 𝑏𝑏𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 + 𝐶𝐶� (3)

where P is the precipitation in m (water equivalent), dsnow is the snow thickness in m (water equivalent), and a, b, 
and C are constants that we determine for each of the four octave frequency bands between 0.5 and 8 Hz and each 
station group. Akin to Sens-Schönfelder and Wegler (2006) and Hillers et al. (2014), we define a filter function 
f(τ) that we convolve (denoted as *) with the precipitation to model the drainage after each precipitation event. 
We define f(τ) in agreement with Darcy's law as a decaying exponential function that varies between 1 and 0:

𝑓𝑓 (𝜏𝜏) =

⎧

⎪

⎨

⎪

⎩

0 ∀𝜏𝜏 ∈ (−∞, 0)

exp−𝜏𝜏∕𝜆𝜆 ∀𝜏𝜏 ∈ [0,∞)
� (4)

where τ is the lag time (i.e., the time that has passed since the precipitation event) and λ is the decay.

To invert for a, b, C, and λ, we employ a least-squares inversion that optimizes a cost function to minimize the 
misfit between dv/vsyn and dv/v. For a and b, we jointly invert for all time windows using data from one station 
group and each octave frequency band. For the offset C, we perform a separate inversion for each time window. 
We determine λ to be optimal for the whole dataset at λ = 10 days. As expected, the magnitudes of a and b are 
higher for 2–8 Hz than for lower frequencies indicating that precipitation and snow load have a higher impact on 
the velocity of shallower layers. We do not identify clear trends in a and b for the different station groups (see 
Figure S8 in Supporting Information S1).

We show dv/vsyn as a black dashed line in Figures 5 and 6. Additionally, we provide the coefficient of determina-
tion R 2 for each time window as an objective measure to evaluate the fit of our model. R 2 reaches a value of 1 for a 
perfect fit, R 2 = 0 implies that the model has the same fit as the mean of the data points, and values below 0 have a 
fit worse than the mean. We achieve the highest R 2 values for times dominated by strong precipitation and changes 
in snow load (e.g., Figures 6(a) and 6(b), and (c), whereas, for dv/v curves that are strongly affected by mecha-
nisms that our model does not take into account (e.g., earthquake damage, Figure 6), we obtain lower R 2 values.

Despite its simplicity, our model reproduces first-order trends of the dataset reliably. For lower frequencies 
between 0.5 and 2 Hz, it generally performs worse with R 2 values around 0 than for the higher frequencies, prob-
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ably due to higher scatter in the dv/v datapoints in those low-frequency velocity change estimates (see Figures 
S10-S45 in Supporting Information S1). In addition, estimates from lower frequencies are not affected much by 
environmental mechanisms. Instead, lower frequencies sample deeper parts of the medium (Obermann, Planès, 
Larose, Sens-Schönfelder, & Campillo, 2013) whose velocity is not as strongly influenced by meteorological 
events (Donaldson et al., 2019). During times with relatively constant snow load, the model underestimates the 
velocity increase leading to lower R 2 values (see Figure 6a and Figures S10-S45 in Supporting Information S1) 
potentially because we do not model snow compaction.

We could increase the fit of our model by adding the influence of non-environmental effects such as ground 
shaking, employing separate models for rain and snowfall, adding the influence of snow compaction, utilizing 
a more complex model for snow layer thawing that accounts for the sudden availability of melt water, or taking 
thermal stress into account (Hillers et al., 2015). However, the model accuracy is limited by (a) the limited 
spatial resolution of satellite weather data (Tang et al., 2020) as ground measurements are unavailable to us and 
(b) the fact that we compare linear stacks of environmental data with non-linear stacks of dv/v measurements. 
The latter factor becomes especially important when the temperature is close to freezing or thawing so that 
freezing, snow fall, rain, and thawing could occur out of phase at stations belonging to one group of stations.

5.2.  Impact of the 30 January 2016 Zhupanov Earthquake

Due to the subduction of the Pacific Plate below Kamchatka (Yogodzinski et al., 2001), the region is regularly 
shaken by large earthquakes, which are generally known to induce velocity changes (e.g., Brenguier, Campillo, 
et al., 2008). In our results (Figures 5 and 6, and Figures S10-S45 in Supporting Information S1), we show the 
origin times of regional earthquakes with magnitudes larger than 4.8. For most of these events, the impact on dv/v 
remains either unclear due to coincident events of precipitation (e.g., Figure 5 - feature 5 or feature 6 in Figure 6c) 
or vanishes below the noise level (feature 7 in Figure 6d). The seismic event marked as feature 8 in Figure 6c 
illustrates the importance of examining all potential parameters that might influence dv/v. Shortly, though not 
immediately, after the earthquake, we measure an abrupt velocity drop of almost 1% that, on first look, seems to 
be associated with the earthquake. However, the velocity decrease has a higher temporal correlation to the precip-
itation event occurring about 12 hr after the earthquake. Due to the high temporal resolution of the dv/v estimates, 
we can observe a few unaffected values after the earthquake and a rather sudden decrease coincident with the 
onset of a strong precipitation event. Therefore, we consider it the likelier cause for the observed velocity drop.

The largest seismic event during our study period is the M7.2 Zhupanov earthquake that struck on 30 Janu-
ary 2016 in the South of the peninsula about 250 km from Klyuchevskoy with a hypocentral depth of 177 km 
(see Figure 7). The earthquake-induced sudden velocity drops range between 0.1% and 0.5% across our network 
(Figure 6a feature 4 and Figures S13-S15 in Supporting Information S1). We determined the peak ground veloc-
ity  (PGV) from the horizontal components of all active stations and show the result in Figure 7a. As expected, 
we find a higher PGV in the Central Kamchatka Depression (CKD) due to low shear wave velocities and its 
location closer to the epicenter (i.e., in the South). We then computed the ratio of the PGV and observed velocity 
drop, which we define as the difference between the average of the five data points (i.e., 12 hr) prior to and after 
the event's origin time, respectively (see Figure 7(b)). Most notably, station groups KVG and Shiveluch exhibit 
remarkably high 𝐴𝐴

𝑑𝑑𝑑𝑑∕𝑣𝑣

𝑃𝑃𝑃𝑃𝑃𝑃
 ratios, indicating a high sensitivity to the co-seismic shaking. These two station groups 

correspond to the stations located high up on the volcanic edifices of the Klyuchevskoy/Bezymianny massif and 
Shiveluch, respectively. ERidge, combining stations on the mountain range in the East, on the other hand, shows 
the lowest 𝐴𝐴

𝑑𝑑𝑑𝑑∕𝑣𝑣

𝑃𝑃𝑃𝑃𝑃𝑃
 ratios.

Previous studies have observed dv/v drops in volcanic areas that exceed these in neighboring areas by two or 
three times (Brenguier et al., 2014; Lesage et al., 2014). Lesage et al. (2014) observed a marked velocity drop 
at Volcán de Colima induced by the M7.4 Tecomán earthquake that struck about 140 km from the volcano. 
Regarding the magnitude and epicentral distance of the earthquake, their case is very similar to the one we 
observe in Kamchatka. They invoke material softening due to the pronounced non-linear elastic response of rocks 
with high porosity and pore space saturation - such as unconsolidated volcanic material (Johnson & Jia, 2005; 
Van Den Abeele, 2002). Brenguier et al.  (2014) found that the M9.0 Tohoku-Oki earthquake induced higher 
velocity changes in active volcanic regions and ascribed this observation to the presence of pressurized fluids in 
the pore space amplifying the non-linear response even under increased confining pressure at depth.
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For Kamchatka, tomography revealed high 𝐴𝐴
𝑣𝑣𝑃𝑃

𝑣𝑣𝑆𝑆

 ratios in shallow regions below the KVG, indicating a high water 
content in sediments of the CKD and in the volcanic edifices (Green et al., 2020; Ivanov et al., 2016; Koulakov 
et al., 2017, 2021). Also, the presence of hydrothermal reservoirs is well documented (e.g., Kiryukhin et al., 2012; 
Taran, 2009), for which a higher sensitivity to ground shaking was observed (e.g., Caudron et al., 2022; Chaves & 
Schwartz, 2016; Taira & Brenguier, 2016). However, Shiveluch is not equally well studied and only a few images 
exist that, contrary to the implication of the higher 𝐴𝐴

𝑑𝑑𝑑𝑑∕𝑣𝑣

𝑃𝑃𝑃𝑃𝑃𝑃
 ratio at the highest frequencies, show a high 𝐴𝐴

𝑣𝑣𝑃𝑃

𝑣𝑣𝑆𝑆

 zone that 
is slightly deeper than the one under the KVG (Koulakov, 2021; Koulakov et al., 2020). This could either be an 
indication that additional seismic data around Shiveluch are required to improve our understanding of the crustal 
structure below Shiveluch or simply be within the uncertainty of our data - particularly around Shiveluch, where 
the station coverage is lower.

Generally, the non-linear stress-strain behavior of rocks appears to depend on material inhomogeneities, such as 
pores, cracks, or matrix/clast distribution that lead to the formation of force chains and a concentration of stress 
at “stability bridges” in the material (Sens-Schönfelder et al., 2019). Volcanic rocks are highly heterogeneous 
(Schaefer et al., 2015), therefore, we expect a significant contribution of non-linear elasticity to the observed dv/v 
response. However, based on this discussion, we suspect that both elastic non-linearity and the presence of fluids 
in the pore space contribute to the pronounced velocity reduction at the KVG and Shiveluch. We expect that the 
magnitude of the contribution of each of these factors depends on the pore space saturation (or pressurization) at 
the time of shaking. In practice, that could mean that volcanoes with higher pressurization are more susceptible to 
ground shaking (as proposed by Brenguier et al., 2014). In the present case, we neither observe nor expect signifi-
cant differences in pressurization between Shiveluch, Klyuchevskoy, and Bezymianny because they are fed by the 
same magma system (e.g., Koulakov, 2021) and had recent eruptions (i.e., <10 years before the data collection).

5.3.  Influence of Volcanic Activity

A previous study by Coppola et al. (2021) has revealed a complex relationship between the major volcanoes of 
the KVG and a potential modulation by tectonic triggers. At Klyuchevskoy and Bezymianny, a period of unrest 
commenced in 2016, accompanied by eruptive activity (Journeau et al., 2022; Mania et al., 2019, 2021). For 
Bezymianny Volcano, Mania et al. (2019) found signs of an extrusion onset in early 2016, which is why we focus 
on stations in Bezymianny's vicinity. Unfortunately, stations D0.BZM, D0.BZW, X9.B07, X9.B08, X9.SV8, 
and X9.SV9 on the volcanic edifice failed in late 2015 and early 2016 leading to a lower spatial sensitivity, but 

Figure 7.  (a) Horizontal Peak ground velocities (PGVs) recorded during the M7.2 Zhupanov earthquake. The circles 
mark stations active on the day of the event, with their diameters scaling with PGV. We plot the epicenter of the Zhupanov 
earthquake as a star. (b) Corresponding 𝐴𝐴

(𝑑𝑑𝑑𝑑∕𝑣𝑣)

𝑃𝑃𝑃𝑃𝑃𝑃
 ratio for the different groups of stations and the examined frequency bands. The 

volcanic regions (Shiveluch and KVG) exhibit particularly high ratios.
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permanent station D0.BZG near the summit was fortunately operational throughout this episode and delivers 
stable dv/v estimates.

Satellite synthetic aperture RADAR (SAR) offset tracking reveals the first evidence of a starting plug extru-
sion at Bezymianny between January and April 2016 (see Figure S9 in Supporting Information S1, and Mania 
et al., 2019). With an intermittent uplift but almost continuously increasing uplift rate, the average crater offset 
reached about 1.5 m on 16 February 2016. With 4 hr, the dv/v time series presented in Figure 8 affords a signif-
icantly higher time resolution than the SAR data provided in Figure S9 in Supporting Information S1, which has 
a maximum resolution of 11 days. From the dv/v time series, we estimate a gradual velocity increase of about 
0.3% at D0.BZG initiating around 6-7 February, which we interpret as an expression of deeper medium changes 
associated with the surface deformation estimated by pixel offset. In conjunction with the velocity increase at 
BZG, we find a decorrelation (i.e., a decreasing CCC) at several stations surrounding Bezymianny (see Figure 8). 
The velocity increase at BZG exceeds the effects of snow compaction and damage recovery observed at all the 
other stations and is significant with respect to the short-term fluctuations.

Many studies linked volcanic inflation to dv/v decreases rather than increases (e.g., Brenguier et  al.,  2011; 
Brenguier et al., 2016; De Plaen et al., 2016, 2019; Machacca-Puma et al., 2019; Takano et al., 2017). However, 
local velocity increases could occur if a shallow magma, gas, or hydrothermal reservoir, as it may exist beneath 
Bezymianny (Ivanov et al., 2016; Koulakov et al., 2017, 2021), inflates and, thereby, causes local compaction 
through increased pressure (Caudron et al., 2021, 2022; Donaldson et al., 2017, 2019; Hotovec-Ellis et al., 2015; 
Yates et al., 2019). Our hypothesis is further supported by a recently published study by Berezhnev et al. (2023), 
who found increasing velocities at Bezymianny immediately before its 2017 eruption. They modeled the mechan-
ical deformation associated with the observed velocity changes and concluded that an inflating shallow reservoir 
is the most likely cause for the changing velocity.

A combination of localized velocity increases and decreases in the vicinity of Bezymianny, as expected to arise 
from a shallow pressure source (Donaldson et al., 2017), would also lead to decreasing correlation. As with any 
inhomogeneous velocity change, these decreases and increases would cause the shapes of the CFs to alter signif-
icantly, resulting in a decorrelation. Alternatively, the observed decorrelation could have resulted from other 

Figure 8.  (a) Definition of the station groupings used in (b). (b) Evolution of the seismic velocity as computed from 
auto and self-correlations between 15 January 2016 and 15 February 2016 close to Bezymianny Volcano at 2–4 Hz. We 
show dv/v estimates as colored symbols (matched with symbols in (a)) with color scaling dependent upon the cumulative 
correlation coefficient. Each point represents a time window of 2 hrs. Red vertical dashed lines mark the origin times of 
regional earthquakes with a magnitude ≥4.8. The bold dashed line marks the 30 January 2016 M7.2 Zhupanov earthquake. 
The time-averaged lava discharge rate (TADR) of Bezymianny is plotted logarithmically in blue. In the lower panel, we 
show precipitation and snow load data in water equivalent averaged over all locations of the station group KVG_vic. Toward 
the end of the time window, we measure an especially strong increase in the seismic velocity at station D0.BZG (circles). 
Simultaneously, we see a decorrelation at all shown groups.
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modulations of the scattering properties of the subsurface due to incipient deformation of the volcanic edifice 
(Obermann, Planès, Larose, & Campillo, 2013).

The closely spaced occurrences of the Zhupanov earthquake, the detected velocity increase at BZG, and the 
proposed initiation of Bezymianny's eruptive cycle (Mania et al., 2019) are noteworthy. It raises the question 
of whether Bezymianny's 2016/2017 eruption was tectonically triggered as reported in some rare cases (Hill 
et al., 2002; Kennedy, 2017; Seropian et al., 2021; Walter & Amelung, 2007; Watt et al., 2009). However, based 
on the currently available data, we would consider such conclusions speculative.

6.  Conclusions
6.1.  Time-Segmented Passive Image Interferometry for Fluctuant Noise Fields

For data from KVG, established preprocessing strategies and PII algorithms were not sufficient to produce stable 
velocity change estimates for high frequencies (>∼ 1 Hz) and fine temporal resolutions (<∼1 week) as needed 
to understand the effect of several forcing mechanisms operating at these and lower time scales. In this paper, 
we demonstrate that PII is feasible even in the presence of pronounced, long-lasting fluctuations of the noise 
wavefield if one applies the time-segmented passive image interferometry (TSPII) technique, as proposed here. 
We utilize a hierarchical clustering algorithm to find time windows with temporarily stationary noise fields suit-
able for separate PII surveys. Subsequently, we spatially average the results to increase the temporal resolution 
even further.

In its current form, TSPII is best suited for settings where the noise field has several distinct “modes”, for exam-
ple, spatially stable noise sources, which stay active or inactive over extended periods. Therefore, it is particularly 
well-suited for volcanic environments with long-lasting phases of tremor activity. In cases with sporadic, rapid 
shifts, approaches based on filters are more likely to be successful.

6.2.  Evolution of the Seismic Velocity at the Klyuchevskoy Volcano Group

After applying TSPII and spatial averaging, we present velocity change observations for Kamchatka from five 
different regions for five-time segments and various frequency bands. When analyzing the velocity changes, we 
find dominant forcing from environmental factors. We analyze dv/v time series computed from high-frequency 
data (>2 Hz), which exhibits a lower noise level and a higher resolution than the time series from lower frequen-
cies (<1 Hz). High frequencies are particularly sensitive to pore pressure changes in the shallow subsurface. The 
pore pressure, in turn, is strongly impacted by precipitation leading to immediate short-term velocity decreases 
following precipitation events. In contrast, increasing snow depth causes a velocity increase. These findings again 
emphasize the value of PII in monitoring the vadose zone, which is a vital component for groundwater recharge 
and drainage cycles. Monitoring groundwater levels is especially critical in regions with little precipitation or 
strongly pronounced dry seasons. To these ends, PII provides a low-cost, non-invasive method that probes the 
vicinity of the station rather than only a single spot as a well would. We present a simple model that relates snow 
load and precipitation to the seismic velocity reproducing first-order variations in dv/v.

In addition to environmental events, we find impacts of tectonic events - first and foremost, the M7.2 Zhupanov 
earthquake, which leads to high-amplitude damage-induced velocity drops across the network with subsequent 
recovery. The amplitude of said velocity drop is not solely dependent on the strength of the ground shaking, which 
we quantify by computing the peak ground velocity. Instead, we find that volcanic regions (i.e., the KVG and 
Shiveluch) are more sensitive to ground shaking and experience more pronounced velocity drops. For Kamchatka, 
we explain this unusually high dv/v response with the non-classical non-linear behavior of the volcanic rock, 
possibly amplified by the high fluid contents in the pore space.

Lastly, we see a marked velocity increase accompanied by a decorrelation of the noise correlation functions at 
Bezymianny Volcano commencing 6–7 February 2016, shortly after the Zhupanov earthquake. The velocity 
increase occurs together with a first uplift marking the beginning of the 2016/2017 eruption cycle (Coppola 
et al., 2021; Mania et al., 2019, 2021). We argue that the inflation of a shallow gas, magma, or hydrothermal 
reservoir could cause localized velocity increases and decreases. This inhomogeneous velocity change combined 
with the deformation of the volcanic edifice would lead to the observed apparent homogeneous velocity change 
close to the deformation and a net-zero velocity change in the far-field, concurrently inducing the decorrelation at 
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all locations. Our study, once again, demonstrates that passive image interferometry is a valuable tool for moni-
toring volcanic deformation, possibly in near real-time and with a denser temporal sampling than, for example, 
satellite-based techniques could resolve.

Data Availability Statement
The KISS dataset (Shapiro et al., 2015, https://doi.org/10.14470/K47560642124) is openly available via the 
GFZ Data Services. Access to the data recorded by the D0 seismic network is restricted but can be obtained 
via the GFZ Data Services. The ERA5 climate data (Muñoz Sabater, 2019, doi: https://doi.org/10.24381/cds.
e2161bac) are available upon registration at https://cds.climate.copernicus.eu/cdsapp#!/dataset/10.24381/
cds.e2161bac?tab=overview. The TADR datasets are provided as supplementary material to Coppola 
et al. (2021). All TerraSAR-X data are available through the German Aerospace Centre (DLR). The origin 
times of the seismic events plotted in Sections 4 and 5 can be queried via the USGS FDSN web service. 
The seismic data download and the computation of correlations and dv/v were executed using SeisMIC 
0.1.28 (Makus & Sens-Schönfelder, 2022, doi: https://doi.org/10.5880/GFZ.2.4.2022.002), available under 
the EUPL license agreement at https://github.com/PeterMakus/SeisMIC. TheSequencer algorithm (Baron & 
Ménard, 2021) that we used to sort the similarity matrices of the stations can be executed online at http://
sequencer.org, its source code can be downloaded at https://github.com/dalya/Sequencer. TheSequencer is 
licensed under the MIT license agreement. All maps were plotted using PyGMT (Uieda et al.,  2022, doi: 
https://doi.org/10.5281/zenodo.7481934). For Figures 1a, 4, and 7a, we used the SRTM15+ digital eleva-
tion model (DEM) by Tozer et al.  (2019). For Figures 1b and 8a, we obtained the SRTMGL1 DEM from 
NASAJPL (2013).
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