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ABSTRACT
The title reaction is studied using a quasi-classical trajectory method for collision energies between
0.1meV and 10 eV, considering the vibrational excitation of H+

2 reactant. A new potential energy
surface is developed based on a Neural Network many body correction of a triatomics-in-molecules
potential, which significantly improves the accuracy of the potential up to energies of 17 eV, higher
than in other previous fits. The effect of the fit accuracy and the non-adiabatic transitions on the
dynamics are analysed in detail. The reaction cross section for collision energies above 1 eV increases
significantly with the increasing of the vibrational excitation of H+

2 (v
′), for values up to v′ = 6.

The total reaction cross section (including the double fragmentation channel) obtained for v′ = 6
matches thenewexperimental results obtainedbySavic, Schlemmer andGerlich [Chem. Phys. Chem.
21 (13), 1429.1435 (2020). doi:10.1002/cphc.v21.13]. The differences among several experimental
setups, for collision energies above 1 eV, showing cross sections scattered/dispersed over a rather
wide interval, can be explained by the differences in the vibrational excitations obtained in the
formation of H+

2 reactants. On the contrary, for collision energies below 1 eV, the cross section is
determined by the long range behaviour of the potential and do not depend strongly on the vibra-
tional state of H+

2 . In addition in this study, the calculated reaction cross sections are used in a plasma
model and compared with previous results. We conclude that the efficiency of the formation of H+

3
in the plasma is affected by the potential energy surface used.
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1. Introduction

Hydrogen, as themost abundant element in theUniverse,
plays a fundamental role in star formation and the chem-
ical evolution of molecular Universe. Its molecular forms
areH2,H+

2 andH+
3 [1]. In evolved galaxies, the formation

of H2 is usually attributed to atomic hydrogen recom-
bination on cosmic grains and ices [2–4]. H+

2 is rapidly
formed by cosmic rays or electrons, and it collides with
H2 to form H+

3 in the reaction

H2(v, j) + H+
2 (v′, j′) → H+

3 + H. (1)
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Once the molecular forms of hydrogen are formed, the
chemistry in space starts with the formation of the first
hydrides. In cold clouds, the most abundant ion is H+

3 ,
which is considered to be the universal protonator [5–8]
through the proton hop reaction [1, 9]

H+
3 + M → HM+ + H2, (2)

where M is an atom or a molecule. The HM+ cations
are very reactive and trigger many chemical networks
giving rise to most of the molecular systems detected in

© 2023 The Author(s). Published by Informa UK Limited, trading as Taylor & Francis Group
This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.

http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/00268976.2023.2183071&domain=pdf&date_stamp=2024-01-09
http://orcid.org/0000-0002-4270-1046
http://orcid.org/0000-0002-2713-5875
http://orcid.org/0000-0002-8871-4846
mailto:octavio.roncero@csic.es
http://creativecommons.org/licenses/by/4.0/


2 P. DEL MAZO-SEVILLANO ET AL.

space [5–8, 10, 11]. In cold environments,M colliders in
Equation (2) deposit on ices, and H+

3 reacts only with the
most abundant molecule, H2, as

H2 + H+
3 → H+

3 + H2, (3)

a proton exchange reaction, which is constrained by
nuclear spin statistic [12–18], and is the responsible for
the ortho/para ratio of H+

3 . When the collider is HD,
reaction (3) is the responsible of H+

3 deuteration [13,
17, 19–24]. The deuterated species formed following
Equation (2) produce the observed high relative abun-
dance of deuterated species, estimated as ≈ 104 times
higher than the D/H ratio of the galaxy [25–28]. This
high deuteration efficiency is attributed to the zero-point
energy differences among the H+

3 deuterated species,
very significant at the low temperatures of coldmolecular
clouds [22, 29].

Hydrogen plasma [30–32], apart from their techno-
logical applications in industry, medicine and fusion
reactors [33, 34], can be considered as a prototype for
Early Universe models [2, 35–38]. In the absence of
other species but hydrogen, the molecular species are
simply H2, H+

2 and H+
3 , but H

+ also exists. The distri-
bution of the ions affects the determination of hydro-
gen particle flux in the plasma [39, 40]. The reaction in
Equation (1) is an important process for modelling H2
plasma at low electron andmolecular temperatures (Te ∼
5 eV, Tm ∼ 0.1 eV) since the process is the only domi-
nant process for the formation of H+

3 [41]. Therefore,
an accurate cross section is essential for the determina-
tion of the density of H+

3 in plasma models. Moreover,
the rovibrationally resolved cross sections are required
for collisional-radiative (CR) spectroscopic modelling of
molecular hydrogen which can be applied to a fusion
detached plasma [42, 43]. The isotopic effect on the reac-
tion is also essential for plasma modelling in nuclear
fusion tokamak [44].

The reaction in Equation (1) has been widely studied
experimentally [45–54] and theoretically [49, 55–60]. In
the 1meV and 1 eV energy interval, an excellent agree-
ment between experimental [54] and theoretical [60]
reactive cross sections has been achieved. Recently, this
reaction has been studied in two extreme regimes, at ultra
cold energies [61–64] and at high collision energies [65]
up to 10 eV. At ultra cold energies, many isotopic variants
have been studied, and the reactive cross section shows
a Langevin-like behaviour so that the measured reac-
tive cross sections, in relative units, shows also excellent
agreement with the theoretical simulations [60]. How-
ever, recent experiments performed at higher collision
energies (1-10 eV) [65] differ considerably from previ-
ous theoretical simulations [49, 55, 60]. Moreover, for

collision energies above 1 eV, the new experimental mea-
surements show differences with previous experimental
ones [45–48, 52, 53], all of them scattered in a rather wide
interval of cross sections.

There are two main goals in this work. First, we focus
on the theoretical simulations of the H+

3 formation reac-
tion, Equation (1), to reproduce the new experimental
data above 1 eV [65]. Second, we study hydrogen or deu-
terium plasma models in order to analyse the effects of
the calculated cross sections and rates on the H+

3 or D+
3

densities.
This work is organised as follows. In Section 2, we

develop new potential energy surfaces (PESs), which
include non-adiabatic effects and increase the accuracy of
the fit. This new fit uses a Neural Network (NN) method
to describe the four-body term, to improve a zero-order
description using a Triatomics-in-Molecule treatment,
which accurately fits very precise ab initio calculations,
over a broader energy interval than previous fits, up
to 17 eV. In Section 3, we study the reaction dynamics
using a quasi-classical trajectory (QCT) method, includ-
ing transitions among different electronic states, using
the fewest switches method of Tully [66]. The reac-
tion dynamics is studied for collision energies between
1meV and 10 eV, and for several vibrational states of
H+

2 reactant, as well as for the deuterated reaction,
focussing on high energy reactive cross sections recently
measured by Savic et al. [65]. In Section 4, we inves-
tigate how the calculated reactive cross sections affect
the population density of H+

3 and D+
3 in CR models of

H2/D2 plasma. Finally, in Section 5 some conclusions are
extracted.

2. Potential energy surfaces of H+
4

In this work several PESs are used, and are listed here to
clarify the differences:

PES1: This PES developed by Sanz-Sanz et al. [67], is
the most accurate developed so far for this system.
It is built as a sum of a triatomics-in-molecules
(TRIM) term, HTRIM , plus a four body term, HMB.
The TRIM term is a generalisation of theDiatomics-
in-Molecules (DIM) [68–71] method, in which the
electronic Hamiltonian is factorised as a sum of
triatomic and diatomic fragments as [67, 72]

Ĥi
e =

∑
n>i,o>n

Ĥ+
ino(n − i, o − i) −

∑
p>i

Ĥ+
ip (p − i)

(4)
where Ĥ+

ip are the monoelectronic Hamiltonians
of H+

2 fragments and Ĥ+
ino(n − i, o − i) are the

bielectronic Hamiltonians (for n−i, o−i electrons)
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describing the H+
3 system for the ino nuclei. The

TRIM representation consists of a 8×8 matrix,
whose elements have H+

3 and H+
2 matrix elements

of different electronic configurations, in which each
hydrogen atom is described by a 1s function, except
one corresponding to H+. In PES1 [67], the tri-
atomic terms included in the TRIM matrix were
built as the 3×3 DIM matrix for each H+

3 frag-
ment plus a three-body term added to describe the
ground state of either singlet or triplet symmetry.
The non-adiabatic terms in these triatomic frag-
ments are therefore approximated by those obtained
in a DIM treatment.
PES1 is built adding a four-body correction (MB
term) to this TRIM description. This MB term
is expressed as a linear combination of four-body
polynomials that are symmetric with respect to the
permutations of identical nuclei (Permutationally
invariant polynomials or PIP). These PIP are built
in terms of Rydberg polynomials of the interatomic
distances (pi = ri exp(−αiri)) [73–75]. The set of
linear and non linear coefficients, αi, are optimised
to minimise the difference with the ab initio ener-
gies obtained with the multi reference configuration
interaction (MRCI) method using the aug-cc-pV5Z
basis set [76]. In PES1, the same four-body correc-
tion term is added to all the diagonal elements of the
TRIM matrix.
The reactive cross sections calculated on this PES1
shows an excellent agreement with the experimen-
tal results for collision energies between 1meV and
1 eV [60–62, 65].

PESTRIM8×8 and PESTRIM1×1: This PES is based
on the TRIM model explained above, and is an
improvement made in this work. The main dif-
ference is that the triatomic H+

3 is represented by
3×3 diabatic matrices fitting its three lowest sin-
glet and triplet electronic states [77] to MRCI ab
initio energies extrapolated to the complete basis
set (CBS) limit [78]. This improvement is crucial
to study the non-adiabatic dynamics of H+

4 . Ana-
lytical derivatives of the potential energy surfaces
and non-adiabatic couplings are calculated based on
the Hellmann-Feynmann theorem as described in
[60]. The full PESTRIM8×8 potential correspond to
the eight adiabatic eigenvalues including the non-
adiabatic coupling terms. PESTRIM1×1 only con-
siders the ground adiabatic energy.

PES-NN: PESTRIM1×1 lacks high accuracy in the
interaction region, i.e. where H+

4 is formed, while
showing excellent agreement for H+

3 + H or H2
+ H+

2 rearrangement channels. For this reason
a four-body neural network term is added to

PESTRIM1×1 to improve the accuracy of the sys-
tem, as described below.

2.1. Many body neural network term

Many body potential energy terms are widely used to
represent potential energy surface of chemical systems,
either in a many body expansion [74, 79, 80], where one
up to N-body terms are summed, or as correction terms
of a zero-order description of the potential, described by
the TRIM method [67, 72] or by a reactive force field
matrix [81–83].

In this work a many body neural network (MB-NN)
[83] potential energy term has been built as a PIP-NN
[84], in which the neural network is fed with a per-
mutational invariant polynomial representation of the
molecular geometry. A PIP is constructed by projecting
a polynomial of the interatomic distances into the totally
symmetric irreducible representation of the desired per-
mutation group. A generator of these PIPs is defined
as:

Pn = Ŝ
Nd∏
i=1

pl
n
i
i (ri) (5)

where Nd is the number of interatomic distances, pi is
a function of the interatomic distance ri, lni is the expo-
nent of the ith monomial for the nth polynomial and Ŝ is
the projector to the totally symmetric irreducible repre-
sentation of the permutation group. A common choice of
p(r) in PIP-NN-PES is the decaying exponential pi(r) =
exp(−αir).

The set of PIP has to be carefully filtered so that it is
purely composed of N-body functions. This means that
any of these functions evaluated on a geometry where
the N bodies are not closely interacting should be zero.
In case these terms included any lower body functions,
we have shown that it would add spurious interactions
between fragments [85], which specially affects the long
range regions.

In Appendix A it is shown that a polynomial in
Equation (5) can be represented as a graph, and that
the subset of N-body polynomials corresponds to those
whose respective graph is connected, meaning that there
exists a path which connects all the vertices (particles) of
the graph. In this way we can guarantee that any N-body
polynomial, with p(r) defined as a decaying exponen-
tial or Rydberg function, will tend to zero as any particle
or set of particles moves away from the rest. This will
automatically make zero a PIP-PES and provide constant
descriptor for a NN-PIP-PES, that returns a constant
energy out of the N-body region, which can be trained
to be as close to zero as possible and that produces no
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net force, since its derivative with respect to the atom
coordinates is zero.

The four-body term developed here is expressed as a
feed forward neural net with 11 input neurons and two
hidden layers with N2 = 32 and N3 = 77, and sigmoid
non linearities σ = 1/(1 + exp(−x)):

HMB = b(3)
1 +

N3∑
i

⎛
⎝w(3)

1i σ

⎛
⎝b(2)

i +
N2∑
j

(
w(2)
ij σ

(
b(1)
k

+
N1∑
k

(
w(1)
jk PIPk

)))⎞⎠
⎞
⎠ (6)

were w(l) matrix (with elements w(l)
ki ) and b(l) vector

(with elements b(l)
i ) represent the trainable weights and

bias on layer l. The 11 input neurons correspond to
four-body PIPs produced by setting a maximum poly-
nomial degree max(

∑
li) = 5 and maximum mono-

mial degree max(li)=2. All lower body polynomials that
would introduce spurious energy contributions in reac-
tants and products channels are filtered following the
steps detailed in Appendix A.

The four-body term is trained with NeuralPES, an in-
house Python code based on PyTorch [86]. New ab initio
points have been used in the fit of this work, of higher
accuracy of those used in PES1 [67]. The energies are
obtained using a two point extrapolationmethod to com-
plete basis set (CBS) [78], using the results obtained with
the aug-cc-pV5Z and aug-cc-pV6Z basis sets. Around
33000 ab initio points were calculated, including the
geometries of Ref. [67] and new ones selected to increase
the accuracy of the PES above 2 eV. These last new points
were chosen from QCT trajectories at different collision
energies (from 1 eV to 10 eV) taken on the TRIMPES1×1
to populate physically accessible configurations at this
high energy regions. The complete set of ab initiopoints is
randomly split into a training set (containing 80% of the
data) and validation and test sets (with 10% of the points
each). The training set consists on 27294 geometries, with
energies up to 17 eV over theH2 +H+

2 asymptote,mostly
corresponding to four-body interactions, and elongations
to lower body geometries. The training process aims to
minimise the root mean squared error between the ab
initio and PESTRIM1×1 + HMB energies.

2.2. Analysis of the different PESs

As all the four-body terms described above vanish as
the systems tend to reactants or product asymptotes, the
long-range interactions are purely described by the tri-
atomic terms of the TRIM model. In all the triatomic
fits considered here, the long range terms for H2 + H+

Table 1. Rootmean squared errors of the ground electronic state
for different energy regions, defined for E < Ec .

Ec (eV) Points PES1 (meV) PESTRIM1×1 (meV) PES-NN (meV)

0.0 9314 16.27 145.49 10.02
2.5 30856 25.08 131.21 10.41
5.0 32314 98.58 151.64 11.65
7.5 32544 334.96 161.20 12.15
10.0 32622 850.30 164.88 12.37
12.5 33007 1390.21 170.04 12.77
15.0 33189 2041.10 183.78 13.24

Notes: The number of points onwhich the RMSE is calculated is presented. The
zero of energy is set at H2 + H+

2 asymptote, with the two fragment in their
equilibrium configuration.

Table 2. Root mean squared errors of the ground electronic
state for different channels, calculated on all the geometries with
energy lower than 17 eV.

Region Points PES1 (meV) PESTRIM1×1 (meV) PES-NN (meV)

H+
4 16034 3451.60 270.27 18.97

H+
3 + H 3096 9.81 12.69 8.99

H2 + H+
2 14031 0.87 0.74 0.82

and H+
2 + H fragments, for either singlet or triplet states

are very precisely described [77, 87, 88]. This produces
highly accurate long-range interaction in the H2 + H+

2
channel [60]. Allmendinger et al. [61, 62] applied a new
experimental set up to study H+

2 + H2 → H+
3 + H reac-

tion at low temperatures. Themeasured cross sectionwas
then scaled to reproduce the cross section calculated with
the PES1 potential [60] at a single collision energy. The
excellent agreement between calculated and scaled exper-
imental cross sections between 0.5 and 5meV demon-
strates the good behaviour of the long-range interactions
included in PES1. The new PESs introduced in this work,
describes the long-range interaction even more accu-
rately, by using improved long-range interactions in the
triatomic fragments [77]. The RMS errors for the differ-
ent potential energy surfaces are presented in Table 1,
in different energy intervals. The improvement of PES-
NN over PESTRIM1×1 is clear in all energy ranges due
to the enhancement of the H+

4 channels as presented in
Table 2. PES1 and PES-NN show comparable RMSE for
energies below 2 eV, but when ab initio points above 2 eV
are added, PES-NN shows a much higher accuracy.

The whole configuration space is divided as follows:
when all the interatomic distances are below Rthres = 4
Å, the system is taken to be in H+

4 region; if all inter-
atomic distances of a triad of hydrogens are shorter than
Rthres, the region is taken to be H+

3 + H; if any two pairs
of atoms present interatomic distances shorter thanRthres,
the region is denoted asH2 +H+

2 ; if only one internuclear
distance is < Rthres, the region is called H2 + H + H+;
otherwise, if all the interatomic distances are large, the
system is in fully dissociated. Following this division, the
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Figure 1. The top left panel shows the energy distribution of training data in three regions of the configuration space, as described in the
text. Top right and bottom panels show the energy difference between the three PES considered in this work and ab initio calculations.

top left panel of Figure 1 shows the distribution of the
data set among the different regions as defined above, as
a function of the energy, taking the H2 + H+

2 reactants
asymptote as the zero of energy. Most of the data corre-
spond to H+

4 and geometries which connect this channel
to H2 +H+

2 and H+
3 + H. As can be seen in the top right

and bottom panels, the PESTRIM1×1 is highly accurate
in the latter two channels, but shows deviations in the
H+

4 region, up to several eV. The effect of the four-body
term on PES-NN is decisive for the proper description
of H+

4 region. PES1 was fitted for energies up to ≈ 2 eV,
and it presents large energy deviations over this thresh-
old. On the contrary, PES-NN keeps a high precision at
high energies, which are the interest of the present work.

In Figure 2, H2 + H+
2 approaches for different θ1 and

θ2 angles in their equilibrium geometry are shown for the
three potential energy surfaces and comparedwith ab ini-
tio calculations. PESTRIM1×1 tends to predict a larger
energy for H+

4 geometries, while PES1 and PES-NN yield
effectively the same description. As the interfragment
distance increases towards H2 +H+

2 the four-body terms

in both PES1 and PES-NN go to zero and all that remains
are the respective TRIM terms. The improvement of the
new PES-NN is better seen when the diatomic fragments
are not at the equilibrium geometry, for energies above
2 eV.

The more accurate description of the higher energy
regime, energies larger than 2 eV, can be seen in Figure 3
whereH approaches to a compressedH+

3 . The differences
between PES1 and PES-NN are more pronounced when
bonds are compressed than stretched. This is

3. Reaction dynamics

3.1. Quasi-classical trajectory and surface hoping
calculations

The quasi-classical trajectory calculations are performed
with the MDwQT code [60, 82, 89, 90]. When consider-
ing several coupled adiabatic electronic states, the fewest
switches approach of Tully [66] is used as described in
[60]. Initial conditions are sampled with the usual Monte
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Figure 2. H2 +H+
2 approaches for several θ1 and θ2 angles and r1 = 0.740 Å (for H2) and r2 = 1.055 Å (for H+

2 ) the equilibriumdistances
of both species. The inset in the right hand side shows the coordinates used.

Carlo method [91]. The initial conditions for the vibra-
tional modes of H2 and H+

2 are quantised using the
adiabatic switching method [92–94], yielding vibrational
energies within 0.3meV with respect to the exact vibra-
tional levels of each diatomic fragment. The rotational
states of H2 and H+

2 are set to zero in these studies, and
the initial distance between the two centre-of-mass is set
to 105 bohr. The initial impact parameter, b, is sampled
between 0 and B, according to a quadratic distribution
on b, where B is determined for each energy according
to a capture model [95] as B = (α/2E)1/4, for a charge-
induced-dipole interaction, described by−α/2R4, where
α is a constant, with dimensions [EL4], which is pro-
portional to the average polarisability of H2, β , at its
equilibrium configuration, as α = βe/4πε0. All trajecto-
ries are stopped when any internuclear distance becomes
longer than 125 bohr, where they are analysed.

The reactive cross section for each collision energy, E,
is calculated as [91]

σvv′(E) = πb2maxPr(E) with Pr(E) = Nr

Ntot
, (7)

whereNr is the number of trajectories leading to products
and Ntot is the total number of trajectories with initial

impact parameter lower than bmax, the maximum impact
parameter for which reaction takes place at energy E.
Here we have consideredH2(v=0), while H+

2 vibrational
level v′ varies between 0 and 6. For each (v, v′) couple and
each energy a set of 105 trajectories are run, with energy
error lower than 0.01meV.

The final energy distribution of H+
3 products is also

analysed. We simply evaluate classical energies, without
trying to consider the permutation symmetry of identi-
cal fermions (for H+

4 ) or bosons (for D
+
4 ). This is done in

three steps. First, the kinetic energy of H+
3 and H prod-

ucts are calculated and substracted. Second, the rota-
tional angular momentum of H+

3 products is evaluated,
and its rotational energy. By setting the origin of energy
at the bottom of the H+

3 well, the remaining energy cor-
responds to vibrational energy. Here, we do not attempt
to assign the internal vibrational modes, which deserves
further development and is led for a future work.

3.2. H2 +H+
2 (v

′) collisions in PES1

The new experimental results for the title reaction
of Savic et al. [65] differ from previous ones, both
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Figure 3. H+
3 + H approaches, as a function of d, the distance of H to the H+

3 centre-of-mass. The orientations are preserved in the
columns. The rows correspond to different equilateral H+

3 bond distances: top panels 0.85Å (equilibrium), middle panels to 0.7 Å and
bottompanels to 0.6 Å, respectively. In the top panel, corresponding to H+

3 equilibrium configuration, the asymptotic energy is -1.816 eV.

experimental and theoretical, above 2 eV. The difference
with previous experimental data, which are scattered
above 1-2 eV, may be due to different conditions in the
generation of the reactants. In low temperature plasma
the vibrational temperature of H2 is of the order of
2500K, so that the population of H2(v=1) is expected
to be lower than 10% [30–32]. On the contrary, H+

2 is
formed by electronic impact or photoionization, which
may yield to different vibrational and rotational excita-
tions. Vibrationally excited H+

2 can partially thermalise,
yielding to different initial conditions in different experi-
mental setups. As an example, recent theoretical calcula-
tions [96, 97] on the HH+

2 charge transfer reaction, and
some isotopic variants, have found that the reaction cross
section highly depends on the initial vibrational state of

the diatomic ion. Following this idea, in thisworkwehave
performed QCT calculations of the cross section of the
reaction for several initial vibrational states of H+

2 reac-
tant using the global PES1 of Refs. [60, 67], which are
shown in Figure 4.

For exothermic reactions without a barrier, the long-
range interaction between the reactants dominates the
reaction dynamics. In the case of charge-induced dipole
long-range interactions the cross section for exothermic
reactions takes the form [95]

σ(E) = π (α/E)1/2. (8)

This is approximately the behaviour of the cross sec-
tions for energies below 1 eV for every initial vibrational
state v′. Therefore, we can conclude that in this energy



8 P. DEL MAZO-SEVILLANO ET AL.

Figure 4. H2(v= 0,j= 0) + H+
2 (v

′,j′ = 0) → H+
3 + H reactive

cross sections obtained with QCT calculations for different vibra-
tional states v′ of H+

2 . The experimental results are those of Savic
et al. [65], from Glenewinkel-Meyer and D. Gerlich [54] and Shao
and Ng [52], and the theoretical results of Eaker and Schatz [55].

interval reaction dynamics is dominated by long range
interactions, independently of the initial vibrational state
of H+

2 (v
′).

However, above 1 eV the reactive cross sections
present important differences among the v′ considered,
showing that the vibrational excitation has a strong
impact on the reactivity. In general, the reactive cross
section increases with increasing v′, which could be sim-
ply understood assuming that H+

2 can break more easily.
In the left panels of Figure 5 the two main mechanisms
to formH+

3 are separated as H-hop and proton-hop, cor-
responding to the fragmentation of H2 or H+

2 reactants,
respectively. For collision energies below 1 eV, the cross
section for the proton-hop mechanism is slightly larger.
However, above 3 eV the H-hop cross section is larger
for v′ =0, and the two mechanisms tend to a rather sim-
ilar value as v′ increases. This means that the vibrational
excitation of H+

2 does not produce significant increase of
the proton-hop mechanism. This can be explained look-
ing at the right panels of Figure 5, where the maximum
impact parameter, bmax, is plotted for each proccess and
inital vibrational state. Above 1 eV, bmax increases from
v′ = 0 to v′ =6, in nearly an identical quantity for the two

mechanisms. We conclude that the increase of the cross
section when varying v′ is due to the growing of the H+

2
subunit, whose right turning point increases from 1.25 to
2.12Å, for v′ =0 and 6 respectively. Therefore, at energies
above 1 eV, when long-range interactions are not able to
produce important deviations among the reactants, the
size of the two reactants approximately determines the
value of the maximum impact parameter. At these higher
energies a more complex reaction mechanism occurs, in
which H2 may nearly insert in the H+

2 bond, specially at
high v′ excitations.

3.3. D2 +D+
2 collisions in PES1

The reactive cross section for theD2(v, j)+D+
2 (v

′, j′) col-
lisions is shown in Figure 6 for v = j = 0 and v′ = j′ =
0. For energies below 1 eV, the results for D2 +D+

2 closely
match those for H2 +H+

2 . This can be explained in terms
of the Langevin model, in which the cross section of
Equation (8) does not depend on the mass of the reac-
tants. This explains why the reaction cross sections for
D+
4 and H+

4 are nearly the same.
However, it should be noted that for reactions involv-

ing partially deuterated species, the reaction cross section
presents larger differences, as those already reported in
the theoretical study of Ref. [60]. The shift of the centre-
of-mass with respect to the geometric centre of the two
diatomic reagents introduces important differences, spe-
cially related to the effect of the rotation. In particular, in
the homonuclear neutral H2 or D2 case for j=0, only the
charge-electric dipole termaffects the long-range interac-
tion, determining the reactive cross section below 1 eV.
In this case, the charge-electric quadrupole term van-
isheswhen integrating over the angular coordinate for the
isotropic j=0 case (but not for j > 0).

3.4. Non-adiabatic effects and fit accuracy

The increasing of the H+
2 (v′) vibrational excitation yields

to an increase in the reactive cross section. However, this
increasing, even for v′ =6 does not match the new exper-
imental data by Savic et al. [65]. Since the cross section
as a function of the v′ excitation seems to converge to
the value of v′ =6, here after we shall focus on the two
limiting cases, v′ = 0 and 6.

In order to investigate the role of electronic transi-
tions among the lower electronic states, in this work we
use the PESTRIM8×8, comparing it to the results on the
PESTRIM1×1model. The dynamical results obtained for
these two potentials are shown in Figure 7, and compared
with the data obtainedwith PES1. All the results present a
similar behaviour, with small differences in the logarith-
mic scale used in the figure. All the results converge to the
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Figure 5. H-hop and proton-hop cross sections (left panels) andmaximum impact parameter, bmax , (right panels) for the H2(v= 0,j= 0)
+ H+

2 (v
′, j′ = 0) reaction obtained with QCT calculations for different vibrational states v′ of H+

2 .

Figure 6. (a) D2(v= 0,j= 0) + D+
2 (v

′ = 0, j′ = 0) reactive cross sections (blue line with open circles) compared with those for
H2(v= 0,j= 0) + H+

2 (v
′ = 0,j′ = 0) (red line with open circles) obtained by QCT calculations. The cross section from Janev et. al. [98]

for H2 +H+
2 reaction is also displayed for comparison (black line with open circles). (b) The difference of each cross section relative to the

present H2 + H+
2 cross section (open triangles on the coloured line).
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Figure 7. QCT H2(v= 0,j= 0) + H+
2 (v

′ = 6,j′ = 0) → H+
3 + H

reactive cross sections obtained with the PESTRIM8×8 using sur-
face hoping method (blue), the PESTRIM1×1 (red), the PES1
(black) and the new PES-NN (green) potential energy surfaces.

same value at the lowest collision energy considered here,
1meV, since all the PESs used in this work have similar
long range interactions.

At intermediate energies, between 0.01 and 2 eV,
the PESTRIM8×8 and PESTRIM1×1 cross sections
are slightly different, showing a small effect of non-
adiabatic transitions in the dynamics. Curiously, these
non-adiabatic effects seem to produce a decrease on the
reactive cross section, in contrast to what is needed to
match the values at higher energies of the experimental
results of Savic et al. [65].

In Figure 7 we also compare with the cross section
obtained with the adiabatic PES1, which nearly matches
the results obtained with the adiabatic PESTRIM1×1
up to 3 eV. Above 3 eV, the results obtained with PES1
are higher than those for PESTRIM1×1, showing that
the four body term may be important. However, for the
new PES-NN, of higher accuracy than PES1, the reaction
cross section is nearly identical to that of PESTRIM1×1
for collision energies below 1 eV and very close to those
obtained with PESTRIM8×8 for energies above 4 eV.
From this comparison we may conclude that the bet-
ter accuracy of the four body term of the new PES-NN
does not improve significantly the differences between
the simulated and measured [65] reactive cross-sections.

In order to analyse whether there are other excited
states not well described by the TRIM approximation, we
have performed ab initio calculations of the four lower
electronic states, considering a larger electronic basis set,
with extra orbitals added to describe the 2s and 2p elec-
tronic states of atomic hydrogen. With this larger basis
set, we have found that the energies obtained (extrapo-
lated to the complete basis set) differ only a few tenths of

meV with the previous ab initio calculations, and that no
higher electronic state appears below 10 eV.

3.5. Double fragmentation and reaction
mechanism

For H+
2 (v′ = 6) the double fragmentation (DF) channel

opens at ≈ 2 eV, as it is shown in the left panel of Figure 8.
The opening of this channel occurs approximately for val-
ues where the extra energy of v′ =6, 1.67 eV, is added to
the D0 of H+

2 , 2.65 eV
If we add the DF channel contribution to the produc-

tion of H+
3 , as shown in the right panel of Figure 8 the

cross section increases considerably, reaching a very good
agreement with the new experimental data of Savic et al.
[65] above 3 eV.

The main mechanism giving rise to the DF channel
consists of three steps, as it is shown in the left panels of
Figure 9. First, a highly vibrationally excited H+

4 inter-
mediate is formed by insertion of H2 in the elongated
H+

2 , which lives short time. Second, a first H atom is
ejected (in the Figure is atom 2 with charge 0), form-
ing a very excited (H+

3 )
∗, which lives from 80 to 160 fs,

approximately. In the third step, one of the atoms of H+
3

(atom 4 in the Figure) dissociates, carrying the positive
charge, thus leading to neutral H2. Since this third step
occurs much later, it could explain that experimentally
the metastable (H+

3 )
∗ would be detected together with

more stable H+
3 products. It is also important to notice

that the energy transfer among particles of identical mass
is possibly overestimated in a classical treatment, as the
one used in this work. If this is the case, it would support
the inclussion of the DF cross section as a part of the total
reaction cross section. Quantum calculations are needed
to solve this problem, but they are rather challengig at the
high energy considered.

The right panels of Figure 9 show another DF mech-
anism: in this case H2 and H+

2 are produced at 70-80 fs.
H+

2 is vibrationally very excited and dissociates later, at
≈100–110 fs. In this case, there are two degenerate elec-
tronic states, each one corresponding to the charge in one
of the ejected atoms, at long distances from the H2 frag-
ment. In the ground electronic state, shown in the lower
panels, the charge is exchanged between the two identical
atoms, because of this degeneracy, and shows the nature
of the surface hopping occurring in the products channel
when including several electronic states (PESTRIM8×8).
The electronic transition occurs among degenerate elec-
tronic states describing H2 + HH+ and H2 + H+ +
H products, what explains the small effect of including
electronic transitions in the reaction dynamics.

In addition, the charge transfer in the entrance chan-
nel occurs between H2 and H+

2 , when the two reactants
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Figure 8. QCTH2(v= 0,j= 0)+H+
2 (v’= 6,j’= 0)→H2 +H+ + H (DF channel) reactive cross sections (left panel) and total cross section

(formation of H+
3 and DF channel, in right panel) obtained with the PESTRIM8×8 using surface hoping method (blue), the PESTRIM1×1

(red) and the new PES-NN ( green) potential energy surfaces. The experimental results are those of Refs. [54], [62] and [65] and.

Figure 9. Two typical trajectories leading to double fragmentation (DF), as a function of the collision time in fs. Lower panels show
the charge on each atom (Mulliken population) for the ground electronic state. Middle panels shows the energies of the four lower
electronic states. Upper panels show some characteristic internuclear distances needed to characterise the trajectory. Rij refers to the
distance between atom Hi and Hj .

have the same internuclear distance (see bottompanels of
Figure 9). In this situation there is a degeneracy between
the two lower adiabatic states, as discussed in detail in
Ref. [60].

The energy distributions of the H+
3 + H products are

shown in Figure 10, and it is nearly quantitatively the
same for all the PESs. The energy difference between the
two vibrational states of H+

2 (v
′ = 0 and 6) is approxi-

mately 1.4 eV, close to the exoergicity. For low collision

energies, 0.1-1meV, the initial vibrational energy of H+
2 (

v′ = 6) is 1.40 eV higher than that of H+
2 (v′ = 0), and

the vibrational energy of the corresponding H+
3 prod-

ucts is also higher, but only by ≈ 0.9 eV. Therefore the
remaining 0.4 eV are nearly equally distributed between
the rotational and translational energies of the prod-
ucts. Rotational energy increases with collision energy,
except for the v′ = 6 above 1 eV, where rotational exci-
tation reaches a plateau and seems to start decreasing.
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Figure 10. Vibrational, rotational and translational energy distributions of the H+
3 + H products, as a function of the collision energy for

the H2(v = 0) + H+
2 (v′) collisions, for v′ = 0 (left panel) and v′ = 6 (right panel). The origin of energy is in the bottom of the well of the

H+
3 products. The initial vibrational energies of the reactants is 0.413 and 1.673 eV for the v′ = 0 and 6, respectively, with respect to the

minimum of each fragment. The potential energy difference between reactants and products is 1.816 eV, and when ZPE are accounted
for, the exoergicity of the present PES becomes 1.688 eV.

The translational energy always increases for v′ = 0,
while for v′ = 6 it slightly decreases below 0.1 eV, and
then increases again. The vibrational energy of prod-
ucts shows two different behaviours: below ≈ 0.7 eV, the
vibrational energy slightly decreases (v′ =0) or remains
constant (v′ =6); above this energy the vibrational energy
increases sharply.

Such behaviour allows to assign two different reaction
mechanisms. Below ≈ 0.7 eV, the impact parameter (in
Figure 5) is large, supporting a stripping mechanism, in
which the long range interactions attract the reactants
to each other, originating orbits enhancing the relative
angular momentum between the two reactants. Above ≈
0.7 eV, however, the impact parameter is rather small, and
the reaction occurs by an insertion mechanism, in which
the H+

3 is greatly excited vibrationaly, specially as ini-
tial vibrational and translational energy of the reactants
increases.

The dissociation energy of H+
3 is 4.34 eV, very close

to the value reported by [99] of 4.35 eV, and the aver-
age vibrational energy distribution of H+

3 reaches values
in the 4-5 eV interval, i.e. values above the dissociation
energy explaining why H+

3 dissociates, leading to the DF
channel.

4. Plasmamodelling

To model the hydrogen plasma, we shall consider a gas-
discharge vessel of cylindrical symmetry, so that only z,
parallel to the central axis, and R, the distance from the
centre to the walls, will be considered, with the cylin-
der of infinite length in this case. The gas is initially in

the form of neutral H2, and after the discharge ignition
new species are formed, H, H+, H+

2 , H
+
3 and electrons.

H− is neglected under the conditions considered here.
To model the abundance of these species in the station-
ary condition we use a model similar to those already
described previously [41, 100], which is outlined in the
Appendix B, including all the processes listed in TableA1,
in which the vibrations of molecular species, H2, H+

2 and
H+

3 are not considered.
The plasma model is done for pure hydrogen and

pure deuterium gases. For modelling deuterium plasma,
the cross sections for electron collisions and radiative
transitions of D species are used by those of H species.

The cross section for H2 + H+
2 and D2 + D+

2 reac-
tive collisions calculated in this work are included in
the models presented below. The plasma modellings are
also done using the cross section by Janev et al. (2003)
[98], which are compared with the present calculations in
Figure 6.

Here, the electron temperature Te = 5.55 eV and elec-
tron density ne = 2.07 × 1012 cm−3 are used, whichwere
measured by a Langmuir probe for D plasma in a long
cylindrical vessel [39]. The molecular temperature is set
to Tm = 0.026 eV (300K) and the atomic temperature is
Ta = 0.052 eV (600K). At these realistic temperatures,
the relevant energies are belowEcol = 1 eV, so that theH+

2
vibrational excitation has no significant effect.

Figure 11 shows the resulting population densities of
D andH species depending on the cross section used.We
can note, the D+

3 and H+
3 population densities vary sig-

nificantly with the cross section used, while other species
are nearly unchanged, as shown in Figure 11. The D+

3
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Figure 11. The population densities of D and H species by modelling using the different cross sections shown in Figure 6. In the inset,
the labels of x-axis correspond to the cross sections used given by the upper number in the legends of the main graph.

Table 3. Rate coefficients for D2(v= 0,j= 0) + D+
2 (v

′ = 0,j′ = 0) reaction and the
modelled density of D+

3 depending on the cross sections shown in Figure 6(a).

Present D+
3 Present H+

3 H+
3 by Janev et al. [98]

α16 (cm3/s) 2.38 × 10−9 1.96 × 10−9[2.76 × 10−9] 1.59 × 10−9[2.25 × 10−9]
nD+

3
(cm−3) 1.21 × 109 9.95 × 108[1.62 × 109] 8.12 × 108[1.32 × 109]

Note: The values in the [ ] represent for the densities of H+
3 and the rate coefficient for H2(v = 0,j= 0)

+ H+
2 (v

′ = 0,j′ = 0) reaction.

and H+
3 population density changes are also summarised

in Table 3. It is worth noting that the main depopulat-
ing mechanism for H+

3 density is the diffusion process
(given in the last term of EquationA7), while the electron
impact processes (H+

3 + e in Table A1) only contribute to
the depopulation in a small fraction.

The present cross section for D2 + D+
2 is larger than

that for H2 + H+
2 by ∼ 2% at low collision energy, below

∼ 0.026 eV. On the contrary for collision energies above
1 eV, the cross section for deuterium is ≈ 20% lower than
that of pure hydrogen reaction, as shown in Figure 6.b.
For H2 + H+

2 , the cross section by Janev et. al [98] is
smaller than the present ones by 20 ∼ 30 % below 1 eV,
but the difference is enlarged up to 100 % (black trian-
gle) at the collision energy over ∼ 1.0 eV as shown in
Figure 6(b).

The reaction rate coefficient calculated at the molecu-
lar temperature, Tm = 0.026 eV, for pure deuterium is ≈
20% larger than for pure hydrogen, and is also larger than
those obtained from Janev et al. [98] by ∼ 40 %, as listed
in Table 3. These differences have a rather linear impact

on the resulting D+
3 and H+

3 population densities, whose
difference varies proportionally to the difference between
the rate coefficients listed in Table 3.

As a result, the use of the present results for D2 + D+
2

and H2 + H+
2 leads to significantly different D+

3 and H+
3

population densities comparedwith thewidely used cross
section for H2 + H+

2 [98] in this plasma modelling. It
should also be noted that the use of the cross section for
H2 + H+

2 instead of that for D2 + D+
2 in the modelling

of D plasma can give rise to unreliable population density
of D+

3 , even though the difference between the two cross
sections is small, due to the rate coefficient sensitivity to
the cross section at the low collision energy.

When Te and ne are reduced to 3 eV and 1.5 ×
1010 (cm−3), respectively, and the molecular pressure is
increased by about 10 times, the amount of X+

3 (X=D,
H) becomes dominant over those of X+

1,2 ions. These
conditions are similar to those reported by Tanarro and
Herrero [32], who also find a significant increase of the
H+

3 population. This relative increase of the X+
3 density

is mostly attributed to that the rate coefficient of X2 +
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e collision populating X+
2 becomes smaller than the rate

coefficient of X2 + X+
2 collision depopulating X+

2 .
However, the density of X+

3 in this high pressure is
less sensitive to the change of the cross section for X2 +
X+
2 collision than in the low pressure. This is due to the

fact that the increased X2 + X+
2 rate coefficient is accom-

panied by the decreased X+
2 quantity since X2 + X+

2
collision is the main depopulation process for X+

2 , which
leads to the little change of the X+

3 formation. While in
the previous case of low pressure, the main depopulating
of X+

2 does not come from theX2 +X+
2 collision but from

X+
2 + e collision and the density of X+

2 is not affected by
the X2 + X+

2 rate coefficient. Thus the density of X+
3 in

the low pressure case is more sensitive to the change of
the cross section for X2 + X+

2 collision than in the high
pressure limit having its linear dependency on the rate
coefficient mentioned above.

On the other hand, when the molecular tempera-
ture is increased from Tm = 0.026 eV (300K) to Tm =
4.2 eV (50,000K), the rate coefficient for the present cross
section ofH2(v=0,j=0)+H2

2(v
′ = 0,j′ = 0) differs from

that for the cross section by Janev et al. [98] only by
about 20 %. However, the cross section of H2(v=0,j=0)
+ H+

2 (v
′ =6,j′ =0), shown in Figure 8, is much larger

than that of H2(v=0,j=0) + H+
2 (v

′ =0,j′ =0) by Janev
et al. [98] at collision energies higher than 1 eV. The dif-
ference between the rate coefficients using these two cross
sections is as much as 10-170 % at the temperature range
Tm = 0.026-4.0 eV. The larger differences are found at
higher Tm, becoming over 40 % above 1 eV. Hence the
high v′ state of H+

2 can contribute to the population of
H+

3 much more than the v′ =0 state. This was analysed
by replacing the H2(v=0,j=0)+H+

2 (v
′ =0,j′ =0) reac-

tive rate coefficient by that obtained for H2(v=0,j=0)+
H+

2 (v
′ =6,j′ =0) collision. To further analyse the effect

of H+
2 vibrational state, new plasma models need to be

developed, increasing considerably in complexity for the
quantity of processes included.

5. Conclusion

In this work a detailed study on the H2 + H+
2 (v

′)
→ H+

3 + H reactive cross section has been done using
a quasi-classical treatment, for collision energies from
1meV up to 10 eV and for several vibrational states of
the H+

2 reactants and several isotopic variations. To this
aim, new potential energy surfaces have been developed,
one to include non-adiabatic transitions (PESTRIM8×8)
and another to increase the accuracy in the whole energy
range up to 17 eV (PES-NN). In all cases, it is found
that from 1meV to ≈ 0.5-1 eV the cross section behaves
according to a Langevin law for charge induced-dipole

long range interactions. For energies above 1 eV, the sim-
ulated cross section decreases fast, below the Langevin
limit, for all initial vibrational states of H+

2 (v
′). However,

for E > 1 eV, the reactive cross section exhibits a consid-
erable increase with increasing v′, and the results seems
to converge at v′ =6.

It is found that the reactive cross section for v′ =6,
summing the H+

3 + H and H2 + HH+ channels, match
very well the recent experimental measurements by Savic
et al. [65], and also previous measurements [54, 62],
describing a broad energy interval from 0.5meV to 10 eV.
Moreover, the fact that for collision energies above 1 eV
the measured reactive cross section show different values
in different experiments, can be explained by a different
vibrational excitation of H+

2 achieved in each experimen-
tal setup.

Experimentally, the H+
3 products are measured [65].

The fact that in the QCT simulations, the cross section
for the double fragmentation channel, H2 + HH+, needs
to be considered to get an agreement with the new exper-
imental results can be explained by a classical artifact,
since QCTmethod usually overstimate the energy trans-
fer, specially dealing with systems with equal masses.

The new reactive cross sections obtained for H2 +
H+

2 (v
′) and D2 + D+

2 have been included in a plasma
model together with the widely used cross section [98].
The resulting population densities ofH+

3 andD+
3 are pro-

portional to the rate coefficient, which in turn indicates
the sensitivity of the population density to the adopted
cross section. The new cross sections for vibrational
sates (v′) of H+

2 will be useful for the state-resolved CR
modelling in plasma with higher molecular temperature,
where higher collision energies (above 0.7 eV) become
significant and the differences in the reactivity of the
vibrationally excited H+

2 will become important.
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Appendix A. N-body permutational invariant
polynomials

In this section we provide a definition of a permutational
invariant polynomial in terms of graph theory, which we latter

use as a way of filtering theN-body polynomials from a general
set of PIP.

A graph is a collection of vertices and edges (G = (V ,E))
[101]. In an undirected graph the edges are non-ordered pairs
of vertices. An undirected graph is said to be connected if every
pair of vertices are joined by a path.

A relation can be established between the polynomials Pn
in Equation (5) and an undirected graph, where the vertices
represent the particles and the edges the monomials between
them.

For instance, the following polynomial

P = p12p34 (A1)

can be expressed as the following graph:

This corresponds to a disconnected graph since there are
various pairs of vertices which are not reachable, for instance
from vertex 2–3. An example of a polynomial whose graph is
connected is:

P = p12p13p34 (A2)

A polynomial P is said to be a N-body polynomial if its
corresponding undirected graph is connected. Any other poly-
nomial that arises as ŜP with Ŝ being any operation of a permu-
tation group will be a N-body polynomial if P is. Note that the
effect of a permutation operation in the graph only affects the
order of the vertices and relabel of the edges:

P′ = Ŝ14P = p42p34p31 (A3)

Given a graph, there are simple algorithms as Depth-First
Search (DFS) [102] to compute whether it is a connected graph
or not, which recursively traverses the graph marking each vis-
ited vertice. If at the end of the execution all nodes were visited,
the graph is connected. There exist a finite number of con-
nected N-vertices undirected graphs which can be evaluated
using the recursive formula [103]:

Cn = 2(
n
2) − 1

n

n−1∑
k=1

k
(
n
k

)
2(

n−k
2 )Ck (A4)

These numbers are tabulated for N up to 16 in [104]. One
should note that the number of connected undirected graphs
increases fast, for instance for a set of six vertices there exist
26704 of those, so in practice an upper limit on the number of
edges has to be set.
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At this point we have the tools to determine the num-
ber of N-body polynomials, as well as, given a polynomial, to
determine if it is N-body. If the system presents some kind of
permutational symmetry, a minimal set of N-body PIP will
be generated by projecting the above polynomials onto the
totally symmetric irreducible representation of the permuta-
tion group. The dimension of theminimal PIP set is necessarily
lower or equal to the minimal one of polynomials, as many of
them are related by permutation operations. Note that we never
mentioned the exponents l of themonomials, since they play no
role in the graph construction. Hence, what we have defined up
to here is a generator of N-body polynomials or PIPs. Follow-
ing the general procedure, we are now free to set the desired
maximum polynomial degree and produce the combinations
of monomial exponents l to generate a finite set of functions.

Appendix B. Method for the plasmamodel

The method used to model the plasma is similar to that previ-
ously described [41, 100], in which each particle’s level i density
ni can be solved from a continuity equation

dni
dt

= ∂ni
∂t

+ � · (D�ni) = δni
δt

, (A5)

where D denotes diffusion coefficient and the right hand side
is the net particle source and sink term by collisional-radiative
(CR) process and particle flux into and out a volume. In
steady state of ∂ni/∂t = 0, the density balance equations for a
long cylindrical vessel plasma can be expressed as follows. For
atomic levels of H(ni, i = 1 − 40)

dni
dt

=
40∑
j>i

ηjiAjinj −
⎛
⎝∑

j<i
ηijAij + Q

V
+ γ

τ
δi1

⎞
⎠ ni

+ ne

⎛
⎝∑

j�=i

α1,jinj −
∑
j�=i

α1,ijni − α2ini + α41nH+

⎞
⎠

+ ne (α5i + α6δi2 + α7δi1) n41
+ ne(α9i + α10i + α12i)n42
+ ne(α13δi1 + α14δi2 + α15δi1)n43 + n41α16δi1n42

+
⎛
⎝ 43∑

j=42
ζaj

(μ

R

)2
DAjnj + ζaH+

(μ

R

)2
DAH+nH+

⎞
⎠ δi1,

(A6)

and for species H2(ni, i = 41), H+
2 (ni, i = 42), and H+

3 (ni, i =
43)

dni
dt

= δi41

(
neα14n43 + Qin

V
× 4.48 × 1017 + γ ′

τ
n1

+
43∑

j=42
ζmj

(μ

R

)2
DAjnj + ζmH+

(μ

R

)2
DAH+nH+

)

− ne

( 8∑
k=5

αkδi41ni +
12∑
k=9

αkδi42ni +
15∑

k=13

αkδi43ni

)

+ δi42(neα8 − n41α16)ni
+ δi43n41α16n42 − δi41α16n42ni

Table A1. Collisional-radiative reactions and the rate coefficients
considered in our plasma CRM.

Reaction Rate coefficient

H(n ≥ 1) + e ↔ H(n′ > n) + e α1 [98]
H(n ≥ 1) + e ↔ H+ + 2e α2 [98]
H(n ≤ 40) → H(n′ < n) + hν Aij [110]
H+ + e → H(n ≤ 40) + hν α4 [98]
H2 + e → H(n = 1) + H(n′ ≤ 3) + e α5 [111]
H2 + e → 2H(n = 2) + e α6 [111]
H2 + e → H+ + H(n = 1) + 2e α7 [98]
H2 + e → H+

2 + 2e α8 [98]
H+
2 + e → H(n = 1) + H(n′ ≥ 2) α9 [111]

H+
2 + e → H+ + H(n ≤ 2) + e α10 [111]

H+
2 + e → 2H+ + 2e α11 [111]

H+
2 + e → H∗

2 → H(n = 1) + H(n′ ≥ 2) α12 [98]
H+
3 + e → 3H(n = 1) α13 [111]

H+
3 + e → H2 + H(n = 2) α14 [111]

H+
3 + e → H+ + 2H(n = 1) + e α15 [111]

H2 + H+
2 → H+

3 + H(n = 1) α16 [98]

− Q
V
ni − (1 − δi41)

(μ

R

)2
DAini. (A7)

The density of H+, nH+ is deduced from the quasi neutrality
condition

ne = nH+ + n42 + n43. (A8)
The electron density, ne, is assumed to have a radial distribution
close to a Bessel-type profile for the ambipolar-diffusion regime
considered here and applying the Bohm criterion as boundary
conditions between the plasma and the vessel walls with μ =
2.405 for an infinite cylinder of the effective radius of R [34,
100]. The effective R is set as 40 cm for our plasma device.

Diffusion time τ for H atom in the device of radius
Rd is given by τ = 2Rd/vth with the thermal velocity vth =
2
√
2Ta/πMH for atomic temperature Ta and the hydrogen

massMH. The wall recombination coefficient γ is given as the
empirical expression γ = 0.151 exp(−1.09 × 103/Tm) [105],
with Tm being the temperature of H2 molecule.

Under the ambipolar diffusion assumption [106] the diffu-
sion coefficient DAH+ for H+ is given by

DAH+ = TeK0
1

(
760
p

Tm

273

)
, (A9)

where p = nH2Tm is in Torr and the electronic temperature Te
is in eV. The reduced mobility K0

1 (cm
2V−1s−1) for H+ and D+

are 15.9 and 11.2, respectively [107]. The diffusion coefficients
for H+

2 and H+
3 are given with the relation DAH+ : DAH+

2
:

DAH+
2

= 1 :
√
2/

√
3 :

√
5/3 [105].

The conversion coefficients from H ions into H atom (ζa)
and H2 molecule (ζm) on the wall are taken from [108]. The
conversion coefficient γ ′ from H atom to H2 molecule on the
wall is also taken from [108]. Qin, Q and V denote the gas flow
rate of H2 in the inlet, the pumping rate in the outlet and the
volume of the plasma device, respectively. Qin, Q and V are
given by 600 sccm (standard cubic centimeters per minute),
4800 lps (liter per second) and 2.64×106 cm3, respectively.

The CR processes and the rate coefficient α notations are
listed in Table A1 with the references of the collision cross
section and the radiative transition rate. The escaping factor η

for radiation trapping in optically thick plasma is given as that
for the infinite long cylinder [109].
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From the cross section the rate coefficient is obtained as

α = 〈σ(v12)v12〉 (A10)

as the averaging over the relative velocity v12 distribution.
When the colliding particles of the massesm1 andm2 have the
Maxwellian energy distribution with temperatures T1 and T2
the rate coefficient α can be expressed as [112]

α(T12) = 4√
πv3T12

∫ ∞

0
σ(v12) exp(−(v12/vT12)

2)v312 dv12,

(A11)
where

T12 = (m2T1 + m1T2)/(m1 + m2) and

vT12 =
√
2(m1 + m2)T12/m1m2

for temperatures in eV. For electron collisions T12 = Te and
vT12 = √

2Te/me, with Me being the electron mass. The
Maxwellian rate coefficient α16 for the heavy particle collision
H2 + H+

2 → H+
3 + H(n = 1) is obtained with T1 = T2 = Tm

andm1 = m2 = 2MH.
The balance equations of dni/dt = 0 including the nonlin-

ear terms of ηij(ni), α16n41n42 and DA(n41) are solved by the
multidimensional secant Broyden’s method [113] setting the
initial ni as the solution of the linear part of Equations (A6)
and (A7) for various Te, ne, Tm and Ta.
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