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Abstract

When measurement invariance does not hold, researchers aim for partial measurement in-
variance by identifying anchor items that are assumed to be measurement invariant. In this paper,
we build on Bechger and Maris’s approach for identification of anchor items. Instead of identifying
differential item functioning (DIF)-free items, they propose to identify different sets of items that
are invariant in item parameters within the same item set. We extend their approach by an
additional step in order to allow for identification of homogeneously functioning item sets. We
evaluate the performance of the extended cluster approach under various conditions and
compare its performance to that of previous approaches, that are the equal-mean difficulty (EMD)
approach and the iterative forward approach. We show that the EMD and the iterative forward
approaches perform well in conditions with balanced DIF or when DIF is small. In conditions with
large and unbalanced DIF, they fail to recover the true group mean differences. With appropriate
threshold settings, the cluster approach identified a cluster that resulted in unbiased mean
difference estimates in all conditions. Compared to previous approaches, the cluster approach
allows for a variety of different assumptions as well as for depicting the uncertainty in the results
that stem from the choice of the assumption. Using a real data set, we illustrate how the as-
sumptions of the previous approaches may be incorporated in the cluster approach and how the
chosen assumption impacts the results.
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Introduction

In order to meaningfully compare scores on a latent construct over time or across groups, the
measures need to be on a common scale (e.g., Meredith, 1993). This is operationalized as
measurement invariance in structural equation modeling (SEM) or the absence of differential item
functioning (DIF) in item response theory (IRT). When evaluating a new scale, investigating
measurement invariance has become a standard in psychometrics (AERA et al., 2014).
If measurement invariance does not hold for a data set, a viable option is to strive for partial
measurement invariance. For this purpose, researchers seek to identify a subset of items for which
the assumption of measurement invariance holds and to use this subset as anchor items for group
comparisons (Byrne et al., 1989). In this paper, we focus on models with one item parameter (i.e.,
the question of uniform DIF) and the two-group case.

While DIF is well defined in theory (e.g., Lord, 1977), it is not easy to identify in practice. This
difficulty is due to scale indeterminacy (Lord, 1980). In both IRT and SEM models, the scale of the
latent variable is not uniquely defined. Fixing the scale of the latent variable in single-group
models is straightforward and does not threaten the conclusions of the analysis. However, fixing
the scale does play an important role for group comparisons, comparisons over time, and the
investigation of DIF. Depending on which scaling restrictions are used in each group, different
assumptions are made. For example, fixing the item difficulty of the first item to zero in both
groups implies that the first item is DIF-free. If the assumptions made for scale identification do
not hold, group comparisons will be biased (e.g., W.-C. Wang, 2004). This issue cannot be
resolved statistically. Instead, approaches aiming at identifying anchor items make different
assumptions about DIF. Usually, when choosing an approach in applied research, the assumptions
made are not evaluated for plausibility and are often not even mentioned despite their considerable
impact on the results.

In this paper, (a) we extend the approach by Bechger and Maris (2015) by a step to identify
homogeneous item clusters and (b) evaluate the performance of the approach and compare it with
previous approaches.

Previous Approaches for Identifying Anchor Items

Several procedures have been developed for identifying uniform DIF, varying in their implicit or
explicit assumptions (for an overview see, e.g., Magis et al., 2010 and Hidalgo & Gémez-Benito,
2010). Here, we focus on the strategies used to detect DIF-free items and the assumptions made in
these approaches to tackle the scale indeterminacy issue. These strategies may be categorized into
two types: (1) approaches that rely on assumptions about the average size of DIF (e.g., the equal-
mean-difficulty approach) and (2) approaches that rely on assumptions about other items in the test
(other-item approaches). Note, that each of these procedures provides a single set of anchor items
and they all rely on inference statistics, which renders them dependent on the precision of item
parameter estimation.

Equal-mean-difficulty approach. In the equal-mean-difficulty (EMD) approach, DIF is investigated
by setting the mean difficulty of the items to be equal in both groups. Items displaying no DIF
under this restriction are then chosen as anchor items for group comparisons. Underlying this
procedure is the assumption that on average, items do not favor one group over the other (balanced
DIF). This is a very strong assumption which has been considered implausible in many appli-
cations and whose violation leads to biased group comparisons (e.g., W.-C. Wang, 2004). Note,
that EMD does not make any assumptions about the number of DIF-free items or about the
presence of group mean differences.
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Other-item approaches. There are different versions of the other-item approach (see Kopf et al.,
2015a; 2015b and W-C. Wang, 2004, for a comprehensive overview). Here, we consider the
iterative forward single-anchor approach, which was proposed by Kopf et al. (2015a) and
demonstrated to outperform other approaches in simulation studies (Candell & Drasgow, 1988;
Kopfetal., 2015a, 2015b; Lautenschlager et al., 1994; Park & Lautenschlager, 1990; W-C. Wang,
2004). The iterative forward approach involves testing DIF for each item multiple times. Dif-
ferences in the difficulty of an item between two groups are tested by k£ — 1 models for & items. In
each model, one of the other-item parameters is assumed to be measurement invariant across
groups. This is done for each item and results in £ — 1 DIF tests (using, e.g., likelihood ratio or
Wald tests) per item. The results are subsequently aggregated for each item, where the aggregation
can be based on whether the test within a model was significant, on the test statistic, or on the
p-value (see, e.g., Kopfetal., 2015a,2015b; W.-C. Wang, 2004). In order to eventually select a set
of anchor items, Kopf et al. (2015a) suggest to iteratively building up the anchor item set from an
initially empty set. The item which shows the lowest indication of DIF in the analyses is added to the
anchor. In a next iteration, the same analyses are performed as before, however, this time with the
item in the anchor being assumed to be measurement invariant. Kopf et al. (2015a) stop iteratively
building up their anchor when the number of items in the anchor exceeds the number of further items
detected to be DIF-free.

Kopfet al. (2015a) state that the iterative forward approach assumes that the majority of items
is DIF-free. This assumption may be plausible in many, but not in all applications. Furthermore,
although this assumption has been well delineated, its necessity and sufficiency for obtaining
unbiased group comparisons has not been evaluated. We found only one publication that studied
the performance of other-item approaches, when the minority of items is DIF-free (Woods, 2009).
The authors showed that, under these conditions, performance deteriorates in terms of hit rate and
mean bias. A direct comparison of the EMD and iterative other-item techniques has not yet been
undertaken.

Allowing for Various Assumptions: The Cluster Approach

Bechger and Maris (2015) follow up on an idea formulated by Lord (1980) and propose an approach
that identifies clusters of items that function similarly, highlighting multiple potential candidates for
anchor item sets. Their approach allows for incorporating different assumptions and for evaluating
the impact of the choice of assumption on the analyses results. While most of the previous studies
aim at identifying DIF of each single item, Bechger and Maris (2015) argue that DIF cannot be
identified for a single item, but the functioning of an item can only be identified relative to another
item. This is inherent to the scale indeterminacy issue. Let us assume the competence of persons is
scaled using a Rasch model (Rasch, 1960) and we want to compare the mean competence level of
two groups (Group 1 and Group 2) using a multi-group design. The model equation of the two-group
model is then given by

B exp (Hpg - :Big)
P(Xpigw’ﬁ’g) 1 +exp(9pg 7/31'8) :

with X,,,. denoting the response of person p on item 7, 8,,, the latent ability of person p, and 3, the
difficulty of item i in group g. Identification restrictions are needed for each group. Due to the
scale indeterminacy problem, differences in item difficulties between groups cannot be
meaningfully interpreted. However, what is unaffected by scaling restrictions are relative item

difficulties
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Rije = Big — Bjg )

that is, the differences in item difficulties between any two items i and j within a group g. No matter
which scaling restriction is used, the difference in item difficulty between any two items stays the
same. In order to identify items that are measurement invariant to each other, Bechger and Maris
(2015) consider the difference in relative item difficulties (DRIDs) between two groups

DRID; = R;; — Ry 3

Difference in relative item difficulties describes the extent to which the relation between item
parameters within a group differs across groups. When DRID;; is (close to) zero, then the dif-
ference in item difficulties between the two items i and j are (almost) the same in both groups. As
such, the DRID describes the degree to which two items are measurement invariant to each other.

Bechger and Maris (2015) propose a matrix of these DRIDs which they term AR-matrix. They
recommend extracting item clusters with similar DRID by way of visual inspection of this matrix
and construct a significance test for testing invariance of the identified item clusters. This results in
different possible anchor item sets.

In our view, a strength of the approach is that it allows the imposition of any kind of as-
sumption. First, researchers may look at the item content and base their decision for an anchor item
set on substantive knowledge. Second, researchers may also make assumptions similar to those
made in previous approaches, for example, that the largest cluster is DIF-free. Lastly, they may use
each of the clusters for linking and as such depict the uncertainty in the results due to the choice of
the anchor item set, which has several advantages: (i) it increases awareness of different possible
solutions, (ii) it requires the researcher to explicitly state and justify the assumption made for
choosing an anchor set and (iii) displays the amount of uncertainty that arises from the choice of
anchor items. Although the cluster approach is very promising, so far it has not been used in
applied research.

Research Question

Bechger and Maris (2015) have laid the groundwork for an approach to the issue of identifying
invariant item clusters. Calculating DRIDs, graphs for visual inspection, and significance testing
for predefined clusters are implemented in the R-package “dexter” (Maris et al., 2017). While the
approach is very promising, it cannot be readily applied by substantive researchers. Clusters
cannot always be easily identified by visual inspection when analyzing real data (see empirical
example). In this paper, we aim to extend the approach proposed by Bechger and Maris (2015) to
allow for identification of item clusters. This is necessary to facilitate application of the approach
in practice.

Although the approach of Bechger and Maris (2015) is theoretically well derived and con-
vincing, neither its performance nor its relation to other approaches has been investigated. One
reason for this may be that the approach needs visual inspection for cluster identification, which
makes it difficult to be implemented in a simulation study. Thus, our second aim is to evaluate the
performance of the cluster approach under various conditions and compare its performance to that
of previous approaches.

Extending the Cluster Approach

In order to make the approach by Bechger and Maris (2015) applicable to real data, we included
a cluster identification step. To this end, we made use of the fact that the AR-matrix is
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skew-symmetric, of rank 2. As per Bechger and Maris (2015, p. 324) item pair functioning can be
evaluated using any row or column, we arbitrarily select the first. This reduces the data to a one
dimensional vector.

For identifying clusters of invariant items, we propose to use a variant of the k-means
algorithms: optimal k-means clustering by dynamic programming (H. Wang & Song, 2011). The
advantage lies in its optimality for one dimensional vectors, where it is guaranteed to find a global
optimum, which is not the case for heuristic k-means clustering (Lloyd, 1982).

The algorithm takes the entries of the first column of the AR-matrix sorted in non-descending
order, which are denoted by xi, ..., x,,. The aim is to cluster these n values into k clusters by
minimizing the sum of squares of within cluster distances from the corresponding cluster mean
(WSS). In order to guarantee optimality and to reduce the runtime for the algorithm, H. Wang and
Song (2011) regard the sub-problem of finding the minimum WSS of clustering only the firsti <n
numbers into m < k clusters. They construct the matrix D [i, m], in which the minimum WSS for
each i and m is recorded. D [i, m] =0, when m = 0 or i = 0. With j denoting the index of the smallest
number in cluster m in an optimal solution to D [i, m], the authors showed that the cluster solution
for the firstj — 1 values into m — 1 clusters must be optimal. This leads to the following recurrent
equation

D[l,m] = minmﬂg{DV - 1,7’}1 - 1] + d(xl'""’xi)} (4)

for 1 <i<n, 1 <m < n and with
2
d(xj,...,x,-) = (xh — )‘c,,,) 5)
and
1
X =— Y X (6)
n

The authors then iteratively compute

(=) @)

d(xi,e..,x;)) =d(x1,...xi) + z
with

x4 (= Dy

Hi = )]

1
and, thus, sequentially add further values to the previous solution. The start indices for each cluster
are then identified from the solution in D [i, m] by

B[i,m| = argminmsjs,-{D[j —1m—-1]+ d(xj,...,x,-)} 9)

for1 <i<n, 1<m<n.

There are different ways of determining the number of clusters to be extracted, we consider
two: (1). Bayesian Information Criterion (BIC). (2). A threshold criterion which entails setting the
maximum difference in DRID accepted between any two items within a cluster to a fixed number.
The threshold can be chosen based on benchmarks of tolerable DIF as, for example, used with
PISA (OECD, 2017). This procedure yields a solution that involves the least amount of clusters in
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which DRID does not exceed the pre-specified threshold. A beta release of an R-package
providing the functions for the analyses is available on GitHub (Schulze & Pohl, 2021b).

Investigating the Performance of the Approaches

Data generation. We generated data for comparison of latent mean scores across two groups.
Person parameters 6, for the two groups g € {1, 2} were independently drawn for each group from
a normal distribution with 6, ~ N (0, 1). This resulted in the true mean difference across groups
being zero.' The measurement model in each group was assumed to follow the Rasch model with
24 items measuring a single latent construct. We used fixed item difficulty parameter sets with a
range from —2 to 2, a mean of zero and a variance of 2.6 in each item cluster to cover the range of
typical item parameter values in practice. The 24 items were distributed over three item clusters
with one cluster representing DIF-free (FREE) items and two clusters representing DIF items.

In our simulation setup, we included the following factors (see Supplementary Figure S1 for a
graphical depiction of some of the conditions): (1) Size of DIF-free cluster (1/3, 1/2, or 2/3 of the
24 items), (2) DIF size (0, 0.05, 0.1, 0.2, 0.4, or 0.8), (3) DIF unbalancedness (balanced and three
degrees of unbalancedness), (4) sample size (500, 1000, or 2000 per group), (5) missing response
proportion (0%, 20%, or 50%), and (6) location of missing values (on DIF items or DIF-free
items), resulting in a 3x6x4x3x3x2 design. Note that for DIF sizes being zero, balancedness is
irrelevant and for missing proportions of 0% the location of the missing values is irrelevant. We
generated » = 100 data sets for each condition.

The setup includes both conditions in which the number of DIF-free items is the majority—an
assumption for the iterative forward approach—as well as conditions in which it is not. In all
conditions, the two DIF clusters consisted of the same number of items. The first cluster of items was
generated to be DIF-free (FREE). Item difficulties of the second cluster of items (DIF1) were set to
be fi» =1 + a and, thus, shifted by a constant . We chose a so that it depicts a variety of conditions
from no DIF (@ = 0) to large DIF (a = 0.8). This corresponds to DIF categorizations used in some
large scale assessments (Dorans & Holland, 1992). As such, the second set of items was more
difficult in Group 2 as compared to Group 1 and disadvantaged Group 2. Item difficulties of the third
cluster of items (DIF2) were set to be S, = f;; — a + ¢ - a, with ¢ depicting the amount of un-
balancedness in DIF. ¢ was set to be either 0, 0.5, 1.5, or 2. If ¢ was zero, DIF was balanced. The
larger c, the larger was the unbalancedness favoring Group 1. Note that with ¢ = 2, the second and
third set of items showed exactly the same amount of DIF. Thus, in this condition the two sets
effectively made up one cluster. The condition with a =0 and ¢ = 0 is a control condition, in which all
generated items are DIF-free. As most of the approaches rely on inferential statistics, we additionally
varied the precision of item parameter estimation by inducing missing values. Missing values were
induced as being missing completely at random either only in DIF-free items or in DIF items.

Analysis

We analyzed the generated data using the extended cluster, EMD and the iterative approaches.
Multi-group Rasch models were estimated using full marginal-maximum likelihood framework of
the mirt package, version 1.21 (Chalmers, 2012) in R (R Development Core Team, 2008).
Applying the EMD approach, we fixed the average item difficulty in each group to be zero. DIF
tests were then performed for each item by means of Wald tests. Items which were found to have
non-significant group differences were used as anchor.

We implemented the iterative forward algorithm as described by Kopf et al. (2015a). We
estimated the two-group model & times, fixing the difficulty of a different item to be the same
across groups with each model estimation. Based on the suggestions by Kopf et al. (2015a), we
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used the mean test statistic ranking criterion as DIF indicator. Using this criterion, first, the average
test statistic across all £ — 1 analyses was computed for each item. Subsequently, the median of
these values across all items was computed.? We counted for each item how often each of the k — 1
test statistics for this item was above this median value and ranked the items according to this
number. In the first iteration, the item with the highest rank (i.e., showing the lowest indications of
DIF) was included in the anchor. Then, DIF analysis was again performed, however, with all items in
the anchor being assumed to be measurement invariant in all analyses. This procedure was repeated
until the number of items in the anchor exceeded the number of further items detected to be DIF-free.

When implementing the cluster approach, we first estimated the item difficulty parameters by
constraining the latent means of both groups to be zero. Note that any parameter restriction would
work as the DRIDs are invariant to scale identification. Difference in relative item difficulties were
computed as described in equation (3). For cluster identification, we arbitrarily chose the DRID
values of the first item and applied the optimal k-means algorithm using the R-package
Ckmeans.1d.dp (H. Wang & Song, 2011). In order to determine the number of clusters to be
extracted, we used BIC as well as threshold settings. In order to evaluate the impact of threshold
choice, we varied the threshold for determining the number of clusters in all analyses to be 0.025,
0.04, 0.05, 0.1, 0.2, 0.3, 0.4, 0.6, or 0.8, covering the whole range of DIF sizes that were im-
plemented in data generation.

We recorded the length of the anchor item set, the hit rate, and the bias in estimated mean
difference between reference and focal groups as outcome measures. As in the extended cluster
approach, different possible sets of items were identified, for depicting the results we only report
the results of the ‘best cluster’, which we define as the cluster with the most DIF-free items. If more
than one cluster shared the maximum number of DIF-free items, one of the clusters was chosen at
random. The hit rate was computed as the number of DIF-free items relative to the number of items
in the anchor item set or cluster.® Bias in the estimated mean difference between groups was
evaluated by using the identified anchor items or the best cluster for linking in concurrent
calibration. To this end, item parameters of the chosen item set were fixed to be the same in both
groups.

Results

We did not encounter any convergence problems in implementing any of the approaches. We
evaluated the impact of the different factors by running an ANOVA on hit rate and mean bias for
each approach separately (see Table S1 and S2 in the Supplementary Material). We found a large
impact of DIF size, balancedness, and number of DIF-free items. Thus, we present Figures that
illustrate these results. Figures 1-3 show anchor length, the hit rate, and the bias in mean
difference, respectively, exemplary in the condition with N = 500, no missing values, and the
most extreme values of @ and c. Results for all conditions are available in the Supplementary
Material.

EMD and lterative Forward

The iterative forward approach behaved similarly to the EMD approach with respect to all
outcome variables, though yielding half as many anchor items as the EMD approach (see
Figures 1-3). This is due to the stopping criterion of the approach, which is designed in such a way
that not all items detected as DIF-free are included in the anchor.

Effect of DIF size, balancedness, and number of DIF-free items. As expected, we found that in the
EMD and the iterative forward approaches DIF size, balancedness, and number of DIF-free items
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Figure |. Anchor length with N = 500 and no missing values. Threshold sizes on x-axis. BIC = Clustering
using the BIC to decide on cluster count. Note. EMD = Equal-mean-difficulties approach; Iter. forw. =
Iterative forward approach; BIC = Bayesian information criterion.

had large effects on both hit rate (partial eta squared being 0.444/0.142 for DIF size, 0.488/0.315
for balancedness, and 0.729/0.481 for number of DIF-free items for the EMD/iterative forward
approach) and mean bias (partial eta squared being 0.593/0.322 for DIF size, 0.536/0.344 for
balancedness, and 0.124/0.091 for number of DIF-free items for the EMD/iterative forward
approach). There was no bias in either of the methods with regard to balanced DIF and small DIF.
Both methods displayed large bias with regard to unbalanced large DIF (up to more than 0.6 SDs).
With an increase in DIF size, an increase in unbalancedness, and a decrease in the number of DIF-
free items, hit rate decreased and mean bias increased (see main effects in Table S2 and the Figures
in the Supplementary Material).

Interaction of DIF size, balancedness, and number of DIF-free items. There were noticeable two-way
and three-way interaction effects of DIF size, balancedness, and number of DIF-free items on
both hit rate and mean bias (see Table S2 in the Supplementary Material for ANOVA results).
The effect of number of DIF-free items on hit rate and mean bias increased with unbalancedness
of DIF. This effect increased even more with an increase in size of DIF, such that the lowest
performance was found in conditions with low number of DIF-free items, large unbalancedness,
and large DIF size.

Effect of sample size and missing values. An increase in sample size amplified the effects of un-
balancedness and number of DIF-free items (see Figure S2, S8, S3, and Figure S9 in the
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Figure 2. Hit rate with N = 500 and no missing values. Threshold sizes on x-axis. Note. BIC = Clustering
using the BIC to decide on cluster count. EMD = Equal-mean-difficulties approach; Iter. forw. = Iterative
forward approach; BIC = Bayesian information criterion.

Supplementary Material), that is, hit rate decreased and mean bias increased in conditions with
unbalanced DIF and low number of DIF-free items. As expected, for both approaches, the effect of
missing values strongly depended on the type of items in which the missing values occurred. When
missing values occurred in DIF items (see Supplementary Material Figure S2 and Figure S29), hit
rate decreased with missing rate, while it increased when missing values occurred in DIF-free items
(see Supplementary Material Figure S2 and Figure S38). Missing values had little to no effect on
mean bias for both approaches, regardless on whether the missing occured on DIF or DIF-free items.

Extended cluster approach

The extended cluster approach with BIC resulted in less accurate results than the cluster approach
with any threshold settings in almost all conditions (see Figures 1-3). In most conditions, the BIC
criterion returns all items as a single cluster (see Supplementary Material). As such, we do not
consider it any further.

In almost all conditions, the cluster approach with any of the cluster selection settings resulted
in a hit rate of the best cluster at least as high as for the other two approaches. Furthermore, the bias
related to using the best cluster in the cluster approach was lower than of any of the other
approaches in all conditions. The varied factors had no or only a small impact on mean bias (partial
eta squared <0.005).
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Figure 3. Bias in estimated mean difference with N = 500 and no missing values. Threshold sizes on x-axis.
Note. BIC = Clustering using the BIC to decide on cluster count. EMD = Equal-mean-difficulties approach;
Iter. forw. = Iterative forward approach; BIC = Bayesian information criterion.

Effect of DIF size, threshold, and number of DIF-free items. The extended cluster approach produced
unbiased mean difference estimates in almost all conditions. Deviations from the true mean
difference were only found in conditions with large DIF and at the same time threshold
settings that were larger than the true DIF. The bias can be avoided by using threshold settings
which are smaller than the true DIF. As expected, anchor length increased with increasing
threshold, thus, resulting in the most optimal results regarding accuracy and low link error
(i.e., through a large number of DIF items) when thresholds were chosen that are about the size
of the true DIF.

Hit rate showed main effects as well as second order interactions of DIF size, threshold settings,
and number of DIF-free items. Larger hit rate was achieved with larger number of DIF-free items
and low threshold settings. Small thresholds resulted in small anchor item sets (see Figure 1).
Specifically, in contrary to the other approaches, the cluster approach was affected by neither
unbalancedness nor small number of DIF-free items.

Effect of sample size and missing values. An increase in sample size slightly amplified the effect of
the other factors (see Supplementary Material Figure S2, S8, S3 and S9 for an illustration). In most
conditions, hit rate slightly decreased with an increase in missing values, regardless of the type of
items in which the missing values occurred (see Supplementary Material Figure S2, Figure S29,
and Figure S38).
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Empirical Study: lllustrating the Impact of Choice of Assumption

In order to illustrate the impact of using the different approaches in practice, we applied them
to data from the reading competence assessment (Gehrer et al., 2013) in the National Ed-
ucational Panel Study (NEPS), a longitudinal large scale educational study in Germany
(Blossfeld, RoBBbach, & von Maurice 2011). Specifically, we selected data from a linking study
that aimed to link the assessment of grade 9 students to the adult sample (Pohl & Carstensen, 2013;
Pohl et al., 2015).

We analyzed responses to items designed for grade 9 that were taken by the grade 9 main
sample (G9; n = 13,897) and the adult link sample (AD; n =501). We selected the 27 dichotomous
items from the ninth grade test for our investigation. Pohl et al. (2015) found a considerable
amount of DIF among the groups (ranging from —1.3 to 1.3 logits) when using a model that
constrained the mean item difficulty to be equal across groups. Note that, these results do not tell
us which items exhibit DIF, rather they only tell us that the items do not function similarly. In order
to facilitate linking the two groups, we aim at identifying a set of anchor items that may be
assumed to be measurement invariant.

Methods

We followed the analyses of Pohl et al. (2017). To identify anchor items, the same three ap-
proaches as above were utilized. We used the threshold criterion and set the maximum het-
erogeneity within a cluster to 0.6 logits when determining the number of clusters in the cluster
approach—a size of DIF that was considered acceptable in the NEPS (Pohl & Carstensen, 2013).
As a comparison, we also used the BIC as selection criterion for the cluster approach. To estimate
the group mean difference, we set the item difficulties of the respective anchor item set or cluster to
be equal across the two groups. The mean reading competence in the group of grade 9 students was
fixed to zero, while the mean in the group of adults was estimated. The R code for the cluster
approach can be found in the Supplementary Material.

Results

Figure 4(a) shows the DRID for the empirical data (Pohl et al., 2017). The EMD approach
identified four items that are assumed to be DIF-free (black lines in Figure 4(b)). Using these as
anchor items resulted in an estimated mean difference between grade 9 students and adults of 0.29
logits. The iterative forward approach identified 10 items that are assumed to be DIF-free (black
solid and dashed lines in 4C), of which five were chosen for the anchor (solid black lines). Using
the anchor items for linking resulted in an estimated group mean difference of 0.36 logits. The
cluster approach with BIC resulted in one cluster that included all items. This is in line with the
simulation results, that showed that the BIC is hardly able to distinguish between different clusters.
We therefore did not consider this solution any further.

The cluster approach with threshold setting resulted in a five-cluster solution (see Figure 4(d)).
The clusters consisted of two to 11 items, depicted by different colors and line types. The
maximum difference in DRID between any two items within a cluster was 0.6, as determined by
the cluster selection criterion. The estimated mean differences in the latent reading ability between
the ninth graders and the adults differed considerably depending on the cluster chosen for an-
choring: It was —0.85 logits for the first cluster (grey solid line); —0.25 logits for the second cluster
(black solid line); 0.38 logits for the third cluster (grey dashed line); 0.88 logits for the fourth
cluster (black dashed line); and 1.56 logits for the fifth cluster (grey dashed dotted line).
The estimated mean difference varied between —0.85 logits (Cohen’s d = — 0.57) and 1.56 logits
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Figure 4. DRIDs of all items relative to item | (a) and anchors identified in the empirical data example when
using the three approaches (b to d). In b and ¢, black solid lined items correspond to the anchor, black
dashed items are further items found to be DIF-free. In d items with the same symbol belong to the same
cluster.

(d = 1.05); this is not only a considerable difference in size but would also lead to a complete
reversal of the conclusions drawn. Using one of the first two clusters for linking resulted in a
higher estimated mean reading ability in adults, while choosing cluster 3, 4, or 5 suggested that
grade 9 students have on average a higher reading competence than adults. From the data we
cannot infer which of the clusters, if any, represents DIF-free items.

Researchers may now (a) choose the cluster for linking based on the content of the items. If
there is no cluster to be favored from a substantive point of view, (b) researchers may decide which
assumptions to make. Note that, one may apply similar assumptions as in the EMD or as in the
iterative forward approach for choosing clusters within the cluster approach. If one assumes
unbalanced DIF, one may use the by item-number weighted average of the estimated mean
differences across all clusters (being 0.35 logits). One may also assume that the largest group of
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items is DIF-free and chose the largest cluster (here cluster 3). Importantly, in this example, the
largest cluster contains similar items as the anchor item set of the iterative forward approach,
resulting in a similar estimated mean difference. Thus, the cluster approach allows to incorporate a
variety of different assumptions. In addition, the cluster approach also identifies other possible
item sets that may also be considered as possible anchor item sets. If researchers cannot plausibly
make any assumptions, (c) they can use each (or some) of the clusters for linking and depict the
uncertainty in the results.

Discussion

In this paper, we extended the approach of Bechger and Maris (2015) with the aim of making it
accessible to substantive researchers. An advantage of our procedure is that it provides com-
municable criteria for the identification of clusters. We showed that BIC is less suitable for
determining the number of clusters identified in the cluster approach and suggest setting
thresholds instead. When setting a threshold, researchers will need to consider accuracy and
number of items in the link, that is, size of linking error. Accuracy is guaranteed for thresholds
similar or lower than the true DIF. A low linking error results for larger anchor item sets. As such,
optimal results regarding both, accuracy and linking error can be achieved, when the threshold is
set slightly lower than the true DIF. When working with real data, we suggest to choose the
maximum amount of DIF one is willing to tolerate for setting the threshold. These thresholds may
be informed by benchmarks of DIF that are commonly used in large scale assessments (e.g.,
OECD, 2017).

This paper provides the first comprehensive results on the performance of the cluster approach
when applied to Rasch models. In contrast to the EMD and iterative forward approaches, the
cluster approach always provided a cluster that resulted in unbiased mean differences in all
conditions. Previous approaches performed well, when either the amount of DIF was small or DIF
was balanced, they failed to identify the anchor items and to recover the true mean difference when
DIF was unbalanced and large. Although the identification of the correct anchor items became less
accurate (i.e., showed lower hit rates) when the amount of DIF was small, bias in mean differences
was negligible. This was true for all approaches.

The cluster approach’s ability to yield a cluster that results in unbiased mean differences, comes
at the price of having to choose between different anchor sets. In practice, we do not know which
of the identified clusters represents DIF-free items or whether there are DIF-free items at all. One
might argue that the cluster approach merely shifts the methodological issue from finding DIF-free
items to making a decision about which cluster represents a set of DIF-free items. The approach
has, however, distinct advantages. First, the cluster approach does not presume that there are any
DIF-free items. Second, in contrast to previous approaches, even in challenging conditions (i.e.,
large unbalanced DIF), the cluster approach results in unbiased results when choosing the right
cluster. Third, using the cluster approach allows researchers to imply a variety of different as-
sumptions. Researchers may still assume that the largest cluster is DIF-free (similar to what is
proposed by the iterative forward approach). They may also assume that DIF is balanced (as in the
EMD approach) and use all item clusters for linking. Conceptually, the cluster approach is flexible
in terms of its ability to incorporate different assumptions. More importantly, the cluster approach
enables researchers to base their choice on other criteria, such as content of the items. Regardless
of the procedure used, researchers need to make their assumptions explicit. If applied researchers
cannot tell from the item features which cluster to choose for linking, they can still present the
results using each of the extracted clusters, thus depicting the uncertainty that arises from the
choice of the anchor set. Fourth, the cluster approach has favorable statistical properties. While an
increase in sample size and a decrease in missing values does not always increase the performance
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of the EMD or iterative forward approach, it does enhance the performance of the cluster approach
in all conditions.

Our results are in line with prior analyses of the EMD (W.-C. Wang, 2004) and iterative forward
(Kopf et al., 2015b) approaches. Our study extends previous work on these approaches by (a)
including conditions that violate the assumptions underlying them, (b) comparing several aspects
of their performance, (c) evaluating mean bias, and (d) evaluating the statistical properties of the
approaches in the presence of missing values. We showed that the EMD is to some extent robust to
violations of balancedness of DIF when the relative number of DIF-free items is large. We also
showed that the iterative forward approach does not necessarily need to rely on the assumption that
the majority of items is DIF-free, but also works when a minority of items are DIF-free and DIF is
balanced. Furthermore, we showed that even for low hit rates, in some conditions mean bias may
still be negligible. Additionally, we showed that the EMD and the iterative forward approaches are
suitable for the same conditions. The two approaches differ in the length of the anchor as well as
sensitivity to sample size and missing values.

In practice, researchers often do not have viable reasons for making well-informed assumptions
before running the analyses. As they implemented (and possibly developed) the scale, they usually
assume measurement invariance for all items. If they had reasons to assume otherwise, they would
probably have altered the scale before the assessment. In fact, although evaluating measurement
invariance is nowadays state of the art and applied in many analyses, in their papers, substantive
researchers hardly mention or discuss the plausibility of the assumptions they make (Doebler,
2019; Schroeders & Gnambs, 2018). Instead, in practice, researchers often run different models
and decide upon anchor items based on statistical and theoretical reasons after analyses have been
performed. One may argue that by encouraging examination of different assumptions, the cluster
approach may motivate HARKing, that is, hypothesizing after the results are known (Kerr, 1998).
However, this can also happen when using any other approach. The cluster approach enhances
making the decisions transparent.

Researchers may also want to ascertain a broad content coverage and, thus, make use of more
than one cluster for linking. An extension of this approach to Bayesian model averaging (Schulze
et al., 2021) allows the researcher to use information from all clusters and at the same time
quantifies the uncertainty in cluster selection in the posterior distribution. It is also possible to
incorporate prior knowledge in aggregating the results, reflecting partial knowledge, or believes
about plausibility of anchor item sets.

One difference between the EMD and iterative forward approaches as compared to the cluster
approach is that the former rely on parameters of inference statistics for item selection. Thus, the
results depend on the standard error (i.e., missing values and test targeting). This dependence is not
always favorable as items that are badly targeted to the population and have many missing values
are more likely get selected in the anchor set. As the cluster approach only relies on effect
estimates, it is less affected by these factors. However, the drawback of this is that it does not take
the uncertainty of parameter estimation into account. In future research, one may combine the
advantages of the different anchor item selection strategies.

In the proposed approach group, comparisons are made based on a chosen set of anchor items.
Strobl et al. (2021) propose an alternative approach, which is based on a similar principle as the
scale alignment in SEM (Muthén & Asparouhov, 2014). Their approach may also identify local
optima, which corresponds in principle to the cluster approach. However, instead of identifying
different homogenous sets of items, the algorithm provides a set of different anchor points.

In this paper, we focused on uniform DIF, that is on item difficulties. An extension of this
approach for nonuniform DIF, that is for simultaneously considering both item difficulty and item
discrimination, has been presented by Pohl and Schulze (2020). The proposed approach is also
limited to dichotomous covariates (e.g., comparison between two time points or between two
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groups). An extension of the approach to categorical covariates with more than two levels (e.g.,
school form) or continuous covariates (e.g., age) has been presented by Schulze and Pohl (2021a).
For the other-item approaches, Huelmann et al. (2020) propose aggregation rules that allow to
extend the approaches to the multi-group case.
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Notes

1. Note that, due to scale indeterminacy, the setting of the true means will hardly impact the results. It will
only be relevant for standard errors of item parameters, which will be larger with worse test targeting.

2. Kopfetal. (2015a) argue that the item with the median value must be a DIF-free item because they assume
that the majority of items (i.e., more than 50%) are DIF-free.

3. The rate of DIF-free items not included in the anchor can be computed based on the information on
test length, the number of truly DIF-free items and hit rate. Note, however, that this is less a problem
than including DIF-free items in an anchor, as unbiased estimates may be achieved also with small
anchors.
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