
1.  Introduction
The formation and evolution of Earth, the terrestrial planets, Moons, and other cosmic objects in the solar 
system has been significantly influenced by hypervelocity impact processes. Depending on the impact condi-
tions, large quantities of impact-induced melt and vapor are generated. In previous studies melt production in 
impact events has been quantified mainly by semi-analytical models (e.g., Cintala & Grieve, 1998; Croft, 1982; 
Grieve & Cintala, 1992, 1997; Tonks & Melosh, 1993), and computer simulations using shock physics codes 
(e.g., Artemieva, 2007; Artemieva & Lunine, 2005; Barr & Citron, 2011; Bjorkman & Holsapple, 1987; Davison 
et al., 2010; Moreau et al., 2018; Nakajima et al., 2021; O’Keefe & Ahrens, 1977; Pierazzo et al., 1997; Wünnemann 
et al., 2008). The focus in most studies lies on the main heating and melting mechanism upon impact cratering, 
the shock compression. The passage of a shock wave increases the pressure temporarily, but causes permanent 
changes in density, internal energy, and entropy, giving rise to melting (Melosh, 1989; Zel'dovich & Raizer, 1969). 
If the shock-induced gain in internal energy and entropy is in excess of a critical amount the material will start 
to melt instantaneously or, most often, upon decompression to the initial pressure, as solidus temperature is a 
function of pressure. For simplicity the critical energy for melting EM (e.g., Pierazzo et al., 1997) can be translated 
into a critical shock pressure for melting as end-member of the well-known progressive sequence of stages of 
shock metamorphism in rocks (e.g., Stöffler et al., 2018). In addition to shock compression, melting can also be 
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on various scales, the involved material is heated such that melting or vaporization can occur. The vast 
amount of heat is considered to be generated during shock compression, however recent studies found that 
plastic deformation during decompression also contribute to the heating process. In this study, we introduce 
a new approach to quantify impact-induced melting more accurately under consideration of the latter heating 
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generated in impact cratering processes by the structural uplift of deep-seated strata that is decompressed upon its 
upward transport during the collapse of a transient crater resulting in the formation of complex crater structures 
(e.g., Ivanov & Melosh, 2003; Jones et al., 2005). Decompression melting is most relevant during large collision 
events in the early evolution of planetary bodies, which are thought to be initially much hotter than today giving 
rise to more efficient decompression melting. However, decompression does not contribute to the heat production 
by impact and, although our method is able to account for it (Manske et al., 2021), we neglect decompression 
melting here. The third melting mechanism upon impact is plastic work. Shock physics codes consider the resist-
ance of matter against plastic deformation and, thus, account for plastic work and its contribution to the energy 
budget and temperature (e.g., Collins, 2014; Collins et al., 2004). Its effect on impact-induced melting and heat-
ing has been studied recently (Kurosawa & Genda, 2018; Kurosawa et al., 2021; Quintana et al., 2015; Wakita 
et al., 2019, 2022). According to these studies the contribution of plastic work to impact-induced melting and heat-
ing is significant up to a certain impact velocity at about 10 km/s. At higher velocities shock-heating dominates and 
the effect of plastic work becomes more and more negligible the stronger the shock wave. Commonly used scaling 
laws to estimate melt production in impact events (e.g., Abramov et  al.,  2012; Bjorkman & Holsapple,  1987; 
Pierazzo & Melosh, 2000; Pierazzo et al., 1997) are based on numerical modeling where basically the amount of 
matter that experiences shock pressures in excess of the critical shock pressure for melting is determined. Conse-
quently, the widely used so-called Peak shock Pressure Method (PPM, after Quintana et al., 2015) does not account 
for the effect of plastic work (Pierazzo et al., 1997) and neither do scaling laws. Thus, the conventional scaling 
laws tend to underestimate melt production in particular at low impact velocities, depending on the strength of the 
involved matter. A more direct and straight-forward approach to determine melting in numerical modeling is, to 
use the temperature that is calculated by an equation of state (EoS) from density and internal energy, including the 
contribution from plastic work, in a computational cell and compare it with the solidus temperature for a given 
pressure. In principle this can be done at any point in time in the course of crater formation; however, it is usually 
conducted at the end of a simulation when more-or-less a steady state is achieved and the main dynamic motions 
have ceased to account for decompression melting and late-stage pressure fluctuations. We refer to this approach 
to quantify melt production as Final Temperatures Method (FTM, after Quintana et  al.,  2015). However, this 
method suffers from artificial diffusion mainly caused by averaging out temperatures due to mixing within cells 
of the computational grid and advection across cell boundaries which may significantly affect melt quantification 
(Artemieva, 2007). We further elaborate on problems inherent to the two methods in Sections 3.1 and 3.2.

To quantify melt production more accurately, we introduce an update of the PPM to account for plastic work 
besides shock heating and decompression melting (Manske et al., 2021). We describe the approach of our new 
method and compare it with results from previous studies using the FTM. With our new approach, we can quan-
tify the contribution of heating due to plastic work on melting in more detail and compare it with the contribution 
from the shock wave. We do not take porosity into account in our study, but the proposed approach is also appli-
cable to porous materials. Finally, we further investigate the effect of the impact velocity and material strength 
on melt production.

2.  Method
We implemented our new approach to determine the contribution from plastic work in the iSALE-2D shock 
physics code (e.g., Amsden et al., 1980; Collins et al., 2004; Melosh et al., 1992; Wünnemann et al., 2006) in 
combination with the analytical equation of state (ANEOS) (Melosh, 2007; Thompson & Lauson, 1972). Minor 
changes in a few subroutines of the iSALE source code (see Data Availability Statement) could be implemented 
basically in any shock physics code that allows for recording the necessary thermodynamic properties by tracers. 
In all impact scenarios we present in the following, we assume a dunitic composition pertaining to both target 
and projectile and calculate the thermodynamic state of matter by the ANEOS for dunite (Benz et al., 1989). The 
elastic-plastic material response against deformation is considered by a strength model, more specifically by the 
so-called “ROCK” model (Collins et al., 2004). In this model, the yield strength is defined as:

𝑌𝑌 = (1 −𝐷𝐷)𝑌𝑌i +𝐷𝐷𝐷𝐷d,�

where Yi and Yd are the yield strength for intact and damaged material, respectively, and D expresses the damage 
the material experienced resulting in a reduction of strength. D = 1 correspondes to the maximum degree of 
damage and D = 0 the fully intact state. Following Kurosawa and Genda (2018) we neglect Yi since the damage 
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D immediately reaches D = 1 upon shockwave arrival in areas where significant heating by plastic work can be 
expected. The yield strength for damaged material is defined according to the Drucker-Prager dry-friction law:

𝑌𝑌d = min (𝑌𝑌0 + 𝜇𝜇𝜇𝜇 𝜇 𝜇𝜇lim)�

Here, Y0 describes the materials cohesion, µ the friction coefficient, P is the pressure, and Ylim the von Mises plastic 
limit which coresponds to the the yield strenght at infinite pressure. Furthermore, the material's strength depends 
on its temperature, as the shear strength drops to zero when approaching the solidus temperature (Ohnaka, 1995).

We use Lagrangian tracers to track the thermodynamic state the material experiences due to shock and plastic 
deformation. Massless Lagrangian tracers are placed initially in each computational cell of the Eulerian grid to 
represent the material within it. With the start of the simulation, the tracers move according to the velocity field 
in each computational timestep. As time progresses the tracers record the changes of physical properties within 
the cells that they pass such as pressure P and specific entropy S. The detailed procedure to estimate the total melt 
production is presented in detail in the next section.

3.  Melt Quantification
In numerical models of impact cratering the thermodynamic state of material is described by state parameters 
such as temperature T, pressure P, specific entropy S, density 𝐴𝐴 𝐴𝐴 , and specific internal energy E that are linked 
to one another through an EoS. Depending on the EoS the melt temperature as a function of pressure is also 
provided; however, in this study we define solidus and liquidus temperature as a function of pressure independent 
from the EoS. Often shock physics codes do not record and track whether material is in solid, liquid or vapor state. 
At the end of a simulation—the end does not necessarily mean the end of crater formation—the thermodynamic 
state in each computational cell or tracer is evaluated to determine whether material is molten. In this section 
we summarize two commonly used approaches that come with advantages and disadvantages. Furthermore, we 
modified one of the methods in order to eliminate some shortcomings.

3.1.  Final Temperature Method

A simple and straightforward approach to quantify impact-induced melting is to compare the final temperature in 
a cell or a tracer at the end of the simulation with the melt temperature taking into account the given ambient pres-
sure. The so-called Final Temperature Method (FTM; Quintana et al., 2015) also accounts for heating by plastic 
work in addition to pure shock heating. Instead of temperature we use the specific entropy S that corresponds 
to the given temperature, specific internal energy E, and pressure P to ease the comparison with our improved 
approach (see Section 3.3). In addition, we record the entropy in a given cell by tracers which enables us to track 
the provenance of the molten material. Calculated results by the FTM via tracers and cells do not produce signif-
icant differences.

The problem of the FTM method is that it is grid-based. It relies on the thermodynamic state of a given cell. Since 
material is advected from one cell to another the thermodynamic state parameters suffer from artificial numerical 
diffusion. Numerical diffusion is a consequence of the transport of mass and energy through the grid of cells 
that is fixed in space, which results inevitably in an artificial dilution of strong gradients. Higher-order numerical 
solution schemes diminish numerical diffusion, but the longer the simulation and the more numerical iterations 
take place and the more mass and energy is advected, the stronger gradients and localized peaks in temperature 
and other state parameters are diluted and smeared out. The effect of numerical diffusion on melt production may 
be less problematic at early stages of crater formation, approximately up to the formation of the transient crater, 
but become more severe and lead to significant inaccuracies until the final or steady state of the crater is reached.

3.2.  Peak Shock Pressure Method

To avoid numerical diffusion, a common approach uses the peak shock pressure recorded via tracers to deter-
mine melting in numerical modeling of impact cratering (e.g., Artemieva & Lunine, 2005; Pierazzo et al., 1997; 
Wünnemann et al., 2008). The so-called PPM takes advantage of the fact that shock melting occurs if the maxi-
mum shock pressure the material experiences is in excess of a certain critical pressure, which depends on the 
material and its condition (e.g., Liu et al., 2022; Manske et al., 2021). This critical shock pressure corresponds 
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to a certain increase in entropy, which indicates melting. The PPM implicitly 
assumes that the entropy once risen by shock compression does not change 
during decompression, namely, adiabatic expansion. To calculate the melt 
production, the method uses a material-based Lagrangian approach by intro-
ducing tracers that represent the material of the cell they were initially placed 
in and record the peak shock pressure and other physical properties the mate-
rial experiences throughout the simulation.

3.3.  A Modified Peak Shock Pressure Method

We extend the PPM to account for heating due to plastic work. To achieve 
this goal, we additionally implement the ability of tracers within the iSALE 
simulations to record the material's specific internal energy increase by plas-
tic work Eplw. In other words, a certain tracer accumulates the plastic work 
of all computational cells it passes in the course of crater formation. Here, 
we describe the key modifications required to account for the contribution of 
plastic work to the total heat generated by impact in shock physics codes. The 
specific internal energy dissipated due to plastic work Eplw at a given time 
can be described as:

��plw

��
= 1

�
��� �̇�� for �� (���) > ��

Here, 𝐴𝐴 𝐴𝐴𝑖𝑖𝑖𝑖 is the deviatoric stress tensor, 𝐴𝐴 𝐴𝐴𝐴𝑖𝑖𝑖𝑖 describes the strain rate, and 𝐴𝐴 𝐴𝐴 is the 
materials density. 𝐴𝐴 𝐴𝐴𝑣𝑣 corresponds to the equivalent von-Mises stress which 
is calculated via the second invariant of the stress tensor and describes the 
transition from elastic to permanent plastic shear deformation if it exceeds 
the yield strength Y. In the numerical simulation, we accumulate the specific 
internal energy by plastic work Eplw for a given tracer i and timestep n as 
follows:

𝐸𝐸
𝑛𝑛+1

𝑖𝑖𝑖plw
= 𝐸𝐸

𝑛𝑛

𝑖𝑖𝑖plw
+

𝑠𝑠𝑛𝑛
𝑖𝑖𝑖𝑖

𝜌𝜌𝑛𝑛
̇𝜀𝜀𝑛𝑛
𝑖𝑖𝑖𝑖
∆𝑡𝑡�

By additionally recording the tracers final pressure Pt and the peak shock pressure Pmax, we reconstruct the mate-
rial's thermodynamic path using the EoS (ANEOS). Note, this is a post processing procedure after the simulation 
is finished and Pmax, Pt, and Eplw are known for each tracer. Figure 1 shows an example of an arbitrary tracer in 
P–S space.

First, we calculate the Hugoniot curve corresponding to the materials initial thermodynamic condition (P0, S0). 
Then we work out the shock-induced pressure increase via the recorded peak shock pressure Pmax and the initial 
pressure for a given tracer. This is done by reconstructing the Rayleigh line starting at the initial position in the 
P–S space to the point where Pmax intersects the Hugoniot curve at (Pmax, S0 + Sshock). This maximum shock state 
reveals the entropy increase due to the shock Sshock. In a second step we calculate the release path from this state 
to the final state (Pt, S0 + Sshock + Splw). Upon release we approximate the change in the thermodynamic state in 
two steps: first we use ANEOS to calculate the isentropic release path to the final pressure Pt (Pt, S0 + Sshock). 
Up to this point we do not consider any contribution from plastic work according to the method used in Manske 
et al. (2021). A pure isentropic release only holds true if the effect of plastic work is negligible. Therefore, we add 
the accumulated energy the tracer has experienced by plastic work Eplw in a second step and work out the final 
state along an isobaric path to account for the contribution of plastic deformation. When the energy is added, the 
material ends up at the final state where the entropy increase due to plastic work Splw, which is determined by 
ANEOS (Pt, S0 + Sshock + Splw). Instead of using ANEOS, the thermodynamic path can be reconstructed by any 
other EoS. The energy contribution from the shock Eshock corresponds to the specific internal energy increase 
from the initial energy E0 to the energy at the state where the material has decompressed isentropically to the 
initial pressure after experiencing the shock (P0, S0 + Sshock). In the following we refer to PPM and PPM+ to indi-
cate whether we neglect plastic work or take the contribution from plastic work into account.

Figure 1.  Schematic thermodynamic part either recorded by the tracer 
according to the final temperature method or recalculated according to the 
Peak shock pressure method (PPM, PPM+). The Hugoniot data is calculated 
after Benz et al. (1989) for T0 = 298 K and p0 = 1 atm.
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3.4.  Melt Quantification and Analysis

To determine impact-induced melting we compare the post-impact entropy to the critical melt entropy, which 
corresponds to the melt temperature. The melt fraction of the material represented by the corresponding tracer i 
is defined as follows:

𝜓𝜓𝑖𝑖

⎧
⎪⎪⎨⎪⎪⎩

0, (∀𝑆𝑆𝑖𝑖 < 𝑆𝑆𝑆𝑆 )(
𝑆𝑆𝑖𝑖 − 𝑆𝑆𝑆𝑆

𝑆𝑆𝐿𝐿 − 𝑆𝑆𝑆𝑆

)
, (∀𝑆𝑆𝑆𝑆 < 𝑆𝑆𝑖𝑖 < 𝑆𝑆𝐿𝐿)

1, (∀𝑆𝑆𝐿𝐿 < 𝑆𝑆𝑖𝑖)

�

Here S, SS, and SL are the specific entropy, the entropy for incipient melting (solidus), and the entropy for complete 
melting (liquidus), respectively. In the frame of this work, we do not distinguish between melting and vaporiza-
tion. If the entropy is in excess of SL the material is treated as superheated melt. The post-impact entropy S can be 
determined through the FTM, PPM, and PPM+.

The total impact-induced melt production is evaluated by the melting efficiency πm, which is defined as the total 
melt volume normalized by the impactor volume Vp:

𝜋𝜋𝑚𝑚 =
Σ𝑖𝑖𝜓𝜓𝑖𝑖 ⋅ 𝑉𝑉𝑖̇𝑖

𝑉𝑉𝑝𝑝

�

Here, Vi is the volume each tracer i represents, which corresponds to the volume of the computational cell the 
tracer was initially located in. 𝐴𝐴 𝐴𝐴𝑖𝑖 describes the degree of melting of the material represented by the tracer and 
varies between 0 (no melt) and 1 (complete melting).

The introduced method (PPM+) allows for quantifying the contribution of the different heating and melting 
processes. We do this by comparing the energy contribution from plastic work with the contribution from shock 
compaction. The ratio between plastic work and shock-induced internal energy for each tracer is given by:

𝛾𝛾shock∕plw =
𝐸𝐸shock∕plw

𝐸𝐸shock + 𝐸𝐸plw
�

The method also enables to distinguish between the relative volumetric proportion of melting caused by plastic 
work 𝐴𝐴 𝐴𝐴%

plw
 or shock compression 𝐴𝐴 𝐴𝐴%

shock
 :

𝑚𝑚
%

shock∕plw
=

Σ𝑖𝑖𝜓𝜓𝑖𝑖𝑉𝑉𝑖̇𝑖𝛾𝛾
shock∕plw

𝑖𝑖

Σ𝑖𝑖𝜓𝜓𝑖𝑖𝑉𝑉𝑖𝑖

�

to quantify how much melt is produced due to the different heat mechanisms where 𝐴𝐴 𝐴𝐴%

plw∕shock
 is 1 if the mecha-

nism dominates and 0 if it does not contribute to melting (𝐴𝐴 𝐴𝐴%

shock
+ 𝑚𝑚%

plw
= 1 ).

4.  Impact Model Setup
To investigate the contribution from plastic work in impact-induced heating we carried out a systematic numer-
ical modeling study. In our 2D vertical impact simulations we varied the impactor diameter L from 100 m to 
50 km at a resolution, measured in cells per projectile radius, of 40. Furthermore, we varied the impact velocity 
vi from 2.5 up to 35 km/s. According to the material model described above we define strength by a friction 
coefficient of µ = 0.6 and cohesion of Y0 = 10 kPa. To simulate different rock strengths, we vary the von Mises 
plastic limit Ylim from Ylim = 0.5–3.5 GPa. We further assume an Earth-like gravity of g = 9.81 km/s 2. To quantify 
the effect of plastic work on melting, we setup a simplified impact scenario, where we ignore pressure depend-
encies in the thermal profile and melt temperatures. Otherwise, the latter may lead to additional decompression 
melting, usually playing a role upon larger impact events (e.g., Manske et  al.,  2021). We assume a constant 
initial target and impactor temperature of T0 = 293 K. The melt temperatures including the solidus and liquidus 
are set to TS = 1358.85 (∼2360) and TL = 2053.15 K (∼2845 J/K/kg), respectively, after Katz et al. (2003) at 
atmospheric 1 bar. This results in a melt energy EM of 7.54 × 10 6 J/K, describing the specific energy of the shock 
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state (Rankine-Hugoniot state) from which the isentropic release ends at the liquidus at 1 bar (e.g., Bjorkman & 
Holsapple, 1987; Pierazzo et al., 1997).

5.  Impact-Induced Melting as a Function of Velocity and Strength
The new PPM+ method enables us to distinguish between the different heating mechanisms, shock and plastic 
work. In this section we investigate the effect of velocity and strength on impact-induced melt production regard-
ing both heating mechanisms. We expect that the impact velocity strongly affects the relative contribution of 
plastic work on impact melting, since the peak shock pressure of the shock wave is primarily controlled by the 
impact velocity. Therefore, low velocity impacts generate no or only a negligible amount of shock melting, while 
plastic work may still be sufficient to induce melting. In addition, how much heat is generated by plastic work 
depends on the strength of the material.

Figure 2 illustrates the melt fraction and the dominant mechanism of the melt production, which are mapped back 
to the pre-impact position as a function of strength and impact velocity. The lower the strength Ylim of the material 
and the higher the impact velocity vimp the less material is molten due to plastic work. For low impact velocities 

Figure 2.  Melt contribution from plastic work in comparison to shock melting for varying impact velocities and strength (maximum strength Ylim). The left panel of 
each frame shows the degree of melt (red incipient melting and yellow complete/superheated melt). The right panel shows, which heating mechanism is dominating 
(yellow corresponds to pure shock heating and blue corresponds to pure plastic work heating). Material is mapped back to its initial pre-impact position to ease 
comparison between different scenarios.
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(∼vimp 𝐴𝐴 ≤  10 km/s), heating due to the shock is less effective and the relative proportion from heating through 
plastic work is significant. With increasing impact velocity, the melt volume and the proportion of shock melting 
increases (∼vimp > 10 km/s). Here, shock melting dominates a circular area of the melt region emerging from the 
impact point, which corresponds to the material experiencing the highest shock. With increasing impact velocity, 
this area increases and eventually covers the whole melt area (e.g., Figures 2b0–3). The material in this area, 
which concentrically spreads out from the so-called “isobaric core,” is predominantly completely molten and may 
be super-heated (c.f., Pierazzo et al., 1997). With increasing strength limit, melting due to plastic work dominates 
the outer part of the melt region, where pressures are too small to produce shock melt (e.g., Figures 2a–2d2). At 
first glance, the contribution to melting by plastic work may be negligible in some cases (e.g., Figure 2a3), but 
due to the cylindrical geometry, this area is large in volume. However, the produced melt at the rim of the melt 
region is mainly partially molten. At very low strength limits (Figure 2d, Ylim = 0.5 GPa) the contribution from 
plastic work can be neglected. At low velocities, heating due to plastic work dominates the melt production. To 
narrow down the velocity where plastic work or shock dominates melting in more detail, we plot in Figure 3 
melting efficiency and the contribution of both heating mechanisms as a function of impact velocity vimp and the 
limiting strength Ylim.

In general, our data agree with previous studies indicating that plastic work is the dominant heating process up 
to an impact velocity of approximately 10 km/s (Kurosawa & Genda, 2018). For higher impact velocities shock 
heating dominates melting. In more detail we find that the contribution from shock on melting efficiency for 
dunite under earth-like surface conditions (T0 = 298K and p0 = 1 atm) is negligible for impact velocities up to 
7.5 km/s (c.f. Figure 3, left plot). Up to this threshold velocity, impact-induced melt is produced only at strength 
limits larger than 0.5 GPa and is dominated by heating due to plastic work. With increasing velocities, material 
strength affects the total melt production m %plw, depending on the materials yield strength (Figures 3a and 3c). 
While for a low yield strength limit of Ylim = 0.5 GPa no significant melt due to plastic work is produced. A large 
strength limit of Ylim = 3.5 GPa results in a contribution of plastic work on the total melt production of about 35% 
at a velocities of 12.5 km/s. At velocities higher than about 20 km/s, the contribution from plastic work becomes 
constant for increasing impact velocities, independent of the strength limit Ylim. Here, roughly 12% of the melt 
is still produced by plastic work at a strength of Ylim = 3.5 GPa. This contribution subsequently decreases with 
decreasing Ylim and can be neglected in case of the lowest strength of Ylim = 0.5 GPa.

We further compare our data with the scaling law for dunite from Pierazzo et  al.  (1997), which is based on 
the PPM and thus only accounts for shock heating (Figure 3b). The scaling law approximately fits the data for 

Figure 3.  (a, b) Melting efficiency πm and the contribution of plastic work on melting m %plw are plotted as a function of impact velocities and strength limits. Following 
Pierazzo et al. (1997), the melting efficiency is plotted against the melt number, vimp 2/EM, where the melt energy in the scaling-law is set to EM = 7.54 × 10 6 J/K (b). (a, 
c) The contribution from plastic work and shock melting is indicated with blue and yellow areas, respectively.
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high velocity impacts of 17.5  km/s or greater. The fact that the scaling law slightly underestimates our data 
for high velocities emerges from the consideration of partial melting, while the scaling law only accounts for 
the liquidus (EM), that is, complete melting. Here we adjusted the melt energy of the scaling law EM (from 
originally EM = 9 𝐴𝐴 ×  10 6 to EM = 7.54 𝐴𝐴 ×  10 6 J/kg) according to the liquidus function and the EoS used in this 
study (from originally SL = 3240 to SS = 2845 J/kg/K), however the effective melt energy in our simulations is 
reduced due to partial melting. In this velocity range, the increase in melt production with increasing strength 
Ylim follows a constant behavior and can be expressed by a reduction of the melt energy EM in the scaling law to 
account for plastic work (Pierazzo et al., 1997). For velocities lower than about 15 km/s however, melt production 
cannot be expressed by a power law anymore due to the breakdown of the point-source limit (e.g., Bjorkman & 
Holsapple, 1987; Pierazzo et al., 1997). Here the scaling law fails to give a reliable estimate and tends to overes-
timate melt production when the velocity further decreases and strength limits are low (Ylim 𝐴𝐴 ≤  2.5 GPa). However, 
the scaling law fits the slope of the Ylim = 3.5 GPa data, which we consider to be coincidental.

6.  Discussion on Different Approaches to Quantify Impact Melting
The quantification of shock-induced melting in numerical modeling requires only a simulation time until the 
shock wave has attenuated below the critical shock pressure for melting. Relative to the total crater formation 
time, this is a rather short time period. Therefore, it is computationally rather inexpensive to determine the 
amount of shock melting. However, to track the distribution and final deposition of melt it is necessary to simu-
late the entire crater formation process. In addition, late-stage crater formation processes can cause additional 
melting due to plastic work, as shown above, and due to decompression (e.g., Ivanov & Melosh, 2003; Manske 
et al., 2021). In these cases, all Eulerian shock physics code, such as iSALE, suffer from artificial numerical 
diffusion the longer the simulation time and the more numerical iterations are calculated. Here we compare the 
different methodological approaches (FTM and PPM+, c.f. Method section) to determine melt production upon 
impact crater formation with respect to numerical diffusion.

Figure 4 illustrates the effect of artificial diffusion on the entropy field for FTM. For better comparison we use 
a similar setup as Kurosawa and Genda (2018) for the hydrodynamic (Figure 4c) and strength case (Figure 4b), 
including an Earth-like gravity. Furthermore we added a run with a smaller impactor diameter L  =  500  m 
(Figure 4a) and tracked five selected tracers in each run according to the setup of Kurosawa and Genda (2018). 
We find that the FTM suffers severely from artificial diffusion if the impact-induced thermal anomaly experi-
ences extensive displacement (advection) and stretching (c.f. Figure 4, left plots). This is the case when there is no 
strength present to resist the materials movement (Figure 4c) or if the impact-induced thermal anomaly is small 
relative to the transient crater (gray line). In the latter case, the thermal anomaly is stretched and advected beyond 
the transient crater's wall throughout crater formation (Figure 4a). Then, the potentially molten materials experi-
ence further advection during the collapse of the transient crater. However, if the thermal anomaly is generated to 
a significant extent outside of the transient crater volume, it is less displaced (Figure 4b) and the FTM still deliver 
acceptable results at the steady state. Compared to the PPM+, the FTM is not able to conserve the peak entropies 
that are produced in the early contact and compression stage (c.f. Figure 4, center and right column). This can be 
observed in the histogram and S–t plot where the Entropy calculated by the PPM+ stays constant after heating 
while the Entropy in the FTM is altered by diffusion with ongoing advection and time. In the histogram (Figure 4, 
center column), this is indicated by the thin dotted lines describing earlier timesteps, where the FTM and the 
PPM+ show similar entropy values. Depending on the case (Figures 4a–4c), the accumulated entropy calculated 
by the FTM may significantly change with ongoing time until the steady state is reached (thick dashed lines). In 
the FTM the peak entropy values are diluted compared to the PPM+ leading to heating of surrounding, initially 
colder material. In the S–t plot (right), the entropy recorded by the five selected tracers is strongly affected by 
artificial diffusion when using the FTM.

Figure 5 illustrates the melting efficiency πm as a function of impact velocity for different impactor sizes deter-
mined by both methods, PPM+ and FTM. The yield strength Ylim is 3.5 GPa. Also, the melt efficiency calculated 
via the PPM is plotted which does not align with the shock contribution from the PPM+ because additional melt-
ing partially due to the shock in the PPM+ emerges in combination with plastic work heating. In general, the melt 
production calculated by the PPM+ is not significantly affected by the impactor size. However, with increasing 
impactor size, gravity dominates the late-stage crater modification resulting in the formation of complex craters 
(e.g., L = 50 km). The more vigorous this late-stage modifications are, the more additional melt due to plastic 
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Figure 4.  The evolution of entropy using Final Temperatures Method and PPM+ methods for three cases (a–c) with varying impactor size and strength with a 
resolution of 50 cells per projectile radius; Left column: entropy distribution for both methods at a 6 km/s. The trajectories of five selected tracers are indicated by 
black lines. Also, the PPM+ entropy distribution at the initial position is plotted in relation to the transient crater (light gray line, calculated after Manske et al. (2021)); 
Center column: Entropy according to the (accumulated) tracer masses plotted in a histogram illustrated by a solid line (dashed line) at the final state for both methods. 
The thinner dotted lines indicate accumulated entropies of previous timesteps (tS = 10, 25, 50, 100, 600, where ts is a characteristic time for projectile penetration); 
Right column: the selected tracer's changes in entropy which is increasing by the experienced shock pressure and plastic work while eventually being affected by 
diffusion with time.

Figure 5.  Melting efficiency πm as a function of impactor velocity vi for different impactor diameters L. πm Was determined when the final crater was formed (steady 
state). The dashed red line indicates the melt scaling law after Pierazzo et al. (1997).
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work is produced. Comparing the FTM with the PPM+ reveals significant deviations in melt production at the 
final state. In case of a large impactor L = 50 km, melting efficiency is underestimated for lower impactor veloc-
ities at about 15 km/s and overestimated for impactor velocities of about 17.5 km/s. For the smaller impactors, 
melting efficiency is always underestimated. In the extreme case of L = 0.1 km, the majority of the melt is being 
ejected beyond the rim of the final crater. In this case, the temperature of the ejected material is significantly 
reduced due to diffusion during the advection and mixing with cold material in the computational cells outside 
the crater.

Deviations between both methods can be explained by dilution of the impact-induced thermal anomaly resulting 
from artificial numerical diffusion in the FTM. Numerical diffusion can cause both an increase or decrease in the 
melt production. It depends on how much the thermal anomaly is smeared out and mixes with the surrounding 
material and how the resulting temperature compares with melting temperatures. To quantify these competing 
effects, we plot in Figure 6 the tracer's entropy cumulatively in a histogram for different time steps (dashed and 
dotted lines). The figure illustrates how the tracer's entropy Si calculated by the FTM and PPM+ change with 
time for different impact velocities, where impact-induced melt volumes are either over or underestimated. We 
choose an early simulation time during crater formation t1 where most of the impact-induced heating is completed 
and a late simulation time t2 when the steady state is reached, where the material barely moves anymore. In the 
PPM+ the tracer's post-heating entropy does not vary significantly with time. This, however, is not the case for 
the FTM, where artificial diffusion strongly effects the tracers' temperatures. At an early timestep t1 and a low 

Figure 6.  Melt distribution and tracer mass entropy histogram during crater formation for 7.5 and 25 km/s (early time step t1 on top and steady/final state t2 at 
the bottom). The vertical solid lines indicate the solidus and liquidus temperature, respectively. The thick dashed line and the histogram data describes the tracer's 
(accumulated) entropy at the final timestep t2. The thin dashed lines indicate the tracer's cumulated entropy of previous timesteps.
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impact velocity vimp = 7.5 km, for a few tracers the impact-induced entropy slightly exceeds the liquidus entropy 
while for the higher velocity vimp = 25 km, the thermal anomaly is even bigger. Along with the crater formation 
and increasing number of advection cycles at t2, numerical diffusion dilutes the thermal anomaly in the FTM until 
the steady state is reached (dashed and solid lines). This causes the maximum entropy of the anomaly to decrease 
but also to distribute the heat to the surrounding material (energy is conserved, but distributed over a larger area). 
At low velocities, the thermal anomaly is too small and decreases more rapidly below melting entropy, which 
results in underestimating the total melt production. At higher velocities, the opposite is the case. Here diluting of 
a sharp large thermal anomaly rather causes colder surrounding material to be heated above melting temperature 
than cooling hotter material below melting temperature. This results in overestimating melt production.

7.  Discussion and Conclusion
We have revisited the long-standing issue how to determine impact induced melt production in numerical simula-
tions. We propose an update to the most widely used PPM to allow for taking into consideration the contribution 
from plastic work in addition to pure shock-heating. Based on a previous approach analyzing decompression 
melting (Manske et al., 2021) the presented method is capable to account for and quantify all relevant heating 
sources including shock, plastic work and with respect to melting also decompression melting as a consequence 
of structural uplift by a tracer-based method to avoid artificial diffusion of heat due to numerical advection errors.

In previous work Quintana et al. (2015) compared the FTM with the PPM. They found that the FTM produces 
similar results to the PPM, however the PPM fails to quantify impact-induced melt at impact velocity below 
8 km/s, where peak shock pressures are insufficient to generate shock melting, but some melting results from plas-
tic work as shown by Kurosawa and Genda (2018). Our data agrees with these findings, and we demonstrate that 
the PPM+ solves this issue. Previous studies also indicate that the impact velocity vimp is the controlling param-
eter for the relative contribution from plastic work on impact melt production. We can confirm that a significant 
change occurs at a threshold velocity of about 10 km/s (Kurosawa & Genda, 2018) for dunite by quantifying the 
contribution of the shock and the plastic work to the melt production. The threshold velocity may vary depending 
on yield strength from 7.5 to 12.5 km/s for Ylim = 0.5 to Ylim = 3.5 GPa, respectively. At impact velocities below 
17.5 km/s the contribution of plastic work almost linearly increases up to 100% at a velocity of 2.5 km/s. For 
impact velocities higher than 17.5 km/s and a high strength limit Ylim = 3.5 GPa, the contribution from plastic 
work is rather low and makes up about 12% of the melt. This contribution may be negligible, especially for lower 
strength limits. In a more realistic scenario, where the temperature (and pressure) dependent strength decreases 
with depth, the contribution of plastic work will further decrease with increasing impactor velocity and diame-
ter. This is, because such impacts transfer more of their kinetic energy deeper into the target, where strength is 
reduced by thermal softening (Ohnaka, 1995). Thermal softening reduces the strength as temperature approaches 
the melt temperature. Melt is treated strengthless and usually melt viscosity is neglected. At a low yield strength 
limit of Ylim = 0.5 GPa, the contribution from plastic work is negligible. In this case and at high impact velocities 
vimp 𝐴𝐴 ≥  17.5 km/s, melting efficiency approximately agrees with scaling laws (Pierazzo et al., 1997). For lower 
impact velocities, the scaling law fails to accurately fit the data and tend to overestimate the melt as if strength was 
applied, though the scaling law only applies for pure shock melting such as the original PPM approach (Pierazzo 
et al., 1997). This is due to fact that at such low melt numbers vimp 2/EM 𝐴𝐴 ≤  30 (m %plw ≥ 0.5), the minimum impact 
velocity where melt and vapor is generated is almost reached and the point source assumption break down (e.g., 
Bjorkman & Holsapple, 1987; Pierazzo et al., 1997). So, the scaling law fails at low velocities due to the extrap-
olation of high velocity data in the shock melting regime vimp 2/EM > 30 (m %plw < 0.5). Here, the melt tends to be 
overestimated with decreasing velocity and the strength Ylim (Ylim 𝐴𝐴 ≤  2.5 GPa). For this reason, the usage of such 
scaling laws at low impact velocities has to be done with caution.

A similar behavior with respect to the strength parameters and the impact velocity can be expected for other mate-
rials, such as granite or basalt. The latter have slightly lower critical shock pressures than dunite (e.g., Stöffler 
et al., 2018). Thus, shock melting is more dominant and the threshold velocity, for the transition from plastic 
work-dominated to shock-dominated melting is expected to be smaller.

We demonstrate that the improved method (PPM+) is more robust against numerical diffusion than the intrinsic 
Final Temperature Method (FTM) if simulations are carried until late stages of crater formation and the final 
deposition of melt is of interest. In the early stage of the simulations the FTM mostly provides sufficiently accu-
rate results of the total melt production, neglecting late-stage heating. However, the FTM suffers from artificial 
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diffusion in every timestep while significant heating due to plastic work (and the shock) happens over a longer 
period of time (c.f. Figure 4). Thus, the FFM should not be used in scenarios where strong diffusion (and thus 
temperature alteration) due to numerical advection errors is expected. This is often the case for simulations of late 
stages of crater formation, where it is necessary to consider plastic work and decompression melting during crater 
modification. The larger the transient crater is compared to the area of the thermal anomaly; the more advection is 
expected and the more the FTM may suffer from numerical inaccuracies (c. f. Figure 4). Also, the relationship of 
the amplitude of the thermal anomaly to the melt temperatures is important to monitor. When the thermal anom-
aly is small compared to melting temperatures (usually at low impact velocities; here vimp < 15 km/s) artificial 
diffusion may lead to melt underestimation while for larger thermal anomalies (usually for high impact velocities; 
here vimp > 20 km/s) the opposite is the case.

Data Availability Statement
The iSALE shock physics code is not entirely open-source but can be distributed on a case-by-case basis to 
academic users in the impact community for non-commercial use. Scientists interested in using the code find the 
application requirements at the iSALE website (http://www.isale-code.de/redmine/projects/isale/wiki/Terms_of_
use). The ANEOS package comes along with iSALE. The modification in iSALE and the input files to generate 
the results supporting the figures are available in Manske et al. (2022), https://doi.org/10.35003/HVTJQD.
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