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A B S T R A C T

Faults in photovoltaic arrays are known to cause severe energy losses. Data-driven models based on machine
learning have been developed to automatically detect and diagnose such faults. A majority of the models
proposed in the literature are based on artificial neural networks, which unfortunately represent black-boxes,
hindering user interpretation of the models’ results. Since the energy sector is a critical infrastructure, the
security of energy supply could be threatened by the deployment of such models. This study implements
explainable artificial intelligence (XAI) techniques to extract explanations from a multi-layer perceptron (MLP)
model for photovoltaic fault detection, with the aim of shedding some light on the behavior of XAI techniques
in this context. Three techniques were implemented: Shapley Additive Explanations (SHAP), Anchors and
Diverse Counterfactual Explanations (DiCE), each representing a distinct class of local explainability techniques
used to explain predictions. For a model with 99.11% accuracy, results show that SHAP explanations are largely
in line with domain knowledge, demonstrating their usefulness to generate valuable insights on model behavior
which could potentially increase user trust in the model. Compared to Anchors and DiCE, SHAP demonstrated
a higher degree of stability and consistency.
1. Introduction

Over the last two decades, solar energy has emerged to be one of
the most important renewable energy sources. In Germany, 45.4% of
the country’s gross electricity consumption in 2020 was produced by
renewables. Solar energy’s contribution amounts to 9.2%, summing up
to 50 TWh (Wirth, 2021). Solar energy is captured and converted into
electricity by photovoltaic (PV) modules, which are connected to one
another in series or parallel to form a PV array. As with any physical
system, faults could occur during the operation of a PV array, which
might cause significant energy losses. These faults could occur either on
the DC side, i.e., on the modules or arrays themselves, or on the AC side,
involving the inverters or connection to the electricity grid (Madeti
and Singh, 2017). Firth et al. (2010) found that faults could reduce
the energy generated by PV arrays by as much as 18.9%. To ensure
effective and reliable operation of PV arrays, fault detection methods
have been developed and widely researched in recent years.

PV fault detection methods can be classified into two main cate-
gories: electrical and non-electrical methods (Tina et al., 2016). Due
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to their simplicity, electrical methods are preferred, as they rely only
on the parameters typically recorded during operation, e.g., current
and voltage. Out of the current electrical methods, only methods based
on artificial intelligence (AI), hence machine learning (ML), could be
implemented without the need of a PV simulation or model. Further-
more, once trained, AI models are computationally efficient and could
be embedded in microcontrollers alongside sensors to create real-time
monitoring and fault detection systems based on the concept of the
Internet of Things (IoT) such as the ones proposed in Suresh et al.
(2018) and Mellit et al. (2020). A thorough overview of the challenges,
recommendations and future directions for research at the intersection
of AI and IoT in the context of PV fault detection has been conducted
by Mellit and Kalogirou (2021).

However, the use of AI comes with its own shortcomings, such as the
lack of accompanying physical intuition. This is exacerbated by the use
of complex, so-called ‘‘black-box’’ AI techniques such as artificial neural
network (ANN), as it is virtually impossible to explain their predictions.
Unfortunately, there is known to be a trade-off between the predictive
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power of AI models and their complexity; in general, more complex
models are able to capture more complex relationships and therefore
have higher predictive power. A recent survey by Li et al. (2021) found
that the vast majority of recent research papers concerning AI for PV
fault detection use ANN. Although such experimental systems demon-
strated high accuracies, it might not suffice for real-world deployment.
A study by Dietvorst et al. (2015) found that humans tend not to trust
AI systems and even more so when they make inexplicable errors, a
phenomenon known as algorithm aversion. In real-world settings, AI
systems should ideally be able to explain their predictions so that users
could decide the best course of action and develop trust in the systems.

To get around the issue of AI models’ black-box nature, explainable
artificial intelligence (XAI) techniques have been developed. According
to DARPA, XAI aims to ‘‘enable end users to understand, appropri-
ately trust, and effectively manage the emerging generation of AI
systems’’. (Gunning and Aha, 2019) Note that the terms XAI and
interpretable machine learning are used almost interchangeably in the
research community and we chose the former based on our focus on
evaluating already existing and well-known XAI techniques. In this
study, we focus on the generation of explanations from black-box
models, namely ANN for PV fault detection. In practice, it is often
desired to explain how black-box models produce their outputs, which
is why we chose to implement the so-called local, model agnostic
explanation techniques in XAI terminology. We are interested in ex-
ploring whether the explanations generated by these techniques would
align with domain knowledge and allow the user to judge whether to
trust the AI model’s predictions. We believe that such sanity checks
are urgently needed since multiple explanation methods have been
scrutinized for failing ‘‘sanity’’ checks and simple robustness proper-
ties (Adebayo et al., 2018; Kindermans et al., 2019; Ghorbani et al.,
2019). At the same time, explanations would allow users of the model
to conduct a root cause analysis in order to handle faults as quickly as
possible, hence offering valuable operational insights.

This study implements and discusses the behavior of three local,
model agnostic post-hoc explanation techniques: Shapley Additive Ex-
planations (SHAP), Anchors and Diverse Counterfactual Explanations
(DiCE) to generate explanations from an ANN-based PV fault detection
system. These techniques are state-of-the-art techniques from three
distinct classes of post-hoc techniques: feature importance, rule-based
explanations and counterfactual explanations and they were selected
as such here to provide compare and contrast the three classes. SHAP
was chosen for its solid foundation on coalitional game theory and
its robust performance in various applications (Brito et al., 2022; Kim
et al., 2021; Kuzlu et al., 2020), making it arguably the go-to feature
importance XAI technique. At the time of writing, Anchors remains
the only rule-based XAI technique which could be found in the lit-
erature. DiCE was chosen due to its unique capability of generating
diverse and constrained counterfactuals, therefore putting a focus on
actionable explanations which are operationally meaningful (Mothilal
et al., 2020). To the authors’ best knowledge, this is the first study
that touches on the subject of XAI for PV fault detection. In contrast to
existing studies implementing a mix of feature importance and feature
selection algorithms to improve the performance of fault detection
models (Belaout et al., 2018; Eskandari et al., 2020), here we focus
not on conducting a performance-driven analysis with XAI but rather
on exploring if and how XAI techniques could potentially be useful.
With this study, we aim to demonstrate how XAI techniques can be used
to provide additional information to the users of ANN-based PV fault
detection models and shed some light on the behavior of the selected
techniques in this context. The evaluation of explainability methods
has been explored in other domains (Kakogeorgiou and Karantzalos,
2021; Muddamsetty et al., 2021) and we would like to call upon a
similar attention in this domain, as many open questions on the topic
remain (Yang et al., 2019).

The rest of the paper is organized as follows: Section 2 presents
an overview of the relevant studies found in the literature, Section 3
presents the methodology, Section 4 contains the results generated and
the relevant discussion is presented in Section 5. Section 6 wraps up the
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study by presenting the conclusions drawn from the obtained results.
2. Background and related work

The proliferation of ANN implementation for PV fault detection in
the last decade was highlighted in a recent survey by Li et al. (2021).
The authors divided ANN applications into three groups based on their
structure: shallow neural network (SNN), deep neural network (DNN)
and hybrid neural network (HNN). The types of faults which could be
detected by the different architectures also differ; it was found that
SNNs were mostly implemented to detect electrical and shading faults,
which are also the most commonly studied fault types in the literature.
Therefore, this study focuses on SNNs for the purpose of detecting
electrical and shading faults using PV operating parameters in the form
of tabular data.

A thorough enumeration of recent SNN studies in the context of
PV fault detection could be found in Li et al. (2021), Table 1. Here,
we summarize and present several of the relevant studies to give a
brief overview of the current landscape as shown in Table 1. All the
studies listed on the table use multi-layer perceptron (MLP), i.e., a fully-
connected feedforward ANN as the ML algorithm of choice. First of all,
it could be seen that all the listed studies tackle the fault detection
problem differently: different types of faults are detected with different
sets of input features, although in all cases the measured voltage 𝑉𝑚𝑝
and current 𝐼𝑚𝑝 at the maximum power point are considered as inputs.
The irradiance measured at the plane of array 𝐺𝑚 and the module
temperature 𝑇𝑚 are also common features, whereas some studies addi-
tionally consider the open-circuit voltage 𝑉𝑜𝑐 , short-circuit current 𝐼𝑠𝑐 ,
fill factor 𝐹𝐹 and in Sabri et al. (2018), where the PV array is assumed
to be equipped with a battery connected to the DC side of the inverter,
the battery voltage 𝑉𝑏 and current 𝐼𝑏. Furthermore, it could be seen that
some studies validated their proposed model with experimental data,
whereas others only utilized data gathered from simulation. In general,
the accuracies of the proposed models are exceptionally high: above
90% in all cases, although they are somewhat lower in cases where
validation with experimental data is performed. A straightforward
comparison of the proposed models is not possible owing to the diverse
setup of input features and detected faults. Nevertheless, MLP has been
shown to be capable of detecting faults in PV systems with satisfactory
performance, hence demonstrating its merits for the use case.

In the energy sector, research on XAI is only beginning to emerge,
with only a few studies currently found in the literature. Chakraborty
et al. (2021) built an XGBoost model to predict the cooling load of
buildings using climate data. On top of the model, SHAP was used
to generate local explanations for the predicted cooling loads. Arjunan
et al. (2020) proposed an extension to the Energy Star benchmarking
process, an energy performance rating system (Arjunan et al., 2020). A
gradient boosted trees (GBT) model was built to replace the multiple
linear regression model commonly used. To account for the increased
model complexity, SHAP was implemented to interpret the model’s
output. Shams Amiri et al. (2021) implemented an ANN to classify
household transportation energy consumption using both numerical
and categorical household characteristics. Local Interpretable Model-
Agnostic Explanations (LIME) and Submodular Pick (SP) LIME were
implemented to generate local and global explanations, respectively.
In both cases, the authors found that the generated explanations are
in line with domain expertise. Kuzlu et al. (2020) implemented LIME,
SHAP and Explain Like I’m 5 (ELI5) to generate explanations from a
random forest regressor used to predict the power generated by a PV
array. Results show that the most important features identified by the
three XAI techniques are largely the same.

Based on their implementation principle, XAI techniques can be
classified into two categories: transparent models and post-hoc tech-
niques. Using simple, transparent AI models enables straightforward
interpretation of the models’ results, while post-hoc techniques aim to
extract information from black-box AI models to generate explanations.

Post-hoc techniques can further be classified based on their scope
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Table 1
Summary of selected related work on SNN for PV fault detection.

Ref. Input Faults detected Accuracy Type of data

Chine et al. (2016) Ratio between
measured and
simulated values
of: 𝑉𝑜𝑐 , 𝐼𝑚𝑝, 𝑉𝑚𝑝

short-circuit, connection
resistance, inversed
bypass diode, shunted
bypass diode

90.3% simulation and
experimental

Sabri et al. (2018) 𝑉𝑚𝑝, 𝐼𝑚𝑝, 𝑉𝑏, 𝐼𝑏 short-circuit, open
circuit, external battery
short-circuit

97.4% simulation and
experimental

Ul-Haq et al. (2020) 𝑉𝑚𝑝, 𝐼𝑚𝑝, 𝑃𝑚𝑝,
𝐺𝑚, 𝑇𝑚

short-circuit, open
circuit, partial shading,
multiple faults

99.6% simulation

Pahwa et al. (2020) 𝑉𝑚𝑝, 𝐼𝑚𝑝, 𝐺𝑚, 𝑇𝑚,
𝑉𝑜𝑐 , 𝐼𝑠𝑐 , 𝐹𝐹 ,
𝑃𝑚𝑝,𝑠𝑡𝑐

short-circuit, inversed
bypass diode, partial
shading, complete
shading, bridging,
temperature

99.91% simulation

Lazzaretti et al. (2020) 𝑉𝑚𝑝, 𝐼𝑚𝑝, 𝐺𝑚, 𝑇𝑚 short-circuit, open
circuit, partial shading,
degradation

95.45% simulation and
experimental
(model agnostic or model specific) and nature (local or global). Model-
agnostic approaches could be implemented to any AI model, while
model-specific approaches are tailored only to a subset of models. Local
explanations aim to explain observations individually, whereas global
explanation entails explaining the behavior of the entire model. In
this study, we focus on the implementation of local, model-agnostic
post-hoc explanation techniques in the context of ANN-based PV fault
detection. Local, model-agnostic post-hoc explainability techniques for
tabular data can be classified into three categories (Barredo Arrieta
et al., 2020): feature importance explanations, rule-based explanations
and counterfactuals. Feature importance explanations aim to measure
the importance of a model’s inputs to its output. Meanwhile, rule-
based explanations attempt to find sufficient conditions that lead to a
certain output. Counterfactuals could be considered as what-if analyses
and involves the generation of new, artificial observations using the
instance to be explained as a starting point and finding minimum
changes to the inputs that also change the predicted output.

In the literature, the behavior of local post-hoc explainability tech-
niques is at present largely unexplored. Tritscher et al. (2020) evaluated
eight post-hoc XAI techniques using synthetic categorical tabular data.
All the evaluated techniques are feature importance techniques cover-
ing perturbation-based and gradient-based approaches. Results of the
study show that under the study’s settings, perturbation-based methods
are superior to gradient-based ones. Out of the evaluated techniques,
only SHAP was able to explain non-linear functions with up to three
variables. Schlegel et al. (2019) proposed a methodology to evaluate
XAI methods on time series data. LIME, SHAP, Layer-wise Relevance
Propagation (LRP), DeepLIFT and Saliency Maps were implemented
and evaluated, with the results showing SHAP to be the most robust
method. In this study, we seek to evaluate the behavior of SHAP,
Anchors and DiCE on a real tabular dataset in the context of PV fault
detection.

Doshi-Velez and Kim (2017) proposed a taxonomy of approaches
to evaluate explanations: functionally-grounded, human-grounded and
application-grounded evaluations, in increasing order of complexity.
Functionally-grounded evaluation assesses explanation quality through
a proxy based on some formal definition of interpretability without
user study and it is the approach taken in this study. Sokol and Flach
(2020) developed a framework to systematically assess explainability
techniques, in which validation is a requirement alongside functional,
operational, usability and safety requirements. The authors refer to the
work of Herman (2017) for a validation approach on a functional level,
which evaluates the stability and consistency of explanations. Stable ex-
planations concern the provision of the same explanation given a fixed
141

set of inputs (data and model), whereas consistent explanations imply v
that similar explanations should be obtained for similar data points
given a fixed model. We include stability and consistency evaluations
for the selected XAI techniques to better understand their behavior.

3. Methodology

An overview of the methodology is presented in Fig. 1. Firstly, the
raw dataset was preprocessed to remove uninformative data points.
The preprocessed dataset was then used to train and test an MLP
through hyperparameter tuning and cross-validation. From the MLP’s
predictions, several observations were selected, for which explanations
were generated using three XAI techniques, namely SHAP, Anchors
and DiCE as motivated in the introduction. Finally, the stability and
consistency of the generated explanations from each technique were
evaluated.

The dataset used in paper was originally used by Lazzaretti et al.
(2020) to study ML-based PV fault detection systems and is available
online (Clayton Hilgemberg da Costa, 2020). Complete information
regarding the setup of the system and the dataset generation process
could be found in the original publication. The dataset contains 16
days of data of a grid-connected PV array in Curitiba, Brazil. The PV
array consists of 2 strings of 8 modules each and has a peak power of
5.28 kW. The strings are connected to a central inverter and each string
is monitored individually. Most faults in the dataset were artificially
introduced and therefore represent the ground truth. It is important to
note that the faults were only present on the second string, i.e., the
first string always operated normally. There are seven variables in the
dataset, six of which are measured operating parameters of the array
and are used as features in the ML model. Temperature and irradiance
were measured by a weather station placed adjacent to the PV array.
All the features take continuous values and are summarized in Table 2.
The remaining variable is the target variable, the fault class 𝑓 _𝑛𝑣 which
is a categorical variable and could take any of the following values:
0 (healthy operation), 1 (short-circuit fault), 2 (degradation fault), 3
(open circuit fault) and 4 (shading fault). Short-circuit faults were
introduced by connecting a cable between the terminal points of two
modules, degradation faults by connecting a resistive load between
two modules, open circuit faults by opening one string’s main circuit
breaker and shading occurred naturally. All the scripts used to generate
the results of this study are written in Python and are available online.1

1 https://drive.google.com/file/d/1XGY5TVfs93OaENB-FRu1idzdyiZuZQlf/
iew?usp=sharing

https://drive.google.com/file/d/1XGY5TVfs93OaENB-FRu1idzdyiZuZQlf/view?usp=sharing
https://drive.google.com/file/d/1XGY5TVfs93OaENB-FRu1idzdyiZuZQlf/view?usp=sharing
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Fig. 1. Overview of the methodology.

Table 2
Features of the dataset.

Variable name Description Unit

𝑖𝑑𝑐1 Current at the first string A
𝑖𝑑𝑐2 Current at the second string A
𝑣𝑑𝑐1 Voltage at the first string V
𝑣𝑑𝑐2 Voltage at the second string V
𝑝𝑣𝑡 Temperature of the array ◦C
𝑖𝑟𝑟 Irradiance at the plane of array W

m2

3.1. Data preprocessing

A preprocessing step was implemented to remove uninformative
observations from the initial dataset by eliminating observations with
very low irradiance values, i.e., below 100 W

m2 . In the original dataset,
faults were only introduced when the PV array was under high ir-
radiance. Additionally, under very low irradiance, the PV array only
produces a small amount of energy and therefore detecting faults under
such condition would be less critical. Table 3 presents the number of
observations belonging to each fault class before and after preprocess-
ing. Although a significant number of observations were thrown away,
it could be seen that these were mostly observations from the healthy
operation class, which do not contain meaningful information and only
contribute to class imbalance.

3.2. ML model training

For the purpose of PV fault detection, an MLP is built and trained
using the dataset mentioned above. The problem is a multi-class classi-
fication problem with five possible classes. In this study, we conducted
a grid search hyperparameter optimization to find the optimum number
of hidden layers and neurons in the MLP using the ranges presented in
142
Table 3
Summary of the observations in the dataset.

Fault class Initial After preprocessing

0 (healthy operation) 1,162,931 309,252
1 (short-circuit) 5,999 5,999
2 (degradation) 10,371 10,371
3 (open circuit) 6,024 6,024
4 (shading) 188,473 184,311

Total 1,373,798 515,957

Table 4
Ranges used for grid search.

No. of neurons

First hidden layer Second hidden layer

(15, 20, 25, 30) (−, 15, 20, 25, 30)

Table 4. The maximum number of hidden layers and neurons were lim-
ited to 2 and 30, respectively, as increasing them further is not expected
to improve the model’s performance according to the results from
existing studies (Li et al., 2021). This optimization was conducted via a
5-fold cross validation grid search covering 20 hyperparameter settings
using 80% of the dataset. For every setting, 5 models were trained with
different training sets consisting 64% of the dataset and 16% were used
to calculate validation scores, which were then averaged to obtain the
mean validation score. The remaining 20% of the dataset were used
as test set to benchmark the performance of the best model from the
output of the optimization. As the dataset is imbalanced, i.e., not all
classes have the same number of observations, stratified sampling was
utilized to ensure that the proportion of each fault class is constant in
all subsets of the data (training/validation/test). In all cases, the hidden
layers use Rectified Linear Unit (ReLU) as the activation function and
the output layer uses the softmax activation function. Most of the other
hyperparameters were kept at their default values from the scikit-learn
implementation except for the maximum number of iterations and 𝛼
(L2 regularization parameter), which were fixed at 500 and 0.001,
respectively. Finally, the optimized model was evaluated for accuracy,
precision, recall and F1-score, the formulas for which are given below.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(1)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(2)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(3)

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

(4)

TP and TN represent true positives and true negatives, respectively,
while FP and FN denote false positives and false negatives, respectively.
Since the problem in question is a multi-class classification problem, all
performance metrics were calculated for each class, resulting in four
scores per class.

3.3. XAI technique implementation

Once the MLP was trained and its predictions were obtained, ex-
planations were generated using XAI techniques. For this purpose,
one observation from each fault class was chosen for a qualitative
assessment. These observations were chosen as such to represent the
operation of the PV array under high irradiance and temperature. The
observations should also be correctly classified by the MLP, i.e., the
predicted and actual fault classes are the same. A summary of the
observations can be found in Table 5.

In this study, SHAP, Anchors and DiCE were implemented. SHAP
aims to explain predictions by computing the individual contributions
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Table 5
Selected observations for explanation generation.

No. 𝑖𝑑𝑐1 𝑖𝑑𝑐2 𝑣𝑑𝑐1 𝑣𝑑𝑐2 𝑖𝑟𝑟 𝑝𝑣𝑡 𝑓 _𝑛𝑣

1 7.63 7.61 271.19 270.54 878.6 43.01 0
2 7.98 7.62 260.65 201.93 836.07 47.31 1
3 8.26 7.6 253.51 242.12 842.14 49.93 2
4 8.17 0.04 264.32 2.09 856.13 43.06 3
5 8.17 4.87 263.14 306.15 853.5 43.79 4

of the features, in the form of Shapley values from coalitional game
theory (Lundberg and Lee, 2017). In ML terms, the features of a model
are the players, who ‘‘play’’ the game of reproducing the outcome of the
model and Shapley values represent feature importance values. SHAP
defines explanation as follows:

𝑔(𝑧′) = 𝜙0 +
𝑀
∑

𝑗=1
𝜙𝑗𝑧

′
𝑗 , (5)

where 𝑔 is the explanation model, 𝑀 is the number of features, 𝑧′𝑗 ∈
0, 1]𝑀 are the simplified features, 𝜙0 is the base value of the prediction
odel (expected output value when no feature values are known) and
𝑗 is the Shapley value for feature 𝑗. The vector of simplified features
′
𝑗 contains only 0s and 1s, to indicate whether a certain feature is
resent (‘‘playing’’) or absent (‘‘not playing’’), respectively. Given an
bservation 𝑥, its corresponding 𝑧′𝑗 vector is a vector of all 1s, where
ll features are present.

The linear model is trained by minimizing the following loss func-
ion:

in (𝑓, 𝑔, 𝜋𝑥) =
∑

𝑧′∈𝑍
[𝑓 (ℎ𝑥(𝑧′)) − 𝑔(𝑧′)]2𝜋𝑥(𝑧′), (6)

where 𝑍 is the training data, 𝑓 is the underlying black-box ML model,
ℎ𝑥 is the mapping function which maps coalitions 𝑧′s to the original
input space and 𝜋𝑥 is the SHAP kernel function. The process yields
coefficients of the explanation model 𝜙𝑗 for all 𝑀 features, which
represent their feature importance values.

Anchors produces a set of rules which sufficiently ‘‘anchors’’ the
prediction in the vicinity of an observation. Given an observation 𝑥,
an anchor 𝐴 is defined as the set of rules which applies to 𝑥 as well
as a fraction of at least 𝜏 of 𝑥’s neighbors, for which the prediction of
the underlying ML model 𝑓 remains the same. 𝜏 is a precision threshold
taking values of at least 0 and at most 1, where the precision is obtained
by evaluating neighbors 𝑧 following a certain distribution 𝐷𝑥(𝑧|𝐴) using
𝑓 .

In Anchors, a probabilistic definition of precision is used to con-
struct rules in large input spaces as follows:

𝑃 (𝑝𝑟𝑒𝑐(𝐴) ≥ 𝜏) ≥ 1 − 𝛿, (7)

where 𝛿 represents the complement desired confidence level, e.g., a 𝛿
equal to 0.05 or 5% indicates a 95% confidence level.

The search for an anchor is defined by the following optimization
problem:

max
𝐴 𝑠.𝑡 (7)

𝑣(𝐴), (8)

where the function 𝑣 denotes the coverage function of the anchor,
i.e. the probability that it applies to the sample neighbors drawn from
𝐷𝑥. Details on how the optimization problem could be solved are found
in the original publication (Ribeiro et al., 2018). In this study, the
precision threshold 𝜏 was set to 0.95.

DiCE produces counterfactuals, which are feature-perturbed ver-
sions of the original observations which result in a change of prediction.
Counterfactuals are generated by solving an optimization problem,
which in DiCE’s case considers both the diversity of the generated
counterfactuals as well as their proximity to the original observation. It
is also possible to incorporate additional constraints to exclude certain
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features from being perturbed or to limit the range of values they could
take. Starting with an initial observation 𝑥 with 𝑀 features and a
trained ML model 𝑓 , a set of 𝑘 counterfactual examples {𝑐1, 𝑐2,… , 𝑐𝑘}
is generated by solving the following optimization problem:

min (𝑐1, 𝑐2,… , 𝑐𝑘) =
1
𝑘

𝑘
∑

𝑖=1
𝑙𝑜𝑠𝑠(𝑓 (𝑐𝑖), 𝑦)

+
𝜆1
𝑘

𝑘
∑

𝑖=1
𝑑𝑖𝑠𝑡(𝑐𝑖, 𝑥)

− 𝜆2𝑑𝑖𝑣(𝑐1,… , 𝑐𝑘), (9)

where 𝑐𝑖 is a counterfactual, 𝑙𝑜𝑠𝑠 is a metric that minimizes the distance
between the underlying model 𝑓 ’s prediction for the counterfactuals
and the desired outcome/target class 𝑦, 𝑑𝑖𝑠𝑡 is the distance metric
representing the proximity between the counterfactuals and the orig-
inal observation and 𝑑𝑖𝑣 is a metric to measure the diversity of the
counterfactuals. Detailed information on the implementation of 𝑙𝑜𝑠𝑠,
𝑑𝑖𝑠𝑡 and 𝑑𝑖𝑣 in DiCE could be found in the original publication (Mothilal
et al., 2020). 𝜆1 and 𝜆2 are hyperparameters that regularize the three
components of the loss function and take the default values of 0.5 and
1, respectively. In this study, the features 𝑖𝑟𝑟 and 𝑝𝑣𝑡 were excluded
from the counterfactual generation process, meaning that only 𝑖𝑑𝑐1,
𝑖𝑑𝑐2, 𝑣𝑑𝑐1 and 𝑣𝑑𝑐2 were allowed to change. The intuition behind this
is that in the context of PV fault detection, it would be useful to know
what the ML model ‘‘thinks’’ as normal sets of operating parameters
under the same external conditions to judge whether it is behaving as
expected.

3.4. Evaluation of explanations

Stability and consistency were chosen as the metrics to evaluate
the generated explanations. For stability evaluation, 50 runs of each
technique on each observation were performed, followed up by a
simple summary statistics calculation. In SHAP’s case, the mean and
standard deviation of the SHAP values of the features were calculated
and presented in the form of box and whisker plots. DiCE evaluation
follows a similar pattern, except that the deviations of the feature
values from the original observation were used as the variable for
summary statistics calculation. For Anchors, the frequencies of the rules
generated from each run were calculated and tabulated. To evaluate
consistency, 50 similar observations based on Euclidean distance were
identified for each observation to obtain 250 additional observations.
For each additional observation, explanations were generated using
every XAI technique. Summary statistics were subsequently calculated
for each original observation.

4. Results

In this section, performance of the proposed MLP for PV fault
detection is presented, followed by a qualitative assessment of the ex-
planations generated for the selected observations. Afterwards, results
of the stability and consistency evaluations are presented.

4.1. ML model performance

Based on the results of hyperparameter optimization, the optimum
number of neurons in the hidden layers was found to be (15, 30). Using
this configuration, an optimized MLP was trained and its performance
on the test set was recorded. The confusion matrix of the optimized
MLP on the test set is presented in Table 6. Overall, the model recorded
99.11% accuracy across all observations and achieved an accuracy of at
least 99% on all fault classes with the exception of class 4. One possible
explanation for this is that shading faults on PV arrays are rather
diverse in nature and could vary significantly from one occurrence to
another. Precision, recall and F1-score of the model are summarized in

Table 7. It could be seen that the model also performs well in terms
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Table 6
Confusion matrix of the optimized MLP.

True class Predicted class Accuracy

0 1 2 3 4

0 61513 0 0 0 338 99.45%
1 0 1191 4 0 5 99.25%
2 0 1 2060 4 9 99.32%
3 0 0 0 1205 0 100%
4 526 16 19 1 36300 98.48%

Table 7
Additional performance metrics of the optimized MLP.

Class Precision Recall F1-score

0 0.99 0.99 0.99
1 0.99 0.99 0.99
2 0.99 0.99 0.99
3 1 1 1
4 0.99 0.98 0.99

Table 8
Anchors explanation for the healthy observation.

Rule Precision Coverage

261.91 < 𝑣𝑑𝑐2 ≤ 271.99 AND 𝑖𝑑𝑐2 > 6.03 0.98 0.18

of precision, recall and F1-score, suggesting that the dataset’s class
imbalance does not significantly impact its performance. In general,
the proposed model’s accuracy is in line with the values found in the
literature (90 to 99%) and could therefore be considered as usable for
PV fault detection.

4.2. Generated explanations

The following sections present and discuss the explanations gener-
ated by SHAP, Anchors and DiCE. SHAP and Anchors explanations are
explained on a per-observation/per-class basis, while DiCE explanations
are presented separately at the end.

4.2.1. Class 0 (healthy operation)
The SHAP explanation for the first observation is presented in Fig. 2.

The features in red support the prediction made by the MLP, while the
ones in blue oppose it. The size of the arrows represents the magnitude
of the SHAP value, i.e., the feature importance value. It could be
seen that the two most important features for the prediction are 𝑖𝑑𝑐1
nd 𝑖𝑑𝑐2. This agrees with domain knowledge, which dictates that the
perating current of a PV array is approximately linearly proportional
o the amount of available irradiance, i.e., high irradiance implies high
urrent under healthy operation. Since in all selected observations the
V array was exposed to high irradiance, the explanation provided by
HAP is able to capture this relationship. However, the interpretation of
he third most important feature, 𝑖𝑟𝑟, is not as straightforward. It could
e argued that 𝑖𝑟𝑟 being highlighted as an important feature supports
he argument that the MLP model captured the linear relationship be-
ween current and irradiance. However, since irradiance is an external
ariable and not an inherent operating parameter, it is difficult to judge
ts actual importance in the prediction. The same applies to 𝑝𝑣𝑡, whose
HAP value is small and therefore not shown in the figure. The sole
pposing feature, 𝑣𝑑𝑐1, only has a small SHAP value and can therefore
e disregarded.

Anchors explanation for the same observation is presented in Ta-
le 8. It is seen that for this observation, Anchors was able to find a
ule set which captures the behavior of the MLP, recording a precision
core of 0.98. The rule set can be interpreted as such: ‘‘when 𝑣𝑑𝑐2 is
reater than 261.91 and less than or equal to 271.99 and 𝑖𝑑𝑐2 is greater
han 6.03, the PV array is most likely operating normally’’. Although
his is certainly not a universally applicable rule, it makes sense to
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Table 9
Anchors explanation for the short-circuit observation.

Rule Precision Coverage

𝑣𝑑𝑐2 ≤ 261.91 AND 𝑖𝑑𝑐2 > 3.08 AND
𝑖𝑑𝑐1 > 7.77 AND 731.25 < 𝑖𝑟𝑟 ≤ 868.52

0.30 0.01

Table 10
Anchors explanation for the degradation observation.

Rule Precision Coverage

𝑣𝑑𝑐2 ≤ 261.91 AND 𝑖𝑑𝑐2 > 6.03 AND
𝑣𝑑𝑐1 ≤ 283.49 AND 𝑖𝑑𝑐1 > 7.77 AND
731.25 < 𝑖𝑟𝑟 ≤ 868.52

0.55 0.01

put this into context in the neighborhood around the prediction. For
observations that are similar to this observation, i.e., under high ir-
radiance and temperature, seeing the values of 𝑣𝑑𝑐2 and 𝑖𝑑𝑐2 inside
the intervals identified by Anchors should be convincing enough to
show that the prediction is correct. As mentioned in Lazzaretti et al.
(2020), the dataset was generated by artificially introducing faults on
the second string of the array, meaning that fault signatures will only
be detected on 𝑣𝑑𝑐2 and 𝑖𝑑𝑐2. Anchors was able to isolate this fact,

hich might prove useful for model debugging.

.2.2. Class 1 (short-circuit)
Fig. 3 presents the SHAP explanation for the second observation, the

V array under short-circuit fault. According to the explanation, 𝑣𝑑𝑐2
as the highest positive contribution to the prediction. Its SHAP value
0.626) is significantly higher than that of the second most important
eature, 𝑖𝑑𝑐1 (0.177). For this observation, SHAP correctly highlights
he anomalous feature, as the 𝑣𝑑𝑐2 value is significantly lower com-
ared to healthy operation of the PV array under similar irradiance,
.e., 201.93 vs 270.54 V. This is in line with domain knowledge, in that
hort-circuit faults cause a number of PV modules to be bypassed and
educe the voltage generated from the entire array. The other features
ave significantly lower SHAP values and can therefore be regarded as
nimportant to the prediction.

For the short-circuit observation, the Anchors explanation is pro-
ided in Table 9. In this case, it is evident that Anchors could not find
good rule set to approximate the behavior of the MLP judging by the

ow precision. Furthermore, 4 out of the 6 features were included in
he rule set, producing a very specific rule set with very low coverage.
his is a known issue with Anchors (Ribeiro et al., 2018), in that it
ometimes produces overly specific rules. It can be concluded that for
his observation, Anchors is not able to generate a good explanation.

.2.3. Class 2 (degradation)
The SHAP explanation for the degradation observation is presented

n Fig. 4. It could be seen that the most important feature for the pre-
iction according to SHAP is 𝑣𝑑𝑐2, followed by 𝑖𝑑𝑐1 and 𝑖𝑟𝑟. Comparing
𝑑𝑐2 to 𝑣𝑑𝑐1 and 𝑖𝑑𝑐2 to 𝑖𝑑𝑐1, it could be seen that the operating pa-
ameters at the second string are slightly lower, although the difference
n the voltage is more subtle. Degradation faults increase the internal
esistance of PV modules, which in turn decrease both the optimum
perating current and voltage. SHAP is able to highlight at least one
f the anomalous operating parameters as a highly important feature,
eading to an acceptable explanation.

Similar to the previous observation, Anchors failed to find a rule
et which sufficiently explains the prediction, as shown by the result
n Table 10. Again, in this case we see that the rule set generated is
ery specific, with low precision and coverage. For the degradation
bservation, no plausible explanation was found using Anchors.
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Fig. 2. SHAP explanation for the healthy observation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 3. SHAP explanation for the short-circuit observation.
Fig. 4. SHAP explanation for the degradation observation.
Table 11
Anchors explanation for the open circuit explanation.

Rule Precision Coverage

𝑣𝑑𝑐2 ≤ 261.91 AND 𝑖𝑑𝑐2 ≤ 3.08 AND
𝑣𝑑𝑐1 ≤ 272.7 AND 𝑖𝑑𝑐1 > 7.77 AND
𝑖𝑟𝑟 > 731.25 AND 𝑝𝑣𝑡 > 39.28

0.08 0.01

4.2.4. Class 3 (open circuit)
Fig. 5 illustrates the SHAP result for the open circuit fault. The

two most important features identified are 𝑣𝑑𝑐2 and 𝑖𝑑𝑐2, which take
unusually low values close to zero compared to the healthy observation.
According to domain knowledge, open circuit faults are caused by a loss
of electrical connection between at least two PV modules in the main
string, thus preventing electricity to pass and reducing the current and
voltage of a PV array to zero. The result shows that SHAP correctly
identified both key parameters and assigned high importance values to
them. This makes for a logical and convincing explanation.

Table 11 presents the Anchors explanation for the open circuit
observation. As is encountered with the short circuit and degradation
observations, the generated rule set is overly specific, with all features
being used to anchor the prediction. Poor precision and coverage values
were also demonstrated by this huge rule set.
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4.2.5. Class 4 (shading)
Fig. 6 presents the SHAP explanation for the shading observation.

Compared to the other observations, it could be seen that the SHAP
values for this observation are slightly more spread out, with 3 features
supporting the prediction and another 3 opposing it. 𝑖𝑑𝑐2 is considered
the most important supporting feature, followed by 𝑖𝑑𝑐1 and 𝑣𝑑𝑐2.
Meanwhile, 𝑣𝑑𝑐1 is considered the most important opposing feature,
albeit with a small SHAP value. For shading faults, determining the
fault signature in the operating parameters is difficult since these faults
occur naturally due to the presence of nearby buildings, trees, or other
obstacles. Hence, they could vary in magnitude (how much irradiance is
blocked by the obstacles) and scope (how many modules are shaded).
Nevertheless, the features deemed important by SHAP are somewhat
logical, as the values of 𝑖𝑑𝑐2 and 𝑣𝑑𝑐2 do deviate a lot from the healthy
observation. 𝑖𝑑𝑐1, however, seems to be incorrectly identified as a
supporting feature. Comparing the values of 𝑖𝑑𝑐1 and 𝑣𝑑𝑐1 to those
of the open circuit observation (observation 4 in Table 5), it could be
seen that they are very similar and indicate healthy operation on the
first string. Therefore, care needs to be taken in interpreting the SHAP
explanation for shading fault.

The Anchors explanation for the shading observation is presented
in Table 12. In contrary to the previous three observations, in this
case Anchors managed to find a rule set which satisfactorily describes



Solar Energy 249 (2023) 139–151C. Utama et al.
Fig. 5. SHAP explanation for the open circuit observation.
Fig. 6. SHAP explanation for the shading observation.
Table 12
Anchors explanation for the shading observation.

Rule Precision Coverage

𝑣𝑑𝑐2 > 285.71 AND 𝑖𝑑𝑐2 ≤ 6.03 AND
𝑖𝑑𝑐1 > 6.54

1 0.04

the behavior of the MLP in the vicinity of the observation. Half of
the features are included in the rule set, which can be interpreted as
follows: ‘‘when 𝑣𝑑𝑐2 is greater than 285.71, 𝑖𝑑𝑐2 is less than or equal
to 6.03 and 𝑖𝑑𝑐1 is greater 6.54, the PV array is most likely operating
under shading fault’’. Although the generated rule set might also seem
somewhat specific, one possible explanation would be that this rule set
only applies to one specific variation of shading faults, i.e. when only
the second string is shaded and the first string is operating healthily.
This is supported by the low coverage value obtained, which suggests
that the rule set only applies to a very small subset of the dataset.

4.2.6. DiCE counterfactuals
A summary of selected counterfactuals for the healthy observa-

tion is presented in Table 13. The first row represents the original
observation, whereas the rest are counterfactuals generated by DiCE,
i.e., hypothetical observations. For all cases, one counterfactual with
plausible explanation and another with meaningless explanation were
selected. According to the results, it would suffice to either decrease
𝑣𝑑𝑐2 or increase 𝑖𝑑𝑐1 and 𝑣𝑑𝑐1 in order to change the MLP’s prediction
from healthy (class 0) to short-circuit fault (class 1). While the first
explanation makes sense and agrees with domain knowledge, the same
does not apply to the second, as it implies that increased energy
production would result in the detection of a short-circuit fault. In
general, the same behavior is observed across all classes, i.e. at least one
of the counterfactuals provides a reasonable explanation and another
produces a confounding explanation.

4.3. Stability evaluation

The results of the stability evaluation for SHAP are presented in
Fig. 7. It could be seen that, judging by the very thin spread of the
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Table 13
Generated counterfactuals for the healthy observation (– indicates no change in the
feature value).

No. 𝑖𝑑𝑐1 𝑖𝑑𝑐2 𝑣𝑑𝑐1 𝑣𝑑𝑐2 𝑖𝑟𝑟 𝑝𝑣𝑡 𝑓 _𝑛𝑣

1 7.63 7.61 271.19 270.54 878.6 43.01 0
2 – – – 219.37 – – 1
3 9.11 – 324.92 – – – 1
4 – – – 124.3 – – 2
5 6.71 – – 124.3 – – 2
6 – – 305.97 3.45 – – 3
7 – 1.31 3.26 – – – 3
8 – 1.43 – 220.91 – – 4
9 – – – 322.56 – – 4

SHAP values across all classes, SHAP produces very stable explanations.
In fact, the exact same SHAP values are obtained for all features in
all selected observations in this study. This could be attributed to the
fact that SHAP is theoretically well-grounded in game theory. Although
SHAP requires the generation of artificial coalitions when calculating
SHAP values, meaning that there is some stochastic element attached
to the process, the same outcome will always be obtained given enough
coalitions. With the default configuration of 2048 + 2𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠 coalitions,
SHAP always attributes the same importance values to all features
across different runs.

For Anchors, only explanations for the healthy and shading fault
observations were evaluated due to the fact that Anchors did not
produce valid explanations for the other observations. A summary
of the Anchors explanations for stability evaluation is provided in
Tables 14 and 15. It could be observed that in both cases, several
different rule sets were generated across multiple runs. Although for
each observation one certain rule set was generated at least 50% of the
time, the generated explanations are still somewhat unstable. This is
evident from the variation in the features selected in the rule sets and
the threshold values for these features.

In DiCE’s case, the results of the stability evaluation could be found
in Fig. 8. It could be seen that for a given observation, DiCE produces
diverse explanations, shown by the rather large spreads of the feature
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Fig. 7. Stability evaluation results for SHAP.
Table 14
Stability evaluation results for Anchors (healthy observation).

Rule Count

𝑣𝑑𝑐2 > 261.91 AND 𝑖𝑑𝑐2 > 7.56 AND 𝑣𝑑𝑐1 > 264.04 26
261.91 < 𝑣𝑑𝑐2 ≤ 271.99 AND 𝑖𝑑𝑐2 > 6.03 12
𝑣𝑑𝑐2 > 261.91 AND 𝑖𝑑𝑐2 > 7.56 AND 𝑝𝑣𝑡 ≤ 45.59 3
𝑣𝑑𝑐2 > 261.91 AND 264.04 < 𝑣𝑑𝑐1 ≤ 272.7 AND 𝑖𝑑𝑐2 > 6.03 3
261.91 < 𝑣𝑑𝑐2 ≤ 285.71 AND 𝑖𝑑𝑐2 > 6.03 2
261.91 < 𝑣𝑑𝑐2 ≤ 271.99 AND 𝑖𝑑𝑐2 > 7.56 2
261.91 < 𝑣𝑑𝑐2 ≤ 271.99 AND 𝑖𝑑𝑐2 > 6.03 AND 𝑣𝑑𝑐1 ≤ 272.7 1
𝑣𝑑𝑐2 > 261.91 AND 𝑖𝑑𝑐2 > 7.56 1

Table 15
Stability evaluation results for Anchors (shading observation).

Rule Count

𝑣𝑑𝑐2 > 285.71 AND 𝑖𝑑𝑐2 ≤ 6.03 AND 𝑖𝑑𝑐1 > 6.54 29
𝑣𝑑𝑐2 > 271.99 AND 𝑖𝑑𝑐2 ≤ 6.03 AND 𝑖𝑑𝑐1 > 6.54 15
𝑣𝑑𝑐2 > 261.91 AND 𝑖𝑑𝑐2 ≤ 6.03 AND 𝑖𝑑𝑐1 > 6.54 5
𝑖𝑑𝑐2 ≤ 6.03 AND 𝑖𝑟𝑟 > 731.25 AND 𝑝𝑣𝑡 ≤ 45.59 1
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value deviations. By nature, DiCE generates diverse counterfactuals,
taking into account its objective of providing different ways to change
the underlying ML model’s prediction. Nevertheless, in some cases, the
generated explanations are somewhat stable and in line with what is
expected from domain knowledge (class 0 to 1 and class 0 to 2). In
other cases, the generated explanations are either confounding (class 0
to 3) or downright unstable (class 0 to 4).

4.4. Consistency evaluation

The consistency evaluation results for SHAP are presented in Fig. 9.
In line with the results of the stability evaluation, SHAP also performs
well with regard to the consistency of its explanations. It could be
observed that although there is some spread in the SHAP values ob-
tained for the identified similar observations, it is relatively narrow
and indicates consistent explanations. More importantly, for each class,
almost none of the SHAP value intervals of the features overlap with
one another, which means that the order of importance of the features
identified by SHAP is almost always guaranteed to be the same. There-
fore, it could be concluded that SHAP could be relied upon to generate
similar explanations for similar observations.
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Fig. 8. Stability evaluation results for DiCE.
Table 16
Consistency evaluation results for Anchors (healthy observation).

Rule Count

261.91 < 𝑣𝑑𝑐2 ≤ 271.99 AND 𝑖𝑑𝑐2 > 6.03 49
𝑣𝑑𝑐2 > 261.91 AND 𝑖𝑑𝑐2 > 7.56 AND 𝑣𝑑𝑐1 > 264.04 1

Table 17
Consistency evaluation results for Anchors (shading observation).

Rule Count

𝑣𝑑𝑐2 > 285.71 AND 𝑖𝑑𝑐2 ≤ 6.03 AND 𝑖𝑑𝑐1 > 6.54 50

Tables 16 and 17 summarize the rule sets generated by Anchors for
the consistency test. It could be seen that for both the healthy and the
shading fault observations, a unique rule set could be identified. In the
latter’s case, all similar observations yielded a single rule set, whereas
in the former’s case a different rule set was obtained for only a single
observation.

Fig. 10 illustrates the results DiCE’s consistency evaluation. It could
be observed that the results largely mirror the results of the stability
test shown in Fig. 8. Hence, the same conclusion could be drawn re-
garding DiCE’s consistency, i.e., in some instances it produces sensible
explanations and in other times meaningless explanations are obtained.

5. Discussion and implications

Based on the results obtained, we synthesized a summary of the
strengths and limitations of the implemented XAI techniques. SHAP’s
main strength lies in its ability to correctly identify and attribute high
importance values to relevant features for the underlying ML model’s
predictions, which leads to sensible explanations that agree with do-
main knowledge. The results of stability and consistency evaluations
show that SHAP produces the most stable and consistent explanations.
On the other hand, SHAP-generated explanations are of lesser value
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when external variables are used as features, as the interpretation of
the feature importance values of such features is non-intuitive.

In Anchors’ case, the generated explanations are contrastive, and
thus intuitive to users. With regard to its consistency, Anchors records
a relatively satisfying performance, being able to produce a single
explanation for similar observations almost all the time. A somewhat
lesser performance was observed in the stability evaluation, although
the generated explanations are still arguably rather stable. However,
implementing Anchors comes with a huge caveat, in that it sometimes
produces overly specific, and thus invalid rules. Fortunately, it is gen-
erally easy to identify invalid rules by simply looking at their precision
and coverage values.

In contrast to SHAP and Anchors, DiCE is the only technique evalu-
ated to offer the possibility of constraining the generated explanations.
Moreover, DiCE’s way of providing counterfactuals as explanations also
allows for contrastive and intuitive explanations, as it is easy to see the
changes in the feature values that also lead to a change in prediction.
Most importantly, DiCE offers the possibility of highlighting potential
faults in the ML model’s reasoning, which might be valuable for model
debugging. However, it also causes DiCE to produce relatively unsta-
ble and inconsistent explanations, which is somewhat expected given
the nature of DiCE’s algorithm. Additionally, some of the generated
counterfactuals might refer to conditions which are infeasible, leading
to physically meaningless explanations. Lastly, no formal measure to
determine good counterfactuals currently exists. Since multiple coun-
terfactuals could be generated, presenting all of them might confound
users, especially if some explanations contradict one another.

According to a study by Guidotti (2021), local explanation tech-
niques fail to find good explanations when many features are relevant
to the underlying ML model’s predictions. In the context of PV fault
detection, our results show that Anchors and DiCE demonstrate this be-
havior even when there are only one or two relevant features. However,
SHAP was shown to consistently find good explanations, in agreement
with another finding of the study which states that SHAP records the
best performance and the lowest deviation with regard to the expla-
nation qualities among the evaluated techniques. Anchors’ problem of
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Fig. 9. Consistency evaluation results for SHAP.
producing overly specific anchors is well-documented (Ribeiro et al.,
2018). It is stated that this behavior is expected for observations close
to the decision boundaries of the ML model. This might be the case
with the short-circuit, degradation and open circuit observations, for
which no valid anchors were found. DiCE’s limitation of potentially
generating infeasible explanations is acknowledged by the original
authors (Mothilal et al., 2020). One possible solution envisioned by the
authors is to incorporate causal constraints during the generation of
counterfactuals. In the context of PV fault detection, this might make
DiCE a powerful tool when complemented with domain knowledge,
e.g. I–V curve of the PV modules describing how the current and voltage
should change alongside each other.

Although the results shown in this study are only based on a case
study of a small PV system with artificially induced faults, it would be
prudent to consider the potential usefulness of XAI explanations in a
real-world setting. For example, considering a large system with 100
or more strings and individual string monitoring, SHAP explanations
would allow the identification of the strings under fault and allow
operators to act in a timely manner. As mentioned, DiCE explanations
are potentially useful for model debugging and improvement, which
149
gets harder with increasing system size. Admittedly, Anchors expla-
nations might be too complex for a large system given the number
of variables involved and they might therefore hardly be useful. In
general, neither Anchors nor DiCE seems to be particularly suited
to generating explanations for end-users, although DiCE might offer
useful insights for ML model developers in the same vein as global
feature importance techniques. Hence, in future work, we aim to fur-
ther evaluate SHAP and DiCE with a dataset from a significantly larger
PV system containing real (i.e., not artificially induced) faults in two
different contexts: (1) understanding and trusting the AI model from the
user’s point of view and (2) using XAI explanations to improve model
performance.

Considering the evidence gathered in this study, it could be argued
that from the user’s point of view, SHAP should be considered as the
go-to XAI technique to generate explanations from an ANN-based PV
fault detection system. This stems from the fact that in almost all of
the cases, the most relevant features for the predictions were correctly
identified and there is little to no variation in terms of the generated
explanations, leading to straightforward interpretation. This claim has
to be confirmed with a user study involving potential users of the PV
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Fig. 10. Consistency evaluation results for DiCE.
fault detection system with an explanation interface, which we leave
for future work.

6. Conclusions

In this study, we demonstrate how XAI instruments generate expla-
nations in the context of PV fault detection. The behaviors of SHAP,
Anchors and DiCE were explored. It is shown that in all cases, SHAP
correctly attributed the prediction to the relevant features as dictated
by domain knowledge. Meanwhile, Anchors was able to produce sen-
sible rule sets only for some of the observations. DiCE, due to its
diverse nature, produced highly varying explanations which might be
contradictive but could also be useful for model debugging. With regard
to the stability and consistency of the generated explanations, SHAP
recorded the best performance, followed by Anchors and lastly DiCE.
The results also show that stability and consistency are highly corre-
lated in the context of local explanation techniques, i.e. a technique
which generates stable explanations is likely to also be consistent and
vice-versa.
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