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#### Abstract

The quantum internet is one of the frontiers of quantum information science. It will revolutionize the way we communicate and do other tasks, and it will allow for tasks that are not possible using the current, classical internet. The backbone of a quantum internet is entanglement distributed globally in order to allow for such novel applications to be performed over long distances. Experimental progress is currently being made to realize quantum networks on a small scale, but much theoretical work is still needed in order to understand how best to distribute entanglement, especially with the limitations of near-term quantum technologies taken into account. This work provides an initial step toward this goal. In this work, we lay out a theory of near-term quantum networks based on Markov decision processes (MDPs), and we show that MDPs provide a precise and systematic mathematical framework to model protocols for near-term quantum networks that is agnostic to the specific implementation platform. We start by simplifying the MDP for elementary links introduced in prior work and by providing new results on policies for elementary links in the steady-state (infinite-time) limit. Then, we show how the elementary link MDP can be used to analyze a complete quantum network protocol. We then provide an extension of the MDP formalism to two elementary links. Here, as new results, we derive linear programing relaxations that allow us to obtain optimal steady-state policies with respect to the expected fidelity and waiting time of the end-to-end link.
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## I. INTRODUCTION

The quantum internet ${ }^{1-5}$ is envisioned to be a global-scale interconnected network of devices which exploits the uniquely
quantum-mechanical phenomenon of entanglement. By operating in tandem with today's Internet, it will allow people all over the world to perform quantum communication tasks, such as quantum key distribution (QKD), , ${ }^{6-11}$ quantum teleportation, ${ }^{12-14}$ quantum clock synchronization, ${ }^{15-18}$ distributed quantum computation, ${ }^{19}$ and distributed quantum metrology and sensing. ${ }^{20-22}$ A quantum internet will also allow for exploring fundamental physics ${ }^{23}$ and for forming an international standard time. ${ }^{24}$ Quantum teleportation and QKD are perhaps the primary use cases of the quantum internet in the near term. In fact, there are several metropolitan-scale QKD systems already in place. ${ }^{25-32}$

Scaling up beyond the metropolitan level toward a global-scale quantum internet is a major challenge. All of the aforementioned tasks require the use of shared entanglement between distant locations on the Earth, which typically has to be distributed using single-photonic qubits sent through either the atmosphere or optical fibers. It is well known that optical signals transmitted through either the atmosphere or optical fibers undergo an exponential decrease in the transmission success probability with distance, ${ }^{33-35}$ limiting direct transmission distances to roughly hundreds of kilometers. Therefore, one of the central research questions in the theory of quantum networks is how to overcome this exponential loss, thus distributing entanglement over long distances efficiently and at high rates.

A quantum network can be modeled as a graph $G=(V, E)$, where the vertices $V$ represent the nodes in the network and the edges in $E$ represent quantum channels connecting the nodes, see Fig. 1. Then, the task of entanglement distribution is to transform elementary links, i.e., entanglement shared by neighboring nodes, to virtual links, i.e., entanglement between distant nodes, see the right-most panel of Fig. 1. In this context, nodes that are not part of the virtual links to be created can act as quantum repeaters, i.e., helper nodes whose purpose is to mitigate the effects of loss and noise along a path connecting the end nodes, thereby making the quantum information transmission more reliable. Specifically, quantum repeaters perform entanglement distillation ${ }^{36-38}$ (or some other form of quantum error correction), entanglement swapping, ${ }^{12,39}$ and possibly some form of routing, in order to create the desired virtual links. Protocols for entanglement distribution in quantum networks have been described from an information-theoretic perspective in Refs. 40-47, and limits on communication in quantum networks have been explored in Refs. 40-54. Linear programs, and other techniques for obtaining optimal
entanglement distribution rates in a quantum network, have been explored in Refs. 53 and 55-57. However, information-theoretic analyses are agnostic to physical implementations, and generally speaking, the protocols and the rates derived apply in an idealized scenario in which quantum memories have high coherence times, and quantum gate operations have no error.

What are the fundamental limitations on near-term quantum networks? Such quantum networks are characterized by the following elements:

- Small number of nodes;
- Imperfect sources of entanglement;
- Non-deterministic elementary link generation and entanglement swapping;
- Imperfect measurements and gate operations;
- Quantum memories with short coherence times;
- No (or limited) entanglement distillation/error correction.

A theoretical framework taking these practical limitations into account would act as a bridge between statements about what can be achieved in principle (which can be answered using informationtheoretic methods) and statements that are directly useful for the purpose of implementation. The purpose of this work is to present the initial elements of such a theory of near-term quantum networks.

The main contribution of this work is to frame quantum network protocols in terms of Markov decision processes (MDPs) and to place the Markov decision process for elementary links introduced in Ref. 58 within an overall quantum network protocol. More specifically, the contributions of this work are as follows:
(1) In Sec. II, we start by recapping the model for elementary link generation presented in Ref. 58. Along the way, we present Lemma II.1. While the result of Lemma II. 1 is generally well known, to the best of our knowledge, its proof is not readily accessible, and thus, we provide the proof here. Then, as a new contribution, we show that the Markov decision process (MDP) for elementary links introduced in Ref. 58 can be written in a simpler manner in terms of different variables. Furthermore, we emphasize that the figure of merit associated with the MDP, as introduced in Ref. 58, takes into account both the fidelity of the elementary link and its success probability. To the best of our knowledge, such a figure of merit has not been considered in prior work. The simplified form of the MDP allows us to


Fig. 1. Graphical depiction of a quantum network and entanglement distribution. (Left) The physical layout of the quantum network is described by a hypergraph G, which should be thought of as fixed, in which the vertices represent the nodes (senders and receivers) in the network and the (hyper)edges represent quantum channels that are used to distribute entangled states (elementary links) shared by the corresponding nodes. (Center) At any point in time, only a certain number of elementary links in the network may be active. By "active," we mean that an entangled state has been distributed successfully to the nodes and the corresponding quantum systems stored in the respective quantum memories. Active bipartite links are indicated by a red line, and active $k$-partite elementary links, $k \geq 3$, corresponding to the hyperedges are indicated by a blue bubble. (Right) An entanglement distribution protocol transforms elementary links to virtual links, which are indicated in orange, thus leading to a new graph for the network. The protocol is described mathematically by an LOCC channel.
derive two new results. The first new result is Theorem II.4, which gives us an analytic expression for the steady-state value of an elementary link undergoing an arbitrary timehomogenous policy. The second new result is Theorem II.5, which allows us to determine the optimal steady-state value of the elementary link using a linear program. We demonstrate the usefulness of the MDP approach to modeling elementary links in Sec. II D, in which we provide an extended example of elementary links generated via satellite-to-ground transmission.
(2) In Sec. III, we describe entanglement distillation protocols and protocols for joining elementary links (in order to create virtual links) in general terms as local operations and classical communication (LOCC) quantum instrument channels. We then present three joining protocols and write them down explicitly as LOCC channels. Doing so allows us to determine the output state of the protocol for any set of input states, including input states that are noisy as a result of device imperfections, etc. This, in turn, allows us to compute the fidelity of the output state with respect to the ideal target state that would be obtained if the input states were ideal. Formulas for the fidelity at the output of the protocols are presented as Proposition III.1, Proposition III.2, and Proposition III.3. In particular, Proposition III. 1 provides a formula for the fidelity at the output of the usual entanglement swapping protocol, which, to the best of our knowledge, is not explicitly found in prior works. Prior works typically use (as an approximation) the product of the individual elementary link fidelities in order to obtain the fidelity after entanglement swapping.
(3) In Sec. IV, we present a quantum network protocol that combines the Markov decision process for elementary links with known routing and path-finding algorithms. Then, we provide a general method for determining waiting times and key rates for the quantum key distribution for this protocol.
(4) In Sec. V, we provide a first step toward extending the elementary link MDP by defining an MDP for two elementary links with entanglement swapping. We then show how to approximate waiting times using a linear program, and we find that this linear programing approximation reproduces exactly the known analytic results on the waiting time for such a scenario. ${ }^{59}$ However, our result is more general, allowing us to compute waiting times for arbitrary parameter regimes, while the analytic results are true only for restricted parameter regimes. Broadly speaking, having linear-programing approximations to the waiting time and other important quantities of interest (such as fidelity) will be important when considering MDPs for larger networks.

This work is the one in a long line of work on quantum repeaters, taking device imperfections and noise into account, beginning with the initial theoretical proposal, ${ }^{60,61}$ and then resulting in a vast body of work. ${ }^{56,57,59,62-91}$ (See also Refs. $92-95$ and the references therein.) All of these proposals deal almost exclusively with a single transmission line connecting a sender and a receiver. However, for a quantum internet, we need to go beyond a single transmission line, and we need to consider multiple transmission lines operating in parallel. A unified and self-consistent theoretical framework will help to guide real-world implementations. It is our hope that this work provides a good starting point along this line of thought and leads to a better understanding of
how realistic, near-term quantum devices could be used to realize large-scale quantum networks and, eventually, a global-scale quantum internet.

## II. A MARKOV DECISION PROCESS FOR ELEMENTARY LINKS

We start by presenting a Markov decision process (MDP) for elementary links, as introduced in Ref. 58. To be specific, this is an MDP for an arbitrary edge of the graph corresponding to a quantum network. However, unlike Ref. 58, we present the MDP in much simpler terms in which we need not explicitly keep track of the quantum state. Through this simplification, we are able to establish a new result, Theorem II.4, which gives us the steady-state fidelity of an elementary link undergoing an arbitrary time-homogenous (stationary) policy. We start by describing the physical model of elementary link generation, considering two specific examples of transmission channels. Then, we define the MDP corresponding to this model of elementary link generation.

## A. Generating elementary links

Our model for elementary link generation is the one considered in Ref. 58 and illustrated in Fig. 2, based on the same model considered in prior work. ${ }^{76,96-98}$ Consider an arbitrary physical link in the network. For every such physical link, there is a source station that prepares and distributes an entangled state to the corresponding nodes. In general, all of these source stations operate independently of each other, distributing entangled states as they are requested. Specifically, we have the following.

- The source produces a $k$-partite quantum state $\rho^{s}, k \geq 2$, and sends it to the nodes via a quantum channel $\mathcal{S}$, leading to the


Fig. 2. Our model for elementary link generation in a quantum network consists of source stations associated with every elementary link that distributes entangled states to the corresponding nodes. ${ }^{7}$
state $\mathcal{S}\left(\rho^{S}\right)$. Here, $k$ is the number of nodes belonging to an edge, with $k=2$ corresponding to ordinary, bipartite edges (such as the red edges in Fig. 1) and $k \geq 3$ corresponding to hyperedges (such as the blue bubbles in Fig. 1).

- The modes perform a heralding procedure, which is a protocol involving local operations and classical communication. It can be described by a quantum instrument $\left\{\mathcal{M}^{0}, \mathcal{M}^{1}\right\}$, where $\mathcal{M}^{0}$ and $\mathcal{M}^{1}$ are completely positive trace non-increasing maps such that $\mathcal{M}^{0}+\mathcal{M}^{1}$ is trace preserving. These maps capture not only the probabilistic nature of the heralding procedure but also the various imperfections of the devices that are used to perform the procedure. The map $\mathcal{M}^{0}$ corresponds to failure of heralding and $\mathcal{M}^{1}$ corresponds to success. The probability of successful transmission and heralding is

$$
\begin{equation*}
p=\operatorname{Tr}\left[\left(\mathcal{M}^{1} \circ \mathcal{S}\right)\left(\rho^{S}\right)\right] \tag{1}
\end{equation*}
$$

and the states conditioned on success and failure are, respectively,

$$
\begin{align*}
\sigma^{0} & :=\frac{1}{p}\left(\mathcal{M}^{1} \circ \mathcal{S}\right)\left(\rho^{S}\right),  \tag{2}\\
\tau^{\varnothing} & :=\frac{1}{1-p}\left(\mathcal{M}^{0} \circ \mathcal{S}\right)\left(\rho^{S}\right) . \tag{3}
\end{align*}
$$

The superscript " 0 " in $\sigma^{0}$ indicates that, upon success of the heralding procedure, the quantum systems have been immediately stored in local quantum memories at the nodes and have not yet suffered from any decoherence.

- The state of the quantum systems after $m \in\{0,1,2, \ldots\}$ time steps in the quantum memories is given by

$$
\begin{equation*}
\sigma(m):=\mathcal{N}^{\circ m}\left(\sigma^{0}\right), \tag{4}
\end{equation*}
$$

where $\mathcal{N}$ is a quantum channel that describes the decoherence of the individual quantum memories at the nodes.

For specific, realistic noise models for the heralding and for the quantum memories as well as for other realistic parameters for elementary link generation, we refer to Refs. 57 and 99-104.

## 1. Ground-based transmission

The most common medium for quantum information transmission for communication purposes is photons traveling through either free space or fiber-optic cables. These transmission media are modeled well by a bosonic pure-loss/attenuation channel $\mathcal{L}^{\eta},{ }^{105}$ where $\eta \in(0,1]$ is the transmittance of the medium, which, for fiber-optic or free-space transmission, has the form $\eta=\mathrm{e}^{-L / L_{0}},{ }^{33-35}$ where $L$ is the transmission distance and $L_{0}$ is the attenuation length of the fiber.

Before the $k$ quantum systems corresponding to the source state $\rho^{S}$ are transmitted through the pure-loss channel, they are each encoded into $d$ bosonic modes with $d \geq 2$. A simple encoding is the following:

$$
\begin{gather*}
\left|0_{d}\right\rangle:=|1,0,0, \ldots, 0\rangle,  \tag{5}\\
\left|1_{d}\right\rangle:=|0,1,0, \ldots, 0\rangle,  \tag{6}\\
\vdots  \tag{7}\\
\left|(d-1)_{d}\right\rangle:=|0,0,0, \ldots, 1\rangle,
\end{gather*}
$$

sometimes called the $d$-rail encoding. In other words, using $d$ bosonic modes, we form a qudit quantum system by defining the standard basis elements of the associated Hilbert space by the states corresponding to a single photon in each of the $d$ modes. We let

$$
\begin{equation*}
\mid \text { vac }\rangle:=|0,0, \ldots, 0\rangle, \tag{8}
\end{equation*}
$$

denote the vacuum state of the $d$ modes, which is the state containing no photons.

In the context of photonic state transmission, the source state $\rho^{S}$ is typically of the form $\left|\psi^{S}\right\rangle\left\langle\psi^{S}\right|$, where

$$
\begin{equation*}
\left.\left|\psi^{S}\right\rangle=\sqrt{p_{0}^{S}} \mid \text { vac }\right\rangle+\sqrt{p_{1}^{S}}\left|\psi_{1}^{S}\right\rangle+\sqrt{p_{2}^{S}}\left|\psi_{2}^{S}\right\rangle+\cdots, \tag{9}
\end{equation*}
$$

where $\left|\psi_{n}^{S}\right\rangle$ is a state vector with $n$ photons in total for each of the $k$ parties, and the numbers $p_{n}^{S} \geq 0$ are probabilities, so that $\sum_{n=0}^{\infty} p_{n}^{S}=1$. For example, in the cases $k=2$ and $d=2$, the following source state is generated from a parametric down-conversion process (see, e.g., Refs. 106 and 107):

$$
\begin{gather*}
\left|\psi^{S}\right\rangle=\sum_{n=0}^{\infty} \frac{\sqrt{n+1} r^{n}}{\mathrm{e}^{q}}\left|\psi_{n}^{S}\right\rangle,  \tag{10}\\
\left|\psi_{n}^{S}\right\rangle=\frac{1}{\sqrt{n+1}} \sum_{m=0}^{n}(-1)^{m}|n-m, m ; m, n-m\rangle, \tag{11}
\end{gather*}
$$

where $r$ and $q$ are parameters characterizing the process. One often considers a truncated version of this state as an approximation, so that ${ }^{107}$

$$
\begin{align*}
\left|\psi^{S}\right\rangle= & \sqrt{p_{0}}|0,0 ; 0,0\rangle+\sqrt{\frac{p_{1}}{2}}(|1,0 ; 0,1\rangle+|0,1 ; 1,0\rangle) \\
& +\sqrt{\frac{p_{2}}{3}}(|2,0 ; 0,2\rangle+|1,1 ; 1,1\rangle+|0,2 ; 2,0\rangle) \tag{12}
\end{align*}
$$

where $p_{0}+p_{1}+p_{2}=1$.
Typically, the encoding into bosonic modes is not perfect, which means that a source state of the form (9) is not ideal, and that the desired state is given by one of the state vectors $\left|\psi_{j}^{S}\right\rangle$, and the other terms arise due to the naturally imperfect nature of the source. For example, for the state in (12), the desired bipartite state is the maximally entangled state

$$
\begin{equation*}
\left|\Psi^{+}\right\rangle=\frac{1}{\sqrt{2}}(|1,0 ; 0,1\rangle+|0,1 ; 1,0\rangle) \tag{13}
\end{equation*}
$$

Once the source state is prepared, each mode is sent through the pure-loss channel. Letting

$$
\begin{equation*}
\mathcal{L}^{\eta,(d)}:=\left(\mathcal{L}^{\eta}\right)^{\otimes d} \tag{14}
\end{equation*}
$$

denote the quantum channel that acts on the $d$ modes of each of the $k$ systems, the overall quantum channel through which the source state $\rho^{s}$ is sent is

$$
\begin{equation*}
\mathcal{S}^{\vec{\eta},(k ; d)}:=\mathcal{L}^{\eta_{1},(d)} \otimes \mathcal{L}^{\eta_{2},(d)} \otimes \cdots \otimes \mathcal{L}^{\eta_{k},(d)}, \tag{15}
\end{equation*}
$$

where $\vec{\eta}=\left(\eta_{1}, \eta_{2}, \ldots, \eta_{k}\right)$ and $\eta_{j}$ is the transmittance of the medium to the $j$ th node in the edge. The quantum state shared by the $k$ nodes after transmission from the source is then $\rho^{S, \text { out }}=\mathcal{S}^{\vec{\eta},(k ; d)}\left(\rho^{S}\right)$.

Now, it is known (see, e.g., Ref. 108) that the action of the bosonic pure-loss channel on any linear operator $\sigma_{d}$ encoded in $d$ modes according to the encoding in (7) is equivalent to the output of an erasure channel. ${ }^{109,110}$ In general, a $d$-dimensional quantum erasure channel $\mathcal{E}_{p}^{(d)}$, with $p \in[0,1]$, is defined as follows. Consider the vector space $\mathbb{C}^{d}$ with orthonormal basis elements $\{|0\rangle,|1\rangle, \ldots,|d-1\rangle\}$ and the vector space $\mathbb{C}^{d+1}$ with orthonormal basis elements $\{|0\rangle,|1\rangle, \ldots,|d-1\rangle,|d\rangle\}$. Then, for every linear operator $X \in \mathrm{~L}\left(\mathbb{C}^{d}\right), \mathcal{E}_{p}^{(d)}(X)=p X+(1-p)|d\rangle\langle d|$. Note that the output is an element of $\mathrm{L}\left(\mathbb{C}^{d+1}\right)$. In particular, note that the vector $|d\rangle$ is orthogonal to the input vector space $\mathbb{C}^{d}$.

Lemma II. 1 (Pure-loss channel with a $d$-rail encoding ${ }^{108}$ ). Let $d \geq 2$. For every linear operator $X$ acting on a $d$-dimensional Hilbert space defined by the basis elements in (5)-(7), we have that

$$
\begin{align*}
\mathcal{L}^{\eta,(d)}(X) & =\left(\mathcal{L}^{\eta}\right)^{\otimes d}\left(\sigma_{d}\right)  \tag{16}\\
& =\eta X+(1-\eta) \operatorname{Tr}[X]|\mathrm{vac}\rangle\langle\mathrm{vac}| . \tag{17}
\end{align*}
$$

Proof. To start, the bosonic pure-loss channel has the following Kraus representation: ${ }^{111,112}$

$$
\begin{equation*}
\mathcal{L}^{\eta}(\rho)=\sum_{\ell=0}^{\infty} \frac{(1-\eta)^{\ell}}{\ell!} \sqrt{\eta}^{a^{\dagger} a} a^{k} \rho a^{k \dagger} \sqrt{\eta}{ }^{a^{\dagger} a}, \tag{18}
\end{equation*}
$$

where $a$ and $a^{\dagger}$ are the annihilation and creation operators of the bosonic mode, respectively, which are defined as $a|n\rangle=\sqrt{n}|n-1\rangle$ for all $n \geq 1$ (with $a|0\rangle=0$ ) and $a^{\dagger}|n\rangle=\sqrt{n+1}|n+1\rangle$ for all $n \geq 0$.

Now, every linear operator $X$ acting on a $d$-dimensional space that is encoded into $d$ bosonic modes as in (5)-(7) can be written as

$$
\begin{equation*}
X=\sum_{\ell, \ell^{\prime}=0}^{d-1} \alpha_{\ell, \ell^{\prime}}\left|\ell_{d}\right\rangle\left\langle\ell_{d}^{\prime}\right|, \tag{19}
\end{equation*}
$$

for $\alpha_{\ell, \ell^{\prime}} \in \mathbb{C}$. Using (18), it is straightforward to show that

$$
\begin{gather*}
\mathcal{L}^{\eta}(|0\rangle\langle 0|)=|0\rangle\langle 0|,  \tag{20}\\
\mathcal{L}^{\eta}(|0\rangle\langle 1|)=\sqrt{\eta}|0\rangle\langle 1|,  \tag{21}\\
\mathcal{L}^{\eta}(|1\rangle\langle 0|)=\sqrt{\eta}|1\rangle\langle 0|,  \tag{22}\\
\mathcal{L}^{\eta}(|1\rangle\langle 1|)=(1-\eta)|0\rangle\langle 0|+\eta|1\rangle\langle 1| . \tag{23}
\end{gather*}
$$

Using this, we find that

$$
\left(\mathcal{L}^{\eta}\right)^{\otimes d}\left(\left|\ell_{d}\right\rangle\left\langle\ell_{d}^{\prime}\right|\right)= \begin{cases}\left.\eta\left|\ell_{d}\right\rangle\left\langle\ell_{d}\right|+(1-\eta) \mid \text { vac }\right\rangle\langle\text { vac }| & \text { if } \ell=\ell^{\prime},  \tag{24}\\ \eta\left|\ell_{d}\right\rangle\left\langle\ell_{d}^{\prime}\right| & \text { if } \ell \neq \ell^{\prime} .\end{cases}
$$

Therefore,

$$
\begin{align*}
\left(\ell^{\eta}\right)^{\otimes d}(X) & =\eta \sum_{\ell, \ell^{\prime}=0}^{d-1} \alpha_{\ell, \ell^{\prime}}\left|\ell_{d}\right\rangle\left\langle\ell_{d}^{\prime}\right|+(1-\eta)\left(\sum_{\ell=0}^{d-1} \alpha_{\ell, \ell}\right)|\mathrm{vac}\rangle\langle\mathrm{vac}|  \tag{25}\\
& =\eta X+(1-\eta) \operatorname{Tr}[X]|\mathrm{vac}\rangle\langle\mathrm{vac}| \tag{26}
\end{align*}
$$

as required.
After transmission from the source to the nodes, the heralding procedure typically involves doing measurements at the nodes to
check whether all of the photons arrived. In the ideal case, the quantum instrument $\left\{\mathcal{M}^{0}, \mathcal{M}^{1}\right\}$ for the heralding procedure corresponds simply to a measurement in the single-photon subspace defined by (5)-(7). To be specific, let

$$
\begin{align*}
\Lambda^{1} & :=\Pi^{(d)}  \tag{27}\\
: & :\left|0_{d}\right\rangle\left\langle 0_{d}\right|+\left|1_{d}\right\rangle\left\langle 1_{d}\right|+\cdots+\left|(d-1)_{d}\right\rangle\left\langle(d-1)_{d}\right|,  \tag{28}\\
& \quad \Lambda^{0}:=\mathbb{1}_{H_{d}}-\Lambda^{0}, \tag{29}
\end{align*}
$$

where $\Pi^{(d)}$ is the projection onto the $d$-dimensional single-photon subspace defined by (5)-(7) and $\mathbb{1}_{\mathrm{H}_{d}}$ is the identity operator of the full Hilbert space $\mathrm{H}_{d}$ of the $d$ bosonic modes. Then, letting $\vec{x} \in\{0,1\}^{k}$ and defining

$$
\begin{equation*}
\Lambda^{\vec{x}}:=\Lambda^{x_{1}} \otimes \Lambda^{x_{2}} \otimes \cdots \otimes \Lambda^{x_{k}} \tag{30}
\end{equation*}
$$

the maps $\mathcal{M}^{0}$ and $\mathcal{M}^{1}$ have the following form:

$$
\begin{gather*}
\mathcal{M}^{1}(\cdot)=\Lambda^{\overrightarrow{1}}(\cdot) \Lambda^{\overrightarrow{1}},  \tag{31}\\
\mathcal{L}^{0}(\cdot)=\sum_{\substack{\vec{x} \in\{0,1\}^{k} \\
\vec{x} \neq 1}} \Lambda^{\vec{x}}(\cdot) \Lambda^{\vec{x}} . \tag{32}
\end{gather*}
$$

These maps correspond to perfect photon-number-resolving detectors. However, the detectors are typically noisy due to dark counts and other imperfections (see, e.g., Ref. 107), so that in practice, the maps $\mathcal{M}^{0}$ and $\mathcal{M}^{1}$ will not have the ideal forms presented in (31) and (32).

Let

$$
\begin{align*}
& \widetilde{\sigma}(0):=\left(\mathcal{M}^{0} \circ \mathcal{S}\right)\left(\rho^{S}\right),  \tag{33}\\
& \widetilde{\sigma}(1):=\left(\mathcal{M}^{1} \circ \mathcal{S}\right)\left(\rho^{S}\right) . \tag{34}
\end{align*}
$$

Then, if the source produces the ideal quantum state, such as the state in (13), so that $\rho^{S}=\Psi^{+}=\left|\Psi^{+}\right\rangle\left\langle\Psi^{+}\right|$, and if the heralding procedure is also ideal, then using (16), we obtain

$$
\begin{gather*}
\tilde{\sigma}(1)=\eta_{1} \eta_{2} \Psi^{+}  \tag{35}\\
\widetilde{\sigma}(0)= \\
\eta_{1}\left(1-\eta_{2}\right) \frac{\Pi^{(2)}}{2} \otimes|\mathrm{vac}\rangle\langle\mathrm{vac}| \\
+\left(1-\eta_{1}\right) \eta_{2}|\mathrm{vac}\rangle\langle\mathrm{vac}| \otimes \frac{\Pi^{(2)}}{2}  \tag{36}\\
+\left(1-\eta_{1}\right)\left(1-\eta_{2}\right)|\mathrm{vac}\rangle\langle\mathrm{vac}| \otimes|\mathrm{vac}\rangle\langle\mathrm{vac}|
\end{gather*}
$$

which means that the transmission-heralding success probability as defined in (1) is simply $p=\operatorname{Tr}[\tilde{\sigma}(1)]=\eta_{1} \eta_{2}$.

Remark II. 2 (Multiplexing). In practice, in order to increase the transmission-heralding success probability, multiplexing strategies are used. The term "multiplexing" here refers to the use of a single transmission channel to send multiple signals simultaneously, with the signals being encoded into distinct (i.e., orthogonal) frequency modes, see, e.g., Ref. 113. If $M \geq 1$, distinct frequency modes are used, then the source state being transmitted is $\left(\rho^{S}\right)^{\otimes M}$. If $p$ denotes the probability that any single one of the signals is received and heralded successfully, then the probability that at least one of the $M$ signals is received and heralded successfully is $1-(1-p)^{M}$.

## 2. Transmission from satellites

Let us now consider the model of elementary link generation proposed in Ref. 114 in which the entanglement sources are placed on satellites orbiting the Earth. For further information on satellite-based quantum communication, we refer to Ref. 115 for a review, and we refer to Refs. 116-119 for more detailed modeling of the satellite-toground quantum channel than what we consider here.

When modeling photon transmission from satellites to ground stations, we must take into account background photons. Here, we analyze the scenario in which a source on board a satellite generates an entangled photon pair and distributes the individual photons to two parties, Alice $(A)$ and $\operatorname{Bob}(B)$, on the ground. We allow the distributed photons to mix with background photons from an uncorrelated thermal source. Also, as before, we use the bosonic encoding defined in (5)-(7), but we stick to $d=2$, i.e., qubit source states and, thus, bipartite elementary links. In this scenario, it is common for the two modes to represent the polarization degrees of freedom of the photons, so that

$$
\begin{align*}
&|H\rangle \equiv\left|0_{2}\right\rangle  \tag{37}\\
&|V\rangle=|1,0\rangle,  \tag{38}\\
&|V\rangle \equiv\left|1_{2}\right\rangle \\
&=|0,1\rangle,
\end{align*}
$$

represent the state of one horizontally and vertically polarized photon, respectively.

Let $\bar{n}$ be the average number of background photons. Then, as done in Ref. 114, we can define an approximate thermal background state as

$$
\begin{equation*}
\widetilde{\Theta}^{\bar{n}}:=(1-\bar{n})|\operatorname{vac}\rangle\langle\operatorname{vac}|+\frac{\bar{n}}{2}(|H\rangle\langle H|+|V\rangle\langle V|) . \tag{39}
\end{equation*}
$$

The transmission channel from the satellite to the ground stations is then

$$
\begin{align*}
\mathcal{L}^{\eta_{\mathrm{gs}}, \bar{n}}\left(\rho_{A_{1} A_{2}}\right):= & \operatorname{Tr}_{E_{1} E_{2}}\left[\left(U_{A_{1} E_{1}}^{\eta_{\mathrm{sg}}} \otimes U_{A_{2} E_{2}}^{\eta_{\mathrm{sg}}}\right)\left(\rho_{A_{1} A_{2}} \otimes \widetilde{\Theta}_{E_{1} E_{2}}^{\bar{n}}\right)\right. \\
& \left.\times\left(U_{A_{1} E_{1}}^{\eta_{\mathrm{s}}} \otimes U_{A_{2} E_{2}}^{\eta_{\mathrm{s}}}\right)^{\dagger}\right], \tag{40}
\end{align*}
$$

where $U^{\eta_{\mathrm{ss}}}$ is the beamsplitter unitary (see, e.g., Ref. 105) and $A_{1}$ and $A_{2}$ refer to the horizontal and vertical polarization modes, respectively, of the dual-rail quantum system being transmitted, similarly for $E_{1}$ and $E_{2}$. Note that for $\bar{n}=0$, the transformation in (40) reduces to the one in (16) with $d=2$.

The transmittance $\eta_{\text {sg }}$ generally depends on atmospheric conditions (such as turbulence and weather conditions) and on orbital parameters (such as altitude and zenith angle). ${ }^{117-119}$ In general, if the satellite is at the altitude $h$ and the path length from the satellite to the ground station is $L$, then

$$
\begin{equation*}
\eta_{\mathrm{sg}}(L, h)=\eta_{\mathrm{fs}}(L) \eta_{\mathrm{atm}}(L, h), \tag{41}
\end{equation*}
$$

where

$$
\begin{align*}
\eta_{\mathrm{fs}}(L) & =1-\exp \left(-\frac{2 r^{2}}{w(L)^{2}}\right)  \tag{42}\\
w(L) & :=w_{0} \sqrt{1+\left(\frac{L}{L_{R}}\right)^{2}} \tag{43}
\end{align*}
$$

$$
\begin{equation*}
L_{R}:=\pi w_{0}^{2} \lambda^{-1} \tag{44}
\end{equation*}
$$

and

$$
\eta_{\mathrm{atm}}(L, h)= \begin{cases}\left(\eta_{\mathrm{atm}}^{\mathrm{zen}}\right)^{\sec \zeta} & \text { if }-\frac{\pi}{2}<\zeta<\frac{\pi}{2}  \tag{45}\\ 0 & \text { if }|\zeta| \geq \frac{\pi}{2}\end{cases}
$$

with $\eta_{\mathrm{atm}}^{\mathrm{zen}}$ the transmittance at zenith $(\zeta=0)$. In general, the zenith angle $\zeta$ is given by

$$
\begin{equation*}
\cos \zeta=\frac{h}{L}-\frac{1}{2} \frac{L^{2}-h^{2}}{R_{\oplus} L} \tag{46}
\end{equation*}
$$

for a circular orbit of altitude $h$, with $R_{\oplus} \approx 6378 \mathrm{~km}$ being the Earth's radius. The following parameters, thus, characterize the total transmittance from satellite to ground: the initial beam waist $w_{0}$, the receiving aperture radius $r$, the wavelength $\lambda$ of the satellite-to-ground signals, and the atmospheric transmittance $\eta_{\mathrm{atm}}^{\mathrm{zen}}$ at zenith. Throughout the rest of this section, we take ${ }^{114} r=0.75 \mathrm{~m}, w_{0}=2.5 \mathrm{~cm}, \lambda=810 \mathrm{~nm}$, and $\eta_{\mathrm{atm}}^{\mathrm{zen}}=0.5$ at $810 \mathrm{~nm} .{ }^{116}$

For a source state $\rho_{A B}^{S}$, with $A \equiv A_{1} A_{2}$ and $B \equiv B_{1} B_{2}$, the quantum state shared by Alice and Bob after the transmission of the state $\rho_{A B}^{S}$ from the satellite to the ground stations is

$$
\begin{equation*}
\rho_{A B}^{S, \text { out }}=\left(\mathcal{L}_{A}^{\eta_{\mathrm{sg}}^{(1)}, \bar{n}_{1}} \otimes \mathcal{L}_{B}^{\eta_{\mathrm{sg}}^{(2)}, \bar{n}_{2}}\right)\left(\rho_{A B}^{S}\right), \tag{47}
\end{equation*}
$$

where $\eta_{\mathrm{sg}}^{(1)}$ and $\eta_{\mathrm{sg}}^{(2)}$ are the transmittances to the ground stations and $\bar{n}_{1}$ and $\bar{n}_{2}$ are the corresponding thermal background noise parameters. In Sec. II D, we look at a specific example of a source state $\rho_{A B}^{S}$ and, thus, provide an explicit form for the state $\rho_{A B}^{S, \text { out }}$. We also consider the heralding procedure defined by (28)-(32) and, thus, provide explicit forms for the states $\sigma^{0}$ and $\tau^{\varnothing}$ in (2) and (3) corresponding to success and failure, respectively, of the heralding procedure.

## B. Definition of the MDP

Having described the physical model of elementary link generation in Sec. II A, let us now proceed to the definition of the Markov decision process (MDP) for an elementary link. Note that while the formalism of Sec. II A gives us a mathematical description of the quantum state of an elementary link immediately after it is successfully generated, the MDP formalism provides us with a systematic framework to define actions on an elementary link and their effects on the quantum state over time.

Before starting, let us briefly summarize the definition of a Markov decision process (MDP); we refer to Appendix A for more details and a detailed explanation of the notation being used. An MDP is a mathematical model of an agent performing actions on a system (usually called the environment). The system is described by a set $S$ of (classical) states, and the agent picks actions from a set $A$. Corresponding to every action, $a \in \mathrm{~A}$ is a $|\mathrm{S}| \times|\mathrm{S}|$ transition matrix $T^{a}$, such that the matrix element $T^{a}\left(s^{\prime} ; s\right)$ is equal to the probability of transitioning to the state $s^{\prime} \in \mathrm{S}$, given that the current state is $s \in \mathrm{~S}$ and the action $a \in \mathrm{~A}$ is taken.

The results of Ref. 58 show us that, for the purposes of tracking the quantum state of an elementary link over time as well as its fidelity to a target pure state, it is enough to keep track of the time that the
quantum systems of the elementary link reside in their respective quantum memories. With this observation, we can define a simpler MDP for elementary links.

- States: The states in our elementary link MDP are defined by the set $S=\left\{-1,0,1, \ldots, m^{\star}\right\}$, which correspond to the number of time steps that the quantum systems of the elementary link have been sitting in their respective quantum memories. The state -1 corresponds to the elementary link being inactive, and $m^{\star}$ corresponds to the coherence time of the quantum memory. Specifically, if $t_{\text {coh }}$ is the coherence time of the quantum memory (say, in seconds), and the duration of the every time step (in seconds) is $\Delta t$ (based on the classical communication time between the nodes in the elementary link), then $m^{\star}=\left(t_{\text {coh }} / \Delta t\right)$. From now on, we refer to $m^{\star}$ as the maximum storage time of the elementary link. We use $M(t), t \in \mathbb{N}$, to refer to the random variables (taking values in S ) corresponding to the state of the MDP at time $t$. We also associate to the elements in S orthonormal vectors $\{|m\rangle\}_{m \in S}$, and we emphasize that these vectors should not be thought of as representing quantum states but as representing the extreme points of a probability simplex associated with the set $S$, see Appendix A for details.
- Actions: The set of actions is $\mathbf{A}=\{0,1\}$, where 0 corresponds to the action of "wait" and " 1 " corresponds to "request." In other words, at every time step, the agent can decide to keep their quantum systems currently in memory or to discard the quantum systems and perform the elementary link generation procedure again.
The transition matrices $T^{0}$ and $T^{1}$ corresponding to the two actions are defined as follows:

$$
\begin{gather*}
T^{0}=\mathbb{1}^{(-)}+B^{(+)},  \tag{48}\\
T^{1}=\left|g_{p}\right\rangle\langle\gamma|, \tag{49}
\end{gather*}
$$

where

$$
\begin{gather*}
\mathbb{1}^{(-)}:=|-1\rangle\langle-1|,  \tag{50}\\
B^{(+)}:=\sum_{m=0}^{m^{\star}-1}|m+1\rangle\langle m|+|-1\rangle\left\langle m^{\star}\right|,  \tag{51}\\
\left|g_{p}\right\rangle:=(1-p)|-1\rangle+p|0\rangle,  \tag{52}\\
|\gamma\rangle=\sum_{m=-1}^{m^{\star}}|m\rangle . \tag{53}
\end{gather*}
$$

(Note that we define our transition matrices such that probability vectors are applied to them from the right, see Appendix A for details.) The transition matrix $T^{0}$ describes what happens to the elementary link when the action $a=0$ (wait) is taken by the agent: if the elementary link is currently inactive, then it stays inactive; if the elementary link is active and it is in memory for less than $m^{\star}$ time steps, then the memory time is incremented by one; if the elementary link is active and it has been in memory for $m^{\star}$ time steps, then because the coherence time of the memory has been reached (as per the definition of $m^{\star}$ ), the elementary link becomes inactive. If the action $a=1$ (request) is taken, then regardless of the current state of the elementary link, the state
changes to -1 (inactive) with probability $1-p$, meaning that the elementary link generation failed, or it changes to 0 with probability $p$, meaning that the elementary link generation succeeded. These two possibilities are captured by the probability vector $\left|g_{p}\right\rangle$.We use $A(t), t \in \mathbb{N}$, to refer to the random variable (taking values in the set A) corresponding to the action taken at time $t$.
We let $H(t)=(M(1), A(1), M(2), A(2), \ldots, A(t-1), M(t))$ be the history, consisting of a sequence of states and actions, up to time $t$, with $H(1)=M(1)$.

- Figure of merit: Our figure of merit for an elementary link is the following function:

$$
\begin{align*}
f(m) & := \begin{cases}\langle\psi| \sigma(m)|\psi\rangle & \text { if } m \in\left\{0,1,2, \ldots, m^{\star}\right\} \\
0 & \text { if } m=-1\end{cases}  \tag{54}\\
& =\left(1-\delta_{m,-1}\right)\langle\psi| \sigma(m)|\psi\rangle, \tag{55}
\end{align*}
$$

where $\sigma(m)$ is defined in (4) and $|\psi\rangle$ is a target state vector for the elementary link. (For example, if the elementary link contains two nodes, then $|\psi\rangle$ could be the state vector for the two-qubit maximally entangled state.) We emphasize that the function $f$ is not just the fidelity of the elementary link-it also depends implicitly on the probability that the elementary link is active because if $f$ was simply the fidelity of the elementary link, then instead of the definition $f(-1)=0$, we would have $f(-1)=\langle\psi| \tau \varnothing|\psi\rangle$, where $\tau^{\varnothing}=(1 /(1-p))\left(\mathcal{M}^{0} \circ \mathcal{S}\right)\left(\rho^{S}\right)$ is the quantum state corresponding to failure of the heralding procedure, see (3). We illustrate the importance of this distinction, therefore the usefulness of this figure of merit for designing and evaluating protocols, in Sec. IID 2 a, specifically Fig. 7. To the best of our knowledge, this figure of merit has not been considered in prior work.

A policy is a sequence $\pi=\left(d_{1}, d_{2}, \ldots\right)$ of decision functions $d_{t}: \mathcal{S} \times \mathcal{A} \rightarrow[0,1]$, which indicate the probability of performing a particular action conditioned on the state of the system,

$$
\begin{equation*}
d_{t}(s)(a)=\operatorname{Pr}[A(t)=a \mid S(t)=s] \tag{56}
\end{equation*}
$$

For a particular policy $\pi=\left(d_{1}, d_{2}, \ldots, d_{t-1}\right)$, the probability of a particular history $h^{t}=\left(m_{1}, a_{1}, m_{2}, a_{2}, \ldots, a_{t-1}, m_{t}\right)$ of states and actions is (see Appendix A 2)

$$
\begin{equation*}
\operatorname{Pr}\left[H(t)=h^{t}\right]_{\pi}=\operatorname{Pr}\left[M(1)=m_{1}\right] \prod_{j=1}^{t-1} T^{a_{j}}\left(m_{j+1} ; m_{j}\right) d_{j}\left(m_{j}\right)\left(a_{j}\right) \tag{57}
\end{equation*}
$$

Then, the quantum state of the elementary link is ${ }^{58}$

$$
\begin{gather*}
\rho^{\pi}(t)=\sum_{h^{t}} \operatorname{Pr}\left[H(t)=h^{t}\right]_{\pi}\left|h^{t}\right\rangle\left\langle h^{t}\right| \otimes \sigma\left(t \mid h^{t}\right),  \tag{58}\\
\sigma\left(t \mid h^{t}\right)=\left(1-\delta_{m_{t},-1}\right) \sigma\left(m_{t}\right)+\delta_{m_{t},-1} \tau^{\varnothing}, \tag{59}
\end{gather*}
$$

where we recall that $\sigma\left(m_{t}\right)$ is given by (4).
We are interested primarily in the expected value of the function $f$ defined in (55) at times $t \in \mathbb{N}$,

$$
\begin{equation*}
\widetilde{F}^{\pi}(t):=\mathbb{E}[f(M(t))]_{\pi}, \tag{60}
\end{equation*}
$$

for policies $\pi=\left(d_{1}, d_{2}, \ldots, d_{t-1}\right)$. We are also interested in the probability that the elementary link is active at time $t \in \mathbb{N}$, which is given by

$$
\begin{equation*}
X^{\pi}(t):=1-\operatorname{Pr}[M(t)=-1]_{\pi} . \tag{61}
\end{equation*}
$$

From this, the expected fidelity of the elementary link is given by

$$
\begin{equation*}
F^{\pi}(t):=\frac{\widetilde{F}^{\pi}(t)}{X^{\pi}(t)} \tag{62}
\end{equation*}
$$

We are interested in the maximum value of the function $\widetilde{F}^{\pi}(t)$ defined in (60) among all policies $\pi$,

$$
\begin{equation*}
\sup _{\pi} \widetilde{F}^{\pi}(t)=\sup _{\pi} \sum_{m=0}^{m^{\star}} f(m) \operatorname{Pr}[M(t)=m]_{\pi} . \tag{63}
\end{equation*}
$$

A policy $\pi$ achieving the supremum is called an optimal policy.
In the steady-state (infinite-time) limit, we are interested in the maximum value of $\widetilde{F}^{\pi}(t)$ among all time-homogeneous (stationary) policies $\pi=(d, d, \ldots)$, i.e., policies in which a fixed decision function $d$ is used at every time step,

$$
\begin{equation*}
\sup _{d} \lim _{t \rightarrow \infty} \widetilde{F}^{(d, d, \ldots)}(t)=\sup _{d} \sum_{m=0}^{m^{\star}} f(m) \lim _{t \rightarrow \infty} \operatorname{Pr}[M(t)=m]_{(d, d, \ldots)}, \tag{64}
\end{equation*}
$$

if the limit exists.

## C. Policies

In Ref. 58, it was shown that a policy that achieves the optimal value in (63) can be determined using a backward recursion algorithm. We restate this algorithm here for completeness.

Theorem II. 3 (Optimal finite-time policy for an elementary $\operatorname{link}^{58}$ ). For all $t \in \mathbb{N}$, the optimal expected fidelity of an elementary link with success probability $p \in[0,1]$ is given by

$$
\begin{equation*}
\sup _{\pi} \widetilde{F}^{\pi}(t)=\sum_{m_{1} \in \mathrm{~S}} \max _{a_{1} \in \mathrm{~A}} w_{2}\left(m_{1}, a_{1}\right) \tag{65}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{j}\left(h^{j-1}, a_{j-1}\right)=\sum_{m_{j} \in \mathbf{S}} \max _{a_{j} \in \mathrm{~A}} w_{j+1}\left(h^{j-1}, a_{j-1}, m_{j}, a_{j}\right), \tag{66}
\end{equation*}
$$

for all $j \in\{2,3, \ldots, t-1\}$, and

$$
\begin{equation*}
w_{t}\left(h^{t-1}, a_{t-1}\right)=\sum_{m_{t} \in \mathrm{~S}}\left\langle m_{1} \mid g_{p}\right\rangle\left(\prod_{j=1}^{t-1} T^{a_{j}}\left(m_{j+1} ; m_{j}\right)\right) f\left(m_{t}\right) \tag{67}
\end{equation*}
$$

Furthermore, the optimal policy is deterministic and given by $\pi=\left(d_{1}^{*}, d_{2}^{*}, \ldots, d_{t-1}^{*}\right)$, where

$$
\begin{equation*}
d_{j}^{*}\left(h^{j}\right)=\max _{a \in \mathrm{~A}} w_{j+1}\left(h^{j}, a\right) \quad \forall j \in\{1,2, \ldots, t-1\} . \tag{68}
\end{equation*}
$$

Intuitively, the result of Theorem II. 3 tells us that, for finite times, the optimal policy can be found by optimizing the individual actions going "backwards in time," by first optimizing the final action at time $t-1$, then optimizing the action at time $t-2$, etc., and then finally optimizing the action at time $t=1$. This is, indeed, the case because from (68), we see that the optimal action at the first time step is
obtained using the function $w_{2}$, but from (66), we see that to calculate $w_{2}$, we need $w_{3}$, and to calculate $w_{3}$, we need $w_{4}$, etc., until we get to the function $w_{t}$ for the final time step, which we can calculate using (67).

While the optimal policy for finite times was determined in Ref. 58, the steady-state value of the expected fidelity under arbitrary stationary policies [i.e., the value in (64)] was not determined. We now show that the limit in (64) exists, and we determine its value for arbitrary decision functions.

Theorem II. 4 (Steady-state expected value of an elementary link). Let $p$ be the success probability of generating an elementary link in a quantum network, and let $d$ be a decision function, such that $d(m)(0)=\alpha(m)$ is the probability of executing the action wait and $d(m)(1)=1-d(m)(0)=\bar{\alpha}(m)$ is the probability of executing the action request. Then, if the elementary link undergoes the stationary policy $(d, d, \ldots)$, then

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \widetilde{F}^{(d, d, \ldots)}(t)=\sum_{m=0}^{m^{\star}} f(m) s_{d}(m) \tag{69}
\end{equation*}
$$

where

$$
\begin{gather*}
s_{d}(-1)=\frac{1}{N_{d}}\left(1-p\left(1-\prod_{m^{\prime}=0}^{m^{\star}} \alpha\left(m^{\prime}\right)\right)\right),  \tag{70}\\
s_{d}(0)=\frac{1}{N_{d}} p \bar{\alpha}(-1),  \tag{71}\\
s_{d}(m)=\frac{1}{N_{d}} p \bar{\alpha}(-1) \prod_{m^{\prime}=0}^{m-1} \alpha\left(m^{\prime}\right), \quad m \in\left\{1, \ldots, m^{\star}\right\}, \tag{72}
\end{gather*}
$$

with

$$
\begin{equation*}
N_{d}=1-p\left(1-\prod_{m^{\prime}=0}^{m^{\star}} \alpha\left(m^{\prime}\right)\right)+p \bar{\alpha}(-1)\left(1+\sum_{m=1}^{m^{\star}} \prod_{m^{\prime}=0}^{m-1} \alpha\left(m^{\prime}\right)\right) \tag{73}
\end{equation*}
$$

Proof. See Appendix D.
Using Theorem II.4, we can determine the optimal steady-state value of the function $\widetilde{F}^{(d, d, \ldots)}$, thus the optimal decision function $d$, by optimizing the quantity in (69) with respect to $m^{\star}$ independent variables $\alpha(-1), \alpha(0), \ldots, \alpha\left(m^{\star}\right)$ subject to the constraints $\alpha(m) \in[0,1]$ for all $m \in\left\{-1,0,1, \ldots, m^{\star}\right\}$. [Recall from the statement of Theorem II. 4 that the variables $\alpha(m)$ are directly related to the decision function d.] Alternatively, we can use the following linear program in order to obtain an optimal policy.

Theorem II. 5 (Linear program for the optimal steady-state value of an elementary link). Consider an elementary link in a quantum network with maximum memory time $m^{\star}$. Let $|f\rangle:=\sum_{m=-1}^{m^{\star}} f(m)|m\rangle$. Then, the optimal steady-state value of the elementary link, namely, the quantity in (64), is equal to the solution of the following linear program:

$$
\begin{array}{ll}
\operatorname{maximize} & \langle f \mid v\rangle \\
\text { subject to } & 0 \leq\left|w_{a}\right\rangle \leq|v\rangle \leq 1 \quad \forall a \in\{0,1\} \\
& \langle\gamma \mid v\rangle=1,  \tag{74}\\
& \left|w_{0}\right\rangle+\left|w_{1}\right\rangle=|v\rangle=T^{0}\left|w_{0}\right\rangle+T^{1}\left|w_{1}\right\rangle
\end{array}
$$

where the optimization is with respect to the $\left(m^{\star}+1\right)$-dimensional vectors $|v\rangle,\left|w_{0}\right\rangle,\left|w_{1}\right\rangle$, and the inequality constraints on the vectors are
componentwise. For every feasible point of this linear program, we obtain a decision function $d$ as follows: $d(m)(a)=\left(\left\langle m \mid w_{a}\right\rangle /\langle m \mid v\rangle\right)$ for all $m$ $\in\left\{-1,0,1, \ldots, m^{\star}\right\}$ and $a \in\{0,1\}$. If $\langle m \mid v\rangle=0$, then we set $d(m)(0)$ $=\alpha(m)$ and $d(m)(1)=1-\alpha(m)$ for an arbitrary $\alpha(m) \in[0,1]$.

Proof. The linear program in (74) is a special case of the linear program presented in Proposition A. 2 in Appendix A. The main assumption of that result is that the MDP be ergodic, which is true in this case by Theorem II.4.

## 1. The memory-cutoff policy

An example of a stationary policy is the memory-cutoff policy, which has been considered extensively in prior work. ${ }^{58,59,63-65,97,98,100,120-123}$ This is a deterministic policy that is defined by a cutoff time $t^{\star} \in \mathbb{N}_{0} \cup\{\infty\}$, where $\mathbb{N}_{0}:=\{0,1,2, \ldots$,$\} , such that t^{\star} \leq m^{\star}$. Then,

$$
\alpha(m)= \begin{cases}0 & \text { if } m=-1  \tag{75}\\ 1 & \text { if } m \in\left\{0,1, \ldots, t^{\star}-1\right\} \\ 0 & \text { if } m=t^{\star}\end{cases}
$$

Then, by Theorem II.4, we have $N_{d}=1+t^{\star} p$, so that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \widetilde{F}^{{t^{\star}}^{\star}}(t)=\frac{p}{1+t^{\star} p} \sum_{m=0}^{t^{\star}} f(m) \tag{76}
\end{equation*}
$$

for all $t^{\star} \in \mathbb{N}_{0}$, which agrees with Ref. 58 [Eq. (4.15)], which was obtained using different methods. We also obtain

$$
\begin{equation*}
\lim _{t \rightarrow \infty} F^{t^{\star}}(t)=\frac{1}{t^{\star}+1} \sum_{m=0}^{t^{\star}} f(m) \tag{77}
\end{equation*}
$$

for all $t^{\star} \in \mathbb{N}_{0}$.
For $t^{\star}=\infty$, we have, for all $t \geq 1,{ }^{58}$

$$
\begin{gather*}
\widetilde{F}^{\infty}(t)=\sum_{m=0}^{t-1} f(m) p(1-p)^{t-(m+1)}  \tag{78}\\
X^{\infty}(t)=1-(1-p)^{t}  \tag{79}\\
F^{\infty}(t)=\sum_{m=0}^{t-1} f(m) \frac{p(1-p)^{t-(m+1)}}{1-(1-p)^{t}} \tag{80}
\end{gather*}
$$

In what follows, we make use of the following definitions for the deterministic decision functions corresponding to the memory-cutoff policy:

$$
\begin{align*}
d^{t^{\star}}(m) & := \begin{cases}0 & \text { if } m \in\left\{0,1, \ldots, t^{\star}-1\right\} \\
1 & \text { if } m=-1, t^{\star}\end{cases}  \tag{81}\\
d^{\infty}(m) & := \begin{cases}0 & \text { if } m \in\{0,1,2, \ldots\} \\
1 & \text { if } m=-1\end{cases} \tag{82}
\end{align*}
$$

## D. Example: Satellite-to-ground entanglement distribution

In this section, we present an example of an analysis of elementary links based on the satellite-to-ground transmission model presented in Sec. II A 2 based on Ref. 114.

## 1. Quantum state of an elementary link

In Sec. II A 2, we defined the transmission channel corresponding to the transmission of entanglement from a satellite to two ground stations. In particular, if we consider two ground stations, one corresponding to Alice and one corresponding to Bob, then given a state $\rho_{A B}^{S}$ produced by the source on the satellite, the state after the transmission of the system $A$ to Alice and the system $B$ to Bob is given by (48)

$$
\begin{equation*}
\rho_{A B}^{S, \text { out }}=\left(\mathcal{L}_{A}^{\eta_{\mathrm{sg}}^{(1)}, \bar{n}_{1}} \otimes \mathcal{L}_{B}^{\eta_{\mathrm{sg}}^{(2)}, \bar{n}_{2}}\right)\left(\rho_{A B}^{S}\right), \tag{83}
\end{equation*}
$$

where $\eta_{\mathrm{sg}}^{(1)}$ and $\eta_{\mathrm{sg}}^{(2)}$ are the transmittances to the ground stations and $\bar{n}_{1}$ and $\bar{n}_{2}$ are the corresponding thermal background noise parameters.

After transmission, we assume a heralding procedure defined by post-selecting on coincident events using (perfect) photon-numberresolving detectors. One can justify this assumption because, in the high-loss and low-noise regimes $\left(\eta_{\text {sg }}^{(1)}, \eta_{\text {sg }}^{(2)}, \bar{n} \ll 1\right)$, the probability of four-photon and three-photon occurrences is negligible compared to two-photon events. Therefore, upon successful heralding, the (unnormalized) quantum state shared by Alice and Bob is

$$
\begin{equation*}
\widetilde{\sigma}_{A B}(1):=\Pi_{A B}\left(\mathcal{L}_{A}^{\eta_{\mathrm{sy}}^{(1)}, \bar{n}_{1}} \otimes \mathcal{L}_{B}^{\eta_{\mathrm{sg}}^{(2)}, \bar{n}_{2}}\right)\left(\rho_{A B}^{S}\right) \Pi_{A B} \tag{84}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{A B}:=\left(| H \rangle \langle H | _ { A } + | V \rangle \langle V | _ { A } ) \otimes \left(|H\rangle\left\langle\left. H\right|_{B}+\mid V\right\rangle\left\langle\left. V\right|_{B}\right)\right.\right. \tag{85}
\end{equation*}
$$

is the projection onto the two-photon-coincidence subspace. Note that the projection $\Pi_{A B}$ is exactly the projection $\Lambda^{1} \otimes \Lambda^{1}$, with $\Lambda^{1}$ defined in (28). Then, the transmission-heralding success probability is, as per the definition in (1),

$$
\begin{align*}
p & :=\operatorname{Tr}\left[\widetilde{\sigma}_{A B}(1)\right]  \tag{86}\\
& =\operatorname{Tr}\left[\Pi_{A B}\left(\mathcal{L}_{A}^{\eta_{\mathrm{sg}}^{(1)}, \bar{n}_{1}} \otimes \mathcal{L}_{B}^{\eta_{\mathrm{sg}}^{(2)}, \bar{n}_{2}}\right)\left(\rho_{A B}^{S}\right)\right] . \tag{87}
\end{align*}
$$

Now, let us take the source state $\rho_{A B}^{S}$ to be the following:

$$
\begin{equation*}
\rho_{A B}^{S}=f_{S} \Phi_{A B}^{+}+\left(\frac{1-f_{S}}{3}\right)\left(\Phi_{A B}^{-}+\Psi_{A B}^{+}+\Psi_{A B}^{-}\right) \tag{88}
\end{equation*}
$$

where $f_{S} \in[0,1]$ and

$$
\begin{gather*}
\Phi_{A B}^{ \pm}:=\left|\Phi^{ \pm}\right\rangle\left\langle\left.\Phi^{ \pm}\right|_{A B}\right.  \tag{89}\\
\Psi_{A B}^{ \pm}:=\left|\Psi^{ \pm}\right\rangle\left\langle\left.\Psi^{ \pm}\right|_{A B}\right.  \tag{90}\\
\left|\Phi^{ \pm}\right\rangle_{A B}:=\frac{1}{\sqrt{2}}\left(|H, H\rangle_{A B} \pm|V, V\rangle_{A B}\right)  \tag{91}\\
\left|\Psi^{ \pm}\right\rangle_{A B}:=\frac{1}{\sqrt{2}}\left(|H, V\rangle_{A B} \pm|V, H\rangle_{A B}\right) \tag{92}
\end{gather*}
$$

Using (88), we obtain an explicit form for the (unnormalized) state $\widetilde{\sigma}_{A B}(1)$ in (84).

Proposition II. 6 (Quantum state of a satellite-to-ground elementary link $\left.{ }^{114}\right)$ Let $\eta_{\mathrm{sg}}^{(1)}, \eta_{\mathrm{sg}}^{(2)}, \bar{n}_{1}, \bar{n}_{2} \in[0,1]$, and consider the source state $\rho_{A B}^{S}$ given by (88). Then, after successful heralding, the (unnormalized) state $\widetilde{\sigma}_{A B}(1)$ given by (84) is equal to

$$
\begin{align*}
\widetilde{\sigma}_{A B}(1)= & \Pi_{A B}\left(\mathcal{L}_{A}^{\eta_{\mathrm{sg}}^{(1)}, \bar{n}_{1}} \otimes \mathcal{L}_{B}^{\eta_{\mathrm{sg}}^{(2)}, \bar{n}_{2}}\right)\left(\rho_{A B}^{S}\right) \Pi_{A B} \\
= & \frac{1}{2}\left(f_{S}(a+b)+\left(\frac{1-f_{S}}{3}\right)(a+2 c-b)\right) \Phi_{A B}^{+} \\
& +\frac{1}{2}\left(f_{S}(a-b)+\left(\frac{1-f_{S}}{3}\right)(a+2 c+b)\right) \Phi_{A B}^{-} \\
& +\frac{1}{2}\left(f_{S} c+\left(\frac{1-f_{S}}{3}\right)(2 a+c)\right) \Psi_{A B}^{+} \\
& +\frac{1}{2}\left(f_{S} c+\left(\frac{1-f_{S}}{3}\right)(2 a+c)\right) \Psi_{A B}^{-} \tag{93}
\end{align*}
$$

where

$$
\begin{equation*}
a:=x_{1} x_{2}+y_{1} y_{2}, \quad b:=z_{1} z_{2}, \quad c:=x_{1} y_{2}+y_{1} x_{2} \tag{94}
\end{equation*}
$$ and

$$
\begin{gather*}
x_{i}:=\left(1-\bar{n}_{i}\right) \eta_{\mathrm{sg}}^{(i)}+\frac{\bar{n}_{i}}{2}\left(\left(1-2 \eta_{\mathrm{sg}}^{(i)}\right)^{2}+\left(\eta_{\mathrm{sg}}^{(i)}\right)^{2}\right)  \tag{95}\\
y_{i}:=\frac{\bar{n}_{i}}{2}\left(1-\eta_{\mathrm{sg}}^{(i)}\right)^{2}  \tag{96}\\
z_{i}:=\left(1-\bar{n}_{i}\right) \eta_{\mathrm{sg}}^{(i)}-\bar{n}_{i} \eta_{\mathrm{sg}}^{(i)}\left(1-2 \eta_{\mathrm{sg}}^{(i)}\right) \tag{97}
\end{gather*}
$$

for $i \in\{1,2\}$.
From (93), we have that the transmission-heralding success probability is given by

$$
\begin{equation*}
p=\operatorname{Tr}\left[\widetilde{\sigma}_{A B}(1)\right]=a+c=\left(x_{1}+y_{1}\right)\left(x_{2}+y_{2}\right) \tag{98}
\end{equation*}
$$

so that the quantum state shared by Alice and Bob conditioned on successful heralding is, as per the definition in (2),

$$
\begin{equation*}
\sigma_{A B}^{0}=\frac{\tilde{\sigma}_{A B}(1)}{p} \tag{99}
\end{equation*}
$$

a. Success probability and fidelity. Let us now evaluate the quality of entanglement transmission from a satellite to two ground stations. For illustrative purposes, and for simplicity, we focus primarily on the simple scenario depicted in Fig. 3, in which a satellite passes over the


Fig. 3. Optical satellite-to-ground transmission. ${ }^{114}$ Two ground stations $g_{1}$ and $g_{2}$ are separated by a distance $d$ with a satellite at an altitude $h$ at the midpoint. Both ground stations are the same distance $L$ away from the satellite, so that the total transmittance for two-qubit entanglement transmission (one qubit to each ground station) is $\eta_{\mathrm{sg}}^{2}$, where $\eta_{\mathrm{sg}}=\eta_{\mathrm{fs}} \eta_{\mathrm{atm}}$, with $\eta_{\mathrm{fs}}$ given by (42) and $\eta_{\mathrm{atm}}$ given by (45). Reprinted with permission from Khatri et al., npj Quantum Inf. 7, 4 (2021). Copyright 2021 Author(s), licensed under a Creative Commons License.
midpoint between two ground stations, although the same analysis can be done even when this is not the case. Since the satellite is an equal distance away from both ground stations, we have $\eta_{\mathrm{sg}}^{(1)}=\eta_{\mathrm{sg}}^{(2)}$. We also let $\bar{n}_{1}=\bar{n}_{2}$. This means that $x_{1}=x_{2} \equiv x, y_{1}=y_{2} \equiv y$, and $z_{1}=z_{2} \equiv z$, so that

$$
\begin{gather*}
a=x^{2}+y^{2}, \quad b=z^{2}, \quad c=2 x y \\
\left(\eta_{\mathrm{sg}}^{(1)}=\eta_{\mathrm{sg}}^{(2)}=\eta_{\mathrm{sg}} \text { and } \bar{n}_{1}=\bar{n}_{2}=\bar{n}\right) \tag{100}
\end{gather*}
$$

In this scenario, given a distance $d$ between the ground stations and an altitude $h$ for the satellite, by simple geometry, the distance $L$ between the satellite and either ground station is given by

$$
\begin{equation*}
L=\sqrt{4 R_{\oplus}\left(R_{\oplus}+h\right) \sin ^{2}\left(\frac{d}{4 R_{\oplus}}\right)+h^{2}} \tag{101}
\end{equation*}
$$

where $R_{\oplus}$ is the radius of Earth.
Now, let us consider the transmission-heralding success probability $p$ in (98). Due to the altitude of the satellites, there typically has to be multiplexing of the signals (see Remark II.2) in order to maintain a high probability of both ground stations receiving the entangled state. In Fig. 4, we plot the success probability with multiplexing, which is given by $1-(1-p)^{M}$, where $M$ is the number of distinct frequency modes used for multiplexing.



| $\square-h=500 \mathrm{~km}$ | - | $h=2000 \mathrm{~km}$ |
| :--- | :--- | :--- |
| $h=1000 \mathrm{~km}$ | - | - |
| $h=3000 \mathrm{~km}$ | - | $h=4000 \mathrm{~km}$ |
| $h=5000 \mathrm{~km}$ |  |  |




Fig. 4. Plots of the transmission-heralding success probability as well as the initial fidelity of the quantum state $\sigma_{A B}^{0}$ conditioned on successful heralding for the situation depicted in Fig. 3 in which $\eta_{\mathrm{sg}}^{(1)}=\eta_{\mathrm{sg}}^{(2)}=\eta_{\mathrm{sg}}$ and $\bar{n}_{1}=\bar{n}_{2}=\bar{n}$. Indicated is the threshold fidelity of $1 / 2$ beyond which the state $\sigma_{A B}^{0}$ is entangled (see Proposition II.7). The success probability is shown in a multiplexing setting with $M=10^{5}$ (see Remark II.2). Also, we have let $\bar{n}=10^{-4}$ and $f_{S}=1$.

We also plot in Fig. 4 the fidelity of the initial state, which is given by

$$
\begin{gather*}
F(1)=\left\langle\Phi^{+}\right| \sigma_{A B}^{0}\left|\Phi^{+}\right\rangle=\frac{1}{p} \widetilde{F}(1)  \tag{102}\\
\widetilde{F}(1)=\left\langle\Phi^{+}\right| \widetilde{\sigma}_{A B}(1)\left|\Phi^{+}\right\rangle  \tag{103}\\
=\frac{1}{2} f_{S}(a+b)+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right)(a+2 c-b), \tag{104}
\end{gather*}
$$

with $a, b$, and $c$ given by (94) in general and by (100) in the special case depicted in Fig. 3.

The fidelity of $\sigma_{A B}^{0}$ with respect to $\Phi_{A B}^{+}$is related in a simple way to the entanglement of $\sigma_{A B}^{0}$. In particular, by the partial positive transpose (PPT) criterion, ${ }^{124,125} \sigma_{A B}^{0}$ is entangled if and only if its fidelity with respect to $\Phi_{A B}^{+}$is strictly greater than $1 / 2$, and this leads to constraints on the loss and noise parameters of the satellite-to-ground transmission.

Proposition II.7. The quantum state $\sigma_{A B}^{0}$ after the successful sat-ellite-to-ground transmission, as defined in (99), is entangled if and only if the fidelity of the source state in $(88)$ satisfies $f_{S}>(1 / 2)$, and

$$
\begin{equation*}
2\left(f_{S}-1\right) a+\left(4 f_{S}-1\right) b-\left(1+2 f_{S}\right) c>0 \tag{105}
\end{equation*}
$$

with $a, b$, and $c$ given by (94) in general and by (100) in the special case depicted in Fig. 3.

Proof. Observe that the state $\sigma_{A B}^{0}$ is a Bell-diagonal state of the form

$$
\begin{equation*}
\sigma_{A B}^{0}=(\alpha+\beta) \Phi_{A B}^{+}+(\alpha-\beta) \Phi_{A B}^{-}+\gamma \Psi_{A B}^{+}+\gamma \Psi_{A B}^{-} \tag{106}
\end{equation*}
$$

where $\alpha, \beta, \gamma \geq 0$ [when $\left.f_{S}>(1 / 2)\right]$. Indeed, the coefficient of $\Phi_{A B}^{+}$in (93) can be written as

$$
\begin{equation*}
\frac{1}{2} f_{S} a+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right)(a+2 c)+\frac{1}{2} f_{S} b-\frac{1}{2}\left(\frac{1-f_{S}}{3}\right) b \tag{107}
\end{equation*}
$$

and the coefficient of $\Phi_{A B}^{-}$in (94) can be written as

$$
\begin{equation*}
\frac{1}{2} f_{S} a+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right)(a+2 c)-\left(\frac{1}{2} f_{S} b-\frac{1}{2}\left(\frac{1-f_{S}}{3}\right) b\right) \tag{108}
\end{equation*}
$$

We can, thus, make the following identifications:

$$
\begin{gather*}
\alpha \equiv \frac{1}{a+c}\left(\frac{1}{2} f_{S} a+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right)(a+2 c)\right)  \tag{109}\\
\beta \equiv \frac{1}{a+c}\left(\frac{1}{2} f_{S} b-\frac{1}{2}\left(\frac{1-f_{S}}{3}\right) b\right)  \tag{110}\\
\gamma \equiv \frac{1}{2} f_{S} c+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right)(2 a+c) \tag{111}
\end{gather*}
$$

Now, using the PPT criterion, ${ }^{124,125}$ we have that $\sigma_{A B}^{0}$ is entangled if and only if $\left\langle\Phi^{+}\right| \sigma_{A B}^{0}\left|\Phi^{+}\right\rangle>(1 / 2)$. Then, from (102), we have that

$$
\begin{equation*}
\left\langle\Phi^{+}\right| \sigma_{A B}^{0}\left|\Phi^{+}\right\rangle=\frac{1}{2} f_{S} \frac{a+b}{a+c}+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right) \frac{a+2 c-b}{a+c} \tag{112}
\end{equation*}
$$

so we require

$$
\begin{equation*}
\frac{1}{2} f_{S} \frac{a+b}{a+c}+\frac{1}{2}\left(\frac{1-f_{S}}{3}\right) \frac{a+2 c-b}{a+c}>\frac{1}{2} \tag{113}
\end{equation*}
$$



Fig. 5. Plots of the entanglement region for the state $\sigma_{A B}^{0}$ obtained after a successful satellite-to-ground transmission for the scenario depicted in Fig. 3. The regions are defined by the condition $F(1)>(1 / 2)$, with $F(1)$ the fidelity of the state $\sigma_{A B}^{0}$ with the maximally entangled state, see (102) and Proposition II.7. For both plots, we assume $f_{S}=1$. For the right-hand plot, we take $\bar{n}_{1}=\bar{n}_{2}=10^{-4}$.

Simplifying this leads to

$$
\begin{equation*}
2\left(f_{S}-1\right) a+\left(4 f_{S}-1\right) b-\left(1+2 f_{S}\right) c>0 \tag{114}
\end{equation*}
$$

as required.
Now, for the scenario depicted in Fig. 3, we have that $x_{1}=x_{2}=x, y_{1}=y_{2}=y$, and $z_{1}=z_{2}=z$, so that from (100), we have $a=x^{2}+y^{2}, b=z^{2}$, and $c=2 x y$. Substituting this into (105) leads to $2\left(f_{S}-1\right)\left(x^{2}+y^{2}\right)+\left(4 f_{S}-1\right) z^{2}-2\left(1+2 f_{S}\right) x y>0$ as the condition for $\sigma_{A B}^{0}$ to be entangled. We plot this condition in Fig. 5. The inequality gives us the colored regions, and the values within the regions are obtained by evaluating the fidelity according to (102).
b. Key rates for $Q K D$. Let us also consider key rates for quantum key distribution (QKD) between Alice and Bob, who are at the ends of the elementary link whose quantum state is $\sigma_{A B}^{0}$ (conditioned on successful transmission and heralding), as given by (100). We consider the BB84, six-state, and device-independent (DI) QKD protocols, and we calculate the secret key rates using known asymptotic secret key rate formulas, which we review (along with other necessary background on QKD) in Appendix C.

Recalling from the proof of Proposition II. 7 that $\sigma_{A B}^{0}$ is a quantum state of the form

$$
\begin{equation*}
\sigma_{A B}^{0}=(\alpha+\beta) \Phi_{A B}^{+}+(\alpha-\beta) \Phi_{A B}^{-}+\gamma \Psi_{A B}^{+}+\gamma \Psi_{A B}^{-} \tag{115}
\end{equation*}
$$

with $\alpha, \beta$, and $\gamma$ defined in (109)-(111), it is easy to show using (C2)-(C6) that the quantum bit-error rates (QBERs) for the BB84 and six-state protocols are

$$
\begin{gather*}
Q_{\mathrm{BB} 84}^{(d, h)}=\frac{1}{2}\left(Q_{x}+Q_{z}\right)=\frac{3}{4}-\frac{1}{2} \beta-\alpha,  \tag{116}\\
Q_{6-\text { state }}^{(d, h)}=\frac{1}{3}\left(Q_{x}+Q_{y}+Q_{z}\right)=\frac{2}{3}(1-(\alpha+\beta)) \tag{117}
\end{gather*}
$$

For the device-independent protocol, we assume that the correlation is such that the quantum bit-error rate is $Q_{\mathrm{DI}}^{(d, h)}=Q_{6 \text {-state }}^{(d, h)}$ and $S^{(d, h)}=2 \sqrt{2}\left(1-2 Q_{\mathrm{DI}}^{(d, h)}\right)$. Then, assuming that $M$ signals per second are transmitted from the satellite, the secret-key rate (in units of secret key bits per second) is given by $\widetilde{K}=p M K$, where $p=a+c$ is the success probability of elementary link generation and $K$ is the asymptotic
secret key rate per copy of the state $\sigma_{A B}^{0}$, which depends on the protocol under consideration. Using the formulas in Appendix C, we obtain

$$
\begin{gather*}
\widetilde{K}_{\mathrm{BB} 84}(d, h)=M(a+c) K_{\mathrm{BB} 84}\left(Q_{\mathrm{BB} 84}^{(d, h)}\right),  \tag{118}\\
\widetilde{K}_{6 \text {-state }}(d, h)=M(a+c) K_{6 \text {-state }}\left(Q_{6 \text {-state }}^{(d, h)}\right)  \tag{119}\\
\widetilde{K}_{\mathrm{DI}}(d, h)=M(a+c) K_{\mathrm{DI}}\left(Q_{\mathrm{DI}}^{(d, h)}, S^{(d, h)}\right) \tag{120}
\end{gather*}
$$

We plot these secret key rates in Fig. 6.
In Fig. 6, notice that the region of non-zero secret key rate is largest for the six-state protocol, with the region for the BB84 protocol being smaller and the region for the DI protocol being even smaller. This is due to the fact that the error threshold for the DI protocol is the smallest among the three protocols, with the error threshold for the BB84 protocol slightly larger, and the error threshold for the sixstate protocol the largest.
c. Quantum memory model. Having examined the quantum state immediately after successful transmission and heralding, let us now consider a particular model of decoherence for the quantum memories in which the transmitted qubits are stored. For illustrative purposes, we consider a simple amplitude damping decoherence model for the quantum memories. The amplitude damping channel $A_{\gamma}$ is a qubit channel, with $\gamma \in[0,1]$, such that ${ }^{126}$

$$
\begin{gather*}
A_{\gamma}(|0\rangle\langle 0|)=|0\rangle\langle 0|,  \tag{121}\\
A_{\gamma}(|0\rangle\langle 1|)=\sqrt{1-\gamma}|0\rangle\langle 1|  \tag{122}\\
A_{\gamma}(|1\rangle\langle 0|)=\sqrt{1-\gamma}|1\rangle\langle 0|  \tag{123}\\
A_{\gamma}(|1\rangle\langle 1|)=\gamma|0\rangle\langle 0|+(1-\gamma)|1\rangle\langle 1| \tag{124}
\end{gather*}
$$

Note that for $\gamma=0$, we recover the noiseless (identity) channel. We can relate $\gamma$ to the coherence time of the quantum memory, which we denote by $t_{\text {coh }}$, as follows (Ref. 127, Sec. 3.4.3):

$$
\begin{equation*}
\gamma:=1-\mathrm{e}^{-1 / t_{\mathrm{coh}}} \tag{125}
\end{equation*}
$$

Note that infinite coherence time corresponds to an ideal quantum memory, meaning that the quantum channel is noiseless. Indeed, by relating the noise parameter $\gamma$ to the coherence time as in (125), we have that $t_{\mathrm{coh}}=\infty \Rightarrow \gamma=0$.

For $m \in \mathbb{N}_{0}$ applications of the amplitude damping channel, it is straightforward to show that

$$
\begin{gather*}
A_{\gamma}^{\circ m}(|0\rangle\langle 0|)=|0\rangle\langle 0|  \tag{126}\\
A_{\gamma}^{\circ m}(|0\rangle\langle 1|)=\sqrt{\lambda_{m}}|0\rangle\langle 1|  \tag{127}\\
A_{\gamma}^{\circ m}(|1\rangle\langle 0|)=\sqrt{\lambda_{m}}|1\rangle\langle 0|  \tag{128}\\
A_{\gamma}^{\circ m}(|1\rangle\langle 1|)=\left(1-\lambda_{m}\right)|0\rangle\langle 0|+\lambda_{m}|1\rangle\langle 1| \tag{129}
\end{gather*}
$$

where $\lambda_{m}:=\mathrm{e}^{-m / t_{\text {coh }}}=(1-\gamma)^{m}$. Then, for all $m \in \mathbb{N}_{0}$,

$$
\begin{align*}
\sigma_{A B}(m) & :=\left(A_{\gamma}^{\circ m} \otimes A_{\gamma}^{\circ m}\right)\left(\sigma_{A B}^{0}\right)  \tag{130}\\
& =\left(\alpha \lambda_{m}^{2}+\left(\beta-\frac{1}{2}\right) \lambda_{m}+\frac{1}{2}\right) \Phi_{A B}^{+} \tag{131}
\end{align*}
$$



Fig. 6. Asymptotic secret key rates for the BB84, six-state, and device-independent (DI) quantum key distribution protocols for the scenario depicted in Fig. 3. When calculating the error rates in (116) and (117), we take $f_{S}=1$. To calculate the key rates in (118)-(120), we have taken $M=10^{9}$.

$$
\begin{align*}
& +\left(\alpha \lambda_{m}^{2}+\left(-\beta-\frac{1}{2}\right) \lambda_{m}+\frac{1}{2}\right) \Phi_{A B}^{-}  \tag{132}\\
& +\lambda_{m}\left(\frac{1}{2}-\alpha \lambda_{m}\right) \Psi_{A B}^{+}  \tag{133}\\
& +\lambda_{m}\left(\frac{1}{2}-\alpha \lambda_{m}\right) \Psi_{A B}^{-}  \tag{134}\\
& +\frac{1}{2}\left(1-\lambda_{m}\right)\left(\left|\Phi^{+}\right\rangle\left\langle\left.\Phi^{-}\right|_{A B}+\mid \Phi^{-}\right\rangle\left\langle\left.\Phi^{+}\right|_{A B}\right)\right. \tag{135}
\end{align*}
$$

where $\alpha$ and $\beta$ are given by (110) and (111), respectively. Note that we have assumed that the memories corresponding to systems $A$ and $B$ have the same coherence time. It follows that

$$
\begin{align*}
f(m) & :=\left\langle\Phi^{+}\right|\left(A_{\gamma}^{\circ m} \otimes A_{\gamma}^{\circ m}\right)\left(\sigma_{A B}^{0}\right)\left|\Phi^{+}\right\rangle  \tag{136}\\
& =\alpha \lambda_{m}^{2}+\left(\beta-\frac{1}{2}\right) \lambda_{m}+\frac{1}{2} \tag{137}
\end{align*}
$$

Note that $f(m) \leq f(0)$ for all $m \in \mathbb{N}_{0}$.

## 2. Policies

a. Memory-cutoff policy. Let us now consider the memory-cutoff policy, which we defined in Sec. II C. Using (77) and (78), along with the expression for $f(m)$ in (138), for every cutoff $t^{\star} \in \mathbb{N}_{0}$, we obtain

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \widetilde{F}^{t^{\star}}(t)=\frac{p}{1+t^{\star} p} \sum_{m=0}^{t^{\star}}\left(\alpha \lambda_{m}^{2}+\left(\beta-\frac{1}{2}\right) \lambda_{m}+\frac{1}{2}\right)  \tag{138}\\
& \lim _{t \rightarrow \infty} F^{t^{\star}}(t)=\frac{1}{t^{\star}+1} \sum_{m=0}^{t^{\star}}\left(\alpha \lambda_{m}^{2}+\left(\beta-\frac{1}{2}\right) \lambda_{m}+\frac{1}{2}\right) \tag{139}
\end{align*}
$$

Then, using the fact that $\lambda_{m}=\mathrm{e}^{-m / t_{\text {coh }}}$, it is straightforward to show that

$$
\begin{align*}
& \sum_{m=0}^{t^{\star}} \lambda_{m}=\mathrm{e}^{-t^{\star} / 2 t_{\mathrm{coh}}} \frac{\sinh \left(\frac{1+t^{\star}}{2 t_{\mathrm{coh}}}\right)}{\sinh \left(\frac{1}{2 t_{\mathrm{coh}}}\right)}  \tag{140}\\
& \sum_{m=0}^{t^{\star}} \lambda_{m}^{2}=\mathrm{e}^{-t^{\star} / t_{\mathrm{coh}}} \frac{\sinh \left(\frac{1+t^{\star}}{t_{\mathrm{coh}}}\right)}{\sinh \left(\frac{1}{t_{\mathrm{coh}}}\right)} \tag{141}
\end{align*}
$$

Therefore, in the steady-state limit,

$$
\begin{align*}
\lim _{t \rightarrow \infty} \widetilde{F}^{t^{\star}}(t)= & \frac{\alpha p \mathrm{e}^{-t^{\star} / t_{\text {coh }}}}{1+t^{\star} p} \frac{\sinh \left(\frac{1+t^{\star}}{t_{\mathrm{coh}}}\right)}{\sinh \left(\frac{1}{t_{\mathrm{coh}}}\right)}+\frac{p \mathrm{e}^{-t^{\star} / 2 t_{\mathrm{coh}}}}{1+t^{\star} p}\left(\beta-\frac{1}{2}\right) \\
& \times \frac{\sinh \left(\frac{1+t^{\star}}{2 t_{\mathrm{coh}}}\right)}{\sinh \left(\frac{1}{2 t_{\mathrm{coh}}}\right)}+\frac{1}{2} \frac{\left(t^{\star}+1\right) p}{1+t^{\star} p} \\
\lim _{t \rightarrow \infty} F^{t^{\star}}(t)= & \frac{\alpha \mathrm{e}^{-t^{\star} / t_{\text {coh }}}}{t^{\star}+1} \frac{\sinh \left(\frac{1+t^{\star}}{t_{\mathrm{coh}}}\right)}{\sinh \left(\frac{1}{t_{\mathrm{coh}}}\right)}  \tag{142}\\
& +\frac{\mathrm{e}^{-t^{\star} / 2 t_{\mathrm{coh}}}}{t^{\star}+1}\left(\beta-\frac{1}{2}\right) \frac{\sinh \left(\frac{1+t^{\star}}{2 t_{\mathrm{coh}}}\right)}{\sinh \left(\frac{1}{2 t_{\mathrm{coh}}}\right)}+\frac{1}{2} \tag{143}
\end{align*}
$$

For $t^{\star}=\infty$, from (78), we obtain

$$
\begin{equation*}
\widetilde{F}^{\infty}(t)=\sum_{m=0}^{t-1}\left(\alpha \lambda_{m}^{2}+\left(\beta-\frac{1}{2}\right) \lambda_{m}+\frac{1}{2}\right) p(1-p)^{t-1-m} \tag{144}
\end{equation*}
$$

for all $t \geq 1$. Evaluating the sums leads to

$$
\begin{align*}
\widetilde{F}^{\infty}(t)= & \frac{\alpha p \mathrm{e}^{2 / t_{\text {coh }}}\left(\mathrm{e}^{-2 t / t_{\text {coh }}}-(1-p)^{t}\right)}{1-\mathrm{e}^{2 / t_{\text {coh }}}(1-p)} \\
& +\left(\beta-\frac{1}{2}\right) \frac{p \mathrm{e}^{1 / t_{\text {coh }}}\left(\mathrm{e}^{-t / t_{\text {coh }}}-(1-p)^{t}\right)}{1-\mathrm{e}^{1 / t_{\operatorname{coh}}}(1-p)} \\
& +\frac{1}{2}\left(1-(1-p)^{t}\right) \tag{145}
\end{align*}
$$

Then, for all $p \in(0,1]$, we obtain $\lim _{t \rightarrow \infty} \widetilde{F}^{\infty}(t)=(1 / 2)$.
Let us now focus primarily on the $t^{\star}=\infty$ memory-cutoff policy by considering an example. Consider the situation depicted in Fig. 3, in which we have two ground stations separated by a distance $d$ and a satellite at the altitude $h$ that passes over the midpoint between the two ground stations. Now, given that the ground stations are separated by a distance $d$, it takes time at least $2 d / c$ to perform the heralding procedure, as this is the round-trip communication time between the ground stations ( $c$ is the speed of light). We, thus, take the duration of each time step in the decision process for the elementary link to be $2 d / c$. If the coherence time of the quantum memories is $x$ seconds, then $t_{\text {coh }}=(x c / 2 d)$ time steps. In



$$
\begin{aligned}
&-\quad d=1000 \mathrm{~km}, h=1000 \mathrm{~km} \\
&-\quad d=1500 \mathrm{~km}, h=1500 \mathrm{~km} \\
&-\quad d=2000 \mathrm{~km}, h=2000 \mathrm{~km} \\
&-\quad d=2000 \mathrm{~km}, h=3000 \mathrm{~km} \\
& \square d=4000 \mathrm{~km}, h=2000 \mathrm{~km} \\
&-\quad d=1000 \mathrm{~km}, h=5000 \mathrm{~km}
\end{aligned}
$$

Fig. 7. The $t^{\star}=\infty$ memory-cutoff policy for satellite-to-ground elementary link generation for various ground distances $d$ and satellite altitudes $h$, according to the situation depicted in Fig. 3. The solid lines are $F^{( }(t)$ [as given by (145)], the dashed lines are $F^{\infty}(t)$, and the dotted lines are $X^{\infty}(t)=1-(1-p)^{t}$ [see (79)], where $p=1-(1-(a+c))^{M}$, with $a$ and $c$ given by $(100)$ and $M=10^{5}$, respectively. We let $f_{S}=1$ be the fidelity of the source, we let $\bar{n}_{1}=\bar{n}_{2}=10^{-4}$ be the average number of background photons, and we take the memory coherence times to be 1 s (top) and 60 s (bottom). The dots are placed at the maxima of the curves for $\widetilde{F}^{\infty}(t)$.

Fig. 7 , we plot the quantities $\widetilde{F}^{\infty}(t)$ (solid lines), $F^{\infty}(t)$ (dashed lines), and $X^{\infty}(t)$ (dotted lines) for the $t^{\star}=\infty$ memory-cutoff policy under this scenario.

In Fig. 7, we can see the trade-off among the quantities $\widetilde{F}, F$, and $X$. On the one hand, the fidelity $F^{\infty}(t)$ is always highest at time $t=1$, as we expect, but at this point, the probability $X^{\infty}(t)$ that the elementary link is active is simply $p$. Since we want not only a high fidelity for the elementary link but also a high probability that the elementary link is active, by optimizing $\widetilde{F}$, it is possible to achieve a higher elementary link activity probability at the expense of a slightly lower fidelity. Specifically, in Fig. 7, we see that for every choice of $d$ and $h$, there exists a time step $t_{\text {crit }} \geq 1$ at which $\widetilde{F}$ is maximal. At this point, the elementary link activity probability is $1-(1-p)^{t_{\text {cit }}}$, which, in many cases, is dramatically greater than $p$, while the fidelity $F^{\infty}\left(t_{\text {crit }}\right)$ is only slightly lower than the fidelity at time $t=1$. Therefore, by waiting until time $t_{\text {crit }}$, it is possible to obtain an elementary link that is almost deterministically active, while incurring only a slight decrease in the fidelity. The time $t_{\text {crit }}$, obtained by optimizing the quantity $\widetilde{F}^{\infty}(t)$ with respect to time $t$ and can be found using the formula in (145), can be viewed as the optimal time $t$ that should be chosen for the quantum network protocol presented in Fig. 13. We refer to Ref. 128 for an argument similar to the one presented here, except that in Ref. 128, the time $t_{\text {crit }}$ is obtained by considering a desired value of the fidelity $F^{\infty}(t)$ rather than by optimizing $\widetilde{F}^{\infty}(t)$ with respect to $t$, which is what we do here.
b. Forward recursion policy. The forward recursion policy is defined as the time-homogeneous policy, such that the action at time $t$ is equal to the one that maximizes the quantity $\widetilde{F}^{\pi}(t+1)$ at the next time step. The corresponding decision function is ${ }^{58}$

$$
d^{\mathrm{FR}}(m)= \begin{cases}1 & \text { if } m=-1  \tag{146}\\ 0 & \text { if } m \geq 0 \quad \text { and } \quad f(m+1)>p f(0) \\ 1 & \text { if } m \geq 0 \quad \text { and } \quad f(m+1) \leq p f(0)\end{cases}
$$

Observe that if $p=1$, then the second condition in (146) is always false because of the fact that $f(m) \leq f(0)$ for all $m \in \mathbb{N}_{0}$, see (137). Therefore, when $p=1$, we have that $d_{t}^{\mathrm{FR}}=d_{t}^{0}$, i.e., the forward recursion policy is equal to the $t^{\star}=0$ memory-cutoff policy, see (82). We now show that the forward recursion policy reduces to a memorycutoff policy even when $p<1$.

Proposition II.8. Consider the satellite-to-ground bipartite elementary link generation with $\bar{n}_{1}=\bar{n}_{2}=0$ and $f_{S}=1$, and let $p \in(0,1)$ be the transmission-heralding success probability, as given by (98). Let $t_{\text {coh }}$ be the coherence time of the quantum memories, as defined in Sec. II D 1 . Then, for all $t \geq 1$

$$
d^{\mathrm{FR}}= \begin{cases}d^{\infty} & \text { if } p \leq \frac{1}{2}  \tag{147}\\ d^{t^{\star}} & \text { if } p>\frac{1}{2}\end{cases}
$$

where

$$
\begin{equation*}
t^{\star}=\left\lceil-\frac{t_{\mathrm{coh}}}{2} \ln (2 p-1)-1\right\rceil . \tag{148}
\end{equation*}
$$

In other words, if $p \leq(1 / 2)$, then the forward recursion policy is equal to the $t^{\star}=\infty$ memory-cutoff policy; if $p>(1 / 2)$, then the forward recursion policy is equal to the $t^{\star}$ memory-cutoff policy, with $t^{\star}$ given by (148).

Remark II.9. The result of Proposition II. 8 goes beyond elementary link generation with satellites because we assumed that
$\bar{n}_{1}=\bar{n}_{2}=0$ and $f_{S}=1$. As a result of these assumptions, the result of Proposition II. 8 applies to every elementary link generation scenario (such as ground-based elementary link generation as described in Sec. II A 1) in which the transmission channel is a pure-loss channel, the heralding procedure is described by (28)-(32), the source state is equal to the target state, and the quantum memories are modeled as in Sec. II D 1.

Proof. For the state $\sigma_{A B}^{0}$ as given by (2), using (138), the second condition in (147) translates to

$$
\begin{align*}
& \alpha \lambda_{m+1}^{2}+\left(\beta-\frac{1}{2}\right) \lambda_{m+1}+\frac{1}{2}>p(\alpha+\beta)  \tag{149}\\
\Rightarrow & p<\frac{\alpha \lambda_{m+1}^{2}}{\alpha+\beta}+\frac{\left(\beta-\frac{1}{2}\right) \lambda_{m+1}}{\alpha+\beta}+\frac{1}{2(\alpha+\beta)} . \tag{150}
\end{align*}
$$

In the case $\bar{n}_{1}=\bar{n}_{2}=0$ and $f_{S}=1$, we have that $\alpha=\beta=(1 / 2)$, so that the inequality in (150) becomes

$$
\begin{equation*}
p<\frac{1}{2}\left(\mathrm{e}^{-2(m+1) / t_{\mathrm{coh}}}+1\right) . \tag{151}
\end{equation*}
$$

Now, this inequality is satisfied for all $m \in \mathbb{N}_{0}$ if and only if $p \leq(1 / 2)$. In other words, if $p \leq(1 / 2)$, then for all possible memory times, the action is to wait if the elementary link is currently active, meaning that the decision function in (146) becomes

$$
d^{\mathrm{FR}}(m)= \begin{cases}1 & \text { if } m=-1  \tag{152}\\ 0 & \text { if } m \geq 0\end{cases}
$$

which is precisely the decision function $d^{\infty}$ for the $t^{\star}=\infty$ memorycutoff policy, see (82).

For $p \in(1 / 2,1)$, whether or not the inequality in (151) is satisfied depends on the memory time $m$. Consider the largest value of $m$ for which the inequality is satisfied and denote that value by $m_{\max }$. Since the action is to wait, at the next time step, the memory value will be $m_{\max }+1$, which by definition will not satisfy the inequality in (149). This means that for all memory times strictly less than $m_{\max }+1$, the forward recursion policy dictates that the wait action should be performed if the elementary link is currently active. As soon as the memory time is equal to $m_{\max }+1$, then the forward recursion policy dictates that the request action should be performed. This means that $m_{\max }+1$ is a cutoff value. In particular, by rearranging the inequality in (151), we obtain

$$
\begin{equation*}
m<-\frac{t_{\mathrm{coh}}}{2} \ln (2 p-1)-1 \tag{153}
\end{equation*}
$$

which means that

$$
\begin{equation*}
m_{\max }=\left\lfloor-\frac{t_{\mathrm{coh}}}{2} \ln (2 p-1)-1\right\rfloor \tag{154}
\end{equation*}
$$

and

$$
\begin{equation*}
t^{\star}=1+m_{\max }=\left\lceil-\frac{t_{\mathrm{coh}}}{2} \ln (2 p-1)-1\right\rceil \tag{155}
\end{equation*}
$$

as required.
Observe that the cutoff in (148) is equal to zero for all $p \geq(1 / 2)\left(1+\mathrm{e}^{-2 / t_{\text {coh }}}\right)$. This means that $p=1$ is not the only
transmission-heralding success probability for which the forward recursion policy is equal to the $t^{\star}=0$ memory-cutoff policy. Intuitively, for $(1 / 2)\left(1+\mathrm{e}^{-2 / \text { tohh }}\right) \leq p \leq 1$, the transmissionheralding success probability is high enough that it is not necessary to store the quantum state in memory-for the purpose of maximizing the expected value of $\widetilde{F}$, it suffices to request a new quantum state at every time step. At the other extreme, for $0 \leq p \leq 1 / 2$, the probability is too low to keep requesting-for the purpose of maximizing the expected value of $F$, it is better to keep the quantum state in memory indefinitely.
c. Backward recursion policy. Finally, to end this section, let us consider the backward recursion policy, which we know to be optimal from Theorem II.3. We perform the policy optimization for small times, just as a proof of concept.

In Fig. 8, we plot optimal values of $\widetilde{F}^{\pi}(t+1)$ for a single elementary link, except now we plot them as a function of the ground station distance $d$ and the satellite altitude $h$ as per the situation depicted in Fig. 3. We also plot the elementary link activity probability $X^{\pi}(t+1)$ and the expected fidelities $F^{\pi}(t+1)$ associated with the optimal policies. As before, we assume that $f_{S}=1$, but unlike before, we assume that $\bar{n}_{1}=\bar{n}_{2}=10^{-4}$, and we consider multiplexing with $M=10^{5}$ distinct frequency modes per transmission. We assume a coherence time of 1 s throughout. For small distancealtitude pairs, we find that the optimal value is reached within five time steps. For these cases, it is worth pointing out that the optimal value of $\widetilde{F}^{\pi}(t+1)$ corresponds to an elementary link activity probability $X^{\pi}(t+1)$ of nearly one, while the fidelity (although it drops, as expected) does not drop significantly, meaning that the elementary link can still be useful for performing entanglement distillation of parallel elementary links or for creating virtual links. It is also interesting to point out that for a ground distance separation of $d=2000 \mathrm{~km}$, the optimal values for satellite altitude $h=1000 \mathrm{~km}$ are higher than for $h=500 \mathrm{~km}$. This result can be traced back to the topleft panel of Fig. 4, in which we see that the transmission-heralding success probability curves for $h=500 \mathrm{~km}$ and $h=1000 \mathrm{~km}$ cross over at around 1700 km , so that $h=1000 \mathrm{~km}$ has a higher probability than $h=500 \mathrm{~km}$ when $d=2000 \mathrm{~km}$.

## III. ENTANGLEMENT DISTILLATION AND JOINING PROTOCOLS

In Sec. II, we discussed elementary links in a quantum network, how to model the generation of elementary links, and how to model them in time in terms of a Markov decision process. The description of an elementary link in terms of a Markov decision process allows us to determine, as a function of time, the quantum state of an elementary link. Keeping in mind the overall goal of entanglement distribution, i.e., the creation of long-distance virtual links, the next step in an entanglement distribution protocol is to take elementary links, to improve their fidelity using entanglement distillation, and then to join them in order to create the virtual links (using, e.g., entanglement swapping). In this section, we explain how to model entanglement distillation protocols and joining protocols using LOCC channels. We refer to Appendix B 2 for a detailed explanation of LOCC channels. The explicit description of these protocols as LOCC channels is important because, as we saw in Sec. II, the quantum state of an elementary link will not always be the ideal entangled state with respect to which





Fig. 8. Optimal values of $\widetilde{F}^{\pi}(t+1)$, along with the associated values of $X^{\pi}(t+1)$ and fidelities $F^{\pi}(t+1)$, for a single elementary link distributed by a satellite to two ground stations, according to the symmetric situation depicted in Fig. 3. We assume that $f_{S}=1$ and that $\bar{n}_{1}=\bar{n}_{2}=10^{-4}$, and we assume that the quantum memories have a coherence time of 1 s . We also assume multiplexing with $M=10^{5}$ distinct frequency modes per transmission.
joining protocols are typically defined. It is, therefore, important to understand how the protocols will act when the input states are not ideal.

## A. Entanglement distillation

The term "entanglement distillation" refers to the task of taking many copies of a given quantum state $\rho_{A B}$ and transforming them, via an LOCC protocol, to several (fewer) copies of the maximally entangled state $\Phi_{A B}$. Typically, with only a finite number of copies of the initial state $\rho_{A B}$, it is not possible to perfectly obtain copies of the maximally entangled state, so we aim, instead, for a state $\sigma_{A B}$ whose fidelity $F\left(\Phi_{A B}, \sigma_{A B}\right)$ to the maximally entangled state is higher than the fidelity $F\left(\Phi_{A B}, \rho_{A B}\right)$ of the initial state. Mathematically, the task of entanglement distillation corresponds to the transformation


Fig. 9. Depiction of the simple entanglement distillation protocol as described in Ref. 36. The protocol takes two isotropic states $\rho_{A_{i} B_{i}}^{\text {isoj }}, j \in\{1,2\}$ [see (161)] and transforms them probabilistically to a state with higher fidelity.

$$
\begin{equation*}
\rho_{A B}^{\otimes n} \mapsto \mathcal{L}_{A^{n} B^{n} \rightarrow A^{m} B^{m}}\left(\rho_{A B}^{\otimes n}\right)=\sigma_{A B}^{\otimes m}, \tag{156}
\end{equation*}
$$

where $n, m \in \mathbb{N}, m<n$, and $\mathcal{L}_{A^{n} B^{n} \rightarrow A^{m} B^{m}}$ is an LOCC channel.
Typically, in practice, we have $n=2$ and $m=1$, with the task being to transform two two-qubit states $\rho_{A_{1} B_{1}}^{1}$ and $\rho_{A_{2} B_{2}}^{2}$ to a twoqubit state $\sigma_{A_{1} B_{1}}$ having a higher fidelity to the maximally entangled state than the initial states. Protocols achieving this aim are typically probabilistic in practice, meaning that the state $\sigma_{A_{1} B_{1}}$ with higher fidelity is obtained only with some non-unit probability.

We are not concerned with any particular entanglement distillation protocol in this work. All we are concerned with is their mathematical structure. In particular, entanglement distillation protocols that are probabilistic can be described mathematically as an LOCC instrument, which we now demonstrate with a simple example, depicted in Fig. 9, which comes from Ref. 36. In this protocol, Alice and Bob first apply the CNOT gate to their qubits and follow it with a measurement of their second qubit in the standard basis. They then communicate the results of their measurement to each other. The protocol is considered successful if they both obtain the same outcome and a failure otherwise. This protocol has the following corresponding LOCC instrument channel:

$$
\begin{align*}
& \mathcal{L}_{A_{1} A_{2} B_{1} B_{2} \rightarrow A_{1} B_{1}}\left(\rho_{A_{1} B_{1}}^{1} \otimes \rho_{A_{2} B_{2}}^{2}\right) \\
&=|0\rangle\langle 0| \otimes\left(\left(K_{A}^{0} \otimes K_{B}^{1}\right)\left(\rho_{A_{1} B_{1}}^{\text {iso,1 }} \otimes \rho_{A_{2} B_{2}}^{\text {iso,2 }}\right)\left(K_{A}^{0} \otimes K_{B}^{1}\right)^{\dagger}\right. \\
&\left.+\left(K_{A}^{1} \otimes K_{B}^{0}\right)\left(\rho_{A_{1} B_{1}}^{\text {iso,1 }} \otimes \rho_{A_{2} B_{2}}^{\text {iso,2 }}\right)\left(K_{A}^{1} \otimes K_{B}^{0}\right)^{\dagger}\right) \\
&+|1\rangle\langle 1| \otimes\left(\left(K_{A}^{0} \otimes K_{B}^{0}\right)\left(\rho_{A_{1} B_{1}}^{\text {iso, }} \otimes \rho_{A_{2} B_{2}}^{\text {iso,2 }}\right)\left(K_{A}^{0} \otimes K_{B}^{0}\right)^{\dagger}\right. \\
&\left.+\left(K_{A}^{1} \otimes K_{B}^{1}\right)\left(\rho_{A_{1} B_{1}}^{\text {isoo,1 }} \otimes \rho_{A_{2} B_{2}}^{\text {isoo,2 }}\right)\left(K_{A}^{1} \otimes K_{B}^{1}\right)^{\dagger}\right), \tag{157}
\end{align*}
$$

where

$$
\begin{align*}
K_{A}^{x} \equiv K_{A_{1} A_{2} \rightarrow A_{1}}^{x} & :=\left\langle\left. x\right|_{A_{2}} \operatorname{CNOT}_{A_{1} A_{2}}\right. \tag{158}
\end{align*} \quad \forall x \in\{0,1\},\left.~ 子\right|_{B_{1} B_{2} \rightarrow B_{1}}:=\left\langle x \operatorname{CNT}_{B_{1} B_{2}} \quad \forall x \in\{0,1\} .\right.
$$

Furthermore, the states $\rho_{A_{j} B_{j}}^{\text {iso }, j}, j \in\{1,2\}$ are defined as

$$
\begin{align*}
\rho_{A_{j} B_{j}}^{\text {iso } j} & :=\mathcal{T}_{A_{j} B_{j}}^{U}\left(\rho_{A_{j} B_{j}}^{j}\right)  \tag{160}\\
& :=\int_{U}\left(U_{A_{j}} \otimes \bar{U}_{B_{j}}\right)\left(\rho_{A_{j} B_{j}}^{j}\right)\left(U_{A_{j}} \otimes \bar{U}_{B_{j}}\right)^{\dagger} \tag{161}
\end{align*}
$$

where $\mathcal{T}^{U}$ is the isotropic twirling channel, see, e.g., Ref. 129 (Example 7.25).

It is a straightforward calculation to show that if $f_{1}=\langle\Phi| \rho_{A_{1} B_{1}}^{1}|\Phi\rangle$ and $f_{2}=\langle\Phi| \rho_{A_{2} B_{2}}^{2}|\Phi\rangle$ are the fidelities of the initial states with the maximally entangled state, then the protocol depicted in Fig. 9, with corresponding LOCC channel given by (157), succeeds with probability,

$$
\begin{equation*}
p_{\text {succ }}=\frac{8}{9} f_{1} f_{2}-\frac{2}{9}\left(f_{1}+f_{2}\right)+\frac{5}{9}, \tag{162}
\end{equation*}
$$

and the fidelity of the output state $\sigma_{A_{1} B_{1}}$ with the maximally entangled state (conditioned on success) is

$$
\begin{equation*}
\langle\Phi| \sigma_{A_{1} B_{1}}|\Phi\rangle=\frac{1}{p_{\text {succ }}}\left(\frac{10}{9} f_{1} f_{2}-\frac{1}{9}\left(f_{1}+f_{2}\right)+\frac{1}{9}\right) . \tag{163}
\end{equation*}
$$

The above example illustrates a general principle, which is that entanglement distillation protocols that are probabilistic (and heralded) can be described using LOCC instrument channels. Specifically, let $G=(V, E)$ be the graph corresponding to the physical links in a quantum network. Given an element $e \in E$ with $n$ parallel edges $e^{1}, e^{2}, \ldots, e^{n}$, every probabilistic entanglement distillation protocol has the form of an LOCC instrument channel of the following form:

$$
\begin{align*}
\mathcal{D}_{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e}(\cdot)= & |0\rangle\langle 0| \otimes \mathcal{D}_{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e ; 0}(\cdot) \\
& +|1\rangle\langle 1| \otimes \mathcal{D}_{e^{1} \ldots e^{n^{n}} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e ; 1}(\cdot), \tag{164}
\end{align*}
$$

where $\mathcal{D}_{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e ; 0}$ and $\mathcal{D}_{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e ; 1}$ are completely positive trace
 is a trace-preserving map, thus an $\stackrel{e^{1} \cdots e^{n}}{\mathrm{C}^{1} \ldots e^{n^{n}}}$ quantum ${ }^{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{n}}}$ channel. Specifically, $\mathcal{D}_{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e ; 0}$ corresponds to failure of the protocol and $\mathcal{D}_{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{\prime}}}^{e ; 1} \stackrel{e^{1} \ldots e^{n} \rightarrow e^{1} \ldots e^{n^{n}}}{e}$ corresponds to success of the protocol.

## B. Joining protocols

Let us now discuss joining protocols, such as entanglement swapping. We can describe such protocols using LOCC instrument channels, just as with entanglement distillation protocols. As above, let $G=(V, E)$ be the graph corresponding to the physical links in a quantum network. A path in a graph is a sequence $w=\left(v_{1}, e_{1}\right.$, $\left.v_{2}, e_{2}, \ldots, e_{n-1}, v_{n}\right)$ of vertices and edges that specifies how to get from the vertex $v_{1}$ to the vertex $v_{n}$. Given a path $w$ of active elementary links in the network, the joining channel $\mathcal{L}_{w \rightarrow e^{\prime}}$ that forms the new virtual link $e^{\prime}$ is given in the probabilistic setting by

$$
\begin{equation*}
\mathcal{L}_{w \rightarrow e^{\prime}}(\cdot)=|0\rangle\langle 0| \otimes \mathcal{L}_{w \rightarrow e^{\prime}}^{0}(\cdot)+|1\rangle\langle 1| \otimes \mathcal{L}_{w \rightarrow e^{\prime}}^{1}(\cdot) \tag{165}
\end{equation*}
$$

where $\mathcal{L}_{w \rightarrow e^{\prime}}^{0}$ and $\mathcal{L}_{w \rightarrow e^{\prime}}^{1}$ are completely positive trace non-increasing LOCC maps, such that $\mathcal{L}_{w \rightarrow e^{\prime}}^{0}+\mathcal{L}_{w \rightarrow e^{\prime}}^{1}$ is a trace-preserving map, thus an LOCC quantum channel. Specifically, $\mathcal{L}_{w \rightarrow e^{\prime}}^{0}$ corresponds to failure of the joining protocol, and $\mathcal{L}_{w \rightarrow e^{\prime}}^{1}$ corresponds to success of the joining protocol. Given an input state $\rho_{w}$ corresponding to the given path $w$, the success probability of the joining protocol is $p_{\text {succ }}$ $=\operatorname{Tr}\left[\mathcal{L}_{w \rightarrow e^{\prime}}^{1}\left(\rho_{w}\right)\right]$, and the state conditioned on success is

$$
\begin{equation*}
\frac{1}{p_{\text {succ }}} \mathcal{L}_{w \rightarrow e^{\prime}}^{1}\left(\rho_{w}\right) \tag{166}
\end{equation*}
$$

Note that as input states to the maps $\mathcal{L}_{w \rightarrow e^{\prime}}^{0}$ and $\mathcal{L}_{w \rightarrow e^{\prime}}^{1}$, we could have arbitrary states of the elementary links along the path $w$. In particular, depending on the elementary link policy, they could be states of the form (59), which take into account the noise in the quantum memories and other device imperfections arising during the process of generating the elementary links.

The precise joining protocol, and thus, the explicit form for the maps $\mathcal{L}_{w \rightarrow e^{\prime}}^{0}$ and $\mathcal{L}_{w \rightarrow e^{\prime}}^{1}$, depends on the type of entanglement that is to be created. For bipartite entanglement, we consider entanglement swapping in Sec. III B 1. For tripartite GHZ entanglement, we describe a protocol in Sec. III B 2, and for multipartite graph states, we describe a protocol in Sec. III B 3.

## 1. Entanglement swapping protocol

Let $\rho_{A \vec{R}_{1} \vec{R}_{2} \ldots \vec{R}_{n} B}$ be a multipartite quantum state, where $n \geq 1$ and $\vec{R}_{j} \equiv R_{j}^{1} R_{j}^{2}$ is an abbreviation for two the quantum systems $R_{j}^{1}$ and $R_{j}^{2}$. The entanglement swapping protocol with $n$ intermediate nodes is defined by a Bell-basis measurement of the systems $\vec{R}_{j}$, i.e., a measurement described by the positive operator-valued measure (POVM) $\left\{\Phi^{z, x}: z, x \in[d]\right\}$, where $[d]=\{0,1, \ldots, d-1\}, \Phi^{z, x}=\left|\Phi^{z, x}\right\rangle\left\langle\Phi^{z, x}\right|$, and

$$
\begin{equation*}
\left|\Phi^{z, x}\right\rangle:=\left(Z^{z} X^{x} \otimes \mathbb{1}\right)|\Phi\rangle \tag{167}
\end{equation*}
$$

are the qudit Bell state vectors, with

$$
\begin{equation*}
|\Phi\rangle:=\frac{1}{\sqrt{d}} \sum_{k=0}^{d-1}|k, k\rangle \tag{168}
\end{equation*}
$$

The operators $Z$ and $X$ are the discrete Weyl operators, ${ }^{129}$ which are defined as

$$
\begin{equation*}
Z:=\sum_{k=0}^{d-1} \mathrm{e}^{2 \pi \mathrm{i} k / d}|k\rangle\langle k|, \quad X:=\sum_{k=0}^{d-1}|k+1\rangle\langle k| . \tag{169}
\end{equation*}
$$

Conditioned on the outcomes $\left(z_{j}, x_{j}\right)$ of the Bell measurement on $\vec{R}_{j}$, the unitary $Z_{B}^{z_{1}+\cdots+z_{n}} X_{B}^{x_{1}+\cdots+x_{n}}$ is applied to the system $B$, where the addition is performed modulo $d$. Let $\vec{z}, \vec{x} \in[d]^{\times n}$ and define

$$
\begin{gather*}
M_{\vec{R}_{1} \vec{R}_{2} \cdots \vec{R}_{n}}^{\vec{z}, \overrightarrow{P_{2}}}:=\Phi_{\vec{R}_{1}}^{z_{1}, x_{1}} \otimes \Phi_{\vec{R}_{2}}^{z_{2}, x_{2}} \otimes \cdots \otimes \Phi_{\vec{R}_{n}}^{z_{n}, x_{n}},  \tag{170}\\
W_{B}^{\vec{z}, \vec{x}}:=Z_{B}^{z_{1}+\cdots+z_{n}} X_{B}^{x_{1}+\cdots+x_{n}}, \tag{171}
\end{gather*}
$$

where the addition in the second line is performed modulo $d$. Then, the LOCC quantum channel corresponding to the entanglement swapping protocol with $n \geq 1$ intermediate nodes is

$$
\begin{align*}
& \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n}\left(\rho_{\left.A \vec{R}_{1} \cdots \vec{R}_{n} B\right)}\right. \\
& \quad:=\sum_{\vec{z}, \vec{x} \in[d]^{\times n}} \operatorname{Tr}_{\vec{R}_{1} \cdots \vec{R}_{n}}\left[M_{\vec{R}_{1} \cdots \vec{R}_{n}}^{\vec{z}, \vec{x}} W_{B}^{\vec{z}, \vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\left(W_{B}^{\vec{z}, \vec{x}}\right)^{\dagger}\right] .\right. \tag{172}
\end{align*}
$$

The standard entanglement swapping protocol ${ }^{39}$ corresponds to the input state


Fig. 10. A chain of five nodes corresponding to the entanglement swapping protocol with $n=3$ intermediate nodes. The red lines represent maximally entangled states. The goal of the entanglement swapping protocol is to establish entanglement between $A$ and $B$. The protocol proceeds by first performing a Bell-basis measurement on the systems at the nodes $\vec{R}_{j}, 1 \leq j \leq n$, and communicating the results of the measurement to $B$, who applies a correction operation based on the outcomes.

$$
\begin{equation*}
\rho_{A \vec{R}_{1} \vec{R}_{2} \cdots \vec{R}_{n} B}=\Phi_{A R_{1}^{1}} \otimes \Phi_{R_{1}^{2} R_{2}^{1}} \otimes \cdots \otimes \Phi_{R_{n-1}^{2} R_{n}^{1}} \otimes \Phi_{R_{n}^{2} B} \tag{173}
\end{equation*}
$$

This scenario is shown in Fig. 10. Indeed, it can be shown that

$$
\begin{equation*}
\mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n}\left(\Phi_{A R_{1}^{1}} \otimes \Phi_{R_{1}^{2} R_{2}^{1}} \otimes \cdots \otimes \Phi_{R_{n-1}^{2} R_{n}^{1}} \otimes \Phi_{R_{n}^{2} B}\right)=\Phi_{A B} . \tag{174}
\end{equation*}
$$

Furthermore, the standard teleportation protocol ${ }^{12}$ corresponds to $n=1$ and the input state

$$
\begin{equation*}
\rho_{A \vec{R}_{1} B}=\sigma_{R_{1}^{1}} \otimes \Phi_{R_{1}^{2} B}, \tag{175}
\end{equation*}
$$

where $A=\varnothing$ is a trivial (one-dimensional) system and $\sigma_{R_{1}^{1}}$ is an arbitrary $d$-dimensional quantum state, so that

$$
\begin{equation*}
\mathcal{L}_{\vec{R}_{1} \rightarrow B}^{\mathrm{ES} ; 1}\left(\sigma_{R_{1}^{1}} \otimes \Phi_{R_{1}^{2} B}\right)=\sigma_{B}, \tag{176}
\end{equation*}
$$

as expected.
Proposition III. 1 (Fidelity after entanglement swapping). For all $n \geq 1$ and all states $\rho_{A R_{1}^{1}}^{1}, \rho_{R_{1}^{2} R_{2}^{1}}^{2}, \ldots, \rho_{R_{n}^{2} B}^{n+1}$, the fidelity of the maximally entangled state with the state after entanglement swapping of $\rho_{A R_{1}^{1}}^{1}, \rho_{R_{1}^{2} R_{2}^{1}}^{2}, \ldots, \rho_{R_{n}^{2} B}^{n+1}$ is given by

$$
\begin{align*}
& \left\langle\left.\Phi\right|_{A B} \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ;}\left(\rho_{A R_{1}^{1}}^{1} \otimes \rho_{R_{1}^{2} R_{2}^{1}}^{2} \otimes \cdots \otimes \rho_{R_{n}^{2} B}^{n+1}\right) \mid \Phi\right\rangle_{A B} \\
& =\sum_{\vec{z}, \vec{x} \in[d]^{\times n}}^{d-1}\left\langle\Phi^{z^{\prime}, x^{\prime}}\right| \rho_{A R_{1}^{1}}^{1}\left|\Phi^{z^{\prime}, x^{\prime}}\right\rangle\left\langle\Phi^{z_{1}, x_{1}}\right| \rho_{R_{1}^{2} R_{2}^{1}}^{2}\left|\Phi^{z_{1}, x_{1}}\right\rangle \cdots \\
& \left\langle\Phi^{z_{n}, x_{n}}\right| \rho_{R_{n}^{2} B}^{n+1}\left|\Phi^{z_{n}, x_{n}}\right\rangle, \tag{177}
\end{align*}
$$

where $z^{\prime}=-z_{1}-z_{2}-\cdots-z_{n}$ and $x^{\prime}=-x_{1}-x_{2}-\cdots-x_{n}$.
Proof. See Appendix E 1.
A simple way to make the entanglement swapping protocol probabilistic is to modify the measurement operators $M_{\vec{R}_{1} \cdots \vec{R}_{n}}^{\vec{z}, \vec{x}}$ in the ideal protocol as follows:

$$
\begin{equation*}
M_{\vec{R}_{1} \cdots \vec{R}_{n}}^{\vec{z}, \vec{x}} \rightarrow \widetilde{M}_{\vec{R}_{1} \cdots \vec{R}_{n}}^{\vec{z}_{n}, \vec{x} ; \vec{\alpha}_{n}}:=\Lambda_{\vec{R}_{1}}^{z_{1}, x_{1}, \alpha_{1}} \otimes \cdots \otimes \Lambda_{\vec{R}_{n}}^{z_{n}, x_{n}, \alpha_{n}} \tag{178}
\end{equation*}
$$

where $\left\{\Lambda_{\vec{R}_{j}}^{z_{j}, x_{j}, \alpha_{j}}\right\}_{z_{j}, x_{j}, \alpha_{j} \in\{0,1\}}, j \in\{1,2, \ldots, n\}$ are POVMs, such that

$$
\begin{equation*}
\Lambda_{\vec{R}_{j}}^{z_{j}, x_{j}, 1}=q_{j} \Phi_{\vec{R}_{j}}^{z_{j}, x_{j}} \tag{179}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{z_{j}, x_{j} \in\{0,1\}} \Lambda_{\vec{R}_{j}}^{z_{j} x_{j}, 0}=\left(1-q_{j}\right) \mathbb{1}_{\vec{R}_{j}} \tag{180}
\end{equation*}
$$

The values $q_{j} \in[0,1]$ represent the success probability of the Bellbasis measurement at the $j$ th intermediate node. We then define the LOCC instrument channel for the probabilistic entanglement swapping protocol as follows:

$$
\begin{align*}
& \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
& \quad:=|0\rangle\langle 0| \otimes \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
& \quad+|1\rangle\langle 1| \otimes \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n ; 1}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \tag{181}
\end{align*}
$$

where

$$
\begin{align*}
& \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} n: 1}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
& \quad:=\sum_{\vec{z}, \vec{x} \in\{0,1\}^{n}} \operatorname{Tr}_{\vec{R}_{1} \cdots \vec{R}_{n}}\left[\widetilde{M}_{\vec{R}_{1} \cdots \overrightarrow{R_{k}}, \overrightarrow{1}}^{\vec{z}} \vec{R}_{B}^{\vec{z}, \vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\left(W_{B}^{\vec{z}, \vec{x}}\right)^{\dagger}\right]\right.  \tag{182}\\
& \quad=q_{1} \cdots q_{n} \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \tag{183}
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} \rightarrow A B}^{\mathrm{ES} ; n ; 0}\left(\rho_{\left.A \vec{R}_{1} \cdots \vec{R}_{n} B\right)}\right. \\
& \quad:=\sum_{\substack{\vec{z}, \vec{x}, \vec{\alpha} \in\{0,1\}^{n} \\
\vec{\alpha} \neq \overrightarrow{1}}} \operatorname{Tr}_{\vec{R}_{1} \cdots \vec{R}_{n}}\left[\widetilde{M}_{\overrightarrow{\vec{R}_{1}} \cdots \overrightarrow{\vec{x}}, \vec{R}_{n}} W_{B}^{\vec{z}, \vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\left(W_{B}^{\vec{z}, \vec{x}}\right)^{\dagger}\right] . \tag{184}
\end{align*}
$$

Then, the success probability of the protocol is

$$
\begin{equation*}
\operatorname{Tr}\left[\widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES} ; n ; 1}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\right]=q_{1} \cdots q_{n} \tag{185}
\end{equation*}
$$

for every state $\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}$.

## 2. GHZ entanglement swapping protocol

The previous example takes a chain of Bell states and transforms them into a Bell state shared by the end nodes of the chain. In this example, we look at a protocol that takes the same chain of Bell states and transforms them instead to a multi-qubit GHZ state, which is defined as ${ }^{130}$

$$
\begin{equation*}
\left|\mathrm{GHZ}_{n}\right\rangle:=\frac{1}{\sqrt{2}}\left(|0\rangle^{\otimes n}+|1\rangle^{\otimes n}\right) \tag{186}
\end{equation*}
$$

We call this protocol as the GHZ entanglement swapping protocol.
The protocol for transforming a chain of two Bell states to a three-party GHZ state is shown in Fig. 11. First, the two qubits $R_{1}^{1}$ and $R_{1}^{2}$ in the central node are entangled with a CNOT gate, followed by a measurement of $R_{1}^{2}$ in the standard basis (with corresponding POVM $\{|0\rangle\langle 0|,|1\rangle\langle 1|\})$. The result $x \in\{0,1\}$ is communicated to $B$, where the correction operation $X_{B}^{x}$ is applied. The LOCC channel corresponding to this protocol is

$$
\begin{equation*}
\mathcal{L}_{A \vec{R}_{1} B}^{\mathrm{GHZ} ; 1}\left(\rho_{A \vec{R}_{1} B}\right)=\sum_{x=0}^{1}\left(K_{\vec{R}_{1}}^{x} \otimes X_{B}^{x}\right) \rho_{A \vec{R}_{1} B}\left(K_{\vec{R}_{1}}^{x} \otimes X_{B}^{x}\right)^{\dagger} \tag{187}
\end{equation*}
$$

where

$$
\begin{gather*}
K_{\vec{R}_{1}}^{x}:=\left\langle\left. x\right|_{R_{1}^{2}} \mathrm{CNOT}_{\vec{R}_{1}}\right.  \tag{188}\\
\mathrm{CNOT}_{\vec{R}_{1}}:=|0\rangle\left\langle\left. 0\right|_{R_{1}^{1}} \otimes \mathbb{1}_{R_{1}^{2}}+\mid 1\right\rangle\left\langle\left. 1\right|_{R_{1}^{1}} \otimes X_{R_{1}^{2}}\right. \tag{189}
\end{gather*}
$$

The protocol shown in Fig. 11, with the corresponding LOCC quantum channel in (187), can be easily extended to a scenario with $n>1$ intermediate nodes. In this case, the node $\vec{R}_{1}$ starts by applying the gate $\mathrm{CNOT}_{\vec{R}_{1}}$ to its qubits and then measuring the qubit $R_{1}^{2}$ in the standard basis. The outcome of this measurement is sent to the node $\vec{R}_{2}$, and the corresponding correction operation is applied to the qubit $R_{2}^{1}$. Then, the gate $\mathrm{CNOT}_{\vec{R}_{2}}$ is applied to the qubits at $\vec{R}_{2}$, followed by a standard-basis measurement of $R_{2}^{2}$ and communication of the outcome to $\vec{R}_{3}$ and a correction operation on $R_{3}^{1}$. This proceeds in sequence until the $n$th intermediate node $\vec{R}_{n}$, which sends its measurement outcome to $B$, which applies the appropriate correction operation. The LOCC channel for this protocol is

$$
\begin{equation*}
\mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} B}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right):=\sum_{\vec{x} \in\{0,1\}^{n}} P_{\vec{R}_{1} \cdots \vec{R}_{n} B}^{\vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)_{\vec{R}_{1} \cdots \vec{R}_{n} B}^{\vec{x} \dagger} \tag{190}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{\vec{R}_{1} \cdots \vec{R}_{n} B}^{\vec{x}}:=K_{\vec{R}_{1}}^{x_{1}} \otimes K_{\vec{R}_{2}}^{x_{2}} X_{R_{2}^{1}}^{x_{1}} \otimes \cdots \otimes K_{\vec{R}_{n}}^{x_{n}} X_{R_{n}^{1}}^{x_{n-1}} \otimes X_{B}^{x_{n}} \tag{191}
\end{equation*}
$$

for all $\vec{x} \in\{0,1\}^{n}$. If the input state to this channel is

$$
\begin{equation*}
\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}=\Phi_{A R_{1}^{1}} \otimes \Phi_{R_{1}^{2} R_{2}^{1}} \otimes \cdots \otimes \Phi_{R_{n-1}^{2} R_{n}^{1}} \otimes \Phi_{R_{n}^{2} B} \tag{192}
\end{equation*}
$$

then the output is a $(n+2)$-party GHZ state given by the state vector $\left|\mathrm{GHZ}_{n+2}\right\rangle_{A R_{1}^{1} \cdots R_{n}^{1} B}$ as defined in (186), i.e.,


Fig. 11. The GHZ entanglement swapping protocol with one intermediate node. The two qubits in the central node are entangled using the CNOT gate, after which the qubit $R_{1}^{2}$ is measured in the standard basis. The result $x \in\{0,1\}$ of the measurement is communicated to $B$, where the gate $X_{B}^{X}$ is applied.

$$
\begin{align*}
& \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ}}\left(\Phi_{A R_{1}^{1}} \otimes \Phi_{R_{1}^{2} R_{2}^{1}} \otimes \cdots \otimes \Phi_{R_{n-1}^{2} R_{n}^{1}} \otimes \Phi_{R_{n}^{2} B}\right) \\
& \quad=\left|\mathrm{GHZ}_{n+2}\right\rangle\left\langle\mathrm{GHZ}_{n+2}\right| . \tag{193}
\end{align*}
$$

Proposition III. 2 (Fidelity after GHZ entanglement swapping). For all $n \geq 1$ and for all states $\rho_{A R^{1}}^{1}, \rho_{R_{1}^{2} R^{1}}^{2}, \ldots, \rho_{R_{n}^{2} B}^{n+1}$, the fidelity of the $(n+2)$-party GHZ state with the state after the GHZ entanglement swapping of $\rho_{A R_{1}^{1}}^{1}, \rho_{R_{1}^{2} R_{2}^{1}}^{2}, \ldots, \rho_{R_{n}^{2} B}^{n+1}$ is

$$
\left\langle\mathrm{GHZ}_{n+2}\right| \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} ; n}\left(\rho_{A R_{1}^{1}}^{1} \otimes \rho_{R_{1}^{2} 1_{2}^{2}}^{2} \otimes \cdots \otimes \rho_{R_{n}^{2} B}^{n+1}\right)\left|\mathrm{GHZ}_{n+2}\right\rangle
$$

$$
\begin{align*}
= & \sum_{z_{1}, \ldots, z_{n}=0}^{1}\left\langle\Phi^{z_{1}+\cdots+z_{n}, 0}\right| \rho_{A R_{1}^{1}}\left|\Phi^{z_{1}+\cdots+z_{n}, 0}\right\rangle \\
& \times\left\langle\Phi^{z_{1}, 0}\right| \rho_{R_{1}^{2} R_{2}^{1}}^{2}\left|\Phi^{z_{1}, 0}\right\rangle \cdots\left\langle\Phi^{z_{n}, 0}\right| \rho_{R_{n}^{2}}^{n+1}\left|\Phi^{z_{n}, 0}\right\rangle . \tag{194}
\end{align*}
$$

Proof. See Appendix E2.
The GHZ entanglement swapping protocol can be made probabilistic in a manner similar to the entanglement swapping protocol. We start by writing (190) as follows:

$$
\begin{align*}
& \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n}}\right) \\
&= \sum_{\vec{x} \in\{0,1\}^{n}} \operatorname{Tr}_{R_{1}^{2} \cdots R_{n}^{2}}\left[| \vec { x } \rangle \left\langle\left.\vec{x}\right|_{R_{1}^{2} \cdots R_{n}^{2}} C_{\vec{R}_{1} \cdots \vec{R}_{n}} X_{R_{2}^{1} \cdots R_{n}^{1} B}^{\vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\right.\right. \\
&\left.\quad \times X_{R_{2}^{1} \cdots R_{n}^{1} B} C_{\vec{R}_{1} \cdots \vec{R}_{n}}\right] \tag{195}
\end{align*}
$$

where

$$
\begin{gather*}
C_{\vec{R}_{1} \cdots \vec{R}_{n}}:=\operatorname{CNOT}_{\vec{R}_{1}} \otimes \cdots \otimes \mathrm{CNOT}_{\vec{R}_{n}},  \tag{196}\\
X_{R_{2}^{1} \cdots R_{n}^{1} B}^{\vec{x}}:=X_{R_{2}^{1}}^{x_{1}} \otimes \cdots \otimes X_{B}^{x_{n}} . \tag{197}
\end{gather*}
$$

Then, to make the protocol probabilistic, we can make the following simple modification:

$$
\begin{equation*}
|\vec{x}\rangle\left\langle\left.\vec{x}\right|_{R_{1}^{2} \cdots R_{n}^{2}} \rightarrow \Lambda_{R_{1}^{2}}^{\vec{x}, \vec{\alpha}} R_{n}^{2}:=\Lambda_{R_{1}^{2}}^{x_{1}, \alpha_{1}} \otimes \cdots \otimes \Lambda_{R_{n}^{2}}^{x_{n}, \alpha_{n}},\right. \tag{198}
\end{equation*}
$$

where $\left\{\Lambda_{R_{j}^{j}}^{x_{j}, \alpha_{j}}\right\}_{x_{j}, \alpha_{j} \in\{0,1\}}, j \in\{1,2, \ldots, n\}$ are POVMs, such that

$$
\begin{gather*}
\Lambda_{R_{j}^{2}}^{x_{k}, 1}=q_{j}\left|x_{j}\right\rangle\left\langle\left. x_{j}\right|_{R_{j}^{2}}\right.  \tag{199}\\
\sum_{x_{j} \in\{0,1\}} \Lambda_{R_{j}^{2}}^{x_{j}, 0}=\left(1-q_{j}\right) \mathbb{1}_{R_{j}^{2}} \tag{200}
\end{gather*}
$$

The values $q_{j} \in[0,1]$ represent the success probability of the standard-basis measurement at the $j$ th intermediate node. Then, we define the LOCC quantum instrument channel for the GHZ entanglement swapping protocol as follows:

$$
\begin{align*}
& \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
& \quad:=|0\rangle\langle 0| \otimes \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots ; \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} B ; 0}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
& \quad+|1\rangle\langle 1| \otimes \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right), \tag{201}
\end{align*}
$$

where

$$
\begin{align*}
& \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} ; n 1}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
& \quad=\sum_{\vec{x} \in\{0,1\}^{n}} \operatorname{Tr}_{R_{1}^{2} \cdots R_{n}^{2}}\left[\Lambda_{R_{1}^{2} \cdots R_{n}^{2}}^{\vec{x}, \overrightarrow{1}} C_{\vec{R}_{1} \cdots \vec{R}_{n}} X_{R_{2}^{1} \cdots R_{n}^{1} B}^{\vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) X_{R_{2}^{1} \cdots R_{n}^{1} B}^{\vec{x}} C_{\vec{R}_{1} \cdots \vec{R}_{n}}\right] \\
& \quad=q_{1 \cdots q_{n} \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots A R_{n}^{1} B}^{\mathrm{GHZ}}\left(\rho_{\left.A \vec{R}_{1} \cdots \vec{R}_{n} B\right)}\right.}=\text { (202) } \tag{202}
\end{align*}
$$

$$
\begin{align*}
& \text { and } \\
& \qquad \begin{aligned}
& \widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} ; n ; 0}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \\
&:= \sum_{\substack{\vec{x}, \vec{\alpha} \in\{0,1\}^{n} \\
\\
\vec{\alpha} \neq \overrightarrow{1}}} \operatorname{Tr}_{R_{1}^{1} \cdots R_{n}^{1}}\left[\Lambda_{R_{1}^{1} \cdots R_{n}^{1}}^{\vec{x}, \vec{\alpha}} C_{\vec{R}_{1} \cdots \vec{R}_{n}} X_{R_{2}^{1} \cdots R_{n}^{1} B}^{\vec{x}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\right. \\
&\left.\quad \times X_{R_{2}^{1} \cdots R_{n}^{1} B}^{\vec{x}} C_{\vec{R}_{1} \cdots \vec{R}_{n}}\right]
\end{aligned}
\end{align*}
$$

Then, the success probability of the protocol is

$$
\begin{equation*}
\operatorname{Tr}\left[\widetilde{\mathcal{L}}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} ; n \cdot 1}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\right]=q_{1} \ldots q_{n} \tag{204}
\end{equation*}
$$

for every state $\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}$.

## 3. Graph state distribution protocal

We now consider an example of distributing an arbitrary graph state, which can be viewed as a special case of the procedure considered in Ref. 73. A graph state ${ }^{131-133}$ is a multi-qubit quantum state defined using graphs.

Consider a graph $G=(V, E)$, which consists of a set $V$ of vertices and a set $E$ of edges. For the purpose of this example, $G$ is an undirected graph, and $E$ is a set of two-element subsets of $V$. The graph state $|G\rangle$ is an $n$-qubit quantum state $|G\rangle_{A_{1} \cdots A_{n}}$ with $n=|V|$, which is defined as

$$
\begin{equation*}
|G\rangle_{A_{1} \cdots A_{n}}:=\frac{1}{\sqrt{2^{n}}} \sum_{\vec{\alpha} \in\{0,1\}^{n}}(-1)^{\frac{1}{2} \vec{\alpha}^{\mathrm{T}} A(G) \vec{\alpha}}|\vec{\alpha}\rangle \tag{205}
\end{equation*}
$$

where $A(G)$ is the adjacency matrix of $G$, which is defined as

$$
A(G)_{i, j}= \begin{cases}1 & \text { if }\left\{v_{i}, v_{j}\right\} \in E  \tag{206}\\ 0, & \text { otherwise }\end{cases}
$$

and $\vec{\alpha}$ is the column vector $\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{\mathrm{T}}$. It is easy to show that

$$
\begin{equation*}
|G\rangle_{A_{1} \cdots A_{n}}=\mathrm{CZ}(G)\left(|+\rangle_{A_{1}} \otimes \cdots \otimes|+\rangle_{A_{n}}\right) \tag{207}
\end{equation*}
$$

where $|+\rangle:=\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$ and
with $C Z_{A_{i} A_{j}}:=|0\rangle\left\langle\left. 0\right|_{A_{i}} \otimes \mathbb{1}_{A_{j}}+\mid 1\right\rangle\left\langle\left. 1\right|_{A_{i}} \otimes Z_{A_{j}}\right.$ being the controlled- $Z$ gate.

Now, consider the scenario depicted in Fig. 12 in which $n=4$ nodes share Bell states with a central node. The task is for the central node to distribute the graph state $|G\rangle$ to the outer nodes. One possible procedure is for the central node to locally prepare the graph state and then to teleport the individual qubits using the Bell states. However, it is possible to perform a slightly simpler procedure that does not require the additional qubits needed to prepare the graph state locally. In fact, the following deterministic procedure produces the required graph state $|G\rangle$ shared by the nodes $A_{1}, \ldots, A_{n}$.

1. The central node applies $C Z(G)$ to the qubits $R_{1}, \ldots, R_{n}$.
2. On each of the qubits $R_{1}, \ldots, R_{n}$, the central node performs the measurement defined by the POVM $\{|+\rangle\langle+|,|-\rangle\langle-|\}$, where

$\vec{x}=\left(x_{1}, \ldots, x_{n}\right)$, where $x_{i}=0$ corresponds to the " + " outcome and $x_{i}=1$ corresponds to the "-" outcome. The central node communicates outcome $x_{i}$ to the node $A_{i}$.
3. The nodes $A_{i}$ apply $Z^{x_{i}}$ to their qubit. In other words, if $x_{i}=0$, then $A_{i}$ does nothing, and if $x_{i}=1$, then $A_{i}$ applies $Z$ to their qubit.
Let us prove that this protocol achieves the desired outcome. First, we observe that

$$
\begin{equation*}
|\Phi\rangle_{A_{1} R_{1}} \otimes \cdots \otimes|\Phi\rangle_{A_{n} R_{n}}=\frac{1}{\sqrt{2^{n}}} \sum_{\vec{\alpha} \in\{0,1\}^{n}}|\vec{\alpha}\rangle_{A_{1} \cdots A_{n}}|\vec{\alpha}\rangle_{R_{1} \cdots R_{n}} . \tag{209}
\end{equation*}
$$

Then, after the first step, the state is

$$
\begin{align*}
& \frac{1}{\sqrt{2^{n}}} \sum_{\vec{\alpha} \in\{0,1\}^{n}}|\vec{\alpha}\rangle_{A_{1} \cdots A_{n}} \mathrm{CZ}(G)|\vec{\alpha}\rangle_{R_{1} \cdots R_{n}} \\
& \quad=\frac{1}{\sqrt{2^{n}}} \sum_{\vec{\alpha} \in\{0,1\}^{n}}(-1)^{\frac{1 \vec{\alpha}^{\mathrm{T}}}{} \mathrm{~T} A(G) \vec{\alpha}}|\vec{\alpha}\rangle_{A_{1} \cdots A_{n}}|\vec{\alpha}\rangle_{R_{1} \cdots R_{n}}, \tag{210}
\end{align*}
$$

where we have used the fact that

Then, we find that for every outcome string $\left(x_{1}, \ldots, x_{n}\right)$ of the measurement on the qubits $R_{1}, \ldots, R_{n}$, the corresponding (unnormalized) post-measurement state is

$$
\begin{equation*}
\frac{1}{2^{n}} \sum_{\vec{\alpha} \in\{0,1\}^{n}}(-1)^{\frac{1 \bar{\alpha}^{\top}}{}} A(G) \vec{\alpha}(-1)^{\alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}}|\vec{\alpha}\rangle_{A_{1} \cdots A_{n}} . \tag{212}
\end{equation*}
$$

Then, using the fact that $Z^{x}|\alpha\rangle=(-1)^{\alpha x}|\alpha\rangle$ for all $x, \alpha \in\{0,1\}$, we find that at the end of the second step, the (unnormalized) state is

$$
\begin{align*}
& \frac{1}{2^{n}}\left(Z_{A_{1}}^{x_{1}} \otimes \cdots \otimes Z_{A_{n}}^{x_{n}}\right) \sum_{\vec{\alpha} \in\{0,1\}^{n}}(-1)^{\frac{1}{2} \bar{x}^{\top}} A(G) \vec{\alpha} \\
& \vec{\alpha}\rangle_{A_{1} \cdots A_{n}}  \tag{213}\\
& \quad=\frac{1}{\sqrt{2^{n}}}\left(Z_{A_{1}}^{x_{1}} \otimes \cdots \otimes Z_{A_{n}}^{x_{n}}\right)|G\rangle_{A_{1} \cdots A_{n}},
\end{align*}
$$

for all $\left(x_{1}, \ldots, x_{n}\right) \in\{0,1\}^{n}$. From this, we see that up to local Pauli- $z$ corrections, the post-measurement state is equal to the desired graph state $|G\rangle$ with probability $1 / 2^{n}$ for every measurement outcome string $\left(x_{1}, \ldots, x_{n}\right)$. Once all of the nodes $A_{i}$ receive their corresponding outcome $x_{i}$ and apply the correction $Z_{A_{i}}^{x_{i}}$, the nodes $A_{1}, \ldots, A_{n}$ share the graph state $|G\rangle$. As a result of the classical communication of the measurement outcomes and the subsequent correction operations, the protocol is deterministic.

The protocol described above has the following representation as an LOCC channel:

$$
\begin{align*}
& \mathcal{L}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right) \\
& \quad:=\sum_{\vec{x} \in\{0,1\}^{n}}\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes\left\langle\left.\vec{x}\right|_{R_{1}^{n}} H^{\otimes n} \mathrm{CZ}(G)_{R_{1}^{n}}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\right. \\
& \quad \times\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes \mathrm{CZ}(G)_{R_{1}^{n}}^{\dagger} H^{\otimes n}|\vec{x}\rangle_{R_{1}^{n}}\right), \tag{214}
\end{align*}
$$

for every state $\rho_{A_{1}^{n} R_{1}^{n}}$, where $H=|+\rangle\langle 0|+|-\rangle\langle 1|$ is the Hadamard operator, and we have let

$$
\begin{equation*}
Z_{A_{1} \cdots A_{n}}^{\vec{x}}:=Z_{A_{1}}^{x_{1}} \otimes \cdots \otimes Z_{A_{n}}^{x_{n}} . \tag{215}
\end{equation*}
$$

We have also used the abbreviation $A_{1}^{n} \equiv A_{1} A_{2} \ldots A_{n}$, and similarly for $R_{1}^{n}$. Using the fact that

$$
\begin{equation*}
\mathrm{CZ}(G) H^{\otimes n}|\vec{x}\rangle=Z^{\vec{x}}|G\rangle \tag{216}
\end{equation*}
$$

for all $\vec{x} \in\{0,1\}^{n}$, and letting

$$
\begin{equation*}
\left|G^{\vec{x}}\right\rangle:=Z^{\vec{x}}|G\rangle \tag{217}
\end{equation*}
$$

we can write the channel in the following simpler form:

$$
\begin{equation*}
\mathcal{L}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)=\sum_{\vec{x} \in\{0,1\}^{n}}\left(Z _ { A _ { 1 } ^ { n } } ^ { \vec { x } } \otimes \langle G ^ { \vec { x } } | _ { R _ { 1 } ^ { n } } ) \left(\rho_{A_{1}^{n} R_{1}^{n}}\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes\left|G^{\vec{x}}\right\rangle_{R_{1}^{n}}\right) .\right.\right. \tag{218}
\end{equation*}
$$

From this, we see that the protocol can be thought of as measuring the systems $R_{1}, \ldots, R_{n}$ according to the POVM $\left\{\left|G^{\vec{x}}\right\rangle\left\langle G^{\vec{x}}\right|\right\}_{\vec{x} \in\{0,1\}^{n}}$ and, conditioned on the outcome $\vec{x}$, applying the correction operation $Z^{\vec{x}}$ to the systems $A_{1}, \ldots, A_{n}$. Note that $\left\{\left|G^{\vec{x}}\right\rangle\left\langle G^{\vec{x}}\right|\right\}_{\vec{x} \in\{0,1\}^{n}}$ is, indeed, a POVM due to the fact that

$$
\begin{equation*}
\left|G^{\vec{x}}\right\rangle=\mathrm{CZ}(G) H^{\otimes n}|\vec{x}\rangle, \tag{219}
\end{equation*}
$$

for all $\vec{x} \in\{0,1\}^{n}$, which follows from (216) and (217), so that

$$
\begin{equation*}
\sum_{\vec{x} \in\{0,1\}^{n}}\left|G^{\vec{x}}\right\rangle\left\langle G^{\vec{x}}\right|=\mathrm{CZ}(G) H^{\otimes n} \underbrace{\sum_{\vec{x} \in\{0,1\}^{n}}|\vec{x}\rangle\langle\vec{x}|}_{\mathbb{x}} H^{\otimes n} \mathrm{CZ}(G)^{\dagger}=\mathbb{1} . \tag{220}
\end{equation*}
$$

Proposition III. 3 (Fidelity after graph state distribution). For all $n \geq 2$, every graph $G$ with $n$ vertices, and all two-qubit states $\rho_{A_{1} R_{1}}^{1}, \rho_{A_{2} R_{2}}^{2}, \ldots, \rho_{A_{h} R_{n}}^{n}$, the fidelity of the graph state $|G\rangle$ with the state after the graph state distribution protocol applied to $\rho_{A_{1} R_{1}}^{1}, \rho_{A_{2} R_{2}}^{2}, \ldots, \rho_{A_{n} R_{n}}^{n}$ is

$$
\begin{align*}
& \langle G| \mathcal{L}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1} R_{1}}^{1} \otimes \cdots \otimes \rho_{A_{n} R_{n}}^{n}\right)|G\rangle \\
& =\sum_{\vec{x} \in\{0,1\}^{n}}\left\langle\Phi^{z_{1}, x_{1}}\right| \rho_{A_{1} R_{1}}^{1}\left|\Phi^{z_{1}, x_{1}}\right\rangle\left\langle\Phi^{z_{2}, x_{2}}\right| \rho_{A_{2} R_{2}}^{2}\left|\Phi^{z_{2}, x_{2}}\right\rangle \\
& \quad \cdots\left\langle\Phi^{z_{n}, x_{n}}\right| \rho_{A_{n} R_{n}}^{n}\left|\Phi^{z_{n}, x_{n}}\right\rangle, \tag{221}
\end{align*}
$$

where the column vector $\vec{z}=\left(z_{1}, \ldots, z_{n}\right)^{\mathrm{T}}$ is given by $\vec{z}=A(G) \vec{x}$, with $A(G)$ the adjacency matrix of $G$.

Proof. See Appendix E 3.
In order to make the graph state distribution protocol probabilistic, we can make the following modification:

$$
\begin{equation*}
\left|G^{\vec{x}}\right\rangle\left\langle\left. G^{\vec{x}}\right|_{R_{1}^{n}} \rightarrow \Lambda_{R_{1}^{n}}^{\vec{x}, \alpha},\right. \tag{222}
\end{equation*}
$$

where $\left\{\Lambda_{R_{1}^{\prime}}^{\vec{\alpha}, \alpha}\right\}_{\vec{\chi} \in\{0,1\}^{n}, \alpha \in\{0,1\}}$ is a POVM, such that

$$
\begin{gather*}
\Lambda_{R_{1}^{\vec{x}}, 1}^{\vec{x},}=q\left|G^{\overrightarrow{\vec{a}}}\right\rangle\left\langle\left. G^{\vec{x}}\right|_{R_{1}^{n}},\right.  \tag{223}\\
\sum_{\vec{x} \in\{0,1\}} \Lambda_{R_{1}^{n}}^{\vec{x}, 0}=(1-q) \mathbb{1}_{R_{1}^{n}} . \tag{224}
\end{gather*}
$$

The value $q \in[0,1]$ represents the success probability of the measurement defined by the POVM $\left\{\left|G^{\vec{x}}\right\rangle\left\langle\left. G^{\vec{x}}\right|_{R_{1}^{n}}\right\}_{\vec{x} \in\{0,1\}^{n}}\right.$. Then, we define


Fig. 12. Depiction of a protocol for distributing a graph state among four nodes $A_{1}, A_{2}, A_{3}$, and $A_{4}$, all of which initially share Bell states with the central node.
the LOCC quantum instrument channel for the graph state distribution protocol as follows:

$$
\begin{align*}
\widetilde{\mathcal{L}}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right):= & |0\rangle\langle 0| \otimes \widetilde{\mathcal{L}}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G) ; 0}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right) \\
& +|1\rangle\langle 1| \otimes \widetilde{\mathcal{L}}_{A_{1}^{R} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right), \tag{225}
\end{align*}
$$

where

$$
\begin{align*}
& \widetilde{\mathcal{L}}_{A_{1}^{n} R_{1}^{R_{1}} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right) \\
& \quad=\sum_{\vec{x} \in\{0,1\}^{n}} \operatorname{Tr}_{R_{1}^{n}}\left[\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes \Lambda_{R_{1}^{n}}^{\overrightarrow{\vec{x}}, 1}\right)\left(\rho_{\left.A_{1}^{n} R_{1}^{n}\right)}\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes \mathbb{1}_{R_{1}^{n}}\right)\right]\right. \\
& \quad=q \mathcal{L}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right) \tag{226}
\end{align*}
$$

and

$$
\begin{equation*}
\widetilde{\mathcal{L}}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G) ; 0}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)=\sum_{\vec{x} \in\{0,1\}^{n}} \operatorname{Tr}_{R_{1}^{n}}\left[\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes \Lambda_{R_{1}^{n}}^{\vec{x}, 0}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\left(Z_{A_{1}^{n}}^{\vec{x}} \otimes \mathbb{1}_{R_{1}^{n}}\right)\right] . \tag{227}
\end{equation*}
$$

Then, the success probability of the protocol is

$$
\begin{equation*}
\operatorname{Tr}\left[\widetilde{\mathcal{L}}_{A_{1}^{n} R_{1}^{n} \rightarrow A_{1}^{n}}^{(G) ; 1}\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\right]=q, \tag{228}
\end{equation*}
$$

for every state $\rho_{A_{1}^{n} R_{1}^{n}}$.

## IV. ANALYSIS OF A QUANTUM NETWORK PROTOCOL

In Secs. II and III, we described in detail how to model elementary links in a quantum network using Markov decision processes. Then, we showed how to model entanglement distillation protocols and joining protocols (such as entanglement swapping) as LOCC channels. The upshot of these developments is that they give us a method for determining the quantum states of elementary and virtual links in a quantum network that depends explicitly on the underlying device parameters and noise processes that characterize the device, thereby allowing us to perform a more realistic analysis of entanglement distribution protocols, as we now show in this section.

In this section, we analyze a simple entanglement distribution protocol. Recall from Sec. I that the entanglement distribution refers to the task of creating virtual links-entanglement between non-adjacent nodes-from elementary links, which are entangled states shared by adjacent (physically connected) nodes. An entanglement distribution protocol can be thought of as a graph transformation, as done in Refs. 128 and 134 and depicted in Fig. 1. Starting with the graph $G=(V, E)$ of physical links in the network, the goal is to realize a new graph $G_{\text {target }}=\left(V, E_{\text {target }}\right)$ consisting of virtual links in addition to elementary links, such as the graph in the right-most panel of Fig. 1.

The protocol that we consider consists of two steps: generate elementary links and then perform joining protocols based on the given target graph. The protocol is described more formally in Fig. 13. Starting with the graph $G=(V, E)$ of elementary links, all of the elementary links independently undergo policies $\pi_{e}$, with $e \in E$. After $t \geq 1$ time steps, an algorithm ${ }^{128,134,135}$ finds paths for creating the virtual links specified by the target graph $G_{\text {target }}$, and the corresponding joining protocols are performed. If the entire target network cannot be achieved in $t$ time steps, then a decision is made to either conclude the protocol with the current configuration or to continue for another $t$ time steps under the same policies.

Remark IV.1. Note that in the protocol described in Fig. 13, the virtual links are created only when all of the required elementary links are active. This is of course not the most general procedure because it is in general possible to join some of the elementary links along a path while waiting for others to become active. To handle such general procedures requires developing MDPs for systems of multiple elementary links. While this is the subject of ongoing future work, we provide an example of how to extend the elementary-link MDP framework of Sec. II to a system of two elementary links, in which entanglement swapping is included, in Sec. V. We also note that the protocol in Fig. 13 uses fixed routing and path-finding algorithms from Refs. 128, 134, and 135. It is possible, in principle, to develop an MDP that takes into account routing. Doing so would allow us to obtain protocols that simultaneously optimize the actions of the elementary links, the joining operations, and the actions corresponding to routing, either directly using dynamic programing algorithms such as the one in Theorem II.3, or through reinforcement learning. These possibilities, and other possibilities for developing more sophisticated protocols using MDPs, are interesting directions for future work.

## A. Fidelity

In order to quantify the performance of the protocol described in Fig. 13, it is natural to ask what the fidelity of the resulting states of the elementary and virtual links are to prescribed target states. Thus, let us begin by showing, in general terms, how we could calculate the fidelity after $t$ time steps of our protocol.

First, we note that all of the elementary links are independent of each other. This is due to the fact that we assume that every node has a separate quantum system for every one of the elementary links associated with that node. Furthermore, we assume that every elementary link undergoes its own policy independent of the other elementary links. Therefore, after $t$ time steps, the quantum state of the network is

$$
\begin{equation*}
\rho_{G}^{\vec{\pi}}(t)=\otimes_{e \in E} \rho_{e}^{\pi_{e}}(t), \tag{229}
\end{equation*}
$$

```
    Quantum network protocol via Markov decision processes
Given
    - Graph \(G=(V, E)\) of elementary links.
    - Source states \(\rho_{e}^{S}\), transmission channels \(\mathcal{S}_{e}\), and heralding in-
    struments \(\left\{\mathcal{M}_{e}^{0}, \mathcal{M}_{e}^{1}\right\}\) for every edge \(e \in E\).
    - Time \(t \geq 1\).
    - A policy \(\pi_{e}\) for every edge \(e \in E\).
Required
    A target graph \(G_{\text {target }}=\left(V, E_{\text {target }}\right)\), with corresponding target
    states \(\rho_{e}^{\text {target }}\) and fidelity thresholds for every edge \(e \in E_{\text {target }}\).
Protocol
1. Every elementary link corresponding to \(e \in E\) follows the policy \(\pi_{e}\) for \(t\) time steps.
2. Given the configuration of active elementary links at the end of \(t\) time steps, an algorithm determines paths for forming the virtual links specified by \(E_{\text {target }}\), and the corresponding joining protocols are performed.
3. If the required target graph and fidelity thresholds are reached, then STOP; otherwise, decide:
(a) STOP; or
(b) CONTINUE: repeat Steps 1-3.
```

Fig. 13. Outline of a quantum network protocol based on Markov decision processes. Every elementary link in the network follows a policy for $t \geq 1$ time steps. At the end of the $t$ time steps, the appropriate paths in the network are found, and the corresponding joining protocols are performed in order to achieve the network corresponding to the target graph $G_{\text {target }}$.
where $\vec{\pi}=\left\{\pi_{e}: e \in E\right\}$ is a collection of policies for the individual elementary links, and every state $\rho_{e}^{\pi_{e}}(t)$ is given by (59), namely,

$$
\begin{equation*}
\rho_{e}^{\pi_{e}}(t)=\sum_{h^{t}} \operatorname{Pr}\left[H_{e}(t)=h^{t}\right]_{\pi_{e}}\left|h^{t}\right\rangle\left\langle h^{t}\right| \otimes \sigma_{e}\left(t \mid h^{t}\right) . \tag{230}
\end{equation*}
$$

Recall from (57) that $\operatorname{Pr}\left[H_{e}(t)=h^{t}\right]_{\pi_{e}}$ is the probability of the history $h^{t}$ with respect to the policy $\pi_{e}$, and $\sigma_{e}\left(t \mid h^{t}\right)$ is the quantum state of the elementary link conditioned on the history $h^{t}$, given by (60).

The state in (230) is a classical-quantum state that contains both classical information about the history of elementary link and the quantum state of the elementary link conditioned on every history. If we condition on an elementary link corresponding to $e \in E$ being active at time $t$, then the expected quantum state of the elementary link at time $t$ is ${ }^{58}$

$$
\begin{equation*}
\bar{\rho}_{e}^{\pi_{e}}(t):=\frac{1}{X_{e}^{\pi_{e}}(t)} \sum_{h^{t}: m_{t} \neq-1} \operatorname{Pr}\left[H_{e}(t)=h^{t}\right]_{\pi_{e}} \sigma_{e}\left(t \mid h^{t}\right) . \tag{231}
\end{equation*}
$$

From these states, we can calculate the quantum states of the virtual links in the target graph that are created via joining protocols. In general, the states are of the form (166). As a concrete example, let us consider the usual entanglement swapping protocol from Sec. III B 1. Let $w=\left(v_{1}, e_{1}, v_{2}, e_{2}, \ldots, e_{n}, v_{n+1}\right)$ be a path between two nonneighboring nodes $v_{1}$ and $v_{n+1}$, such that the entanglement swapping protocol along this path creates the virtual link given by the edge $\left\{v_{1}, v_{n+1}\right\}$. The quantum state at the input of the entanglement swapping protocol is $\otimes_{j=1}^{n} \bar{\rho}_{e_{j}}^{\pi_{j}}(t)$, and the output state conditioned on the
success of the protocol is $\mathcal{L}^{\mathrm{ES} ; n}\left(\otimes_{j=1}^{n} \bar{\rho}_{e_{j}}^{\pi_{e j}}(t)\right)$, where we recall the definition of $\mathcal{L}^{\mathrm{ES} ; n}$ in (172).

After the appropriate joining protocols are performed, and conditioned on their success, we obtain the target graph $G_{\text {target }}$ $=\left(V, E_{\text {target }}\right)$, and the corresponding quantum state has the form $\otimes_{e \in E_{\text {taget }}} \omega_{e}$, where if $e$ is a virtual link, obtained via a joining protocol, then $\omega_{e}$ is given by (166). Now, the target quantum state is simply a tensor product of the target states corresponding to the edges of the target graph, i.e., $\otimes_{e \in E_{\text {target }}} \epsilon_{e}^{\text {target }}$. Therefore, by multiplicativity of fidelity with respect to the tensor product, the fidelity of the quantum state after the protocol is equal to $\prod_{e \in E_{\text {target }}} F\left(\omega_{e}, \omega_{e}^{\text {target }}\right)$. For the virtual links, individual fidelities in this product can be calculated using the formulas presented in Sec. III B.

## B. Waiting time

In addition to the fidelity, another relevant figure of merit is the expected waiting time, which is a figure of merit that indicates how long it takes (on average) to establish an elementary or a virtual link. This figure of merit has been considered in prior work in the context of both a linear chain of quantum repeaters and general quantum networks. ${ }^{59,65,98,121,136-138}$

When defining the waiting times, we imagine a scenario in which elementary link generation is continuously occurring in the network, ${ }^{128}$ and that an end-user request for entanglement occurs at a time $t_{\text {req }} \geq 0$. The waiting time is then the number of time steps from time $t_{\text {req }}$ onward that it takes to establish the entanglement.

Definition IV. 2 (Elementary link waiting time). Let $G=(V, E)$ be the graph corresponding to the elementary links of a quantum network and let $e \in E$. For all $t_{\mathrm{req}} \geq 0$, the waiting time for the elementary link corresponding to the edge $e$ is defined to be

$$
\begin{equation*}
W_{e}\left(t_{\mathrm{req}}\right):=\sum_{t=t_{\text {req }}+1}^{\infty} t X_{e}(t) \prod_{i=t_{\text {req }}+1}^{t-1}\left(1-X_{e}(i)\right) \tag{232}
\end{equation*}
$$

Then, the expected waiting time is

$$
\begin{equation*}
\mathbb{E}\left[W_{e}\left(t_{\mathrm{req}}\right)\right]_{\pi}=\sum_{t=t_{\mathrm{req}}+1}^{\infty} t \operatorname{Pr}\left[X_{e}\left(t_{\mathrm{req}}+1\right)=0, \ldots, X_{e}\left(t_{\mathrm{req}}+t\right)=1\right]_{\pi} \tag{233}
\end{equation*}
$$

where $\pi$ is an arbitrary policy for the elementary link corresponding to the edge $e$.

We make the following definition for the waiting time for a collection of elementary links.

Definition IV. 3 (Collective elementary link waiting time). Let $G=(V, E)$ be the graph corresponding to the elementary links of a quantum network, and let $t_{\text {req }} \geq 0$. For every subset $E^{\prime} \subseteq E$, the waiting time for the elementary links corresponding to the elements of $E^{\prime}$ is defined to be

$$
\begin{equation*}
W_{E^{\prime}}\left(t_{\mathrm{req}}\right):=\sum_{t=t_{\mathrm{req}}+1}^{\infty} t X_{E^{\prime}}(t) \prod_{i=t_{\mathrm{req}}+1}^{t-1}\left(1-X_{E^{\prime}}(i)\right) \tag{234}
\end{equation*}
$$

where $X_{E^{\prime}}(t):=\prod_{e \in E^{\prime}} X_{e}(t)$.

In other words, the collective elementary link waiting time is the time it takes for all of the elementary links given by $E^{\prime}$ to be simultaneously active, and its expected value is

$$
\begin{equation*}
\mathbb{E}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)\right]_{\pi}=\sum_{t=t_{\mathrm{req}}+1}^{\infty} t \operatorname{Pr}\left[X_{E^{\prime}}\left(t_{\mathrm{req}}+1\right)=0, \ldots, X_{E^{\prime}}\left(t_{\mathrm{req}}+t\right)=1\right]_{\vec{\pi}} \tag{235}
\end{equation*}
$$

where $\vec{\pi}=\left(\pi_{e}: e \in E^{\prime}\right)$ is an arbitrary collection of policies for the elementary links corresponding to $E^{\prime}$. If we consider a collection of elementary links, all undergoing the $t^{\star}=\infty$ memory-cutoff policy, then

$$
\begin{align*}
& \mathbb{E}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)\right]_{\infty}= \sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1}\left(1+\frac{\left(1-p_{k}\right)^{t_{\text {req }}+1}}{p_{k}}\right),  \tag{236}\\
& p_{k}:=1-(1-p)^{k} .
\end{align*}
$$

Proofs of this result using various different techniques can be found in Refs. 65, 98, and 139. In Appendix F, we prove this result within the framework introduced here by explicitly evaluating the formula in (235).

Definition IV. 4 (Virtual link waiting time). Let $G=(V, E)$ be the graph corresponding to the elementary links of a quantum network, and let $t_{\text {req }} \geq 0$. Given a pair $v_{1}, v_{n} \in V$ of distinct nonadjacent vertices and a path $w=\left(v_{1}, e_{1}, v_{2}, e_{2}, \ldots, e_{n-1}, v_{n}\right)$ between them for some $n \geq 2$, the virtual link waiting time along this path is defined to be the amount of time it takes to establish the virtual link given by the edge $\left\{v_{1}, v_{n}\right\}$,

$$
\begin{equation*}
W_{\left\{v_{1}, v_{n}\right\} ; w}\left(t_{\text {req }}\right):=W_{E_{w}}\left(t_{\text {req }}\right) \sum_{t=t_{\text {req }}+1}^{\infty} t Y_{w}\left(1-Y_{w}\right)^{t-1}, \tag{237}
\end{equation*}
$$

where $E_{w}=\left\{e_{1}, e_{2}, \ldots, e_{n-1}\right\}$ is the set of edges corresponding to the path $w, W_{E_{w}}\left(t_{\text {req }}\right)$ is the collective elementary link waiting time from Definition IV.3, and $Y_{E_{w}}$ is a binary random variable for the success of the joining protocol along the path $w$, so that $Y_{w}=1$ corresponds to success of the joining protocol and $Y_{w}=0$ to failure. We define $Y_{w}$ and $W_{E_{w}}$ to be independent random variables.

The formula for the virtual link waiting time in Definition IV. 4 is based on the formula in Ref. 59. It corresponds to the simple strategy of waiting for all of the elementary links along the path $w$ to be established, and performing the measurements for the joining protocol. Note that this strategy is consistent with our overall quantum network protocol in Fig. 13.

## C. Key rates for quantum key distribution

In order to determine secret key rates between arbitrary pairs of nodes in a quantum network, we need to keep track of the quantum state of the relevant elementary links as a function of time. The following discussion and formulas for secret key rates are based on Ref. 113.

Suppose that $K$ is a function that gives the number of secret key bits per entangled state shared by the nodes of either an elementary link or a virtual link. ( $K$ is, for example, the formula for the asymptotic secret key rate of the BB84, six-state, or device-independent protocol.) Then, suppose that $G=(V, E)$ is the graph corresponding to the elementary links of a quantum network. Consider a collection
$e^{\prime}:=\left\{v_{1}, \ldots, v_{k}\right\} \notin E$ of distinct nodes corresponding to a virtual link for some $k \geq 2$, and let $w$ be a path in the physical graph leading to the virtual link given by $e^{\prime}$. An entanglement swapping protocol is performed along the path $w$ in order to establish the bipartite virtual link. Conditioned on the success of the joining protocol, the quantum state of the virtual link is given by (166), namely,

$$
\begin{equation*}
\frac{1}{p_{\text {succ }}} \mathcal{L}_{w \rightarrow e^{\prime}}^{1}\left(\rho_{w}\right), \tag{238}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{\text {succ }}=\operatorname{Tr}\left[\mathcal{L}_{w \rightarrow e^{\prime}}^{1}\left(\rho_{w}\right)\right], \tag{239}
\end{equation*}
$$

is the success probability of the joining protocol. Then, the secret key rate (in units of secret key bits per second) for the virtual link along the path $w$ is

$$
\begin{equation*}
\widetilde{K}_{e^{\prime} ; w}=p_{\text {succ }} \nu_{e l}^{\text {rep }} K . \tag{240}
\end{equation*}
$$

Here, $K$ is calculated using the state in (238). The repetition rate $\nu_{e l}^{\text {rep }}$ in this case is a function of the end-to-end classical communication time required for executing the joining protocol.

## V. A MARKOV DECISION PROCESS BEYOND THE ELEMENTARY LINK LEVEL

The developments so far in this work constitute an analysis of quantum networks using a Markov decision process (MDP) for elementary links. As we have seen, the framework of MDPs is useful because it allows us to model noise processes and imperfections that are present in near-term quantum technologies, and thus, allows us to understand the limits on the performance of near-term quantum networks. An important question is how useful the MDP formalism will be in practice when scaling up to model systems of more than one elementary link. In this section, we provide an MDP for a system of two elementary links, taking entanglement swapping into account. We note that in the recent work, ${ }^{140}$ MDPs for repeater chains with two, three, and four elementary links have been considered, but the definition of the MDP here differs from the one in Ref. 140 because here we take decoherence of the quantum memories into account.

We start this section by defining the basic elements of the MDP, and then, we show how to obtain optimal policies using linear programing. In particular, we formulate the optimal expected waiting time to obtain the end-to-end virtual link and the optimal expected fidelity of the end-to-end virtual link as linear programs. Then, we show that prior analytical results on the expected waiting time for two elementary links under the memory-cutoff policy, ${ }^{59}$ known only in the "symmetric" scenario when the two elementary links have the same transmission-heralding success probability and the same memory cutoff, can be reproduced. However, we note that our linear programing procedure can be applied even in non-symmetric scenarios.

## A. An MDP for two elementary links

Let $p_{1}$ and $p_{2}$ be the success probabilities for generating the two elementary links, and let $q$ be the probability of successful entanglement swapping. Note that $p_{1}$ and $p_{2}$ are defined exactly as in Sec. II A. In particular,

$$
\begin{equation*}
p_{1}=\operatorname{Tr}\left[\left(\mathcal{M}_{1}^{1} \circ \mathcal{S}_{1}\right)\left(\rho_{1}^{S}\right)\right], \tag{241}
\end{equation*}
$$

$$
\begin{equation*}
p_{2}=\operatorname{Tr}\left[\left(\mathcal{M}_{2}^{1} \circ \mathcal{S}_{2}\right)\left(\rho_{2}^{S}\right)\right], \tag{242}
\end{equation*}
$$

where $\mathcal{M}_{j}^{1}, j \in\{1,2\}$ are the completely positive maps corresponding to the success of the heralding procedure for the $j$ th elementary link, $\mathcal{S}_{j}$ is the transmission channel from the source to the nodes for the $j$ th elementary link, and $\rho_{j}^{S}$ is the state produced by the source associated with the $j$ th elementary link, see Fig. 14. We also define the states

$$
\begin{align*}
\sigma_{j}^{0} & =\frac{1}{p_{j}}\left(\mathcal{M}_{j}^{1} \circ \mathcal{S}_{j}\right)\left(\rho_{j}^{S}\right),  \tag{243}\\
\sigma_{j}(m) & =\mathcal{N}_{j}^{\circ m}\left(\sigma_{j}^{0}\right), \quad j \in\{1,2\}, \tag{244}
\end{align*}
$$

where $\mathcal{N}_{j}$ is the quantum channel describing the decoherence of the quantum memories associated with the $j$ th elementary link.

Now, recall that in the case of the one elementary link considered in Sec. II B, the state variable was just the memory time $M(t)$, referring to the time for which the quantum state of the elementary link was held in the memories of the nodes, and the actions consisted of either keeping the elementary link or discarding it and generating a new one. Now, in the case of two elementary links, we must keep track of the memory time of both elementary links, and we also store information about whether or not the virtual (end-to-end) link is active. The actions are similar to before, consisting of the same elementary link actions as before, but now, we define an additional action for performing the entanglement swapping operation. Formally, we have the following:

- States: The states of the MDP are elements of the set $S=X \times M_{1} \times M_{2}$, where $X=\{0,1\}$ indicates whether or not the end-to-end link is active, $\mathrm{M}_{1}=\left\{-1,0,1, \ldots, m_{1}^{\star}\right\}$ is the set of possible states of the first elementary link (with the elements of the set having the same interpretation as in the elementary link MDP), and $\mathrm{M}_{2}=\left\{-1,0,1, \ldots, m_{2}^{\star}\right\}$ is the set of possible states of the second elementary link. In particular, $m_{1}^{\star}$ and $m_{2}^{\star}$ are the maximum storage times of the two elementary links, corresponding to their coherence times, see Sec. II B. To these states, we associate the (standard) probability simplex spanned by the orthonormal vectors $|x\rangle \otimes\left|m_{1}\right\rangle \otimes\left|m_{2}\right\rangle$, with $x \in \mathrm{X}, m_{1} \in \mathrm{M}_{1}$, and $m_{2} \in \mathrm{M}_{2}$, and we often use the abbreviation $|s\rangle \equiv\left|x, m_{1}, m_{2}\right\rangle$ $\equiv|x\rangle \otimes\left|m_{1}\right\rangle \otimes\left|m_{2}\right\rangle$ for every $s=\left(x, m_{1}, m_{2}\right) \in \mathrm{S}$.
- We use $S(t)=\left(X(t), M_{1}(t), M_{2}(t)\right), t \in \mathbb{N}$, to refer to the random variables (taking values in S ) corresponding to the state of the MDP.
- Actions: The set of actions is $A=\{00,01,10,11, \bowtie\}$, where the different actions have the following meanings:
- 00: Keep both elementary links.
- 01: Keep the first elementary link, discard, and regenerate the second.
- 10: Discard and regenerate the first elementary link, keep the second.
- 11: Discard and regenerate both elementary links.
- $\bowtie$ : Perform entanglement swapping.

We use $A(t), t \in \mathbb{N}$, to refer to the random variables (taking values in the set $\mathcal{A}$ ) corresponding to the actions taken.
We let $H(t)=(S(1), A(1), S(2), A(2), \ldots, A(t-1), S(t))$ be the history, consisting of a sequence of states and actions, up to time $t \in \mathbb{N}$, with $H(1)=S(1)$.

- Figure of merit: For the elementary link MDP defined in Sec. II B, recall that the figure of merit was essentially the fidelity of the elementary link, but scaled by a factor corresponding to the probability that the elementary link is active. We define the figure of merit here in an analogous fashion as follows:

$$
\begin{align*}
& f\left(x, m_{1}, m_{2}\right) \\
& \quad= \begin{cases}\langle\psi| \mathcal{L}^{\mathrm{ES} ; 1}\left(\sigma_{1}\left(m_{1}\right) \otimes \sigma_{2}\left(m_{2}\right)\right)|\psi\rangle & \text { if } x=1, m_{1}, m_{2} \geq 0 \\
0, & \text { otherwise }\end{cases} \tag{245}
\end{align*}
$$

where we recall that $\mathcal{L}^{\mathrm{ES} ; 1}$ is the entanglement swapping channel for one intermediate node, as defined in Sec. III B 1, and $|\psi\rangle$ is a target pure state vector, which, in this context, is typically the maximally entangled state $|\Phi\rangle$ as defined in (168).

Let us now proceed to the definition of the transition matrices for our MDP. Unlike the elementary link scenario, in this scenario of two elementary links, we want not only for the fidelity and success probability of the end-to-end link to be high but also for the average amount of time it takes to generate the end-to-end link to be low-in other words, we want the expected waiting time to be low as well. Therefore, in order to address the expected waiting time in our MDP, we define the transition matrices in such a way that states corresponding to an active end-to-end link [i.e., states $s=\left(x, m_{1}, m_{2}\right) \in \mathrm{S}$ such that $x=1$ ] are absorbing states. By doing this, the expected waiting time is nothing but the expected time to absorption, which is a standard result in the theory of Markov chains, see, e.g., Ref. 141. We note that this idea of relating the expected waiting time of a quantum repeater chain to the absorption time of a Markov chain has already been used in Ref. 121; however, here, we apply this idea in the more general context of an MDP, while also taking memory decoherence and other device imperfections explicitly into account.

Let $T_{j}^{a}$ denotes the transition matrix for the $j$ th elementary link, as defined in (48) and (49), for $a \in\{0,1\}$. Then, using those elementary link transition matrices, we define the transition matrices for our MDP for two elementary links as follows:

$$
\begin{align*}
& T^{00}:=|0\rangle\langle 0| \otimes T_{1}^{0} \otimes T_{2}^{0}+|1\rangle\langle 1| \otimes \mathbb{1}_{1} \otimes \mathbb{1}_{2}  \tag{246}\\
& T^{01}:=|0\rangle\langle 0| \otimes T_{1}^{0} \otimes T_{2}^{1}+|1\rangle\langle 1| \otimes \mathbb{1}_{1} \otimes \mathbb{1}_{2},  \tag{247}\\
& T^{10}:=|0\rangle\langle 0| \otimes T_{1}^{1} \otimes T_{2}^{0}+|1\rangle\langle 1| \otimes \mathbb{1}_{1} \otimes \mathbb{1}_{2},  \tag{248}\\
& T^{11}:=|0\rangle\langle 0| \otimes T_{1}^{1} \otimes T_{2}^{1}+|1\rangle\langle 1| \otimes \mathbb{1}_{1} \otimes \mathbb{1}_{2},  \tag{249}\\
& T^{\bowtie}:=|0\rangle\langle 0| \otimes\left((1-q)\left|g_{p_{1}}, g_{p_{2}}\right\rangle\left\langle\gamma_{1}^{+}, \gamma_{2}^{+}\right|\right. \\
& \quad+ S_{1} \otimes|-1\rangle\langle-1|+|-1\rangle\langle-1| \otimes S_{2} \\
& \quad+|-1,-1\rangle\langle-1,-1|+|-1,-1\rangle\left\langle-1, m_{2}^{\star}\right| \\
& \quad+\left.-1,-1\rangle\left\langle m_{1}^{\star},-1\right|\right) \\
& \quad+|1\rangle\langle 0| \otimes q \mathbb{1}_{1}^{+} \otimes \mathbb{1}_{2}^{+}+|1\rangle\langle 1| \otimes \mathbb{1}_{1} \otimes \mathbb{1}_{2} \tag{250}
\end{align*}
$$

where

$$
\begin{equation*}
\left|\gamma_{j}^{+}\right\rangle=\sum_{m=0}^{m_{j}^{\star}}|m\rangle \tag{251}
\end{equation*}
$$



Fig. 14. Two elementary links with entanglement swapping at the central node.

$$
\begin{gather*}
\mathbb{1}_{j}=\sum_{m=-1}^{m_{j}^{\star}}|m\rangle\langle m|,  \tag{252}\\
\mathbb{1}_{j}^{+}=\sum_{m=0}^{m_{j}^{\star}}|m\rangle\langle m|,  \tag{253}\\
S_{j}=\sum_{m=0}^{m_{j}^{*}-1}|m+1\rangle\langle m|, \tag{254}
\end{gather*}
$$

and $\left|g_{p_{j}}\right\rangle, j \in\{1,2\}$ is defined exactly as in (53).
First, let us observe that every transition matrix has a block structure, with the blocks defined by the transitions of the status of the end-to-end link. Specifically, we can write every transition matrix $T^{a}$ as

$$
T^{a}=\left(\begin{array}{cc}
T_{0 \rightarrow 0}^{a} & T_{1 \rightarrow 0}^{a}  \tag{255}\\
T_{0 \rightarrow 1}^{a} & T_{1 \rightarrow 1}^{a}
\end{array}\right), \quad a \in \mathrm{~A},
$$

where the sub-blocks $T_{x \rightarrow x^{\prime}}^{a}$ are the block corresponding to the transition of the status of the virtual link from $x \in\{0,1\}$ to $x^{\prime} \in\{0,1\}$. (We note, as before, that probability vectors are applied to transition matrices from the right, see Appendix A.) From this, we see that for the actions $00,01,10$, and 11 , the transition matrices are of the following block-diagonal form:

$$
T^{j k}=\left(\begin{array}{cc}
T_{1}^{j} \otimes T_{2}^{k} & 0  \tag{256}\\
0 & \mathbb{1}_{1} \otimes \mathbb{1}_{2}
\end{array}\right), \quad j, k \in\{0,1\} .
$$

Therefore, for these transition matrices, because the entanglement swapping action is not performed, the transition from $x=0$ to $x=1$ is not possible. Consequently, if the end-to-end is initially inactive $(x=0)$, then it stays inactive, and each elementary link transitions independently according to the elementary link transition matrices from Sec. II B. If the end-to-end link is initially active $(x=1)$, then nothing happens to the states of the elementary links, in accordance with the definition of an absorbing state. For the action $\bowtie$ of entanglement swapping, we have three non-zero blocks. The block $T_{0 \rightarrow 0}^{\bowtie}$ means that the end-to-end link is initially inactive and stays inactive, which can happen in one of several ways:

- Both elementary links are initially active, but the entanglement swapping fails, after which both elementary links are regenerated. This possibility is given by the term $(1-q)\left|g_{p_{1}}, g_{p_{2}}\right\rangle\left\langle\gamma_{1}^{+}, \gamma_{2}^{+}\right|$.
- Both elementary links are initially inactive. In this case, they both remain inactive after the entanglement swapping action, and this is given by the term $|-1,-1\rangle\langle-1,-1|$.
- One of the elementary links is active, but the other is not. In this case, the memory time of the active elementary link is incremented by one, corresponding to the "shift" operator $S_{j}$ on the active elementary link, while the inactive elementary link remains
inactive. These possibilities are given by the terms $S_{1} \otimes|-1\rangle\langle-1|$ and $|-1\rangle\langle-1| \otimes S_{2}$.
- One of the elementary links is inactive, and the other has reached is maximum memory time. In this case, the inactive elementary link remains inactive, and the other elementary link transitions to the -1 state because the maximum time $m_{j}^{\star}$ was reached. These possibilities are given by the terms $|-1,-1\rangle\left\langle m_{1}^{\star},-1\right|$ and $|-1,-1\rangle\left\langle-1, m_{2}^{\star}\right|$.
The block $T_{0 \rightarrow 1}^{\bowtie}$ corresponds to a transition from the end-to-end link initially being inactive to being active, which happens when the entanglement swapping succeeds. Since the entanglement swapping is possible only when both elementary links are active, and because we want to keep track of the memory times of the elementary links at the moment the entanglement swapping is performed, this block is given by $q \mathbb{1}_{1}^{+} \otimes \mathbb{1}_{2}^{+}$. Finally, the block $T_{1 \rightarrow 1}^{\bowtie}$ corresponds to the end-to-end link being active already; thus, in accordance with the definition of an absorbing state, this block is given simply by $\mathbb{1}_{1} \otimes \mathbb{1}_{2}$, as with the other actions.

Now, just as we defined a memory-cutoff policy for elementary links in Sec. II C 1, we can define a memory-cutoff policy for the system of two elementary links that we are considering here. Suppose that the first elementary link has cutoff time $t_{1}^{\star} \leq m_{1}^{\star}$, and the second elementary link has cutoff time $t_{2}^{\star} \leq m_{2}^{\star}$. Then, we define the decision function such that if both elementary links are active, then an entanglement swap is attempted; otherwise, one of the actions 01,10 , or 11 is performed, depending on which elementary links are active. This leads to the following definition of the deterministic decision function:

$$
d\left(0, m_{1}, m_{2}\right)= \begin{cases}01, & m_{1} \in\left\{0, \ldots, t_{1}^{\star}-1\right\}, m_{2}=-1,  \tag{257}\\ 10, & m_{1}=-1, m_{2} \in\left\{0, \ldots, t_{2}^{\star}-1\right\}, \\ 11, & \left(m_{1}, m_{2}\right)=(-1,-1),\left(-1, t_{2}^{\star}\right),\left(t_{1}^{\star},-1\right), \\ \bowtie, & m_{1} \in\left\{0, \ldots, t_{1}^{\star}\right\}, m_{2} \in\left\{0, \ldots, t_{2}^{\star}\right\},\end{cases}
$$

for all $m_{1} \in \mathrm{M}_{1}$ and $m_{2} \in \mathrm{M}_{2}$. Note that it is only necessary to define the decision function on the transient states $\left(0, m_{1}, m_{2}\right)$ and not the absorbing states $\left(1, m_{1}, m_{2}\right)$ because the figures of merit that we are concerned with [such as the expected value of the function $f$ in (245) and the expected waiting time to absorption] do not depend on the values of the decision function on absorbing states.

## B. Optimal policies via linear programing

Having defined the basic elements of the MDP for two elementary links with entanglement swapping, let us now look at optimal policies. We are concerned both with the figure of merit defined in (245) and with the expected waiting time to obtain an end-to-end link. In Appendix A 4, we show that both quantities can be bounded using linear programs. In fact, the results in Appendix A 4 go beyond the MDP for two elementary links that we consider here because the linear programs apply to general MDPs with arbitrary state and action sets and transition matrices.

Theorem V. 1 (Linear program for the optimal expected value for two elementary links). Given a system of two elementary links, along with the associated MDP defined in Sec. V A, the optimal expected value of the function $f$ defined in (247) is bounded from above the following linear program:

$$
\begin{array}{ll}
\operatorname{maximize} & \langle f \mid 1, x\rangle, \\
\text { subject to } & 0 \leq\left|w_{a}\right\rangle \leq|x\rangle \quad \forall a \in \mathrm{~A} \\
& 0 \leq\left|v_{a}\right\rangle \leq|y\rangle \quad \forall a \in \mathrm{~A} \\
& \sum_{a \in \mathrm{~A}} \sum_{i=0}^{1} T_{0 \rightarrow i}^{a}\left|w_{a}\right\rangle=|0\rangle|x\rangle, \\
& \sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|x\rangle,  \tag{258}\\
& |y\rangle-\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 0}^{a}\left|v_{a}\right\rangle=\left|g_{p_{1}}\right\rangle\left|g_{p_{2}}\right\rangle \\
& \sum_{a \in \mathrm{~A}}\left|v_{a}\right\rangle=|y\rangle, \\
& T_{0 \rightarrow 1}^{\bowtie}\left|v_{\bowtie}\right\rangle=|x\rangle
\end{array}
$$

where the optimization is with respect to the $\left(m_{1}^{\star}+2\right) \cdot\left(m_{2}^{\star}+2\right)$ dimensional vectors $|x\rangle,|y\rangle,\left|w_{a}\right\rangle,\left|v_{a}\right\rangle, a \in \mathrm{~A}$, and the inequality constraints are component-wise. Every set of feasible points $|x\rangle,|y\rangle,\left|w_{a}\right\rangle,\left|v_{a}\right\rangle, a \in \mathrm{~A}$ of this linear program defines a stationary policy with the decision function $d$, whose values for the transient states $\left(0, m_{1}, m_{2}\right)$ are as follows:

$$
\begin{equation*}
d\left(0, m_{1}, m_{2}\right)(a)=\frac{\left\langle 0, m_{1}, m_{2} \mid w_{a}\right\rangle}{\left\langle 0, m_{1}, m_{2} \mid x\right\rangle} \tag{259}
\end{equation*}
$$

for all $m_{1} \in \mathrm{M}_{1}, m_{2} \in \mathrm{M}_{2}$, and $a \in \mathrm{~A}$. If $\left\langle 0, m_{1}, m_{2} \mid x\right\rangle=0$, then we can set $d\left(0, m_{1}, m_{2}\right)$ to be an arbitrary probability distribution over the set $\mathcal{A}$ of actions.

Remark V.2. Note that in the theorem statement above, we defined the action of the decision function only for the transient states. For the absorbing states, we can set the decision function to be arbitrary because neither the expected value of the MDP nor the expected waiting time to absorption is affected by the value of the decision function on absorbing states, see Appendix A 3.

Theorem V. 3 (Linear program for the optimal expected waiting time for two elementary links). Given a system of two elementary links, along with the associated MDP defined in Sec. V A, the optimal expected waiting time is bounded from below by the following linear program:

$$
\begin{align*}
\operatorname{minimize} & \langle\gamma \mid x\rangle \\
\text { subject to } & 0 \leq\left|w_{a}\right\rangle \leq|x\rangle \quad \forall a \in \mathrm{~A} \\
& |x\rangle-\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 0}^{a}\left|w_{a}\right\rangle=\left|g_{p_{1}}\right\rangle\left|g_{p_{2}}\right\rangle  \tag{260}\\
& \sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|x\rangle
\end{align*}
$$

where the optimization is with respect to the $\left(m_{1}^{\star}+2\right) \cdot\left(m_{2}^{\star}+2\right)-$ dimensional vectors $|x\rangle$ and $\left|w_{a}\right\rangle, a \in \mathrm{~A}$, and the inequality constraints are component-wise. Every set of feasible points $|x\rangle,\left|w_{a}\right\rangle, a \in \mathrm{~A}$ of this linear program defines a stationary policy with decision $d$, whose values for the transient states $\left(0, m_{1}, m_{2}\right)$ (see Remark V.2) are as follows:

$$
\begin{equation*}
d\left(0, m_{1}, m_{2}\right)(a)=\frac{\left\langle 0, m_{1}, m_{2} \mid w_{a}\right\rangle}{\left\langle 0, m_{1}, m_{2} \mid x\right\rangle} \tag{261}
\end{equation*}
$$

for all $m_{1} \in \mathrm{M}_{1}, m_{2} \in \mathrm{M}_{2}$, and $a \in \mathrm{~A}$. If $\left\langle 0, m_{1}, m_{2} \mid x\right\rangle=0$, then we can set $d\left(0, m_{1}, m_{2}\right)$ to be an arbitrary probability distribution over the set $A$ of actions.

We now show that the linear program in (260) reproduces the known analytical result in Ref. 59, Eq. (5), for the expected waiting
time for two elementary links with the same success probability $p$ and cutoff time $t^{\star}$,

$$
\begin{equation*}
\frac{3-2 p\left(1-(1-p)^{t^{\star}}\right)-2(1-p)^{t^{\star}}}{q p\left(2-p\left(1-2(1-p)^{t^{\star}}\right)-2(1-p)^{t^{\star}}\right)} \tag{262}
\end{equation*}
$$

In Fig. 15, we plot this function along with the optimal value obtained for the linear program in (260). We find that the two curves coincide for all values of the transmission-heralding probability $p$ and the entanglement swapping success probability $q$ considered. This provides us not only a sanity check on the linear program but also evidence that the memory-cutoff policy in (257) is optimal, at least in the symmetric scenario. We also note that the result in (262) holds only in the symmetric scenario in which both elementary links have the same transmission-heralding success probability, while the linear program in (260) can be used to determine the optimal expected waiting time in arbitrary parameter regimes.

## VI. SUMMARY AND OUTLOOK

The central topic of this work is the theory of near-term quantum networks-specifically, how to describe them and how to develop protocols for entanglement distribution in practical scenarios with near-term quantum technologies. The goal in this area of research is to develop protocols that can handle multiple-user requests, work for any given network topology, and adapt to changes in topology and attacks to the network infrastructure, with the ultimate goal being the realization of the quantum internet. In this work, we have laid some of the foundations for this research program. The core idea is that Markov decision processes (MDPs) provide a natural setting in which to analyze near-term quantum network protocols. We illustrated this idea in this work by first analyzing the MDP for elementary links first introduced in Ref. 58, simplifying its formulation and presenting some new results about


Fig. 15. The expected waiting time for an end-to-end for a system of two elementary links, as depicted in Fig. 14. We let $p_{1}=p_{2}=p$ be the transmission-heralding success probability for both elementary links, and we denote by $q$ the success probability for entanglement swapping. We compare the known analytical result for this scenario [Ref. 59, Eq. (5)], with cutoff $t^{\star}=5$ [see (262)], to the solution obtained by the linear program in (260), with maximum storage time $m^{\star}=5$.
it. We then considered the example of satellite-to-ground elementary link generation under the lens of the elementary link MDP. We then showed how the elementary link MDP can be used as part of an overall quantum network protocol. Finally, we provided a first step toward using the MDP formalism for more realistic, larger networks, by providing an MDP for two elementary links. We showed that important figures of merit such as the fidelity of the end-toend link as well as the expected waiting time for the end-to-end link can be obtained using linear programs.

Moving forward, there are many interesting directions to pursue. The MDPs introduced in this work are not entirely general because they do not model protocols for arbitrary repeater chains and arbitrary networks. Thus, to start with, extending the MDP for two elementary links to repeater chains of arbitrary length is an interesting direction for the future work. In this direction, we expect that linear and possibly even semi-definite relaxations of the expected value of the end-to-end link and of the expected waiting time, such as those in Theorem V. 1 and Theorem V.3, are going to be crucial in the analysis of longer repeater chains because the size of the MDP (the number of states and actions) will grow exponentially with the number of elementary links.

Going beyond repeater chains to general quantum networks, it is of interest to examine protocols involving multiple cooperating agents. When we say that agents "cooperate," we mean that they are allowed to communicate with each other. In the context of quantum networks, agents who cooperate have knowledge beyond that of their own nodes. If every agent cooperates with an agent corresponding to a neighboring elementary link, then the agents would have knowledge of the network in their local vicinity, and this would, in principle, improve waiting times and rates for entanglement distribution. Furthermore, the quantum state of the network would not be a simple tensor product of the quantum states corresponding to the individual edges, as we have in (229) when all the agents are independent. See Refs. 128 and 135 for a discussion of nodes with local and global knowledge of a quantum network in the context of routing.

Finally, another interesting direction for future work is to develop quantum network protocols based on the decision processes that incorporate queuing models for requests for links of a specific type between specific nodes, see, e.g., Refs. 90 and 142. Then, one can calculate quantities such as the time needed to fulfill all requests. We can also calculate the "capacity" of the network defined in the context of queuing systems as the maximum number of requests that can be fulfilled per unit time.
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## APPENDIX A: OVERVIEW OF MARKOV DECISION PROCESSES

In this section, we provide a brief overview of the concepts from the theory of Markov decision processes (MDPs) that are relevant for this work. We mostly follow the definitions and results as presented in Ref. 145 while using the notation defined in Appendix A 1.

## 1. Notation

Throughout this work, we deal with probability distributions defined on a discrete, finite set of points. It is very helpful to write these probability distributions as vectors in a (standard) probability simplex. We do this as follows. Consider a finite set X . To this set, we associate the orthonormal vectors $\{|x\rangle\}_{x \in \mathrm{X}}$ in $\mathbb{R}^{|\mathrm{X}|}$, which means that $\left\langle x \mid x^{\prime}\right\rangle=\delta_{x, x^{\prime}}$ for all $x, x^{\prime} \in \mathrm{X}$. The probability simplex corresponding to X is then formally defined as all convex combinations of the vectors in $\{|x\rangle\}_{x \in X}$,

$$
\begin{equation*}
\Delta_{\mathrm{X}}:=\left\{\sum_{x \in \mathrm{X}} p_{x}|x\rangle: 0 \leq p_{x} \leq 1, \sum_{x \in \mathrm{X}} p_{x}=1\right\} . \tag{A1}
\end{equation*}
$$

This set is in one-to-one correspondence with the set of all probability distributions defined on X . Specifically, let $P: \mathrm{X} \rightarrow[0,1]$ be a probability distribution (probability mass function) on X , i.e., $P(x) \in[0,1]$ for all $x \in \mathrm{X}$ and $\sum_{x \in \mathrm{X}} P(x)=1$. The unique probability vector $|P\rangle_{\mathrm{X}} \in \Delta_{\mathrm{X}}$ corresponding to $P$ is

$$
\begin{equation*}
|P\rangle_{\mathrm{X}}:=\sum_{x \in \mathrm{X}} P(x)|x\rangle . \tag{A2}
\end{equation*}
$$

We drop the subscript X from $|P\rangle_{\mathrm{X}}$ whenever the underlying set X is clear from the context. It is important to note and to emphasize that the vector $|P\rangle$ does not represent a quantum state-the braket notation is used merely for convenience. Normalization of the probability vector is then captured by defining the following vector:

$$
\begin{equation*}
\left|\gamma_{\mathrm{X}}\right\rangle:=\sum_{x \in \mathrm{X}}|x\rangle \tag{A3}
\end{equation*}
$$

We often omit the subscript $\mathbf{X}$ in $\left|\gamma_{\mathbf{X}}\right\rangle$ when the underlying set $\mathbf{X}$ is clear from the context. Then

$$
\begin{equation*}
\langle\gamma \mid P\rangle=\sum_{x \in \mathrm{X}} P(x)=1 \tag{A4}
\end{equation*}
$$

It is often the case that a probability distribution is associated with a random variable $X$ taking values in X , so that $P(x) \equiv P_{X}(x)$ $=\operatorname{Pr}[X=x]$ for all $x \in X$. In this case, for brevity, we sometimes write the probability vector as

$$
\begin{equation*}
|X\rangle \equiv\left|P_{X}\right\rangle=\sum_{x \in \mathrm{X}} \operatorname{Pr}[X=x]|x\rangle \tag{A5}
\end{equation*}
$$

Now, consider another random variable $Y$ taking values in the finite set Y . We regard stochastic matrices mapping $X$ to $Y$ (i.e., matrices of conditional probabilities $\operatorname{Pr}[Y=y \mid X=x]$ ) as linear operators with domain $\Delta_{\mathrm{X}}$ and codomain $\Delta_{\mathrm{Y}}$,

$$
\begin{equation*}
T_{Y \mid X}:=\sum_{\substack{x \in \mathrm{X} \\ y \in \mathrm{Y}}} \operatorname{Pr}[Y=y \mid X=x]|y\rangle\langle x| \tag{A6}
\end{equation*}
$$

and we denote the matrix elements by

$$
\begin{equation*}
T_{Y \mid X}(y ; x):=\langle y| T_{Y \mid X}|x\rangle=\operatorname{Pr}[Y=y \mid X=x] \quad \forall x \in \mathrm{X}, y \in \mathrm{Y} \tag{A7}
\end{equation*}
$$

We then have, by definition of a stochastic matrix,

$$
\begin{equation*}
\left\langle\gamma_{Y}\right| T_{Y \mid X}=\left\langle\gamma_{X}\right| \tag{A8}
\end{equation*}
$$

which captures the fact that the columns of a stochastic matrix sum to one. Then, if $\left|P_{X}\right\rangle \in \Delta_{\mathrm{X}}$ is a probability distribution corresponding to $X$, then the action of the matrix $T_{Y \mid X}$ on $\left|P_{X}\right\rangle$, which results in the probability distribution $\left|P_{Y}\right\rangle \in \Delta_{Y}$ corresponding to $Y$, can be written as

$$
\begin{equation*}
\left|P_{Y}\right\rangle:=T_{Y \mid X}\left|P_{X}\right\rangle \tag{A9}
\end{equation*}
$$

In particular, for all $y \in Y$

$$
\begin{align*}
P_{Y}(y) & :=\left\langle y \mid P_{Y}\right\rangle  \tag{A10}\\
& =\langle y| T_{Y \mid X}\left|P_{X}\right\rangle  \tag{A11}\\
& =\sum_{x \in \mathrm{X}} \operatorname{Pr}[Y=y \mid X=x] P_{X}(x) \tag{A12}
\end{align*}
$$

Finally, we discuss joint probability distributions. Consider two finite sets $X$ and $Y$ and the set $\Delta X \times Y \subset \mathbb{R}^{|X \times Y|}$ of all (joint) probability distributions on $X \times Y$. Now, because $\mathbb{R}^{|\mathrm{X} \times \mathrm{Y}|} \cong \mathbb{R}^{\mid \mathrm{X\mid}} \otimes \mathbb{R}^{|\mathrm{Y}|}$, we can regard $\Delta_{X \times Y}$ as the convex span (convex hull) of tensor product orthonormal vectors $|x\rangle \otimes|y\rangle, x \in \mathrm{X}, y \in \mathrm{Y}$. Thus, every $|Q\rangle_{\mathrm{XY}} \in \Delta_{\mathrm{X} \times \mathrm{Y}}$ can be written as

$$
\begin{equation*}
|Q\rangle_{\mathrm{XY}}=\sum_{(x, y) \in \mathrm{X} \times \mathrm{Y}} Q_{x, y}|x\rangle \otimes|y\rangle \tag{A13}
\end{equation*}
$$

We frequently use the abbreviation $|x, y\rangle \equiv|x\rangle \otimes|y\rangle$ in this paper. Then, marginal distributions can be obtained as follows:

$$
\begin{align*}
& \qquad|Q\rangle_{\mathrm{X}}:=\left(\mathbb{1}_{\mathrm{X}} \otimes\left\langle\gamma_{\mathrm{Y}}\right|\right)|Q\rangle_{\mathrm{XY}}=\sum_{x \in \mathrm{X}}\left(\sum_{y \in \mathrm{Y}} Q_{x, y}\right)|x\rangle,  \tag{A14}\\
& \quad|Q\rangle_{\mathrm{Y}}:=\left(\left\langle\gamma_{\mathrm{X}}\right| \otimes \mathbb{1}_{\mathrm{Y}}\right)|Q\rangle_{\mathrm{XY}} \tag{A15}
\end{align*}=\sum_{y \in \mathrm{Y}}\left(\sum_{x \in \mathrm{X}} Q_{x, y}\right)|y\rangle,
$$

$$
\begin{equation*}
\mathbb{1}_{\mathrm{X}}:=\sum_{x \in \mathrm{X}}|x\rangle\langle x|, \quad \mathbb{1}_{\mathrm{Y}}:=\sum_{y \in \mathrm{Y}}|y\rangle\langle y| . \tag{A16}
\end{equation*}
$$

These concepts for probability distributions defined on two sets can be readily extended to probability distributions defined on sets of the form $X_{1} \times X_{2} \times \cdots \times X_{n}$ for all $n \geq 2$.

## 2. Definitions

A Markov decision process (MDP) is a stochastic process that models the evolution of a system with which an agent is allowed to interact. Formally, an MDP is defined as a collection,

$$
\begin{equation*}
\left\langle\mathrm{S}, \mathrm{~A},\left\{T^{a}\right\}_{a \in \mathrm{~A}}, r\right\rangle \tag{A17}
\end{equation*}
$$

consisting of the following elements:

- A set $S$ of the allowed states of the system. We consider finite state sets throughout this work. The sequence $(S(t): t \in \mathbb{N})$ of random variables taking values in $S$ describes the state of the system at all times $t \in \mathbb{N}$.
- A set $A$ of actions that the agent is allowed to perform on the system. We consider finite action sets throughout this work. The sequence $(A(t): t \in \mathbb{N})$ of random variables taking values in S describes the action taken by the agent at all times $t \in \mathbb{N}$.
- A set $\left\{T^{a}\right\}_{a \in \mathrm{~A}}$ of transition matrices, which are stochastic matrices with domain $\Delta_{\mathrm{S}}$ and codomain $\Delta_{\mathrm{S}}$. Specifically

$$
\begin{equation*}
T^{a}=\sum_{s, s^{\prime} \in S} \operatorname{Pr}\left[S(t+1)=s^{\prime} \mid S(t)=s, A(t)=a\right]\left|s^{\prime}\right\rangle\langle s| \tag{A18}
\end{equation*}
$$

for all $t \in \mathbb{N}$. These matrices determine how the system evolves from one time to the next conditioned on the actions of the agent.

- A function $r: S \times \mathrm{A} \rightarrow \mathbb{R}$ that quantifies the reward that the agent receives at every time step based on the current state of the system and the action that it takes.

The history up to time $t \in \mathbb{N}$ of an MDP is the random sequence $H(t):=(S(1), A(1), \ldots, A(t-1), S(t))$, with $H(1)=S(1)$. By the Markovian nature of an MDP, the probability distribution of every history $h^{t}=\left(s_{1}, a_{1}, \ldots, a_{t-1}, s_{t}\right)$ is equal to

$$
\begin{equation*}
\operatorname{Pr}\left[H(t)=h^{t}\right]=\operatorname{Pr}\left[S(1)=s_{1}\right] \prod_{j=1}^{t-1} T^{a_{j}}\left(s_{j+1} ; s_{j}\right) d_{j}\left(s_{j}\right)\left(a_{j}\right) \tag{A19}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{j}\left(s_{j}\right)\left(a_{j}\right):=\operatorname{Pr}\left[A(j)=a_{j} \mid S(j)=s_{j}\right] \tag{A20}
\end{equation*}
$$

is the probability distribution of actions at time $j$ conditioned on the current state of the system. We refer to $d_{j}: S \times \mathrm{A} \rightarrow[0,1]$ as a decision function. Note that $\sum_{a \in \mathrm{~A}} d_{j}(s)(a)=1$ for all $s \in S$. The sequence

$$
\begin{equation*}
\pi=\left(d_{1}, d_{2}, \ldots\right) \tag{A21}
\end{equation*}
$$

of decision functions at all times $t \in \mathbb{N}$ is known as a policy of the agent. In the context of this work, policies should be thought of as synonymous with protocols for quantum networks.

Given a decision function $d$, we define the following linear operators acting on $\Delta_{\mathrm{S}}$ :

$$
\begin{equation*}
D_{a}^{d}:=\sum_{s \in \mathrm{~S}} d(s)(a)|s\rangle\langle s|, \quad \forall a \in \mathrm{~A} \tag{A22}
\end{equation*}
$$

Then, it is straightforward to show that the linear operator

$$
\begin{equation*}
P^{d}:=\sum_{a \in \mathrm{~A}} T^{a} D_{a}^{d} \tag{A23}
\end{equation*}
$$

from $\Delta_{\mathrm{S}}$ to $\Delta_{\mathrm{S}}$ is a stochastic matrix with elements

$$
\begin{equation*}
\left\langle s^{\prime}\right| P^{d}|s\rangle=\operatorname{Pr}\left[S(t+1)=s^{\prime} \mid S(t)=s\right] \tag{A24}
\end{equation*}
$$

for all $t \in \mathbb{N}$ and all $s, s^{\prime} \in \mathrm{S}$.

Remark A.1. Observe that for a fixed decision function $d$, the set $\left\{D_{a}^{d}\right\}_{a \in \mathrm{~A}}$ of linear operators defined in (A22) forms a positive operator-valued measure (POVM). Indeed, by definition, all of the operators are positive semidefinite; furthermore, by definition of the decision function in (A20)

$$
\begin{align*}
\sum_{a \in \mathrm{~A}} D_{a}^{d} & =\sum_{a \in \mathrm{~A}} \sum_{s \in \mathrm{~S}} d(s)(a)|s\rangle\langle s|  \tag{A25}\\
& =\sum_{s \in \mathrm{~S}} \underbrace{\left(\sum_{a \in \mathrm{~A} d(s)(a)}\right)}_{=1 \forall s \in \mathrm{~S}})|s\rangle\langle s|  \tag{A26}\\
& =\sum_{s \in \mathrm{~S}}|s\rangle\langle s|  \tag{A27}\\
& =\mathbb{1}_{\mathrm{S}} . \tag{A28}
\end{align*}
$$

The transition matrices $P^{d}$ as defined in (A23) allow us to determine the probability distribution of the state of the system at every time $t \in \mathbb{N}$ for a given policy. Specifically, for a policy $\pi=\left(d_{1}, d_{2}, \ldots\right)$

$$
\begin{align*}
|S(t)\rangle_{\pi} & :=\sum_{s \in \mathrm{~S}} \operatorname{Pr}[S(t)=s]_{\pi}|s\rangle  \tag{A29}\\
& =P^{d_{t-1}} \cdots P^{d_{2}} P^{d_{1}}|S(1)\rangle, \tag{A30}
\end{align*}
$$

where

$$
\begin{equation*}
|S(1)\rangle:=\sum_{s \in S} \operatorname{Pr}[S(1)=s]|s\rangle \tag{A31}
\end{equation*}
$$

is the probability distribution for the system at the initial time $t=1$.

## a. MDPs with absorbing states

We call a state $s \in \mathrm{~S}$ absorbing if $T^{a}|s\rangle=|s\rangle$ for all $a \in \mathrm{~A}$. In other words, once the system reaches the state $s$, it always stays there, meaning that $P^{d}|s\rangle=|s\rangle$ for all decision functions d. Every state that is not absorbing is called transient if there is non-zero probability that, starting from such a state, the system will eventually reach an absorbing state. We can partition the set $S$ of all states into disjoint sets: $S=S_{\text {tra }} \cup S_{a b s}$, where $S_{a b s}$ is the set of absorbing states and $\mathrm{S}_{\text {tra }}$ is the set of transient states. We can then rewrite the set $\{|s\rangle\}_{s \in \mathrm{~S}}$ as $\{|0, s\rangle\}_{s \in \mathrm{~S}_{\text {tra }}} \cup\{|1, s\rangle\}_{s \in \mathrm{~S}_{\text {abs }}}$, leading to the following block structure for the transition matrices $T^{a}$ :

$$
\begin{equation*}
T^{a}=|0\rangle\langle 0| \otimes T_{0 \rightarrow 0}^{a}+|0\rangle\langle 1| \otimes T_{1 \rightarrow 0}^{a}+|1\rangle\langle 0| \otimes T_{0 \rightarrow 1}^{a}+|1\rangle\langle 1| \otimes T_{1 \rightarrow 1}^{a}, \tag{A32}
\end{equation*}
$$

where $T_{0 \rightarrow 0}^{a}$ is the block describing transitions between transient states, $T_{1 \rightarrow 0}^{a}$ is the block describing transition between an absorbing state and a transient state, $T_{0 \rightarrow 1}^{a}$ is the block describing transitions between a transient state and an absorbing state, and $T_{1 \rightarrow 1}^{a}$ is the block describing transitions between absorbing states. Note that by our definition of an absorbing state, $T_{1 \rightarrow 0}^{a}=0$ and $T_{1 \rightarrow 1}^{a}=\mathbb{1}_{\mathrm{S}_{\text {abs }}}$ for all $a \in \mathrm{~A}$. Similarly, for a decision function $d$, we can write the matrices $D_{a}^{d}, a \in \mathrm{~A}$, in block form as

$$
\begin{equation*}
D_{a}^{d}=|0\rangle\langle 0| \otimes D_{a}^{d}(0)+|1\rangle\langle 1| \otimes D_{a}^{d}(1), \tag{A33}
\end{equation*}
$$

$$
\begin{align*}
D_{a}^{d}(0) & =\sum_{s \in \mathrm{~S}_{\mathrm{trans}}} d(s)(a)|s\rangle\langle s|,  \tag{A34}\\
D_{a}^{d}(1) & =\sum_{s \in \mathrm{~S}_{\mathrm{abs}}} d(s)(a)|s\rangle\langle s| . \tag{A35}
\end{align*}
$$

Consequently, the transition matrix $P^{d}$ in (A23) has the following form:

$$
\begin{align*}
P^{d} & =|0\rangle\langle 0| \otimes Q^{d}+|1\rangle\langle 0| \otimes R^{d}+|1\rangle\langle 1| \otimes \mathbb{1}_{\mathrm{S}_{\mathrm{abs}}}  \tag{A36}\\
& \equiv\left(\begin{array}{cc}
Q^{d} & 0 \\
R^{d} & 1_{\mathrm{S}_{\mathrm{abs}}}
\end{array}\right), \tag{A37}
\end{align*}
$$

where

$$
\begin{align*}
Q^{d} & =\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 0}^{a} D_{a}^{d}(0),  \tag{A38}\\
R^{d} & =\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 1}^{a} D_{a}^{d}(0) \tag{A39}
\end{align*}
$$

## 3. Figures of merit

While the primary figure of merit in a Markov decision process is the expected reward, in this work, we are mostly interested in what we call functions of state (such as the fidelity) and the absorption time (corresponding to the waiting time for a virtual link).

Functions of state. In this work, we are also interested in functions $f: S \rightarrow \mathbb{R}$ of the state of the system. We can associate to such functions the vector

$$
\begin{equation*}
|f\rangle:=\sum_{s \in S} f(s)|s\rangle . \tag{A40}
\end{equation*}
$$

Then, for a policy $\pi=\left(d_{1}, d_{2}, \ldots\right)$, we are interested in the expected value of the random variable $f(S(t))$ for all $t \in \mathbb{N}$, i.e., the quantity

$$
\begin{equation*}
\mathbb{E}[f(S(t))]_{\pi}=\sum_{s \in \mathrm{~S}} f(s) \operatorname{Pr}[S(t)=s]_{\pi} \tag{A41}
\end{equation*}
$$

Using (A29) and (A30), we immediately obtain

$$
\begin{align*}
\mathbb{E}[f(S(t))]_{\pi} & =\langle f \mid S(t)\rangle_{\pi}  \tag{A42}\\
& =\langle f| P^{d_{t-1}} \cdots P^{d_{2}} P^{d_{1}}|S(1)\rangle . \tag{A43}
\end{align*}
$$

With respect to stationary policies $\pi=(d, d, \ldots)$, we are also interested in the asymptotic quantity

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbb{E}[f(S(t))]_{(d, d, \ldots)}=\lim _{t \rightarrow \infty}\langle f|\left(P^{d}\right)^{t-1}|S(1)\rangle \tag{A44}
\end{equation*}
$$

if the limit exists, along with the optimal value

$$
\begin{equation*}
\sup _{d} \lim _{t \rightarrow \infty}\langle f|\left(P^{d}\right)^{t-1}|S(1)\rangle \tag{A45}
\end{equation*}
$$

Expected waiting time to absorption. Finally, for MDPs with absorbing states, we are interested in the expected waiting time to absorption with respect to stationary policies, i.e., the expected number of time steps needed to reach an absorbing state when starting from a transient state and following a stationary policy. It is
a standard result of the theory of Markov chains (see, e.g., Ref. 141, Theorem 9.6.1) that in this setting, with a transition matrix as in (A37), if the initial distribution of states is given by the probability vector $\left|0, S_{\mathrm{tr}}(1)\right\rangle$ (entirely in the transient block), then the expected waiting time to absorption with respect to the policy $(d, d, \ldots)$ is $\left\langle\left.\gamma\right|_{\mathrm{S}_{\mathrm{tra}}}\left(\mathbb{1}_{\mathrm{S}_{\mathrm{tra}}}-Q^{d}\right)^{-1} \mid S_{\mathrm{tra}}(1)\right\rangle$. We are then interested in the following optimal value:

$$
\begin{equation*}
\inf _{d}\left\langle\left.\gamma\right|_{\mathrm{S}_{\mathrm{tra}}}\left(\mathbb{1}_{\mathrm{S}_{\mathrm{tra}}}-Q^{d}\right)^{-1} \mid S_{\mathrm{tra}}(1)\right\rangle . \tag{A46}
\end{equation*}
$$

## 4. Linear programs

We now present linear programs for estimating the values of the figures of merit presented in Appendix A 3 in the steady-state limit with a time-homogeneous (stationary) policy. Linear programs have been used for MDPs in various different ways. ${ }^{145-149}$ The linear programs we consider here are similar to those in the aforementioned references, but we present them here in the notation introduced at the beginning of this section. We start by considering a general MDP, not necessarily with absorbing states.

Proposition A. 2 (Linear program for the steady-state expected function value). Consider an MDP as defined in Appendix A2 along with a function $f: S \rightarrow \mathbb{R}$ of the state of the MDP. Among decision functions $d$ for which the limit $\lim _{t \rightarrow \infty}\left(P^{d}\right)^{t-1}$ exists, the optimal steady-state expected value of $f$, namely, the quantity in (A45), is equal to the solution of the following linear program:

$$
\begin{array}{ll}
\operatorname{maximize} & \langle f \mid v\rangle \\
\text { subject to } & 0 \leq\left|w_{a}\right\rangle \leq|v\rangle \leq 1 \quad \forall a \in \mathrm{~A} \\
& \sum_{s \in \mathrm{~S}}\langle s \mid v\rangle=1  \tag{A47}\\
& \sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|v\rangle=\sum_{a \in \mathrm{~A}} T^{a}\left|w_{a}\right\rangle
\end{array}
$$

where the optimization is with respect to $|\mathrm{S}|$-dimensional vectors $|v\rangle$ and $\left|w_{a}\right\rangle, a \in \mathrm{~A}$, and the inequality constraints are componentwise. Every set of feasible points $|v\rangle,\left|w_{a}\right\rangle, a \in \mathrm{~A}$ of this linear program defines a stationary policy with the decision function $d$ as follows:

$$
\begin{equation*}
d(s)(a)=\frac{\left\langle s \mid w_{a}\right\rangle}{\langle s \mid v\rangle}, \quad \forall s \in \mathrm{~S}, a \in \mathrm{~A} \tag{A48}
\end{equation*}
$$

Proof. By the assumption that $\lim _{t \rightarrow \infty}\left(P^{d}\right)^{t-1}$ exists and is unique, we have that $\lim _{t \rightarrow \infty}\left(P^{d}\right)^{t-1}=|v\rangle\langle\gamma|$ for some probability vector $|v\rangle$ such that $\langle s \mid v\rangle \in(0,1]$ for all $s \in \mathrm{~S}$ and $P^{d}|v\rangle=|v\rangle$. (Note that all elements $\langle s \mid v\rangle$ are strictly greater than zero, see, e.g., Ref. 145, Theorem A.2.) Therefore, $\lim _{t \rightarrow \infty} \mathbb{E}[f(S(t))]_{(d, d, \ldots)}=\langle f \mid v\rangle$. Furthermore, using the fact that $P^{d}=\sum_{a \in \mathrm{~A}} T^{a} D_{a}^{d}$, we have $\sum_{a \in \mathrm{~A}} T_{a} D_{a}^{d}|v\rangle=|v\rangle$. Now, let $\left|w_{a}\right\rangle:=D_{a}^{d}|v\rangle$. By recalling that $D_{a}^{d}=\sum_{s \in \mathrm{~S}, a \in \mathrm{~A}} d(s)(a)|s\rangle\langle s|$, we see that $\left\langle s \mid w_{a}\right\rangle=d(s)(a)\langle s \mid v\rangle$, so that the elements $\left\langle s \mid w_{a}\right\rangle$ can be thought of as the joint probabilities $\operatorname{Pr}[S(t)=s, A(t)=a]$ (in the steady state). This means that $\left\langle s \mid w_{a}\right\rangle \in[0,1]$ and also that $\left\langle s \mid w_{a}\right\rangle \leq\langle s \mid v\rangle$, for all $s \in \mathrm{~S}$ and $a \in \mathrm{~A}$. Then, using the fact that $\sum_{a \in \mathrm{~A}} D_{a}^{d}=\mathbb{1}_{\mathrm{S}}$, we obtain $\sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|v\rangle$. By uniqueness of the stationary probability vector $|v\rangle$, the result follows.

The construction of the decision function $d$ in (A48) follows from Ref. 145, Theorem 8.8.2. Both $\left\langle s \mid w_{a}\right\rangle$ and $\langle s \mid v\rangle$ are obtained from the linear program, and because $\langle s \mid v\rangle$ is strictly positive, we can divide in order to get $d(s)(a)$, and the condition $\sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle$ guarantees that $\sum_{a \in \mathrm{~A}} d(s)(a)=1$ for all $s \in \mathrm{~S}$, as required for a conditional probability. This completes the proof.

We now consider the optimal expected value of a function $f$ : $S \rightarrow \mathbb{R}$ in the steady-state limit when there are absorbing states in the MDP. We now show how to obtain an upper bound using a linear program.

Proposition A. 3 (Linear programing relaxation for the steadystate expected function value for an MDP with absorbing states). Consider an MDP with absorbing states, as defined in Appendix A 2 a, along with a function $f: S \rightarrow \mathbb{R}$ of the state of the MDP. Then, the optimal steady-state expected value of $f$, namely, the quantity in (A45), is bounded from above by the solution to the following linear program:

$$
\begin{array}{ll}
\operatorname{maximize} & \langle f \mid 1, x\rangle \\
\text { subject to } & 0 \leq\left|w_{a}\right\rangle \leq|x\rangle \quad \forall a \in \mathrm{~A} \\
& 0 \leq\left|v_{a}\right\rangle \leq|y\rangle \quad \forall a \in \mathrm{~A} \\
& \sum_{a \in \mathrm{~A}} \sum_{i=0}^{1} T_{0 \rightarrow i}^{a}\left|w_{a}\right\rangle=|0\rangle|x\rangle \\
& \sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|x\rangle  \tag{A49}\\
& |y\rangle-\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 0}^{a}\left|v_{a}\right\rangle=\left|S_{\text {tra }}(1)\right\rangle \\
& \sum_{a \in \mathrm{~A}}\left|v_{a}\right\rangle=|y\rangle \\
& \sum_{a \in \mathrm{~A}} T_{0 \rightarrow 1}^{a}\left|v_{a}\right\rangle=|x\rangle
\end{array}
$$

where $\left|S_{\text {tra }}(1)\right\rangle$ is the initial $\left|S_{\text {tra }}\right|$-dimensional probability vector of the MDP (entirely in the transient block), the optimization is with respect to $\left|\mathrm{S}_{\text {tra }}\right|$-dimensional vectors $|x\rangle,|y\rangle,\left|v_{a}\right\rangle,\left|w_{a}\right\rangle, a \in \mathrm{~A}$, and the inequality constraints are component-wise. Every set of feasible points $|x\rangle,|y\rangle,\left|v_{a}\right\rangle,\left|w_{a}\right\rangle, a \in \mathrm{~A}$ of this linear program defines a stationary policy with the decision function $d$ for the transient states as follows:

$$
\begin{equation*}
\forall s \in \mathrm{~S}_{\mathrm{tra}}, a \in \mathrm{~A}: d(s)(a)=\frac{\left\langle s \mid w_{a}\right\rangle}{\langle s \mid x\rangle} \tag{A50}
\end{equation*}
$$

If $\langle s \mid x\rangle=0$ as well as for $s \in \mathrm{~S}_{\mathrm{abs}}$, we can set $d(s)$ to an arbitrary probability distribution.

Proof. For every decision function $d$, for the transition matrix in (A37), it is known that ${ }^{141}$

$$
\lim _{t \rightarrow \infty}\left(P^{d}\right)^{t-1}=\left(\begin{array}{cc}
0 & 0  \tag{A51}\\
R^{d}\left(\mathbb{1}_{\mathrm{S}_{\mathrm{tra}}}-Q^{d}\right)^{-1} & 0
\end{array}\right)
$$

Therefore,
$\lim _{t \rightarrow \infty} \mathbb{E}[f(S(t))]_{(d, d, \ldots)}=\langle f|\left(|1\rangle\langle 0| \otimes\left(R^{d}\left(\mathbb{1}_{\mathrm{S}_{\mathrm{tra}}}-Q^{d}\right)^{-1}\right)\right)|0\rangle\left|S_{\mathrm{tra}}(1)\right\rangle$.

Now, let

$$
\begin{gather*}
|x\rangle=R^{d}\left(\mathbb{1}_{\mathrm{s}_{\mathrm{tra}}}-Q^{d}\right)^{-1}\left|S_{\mathrm{tra}}(1)\right\rangle,  \tag{A53}\\
|y\rangle=\left(\mathbb{1}_{\mathrm{stra}}-Q^{d}\right)^{-1}\left|S_{\mathrm{tra}}(1)\right\rangle . \tag{A54}
\end{gather*}
$$

Then, it is easy to verify that

$$
\begin{gather*}
P^{d}|0\rangle|x\rangle=|0\rangle|x\rangle,  \tag{A55}\\
\left(\mathbb{1}_{\mathrm{S}_{\mathrm{tra}}}-Q^{d}\right)|y\rangle=\left|S_{\mathrm{tra}}(1)\right\rangle,  \tag{A56}\\
R^{d}|y\rangle=|x\rangle . \tag{A57}
\end{gather*}
$$

Then, as in the proof of Proposition A.2, we define

$$
\begin{align*}
\left|w_{a}\right\rangle & =D_{a}^{d}(0)|x\rangle,  \tag{A58}\\
\left|v_{a}\right\rangle & =D_{a}^{d}(0)|y\rangle, \tag{A59}
\end{align*}
$$

for all $a \in \mathrm{~A}$. Then, by the same arguments as in the proof of Proposition A.2, we have that $0 \leq\left|w_{a}\right\rangle \leq|x\rangle$ and $0 \leq\left|v_{a}\right\rangle|y\rangle$ for all $a \in \mathrm{~A}$, and $\sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|x\rangle, \sum_{a \in \mathrm{~A}}\left|v_{a}\right\rangle=|y\rangle$. Combining the constraints in (A55)-(A57) along with the definitions and constraints for the vectors $\left|w_{a}\right\rangle$ and $\left|v_{a}\right\rangle$ leads to the constraints in (A49). Optimizing with respect to these constraints, therefore, results in a value that cannot be less than the value in (A45), leading to the desired result. The construction of the decision function in (A50) results from the definition of $\left|w_{a}\right\rangle$ and the reasoning analogous to that given in the proof of Proposition A.2. This completes the proof.

Finally, we show how to bound the expected absorption time of an MDP with absorbing states using a linear program.

Proposition A. 4 (Linear programing relaxation for the expected waiting time to absorption). Consider an MDP with absorbing states, as defined in Appendix A2a. The minimum expected waiting time to reach an absorbing state, namely, the quantity in (A46), is bounded from below by the following linear program:

$$
\begin{array}{ll}
\operatorname{minimize} & \langle\gamma \mid x\rangle, \\
\text { subject to } & 0 \leq\left|w_{a}\right\rangle \leq|x\rangle \quad \forall a \in \mathrm{~A}, \\
& |x\rangle-\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 0}^{a}\left|w_{a}\right\rangle=\left|S_{\mathrm{tra}}(1)\right\rangle,  \tag{A60}\\
& \sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|x\rangle,
\end{array}
$$

where $\left|S_{\text {tra }}(1)\right\rangle$ is the initial $\left|\mathrm{S}_{\text {tra }}\right|$-dimensional probability vector of the MDP (entirely in the transient block), the optimization is with respect to $\left|\mathrm{S}_{\text {tra }}\right|$-dimensional vectors $|x\rangle,\left|w_{a}\right\rangle, a \in \mathrm{~A}$, and the inequality constraints are component-wise. Every set of feasible points $|x\rangle,\left|w_{a}\right\rangle, a \in \mathrm{~A}$ of this linear program defines a stationary policy with the decision function $d$ for the transient states as follows:

$$
\begin{equation*}
d(s)(a)=\frac{\left\langle s \mid w_{a}\right\rangle}{\langle s \mid x\rangle} \quad \forall s \in \mathrm{~S}, a \in \mathrm{~A} . \tag{A61}
\end{equation*}
$$

If $\langle s \mid x\rangle=0$, then we can set $d(s)$ to be an arbitrary probability distribution.

Proof. We start with the fact that, for a given decision function $d$, the expected waiting time to absorption is given by $\left\langle\left.\gamma\right|_{S_{\mathrm{tra}}}\left(\mathbb{1}_{\mathrm{S}_{\mathrm{ta}}}-Q^{d}\right)^{-1} \mid S_{\mathrm{tra}}(1)\right\rangle$. Now, let

$$
\begin{equation*}
|x\rangle=\left(\mathbb{1}_{\mathrm{strax}}-Q^{d}\right)^{-1}\left|S_{\mathrm{tra}}(1)\right\rangle . \tag{A62}
\end{equation*}
$$

Then, we have that $\left(\mathbb{1}_{\mathrm{S}_{\mathrm{ta}}}-Q^{d}\right)|x\rangle=\left|S_{\mathrm{tra}}(1)\right\rangle$. Using the definition of $Q^{d}$ in (A38), we obtain $|x\rangle-\sum_{a \in \mathrm{~A}} T_{0 \rightarrow 0}^{a}\left|w_{a}\right\rangle=\left|S_{\mathrm{tra}}(1)\right\rangle$, where $\left|w_{a}\right\rangle=D_{a}^{d}(0)|x\rangle, a \in \mathrm{~A}$. The definition of $\left|w_{a}\right\rangle$ is the same as in the proof of Proposition A.3; thus, for the same reasons as in that proof, we have that $0 \leq\left|w_{a}\right\rangle \leq|x\rangle$ for all $a \in \mathrm{~A}$ and $\sum_{a \in \mathrm{~A}}\left|w_{a}\right\rangle=|x\rangle$. It is then clear that, by optimizing the quantity $\langle\gamma \mid x\rangle$ with respect to $|x\rangle$ and $\left|w_{a}\right\rangle, a \in \mathrm{~A}$, the result can be no greater than the optimal expected time to reach an absorbing state, leading to the desired result. Then, given feasible points $|x\rangle$ and $\left|w_{a}\right\rangle, a \in \mathrm{~A}$, the function $d$ defined by (A61) is a valid decision function whenever $\langle s \mid x\rangle$ is non-zero. This completes the proof.

## APPENDIX B: QUANTUM STATES AND CHANNELS

In this section, we summarize some standard material on quantum states and channels, which can be found in Refs. 126, 129 , and 150-152. Given a quantum system $A$ with an associated Hilbert space $\mathrm{H}_{A}$, the quantum state of $A$ is given by a density operator acting on $\mathrm{H}_{A}$ : a linear operator $\rho_{A}: \mathrm{H}_{A} \rightarrow \mathrm{H}_{A}$ that is positive semi-definite and has unit trace, i.e., $\rho_{A} \geq 0$ and $\operatorname{Tr}\left[\rho_{A}\right]=1$.

A type of quantum state that we frequently encounter in this work is a classical-quantum state, which is a quantum state of the form

$$
\begin{equation*}
\rho_{X A}=\sum_{x \in X} p(x)|x\rangle\left\langle\left. x\right|_{X} \otimes \rho_{A}^{x},\right. \tag{B1}
\end{equation*}
$$

where X is a finite set, $p: \mathrm{X} \rightarrow[0,1]$ is a probability mass function, and $\left\{\rho_{A}^{x}\right\}_{x \in \mathrm{X}}$ is a set of quantum states. Classical-quantum states can be used to model scenarios in which classical information accompanies the state of a quantum system. Specifically, if a quantum system $A$ is prepared in a state from the set $\left\{\rho_{A}^{x}\right\}_{x \in \mathrm{X}}$ according to the probability distribution defined by $p$, then knowledge of the label $x \in \mathrm{X}$ is stored in the classical register $X$.

Given two quantum states $\rho$ and $\sigma$, their fidelity is defined to $b e^{153}$

$$
\begin{equation*}
F(\rho, \sigma):=(\operatorname{Tr}[\sqrt{\sqrt{\rho} \sigma \sqrt{\rho}}])^{2} \tag{B2}
\end{equation*}
$$

The fidelity quantifies the closeness of two quantum states. In particular, $F(\rho, \sigma)=1$ if and only if $\rho=\sigma$, and $F(\rho, \sigma)=0$ if and only if $\rho$ and $\sigma$ are supported on orthogonal subspaces. If one of the states, say $\sigma$, is pure, then it is straightforward to show that

$$
\begin{equation*}
F(\rho,|\psi\rangle\langle\psi|)=\langle\psi| \rho|\psi\rangle . \tag{B3}
\end{equation*}
$$

The fidelity is also multiplicative, meaning that

$$
\begin{equation*}
F\left(\rho_{1} \otimes \rho_{2}, \sigma_{1} \otimes \sigma_{2}\right)=F\left(\rho_{1}, \sigma_{1}\right) F\left(\rho_{2}, \sigma_{2}\right) \tag{B4}
\end{equation*}
$$

for all states $\rho_{1}, \rho_{2}, \sigma_{1}, \sigma_{2}$.
A quantum channel is a mathematical description of the evolution of a quantum system. Let $\mathrm{L}\left(\mathrm{H}_{A}\right)$ denotes the vector space of linear operators acting on the Hilbert space $\mathrm{H}_{A}$. A linear map $\mathcal{T}: L\left(\mathrm{H}_{A}\right) \rightarrow \mathrm{L}\left(\mathrm{H}_{B}\right)$ is often called a superoperator, and it is such that

$$
\begin{equation*}
\mathcal{T}(\alpha X+\beta Y)=\alpha \mathcal{T}(X)+\beta \mathcal{T}(Y) \tag{B5}
\end{equation*}
$$

for all $\alpha, \beta \in \mathbb{C}$ and all $X, Y \in \mathrm{~L}\left(\mathrm{H}_{A}\right)$. It is often helpful to explicitly indicate the input and output Hilbert spaces of a superoperator $\mathcal{T}$ : $\mathrm{L}\left(\mathrm{H}_{A}\right) \rightarrow \mathrm{L}\left(\mathrm{H}_{B}\right)$ by writing $\mathcal{T}_{A \rightarrow B}$. The identity superoperator is denoted by $\mathrm{id}_{A}$, and it satisfies $\operatorname{id}_{A}(X)=X$ for all $X \in \mathrm{~L}\left(\mathrm{H}_{A}\right)$.

A quantum channel $\mathcal{N}_{A \rightarrow B}$ is a linear, completely positive, and trace-preserving superoperator acting on the vector space $L\left(\mathrm{H}_{A}\right)$ of linear operators of the Hilbert space $\mathrm{H}_{A}$ of the quantum system $A$. Given an input state $\rho_{A}$ of the system $A$, the output is the state of a new quantum system $B$ given by $\mathcal{N}_{A \rightarrow B}\left(\rho_{A}\right)$.

- A superoperator $\mathcal{N}$ is completely positive if the $\operatorname{map}_{\operatorname{id}}^{k} \otimes \mathcal{N}$ is positive for all $k \in \mathbb{N}$, where $\mathrm{id}_{k}: \mathrm{L}\left(\mathbb{C}^{k}\right) \rightarrow \mathrm{L}\left(\mathbb{C}^{k}\right)$ is the identity superoperator. In other words, $\left(\operatorname{id}_{k} \otimes \mathcal{N}\right)(X) \geq 0$ for every linear operator $X \geq 0$.
- A superoperator $\mathcal{N}$ is trace preserving if $\operatorname{Tr}[\mathcal{N}(X)]=\operatorname{Tr}[X]$ for every linear operator $X$.


## 1. Quantum instruments

Let $A$ be a quantum system with an associated Hilbert space $\mathrm{H}_{A}$. A measurement of $A$ is defined by a finite set $\left\{M_{A}^{x}\right\}_{x \in \mathrm{X}}$ of linear operators acting on $\mathrm{H}_{A}$, called a positive operator-valued measure (POVM), that satisfies the following two properties:

- $M_{A}^{x} \geq 0$ for all $x \in \mathrm{X}$;
- $\sum_{x \in \mathrm{X}} M_{A}^{x}=\mathbb{1}_{A}$.

Elements of the set $X$ label the possible outcomes of the measurement. Given a state $\rho_{A}$, the probability of obtaining the outcome $x \in \mathrm{X}$ is given by the Born rule as $\operatorname{Tr}\left[M_{A}^{x} \rho_{A}\right]$.

As a generalization of a measurement, a quantum instrument is a finite set $\left\{\mathcal{M}^{x}\right\}_{x \in \mathrm{X}}$ of completely positive trace non-increasing maps, such that the sum $\sum_{x \in \mathrm{X}} \mathcal{M}^{x}$ is a trace-preserving map, thus a quantum channel. \{A trace non-increasing map $\mathcal{N}_{A \rightarrow B}$ satisfies $\operatorname{Tr}\left[\mathcal{N}_{A \rightarrow B}\left(X_{A}\right)\right] \leq \operatorname{Tr}\left[X_{A}\right]$ for every positive semi-definite linear operator $X_{A}$.\} The quantum instrument channel $\mathcal{M}$ associated with the quantum instrument $\left\{\mathcal{M}^{x}\right\}_{x \in \mathrm{X}}$ is defined as

$$
\begin{equation*}
\mathcal{M}(\cdot):=\sum_{x \in \mathrm{X}}|x\rangle\langle x| \otimes \mathcal{M}^{x}(\cdot) . \tag{B6}
\end{equation*}
$$

A quantum instrument $\left\{\mathcal{M}^{x}\right\}_{x \in \mathrm{X}}$ can be thought of as a generalized form of a measurement in which the completely positive maps $\mathcal{M}^{x}$ represent the evolution of the quantum system conditioned on the outcome $x$. The trace non-increasing property of the maps $\mathcal{M}^{x}$ represents the fact that the outcome $x$ occurs probabilistically. Specifically, the probability of obtaining the outcome $x$ is equal to $\operatorname{Tr}\left[\mathcal{M}^{x}(\rho)\right]$, which can be thought of as a generalized form of the Born rule stated above. The quantum instrument channel in (B6) can be thought of as an operation that stores both the outcome $x$ of the instrument in the classical register and the corresponding output state.

## 2. LOCC channels

Consider two parties, Alice and Bob, who are spatially separated. Suppose that they have the ability to perform arbitrary quantum operations (quantum channels, measurements, and instruments) in their respective labs, and that they are connected by a classical communication channel. It is often the case that Alice
and Bob are also connected by a quantum channel and/or share an entangled quantum state, and their task is to make use of these resources as sparingly as possible in order to accomplish their desired goal. Their local operations and classical communication (LOCC) can be used freely to help with achieving the goal, which could be feedback-assisted quantum communication ${ }^{38}$ (see also Ref. 152), which includes quantum teleportation and entanglement swapping, ${ }^{12-14,39}$ or it could be entanglement distillation. ${ }^{38}$ In the network setting, the task is repeater-assisted quantum communication. Here, we focus on the basic mathematical definition of an LOCC channel and provide some examples. For more mathematical details about LOCC channels, we refer to Ref. 154.

Consider the scenario shown in Fig. 16, which is an LOCC protocol with $t$ rounds. The LOCC channel corresponding to this protocol, i.e., the channel mapping the input systems $A_{0} B_{0}$ to the output systems $A_{t} B_{t}$ at the end of the $t$ th round of the protocol, can be derived as follows.

We start with the initial state $\sigma_{A_{0} B_{0}}^{0}$ shared by Alice and Bob. In the first round, Alice acts on her system $A_{0}$ with a quantum instrument channel $\mathcal{M}_{A_{0} \rightarrow X_{1} A_{1}}^{0}$, which leads to the following output:

$$
\begin{equation*}
\sigma_{A_{0} B_{0}}^{0} \mapsto \mathcal{M}_{A_{0} \rightarrow X_{1} A_{1}}\left(\sigma_{A_{0} B_{0}}^{0}\right)=\sum_{x_{1} \in \mathrm{X}_{1}}\left|x_{1}\right\rangle\left\langle\left. x_{1}\right|_{X_{1}} \otimes \mathcal{M}_{A_{0} \rightarrow A_{1}}^{0 ; x_{1}}\left(\sigma_{A_{0} B_{0}}^{0}\right)\right. \tag{B7}
\end{equation*}
$$

where $X_{1}$ is a finite set and $\left\{\mathcal{M}_{A_{0} \rightarrow A_{1}}^{0 ; x_{1}}\right\}_{x_{1} \in \mathrm{X}_{1}}$ is a quantum instrument. The classical register $X_{1}$ is then communicated to Bob, who applies the conditional quantum instrument channel given by

$$
\begin{equation*}
\mathcal{N}_{X_{1} B_{0} \rightarrow X_{1} Y_{1} B_{1}}^{0}\left(\left|x_{1}\right\rangle\left\langle\left. x_{1}\right|_{X_{1}} \otimes \tau_{B_{0}}\right)=\left|x_{1}\right\rangle\left\langle\left. x_{1}\right|_{X_{1}} \otimes \mathcal{N}_{B_{0} \rightarrow Y_{1} B_{1}}^{0 ; x_{1}}\left(\tau_{B_{0}}\right)\right.\right. \tag{B8}
\end{equation*}
$$

where $\mathcal{N}_{B_{0} \rightarrow Y_{1} B_{1}}^{0 ; x_{1}}$ is a quantum instrument channel, i.e.,

$$
\begin{equation*}
\mathcal{N}_{B_{0} \rightarrow Y_{1} B_{1}}^{0 ; x_{1}}\left(\tau_{B_{0}}\right)=\sum_{y_{1} \in Y_{1}}\left|y_{1}\right\rangle\left\langle\left. y_{1}\right|_{Y_{1}} \otimes \mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}\left(\tau_{B_{0}}\right),\right. \tag{B9}
\end{equation*}
$$

with $\left\{\mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}\right\}_{y_{1} \in \mathrm{Y}_{1}}$ being a quantum instrument, i.e., every $\mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}$ is a completely positive trace non-increasing map and $\sum_{y_{1} \in Y_{1}}^{B_{0} \rightarrow B_{1}} \mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}$ is a trace-preserving map. Bob sends the outcome $y_{1} \in Y_{1}$ of the quantum instrument to Alice. This completes the first round, and the quantum state shared by Alice and Bob is

$$
\begin{align*}
& \rho_{X_{1} Y_{1} A_{1} B_{1}}(1) \\
&:=\left(\mathcal{M}_{A_{0} \rightarrow X_{1} A_{1}}^{0} \otimes \mathcal{N}_{X_{1} B_{0} \rightarrow X_{1} Y_{1} B_{1}}^{0}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right) \\
&=\sum_{\substack{x_{1} \in \mathrm{X}_{1} \\
y_{1} \in Y_{1}}}\left|x_{1}, y_{1}\right\rangle\left\langle x_{1},\left.y_{1}\right|_{X_{1} Y_{1}} \otimes\left(\mathcal{M}_{A_{0} \rightarrow A_{1}}^{0 ; x_{1}} \otimes \mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right)\right. \\
&=\sum_{\substack{x_{1} \in \mathrm{X}_{1} \\
y_{1} \in Y_{1}}}\left|x_{1}, y_{1}\right\rangle\left\langle x_{1},\left.y_{1}\right|_{X_{1} Y_{1}} \otimes \widetilde{\sigma}_{A_{1} B_{1}}\left(1 ; x_{1}, y_{1}\right)\right. \tag{B11}
\end{align*}
$$

where, in the last line, we let

$$
\begin{equation*}
\widetilde{\sigma}_{A_{1} B_{1}}\left(1 ; x_{1}, y_{1}\right):=\left(\mathcal{M}_{A_{0} \rightarrow A_{1}}^{0 ; x_{1}} \otimes \mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right) \tag{B13}
\end{equation*}
$$



FIg. 16. Depiction of a t-round LOCC protocol between Alice and Bob. The channels $\mathcal{M}^{0}, \mathcal{M}^{1}, \ldots, \mathcal{M}^{t-1}$ represent Alice's local operations, the channels $\mathcal{N}^{0}, \mathcal{N}^{1}, \ldots, \mathcal{N}^{t-1}$ represent Bob's local operations, and the registers $H_{1}, H_{2}, \ldots, H_{t}$ represent the classical communication to and from Alice and Bob. The final quantum state $\sigma_{A_{t} B_{t}}(t)$ shared by Alice and Bob has the form shown in (B30).

Now, in the second round, Alice applies the conditional quantum instrument channel given by

$$
\begin{align*}
& \mathcal{M}_{X_{1} Y_{1} A_{1} \rightarrow X_{1} Y_{1} X_{2} A_{2}}\left(\left|x_{1}, y_{1}\right\rangle\left\langle x_{1},\left.y_{1}\right|_{X_{1} Y_{1}} \otimes \rho_{A_{1}}\right)\right. \\
& \quad:=\left|x_{1}, y_{1}\right\rangle\left\langle x_{1},\left.y_{1}\right|_{X_{1} Y_{1}} \otimes \mathcal{M}_{A_{1} \rightarrow X_{2}, X_{2}}^{1 ; A_{1}, A_{1}}\left(\rho_{A_{1}}\right),\right. \tag{B14}
\end{align*}
$$

where $\mathcal{M}_{A_{1} \rightarrow X_{2} A_{2}}^{1 ; x_{1}, y_{1}}$ is a quantum instrument channel in which the underlying quantum instrument $\left\{\mathcal{M}_{A_{1} \rightarrow A_{2}}^{1 ; x_{1}, \mathcal{Y}_{1}, x_{2}}\right\}_{x_{2} \in \mathrm{X}_{2}}$ is conditioned on the histories $\left\{\left(x_{1}, y_{1}\right): x_{1} \in \mathrm{X}_{1}, y_{1} \in \mathrm{Y}_{1}\right\}$ of hers and Bob's prior outcomes. She sends the outcome $x_{2} \in \mathrm{X}_{2}$ of the quantum instrument to Bob, who then applies the conditional quantum instrument channel given by

$$
\begin{align*}
& \mathcal{N}_{X_{1} Y_{1} X_{2} B_{1} \rightarrow X_{1} Y_{1} X_{2} Y_{2} B_{2}}\left(\left|x_{1}, y_{1}, x_{2}\right\rangle\left\langle x_{1}, y_{1},\left.x_{2}\right|_{X_{1} Y_{1} X_{2}} \otimes \tau_{B_{1}}\right)\right. \\
& \quad:=\left|x_{1}, y_{1}, x_{2}\right\rangle\left\langle x_{1}, y_{1},\left.x_{2}\right|_{X_{1} Y_{1} X_{2}} \otimes \mathcal{N}_{B_{1} \rightarrow Y_{2} B_{2}}^{1 ; x_{1}, y_{1}, x_{2}}\left(\tau_{B_{1}}\right)\right. \tag{B15}
\end{align*}
$$

where $\mathcal{N}_{B_{1} \rightarrow Y_{2} B_{2}}^{1 ; x_{1}, y_{1}, x_{2}}$ is a quantum instrument channel in which the underlying quantum instrument $\left\{\mathcal{N}_{B_{1} \rightarrow B_{2}}^{1 ; x_{1}, y_{1}, x_{2}, y_{2}}\right\}_{y_{2} \in Y_{2}}$ depends on the prior outcomes $x_{1} \in \mathrm{X}_{1}, y_{1} \in \mathrm{Y}_{1}$, and $x_{2} \in \mathrm{X}_{2}$. The outcome of the instrument is $y_{2} \in Y_{2}$, so that, at the end of the second round, the state shared by Alice and Bob is

$$
\begin{equation*}
\rho_{X_{1} Y_{1} X_{2} Y_{2} A_{2} B_{2}}(2)=\sum_{h^{2}}\left|h^{2}\right\rangle\left\langle\left. h^{2}\right|_{H_{2}} \otimes \widetilde{\sigma}_{A_{2} B_{2}}\left(2 ; h^{2}\right),\right. \tag{B16}
\end{equation*}
$$

where we used the abbreviations

$$
\begin{gather*}
H_{2} \equiv X_{1} Y_{1} X_{2} Y_{2},  \tag{B17}\\
h^{2} \equiv\left(x_{1}, y_{1}, x_{2}, y_{2}\right) \in \mathrm{X}_{1} \times \mathrm{Y}_{1} \times \mathrm{X}_{2} \times \mathrm{Y}_{2}, \tag{B18}
\end{gather*}
$$

and

$$
\begin{equation*}
\widetilde{\sigma}\left(2 ; h^{2}\right):=\left(\mathcal{M}_{A_{1} \rightarrow A_{2}}^{1 ; x_{1}, y_{1}, x_{2}} \circ \mathcal{M}_{A_{0} \rightarrow A_{1}}^{0 ; x_{1}} \otimes \mathcal{N}_{B_{1} \rightarrow B_{2}}^{1 ; h^{2}} \circ \mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; x_{1}, y_{1}}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right) . \tag{B19}
\end{equation*}
$$

Let $h^{j}:=\left(x_{1}, y_{1}, \ldots, x_{j}, y_{j}\right) \in \mathrm{X}_{1} \times \mathrm{Y}_{1} \times \cdots \times \mathrm{X}_{j} \times \mathrm{Y}_{j}$ be the history up to $j$ steps, $j \in\{1,2, \ldots$,$\} . Proceeding in the manner pre-$ sented above, at the $j$ th step of the protocol, Alice and Bob apply conditional quantum instrument channels of the form:

$$
\begin{equation*}
\mathcal{M}_{H_{j} A_{j} \rightarrow H_{j} X_{j+1} A_{j+1}}^{j}\left(\left|h^{j}\right\rangle\left\langle\left. h^{j}\right|_{H_{j}} \otimes \rho_{A_{j}}\right)=\left|h^{j}\right\rangle\left\langle\left. h^{j}\right|_{H_{j}} \otimes \mathcal{M}_{A_{j} \rightarrow X_{j+1} A_{j+1}}^{j ; h^{j}}\left(\rho_{A_{j}}\right)\right.\right. \tag{B20}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{N}_{H_{j} X_{j+1} B_{j} \rightarrow H_{j+1} B_{j+1}}^{j}\left(\left|h^{j}, x_{j+1}\right\rangle\left\langle h^{j},\left.x_{j+1}\right|_{H_{j} X_{j+1}} \otimes \sigma_{B_{j}}\right)\right. \\
& \quad=\left|h^{j}, x_{j+1}\right\rangle\left\langle h^{j},\left.x_{j+1}\right|_{H_{j} X_{j+1}} \otimes \mathcal{N}_{B_{j} \rightarrow Y_{j+1} B_{j+1}}^{j / h_{j}, x_{j+1}}\left(\sigma_{B_{j}}\right),\right. \tag{B21}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{M}_{A_{j} \rightarrow X_{j+1}, A_{j+1}}^{j ; k_{j}^{j}}\left(\rho_{A_{j}}\right)=\sum_{x_{j+1} \in \mathrm{X}_{j+1}}\left|x_{j+1}\right\rangle\left\langle\left. x_{j+1}\right|_{X_{j+1}} \otimes \mathcal{M}_{A_{j} \rightarrow A_{j+1}}^{j ; h^{i} x_{j+1}}\left(\rho_{A_{j}}\right)\right. \tag{B22}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{N}_{B_{j} \rightarrow Y_{j+1} B_{j+1}}^{j j_{i} x_{j+1}}\left(\sigma_{B_{j}}\right)=\sum_{y_{j+1} \in Y_{j+1}}\left|y_{j+1}\right\rangle\left\langle\left. y_{j+1}\right|_{Y_{j+1}} \otimes \mathcal{N}_{B_{j} \rightarrow B_{j+1}}^{j ; h_{j}^{j}, x_{j+1}, y_{j+1}}\left(\sigma_{B_{j}}\right) .\right. \tag{B23}
\end{equation*}
$$

Therefore, at the end of the $t$ th round, the classical-quantum state shared by Alice and Bob is

$$
\begin{equation*}
\rho_{H_{t} A_{t} B_{t}}(t)=\sum_{h^{t}}\left|h^{t}\right\rangle\left\langle\left. h^{t}\right|_{H_{t}} \otimes \widetilde{\sigma}_{A_{t} B_{t}}\left(t ; h^{t}\right),\right. \tag{B24}
\end{equation*}
$$

where $H_{t} \equiv X_{1} Y_{1} \cdots X_{t} Y_{t}, h^{t}=\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{t}, y_{t}\right)$,

$$
\begin{gather*}
\widetilde{\sigma}\left(t ; h^{t}\right)=\left(\mathcal{S}_{A_{0} \rightarrow A_{t}}^{t ; h^{t}} \otimes \mathcal{T}_{B_{0} \rightarrow B_{t}}^{t ; h^{t}}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right),  \tag{B25}\\
\mathcal{S}_{A_{0} \rightarrow A_{t}}^{t ; h_{t}^{t}}:=\mathcal{M}_{A_{t-1}-A_{t}}^{t-1 ; h_{t}^{t}, x_{t}} \circ \cdots \circ \mathcal{M}_{A_{1} \rightarrow A_{2}}^{1 ; h_{1}^{t}, x_{2}} \circ \mathcal{M}_{A_{0} \rightarrow A_{1}}^{0 ; x_{1}},  \tag{B26}\\
\mathcal{T}_{B_{0} \rightarrow h_{t}}^{t ; h^{t}}:=\mathcal{N}_{B_{t-1} \rightarrow B_{t}}^{t-1 ; h_{t}^{t}} \circ \cdots \circ \mathcal{N}_{B_{1} \rightarrow B_{2}}^{1 ; h_{2}^{t}} \circ \mathcal{N}_{B_{0} \rightarrow B_{1}}^{0 ; h_{1}^{t}}, \tag{B27}
\end{gather*}
$$

and we have defined $h_{j}^{t}:=\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{j}, y_{j}\right)$ for all $j \in\{1,2, \ldots, t-1\}$.

Now, if Alice and Bob discard the history of their outcomes, then this corresponds to tracing out the classical history register $H_{t}$, and it results in the state

$$
\begin{align*}
\sigma_{A_{t} B_{t}}(t) & :=\operatorname{Tr}_{H_{t}}\left[\rho_{H_{t} A_{t} B_{t}}(t)\right]  \tag{B28}\\
& =\sum_{h^{t}} \tilde{\sigma}_{A_{t} B_{t}}\left(t ; h^{t}\right) \tag{B29}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{h^{t}}\left(\mathcal{S}_{A_{0} \rightarrow A_{t}}^{t ; h^{t}} \otimes \mathcal{T}_{B_{0} \rightarrow B_{t}}^{t ; h^{t}}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right) \tag{B30}
\end{equation*}
$$

which is of the form

$$
\begin{equation*}
\mathcal{L}_{A B \rightarrow \hat{A} \hat{B}}(\cdot):=\sum_{x \in \mathrm{X}}\left(\mathcal{S}_{A \rightarrow \hat{A}}^{x} \otimes \mathcal{T}_{B \rightarrow \hat{B}}^{x}\right)(\cdot) \tag{B31}
\end{equation*}
$$

Here, $\left\{\mathcal{S}^{x}\right\}_{x \in \mathrm{X}}$ and $\left\{\mathcal{T}^{x}\right\}_{x \in \mathrm{X}}$ are completely positive trace nonincreasing maps, such that the sum $\sum_{x \in X} \mathcal{S}^{x} \otimes \mathcal{T}^{x}$ is a tracepreserving map.

Note that the sum $\sum_{h^{t}} \mathcal{S}^{t ; h^{t}} \otimes \mathcal{T}^{t ; h^{t}}$ in (B30) is, indeed, a tracepreserving map because for every $j \in\{1,2, \ldots, t-1\}$, history $h^{j-1}$ up to time $j-1$, and linear operator $X_{A_{j-1} B_{j-1}}$,

$$
\begin{align*}
& \sum_{x_{j}, y_{j}} \operatorname{Tr}\left[\left(\mathcal{M}_{A_{j-1} \rightarrow A_{j}}^{\left.\left.j-1 ; h_{j}^{j-1}, \mathcal{N}_{B_{j-1} \rightarrow B_{j}}^{j-1 ; h^{j-1}, x_{j}, y_{j}}\right)\left(X_{A_{j-1} B_{j-1}}\right)\right]} \begin{array}{l}
\quad=\sum_{x_{j}} \operatorname{Tr}\left[\left(\mathcal{M}_{A_{j-1} \rightarrow A_{j}}^{j-1 ; h_{j}^{j-1}, x_{j}} \otimes \sum_{y_{j}} \mathcal{N}_{B_{j-1} \rightarrow B_{j}}^{j-1 ; j^{j-1}, x_{j}, y_{j}}\right)\left(X_{A_{j-1} B_{j-1}}\right)\right] \\
\quad=\sum_{x_{j}} \operatorname{Tr}_{A_{j}}\left[\mathcal{M}_{A_{j-1} \rightarrow A_{j}}^{j-1 ; h^{j-1}, x_{j}}\left(\operatorname{Tr}_{B_{j-1}}\left[X_{A_{j-1} B_{j-1}}\right]\right)\right] \\
\quad=\operatorname{Tr}_{A_{j}}\left[\sum_{x_{j}} \mathcal{M}_{A_{j-1} \rightarrow A_{j}}^{j-1 ; j_{j}^{j-1}, x_{j}}\left(\operatorname{Tr}_{B_{j-1}}\left[X_{A_{j-1} B_{j-1}}\right]\right)\right] \\
\quad=\operatorname{Tr}\left[X_{A_{j-1} B_{j-1}}\right]
\end{array}\right]\right.
\end{align*}
$$

where we have used the fact that $\sum_{y_{j}} \mathcal{N}_{B_{j-1} \rightarrow B_{j}}^{j-1 ; h_{j}-1}, x_{j} y_{j}$ and $\sum_{x_{j}} \mathcal{M}_{A_{j-1} \rightarrow A_{j}}^{j-1 ; h_{j}^{j-1}, x_{j}}$ are trace-preserving maps. By applying this recursively at all time steps, it follows that for every linear operator $X_{A_{0} B_{0}}$,

$$
\begin{equation*}
\operatorname{Tr}\left[\sum_{h^{t}}\left(\mathcal{S}_{A_{0} \rightarrow A_{t}}^{t ; h^{t}} \otimes \mathcal{T}_{A_{0} \rightarrow A_{t}}^{t ; h^{t}}\right)\left(X_{A_{0} B_{0}}\right)\right]=\operatorname{Tr}\left[X_{A_{0} B_{0}}\right] \tag{B36}
\end{equation*}
$$

So we conclude that the sum $\sum_{h^{t}} \mathcal{S}^{t ; h^{t}} \otimes \mathcal{T}^{t ; h^{t}}$ is a trace-preserving map.

Remark B. 1 (LOCC instruments). From (B24) and (B25), the classical-quantum state $\rho_{H_{t} A_{t} B_{t}}(t)$ after $t$ rounds of an LOCC protocol is

$$
\begin{equation*}
\rho_{H_{t} A_{t} B_{t}}(t)=\sum_{h^{t}}\left|h^{t}\right\rangle\left\langle\left. h^{t}\right|_{H_{t}} \otimes\left(\mathcal{S}_{A_{0} \rightarrow A_{t}}^{t ; h^{t}} \otimes \mathcal{T}_{B_{0} \rightarrow B_{t}}^{t ; h^{t}}\right)\left(\sigma_{A_{0} B_{0}}^{0}\right)\right. \tag{B37}
\end{equation*}
$$

Let us observe that this state has exactly the form of the output state of a quantum instrument channel. In particular, letting

$$
\begin{equation*}
\mathcal{L}_{A_{0} B_{0} \rightarrow A_{t} B_{t}}^{t ; h^{t}}:=\mathcal{S}_{A_{0} \rightarrow A_{t}}^{t ; h^{t}} \otimes \mathcal{T}_{B_{0} \rightarrow B_{t}}^{t ; h^{t}} \tag{B38}
\end{equation*}
$$

we see that the state $\rho_{H_{t} A_{t} B_{t}}(t)$ can be regarded as the output state of an LOCC instrument, i.e., a finite set $\left\{\mathcal{L}_{A B \rightarrow \hat{A} \hat{B}}^{x}\right\}_{x \in \mathrm{X}}$ of completely positive trace non-increasing LOCC maps, such that the sum $\sum_{x \in \mathrm{X}} \mathcal{L}_{A B \rightarrow \hat{A} \hat{B}}^{x}$ is a trace-preserving map, thus an LOCC quantum channel.

## APPENDIX C: QUANTUM KEY DISTRIBUTION

In this section, we provide a brief overview of the quantum key distribution (QKD). We refer to Refs. 8-11 and 155-157 for
pedagogical introductions and reviews of the state-of-the-art in QKD research.

Let us consider the following scenario of so-called entangle-ment-based QKD. Suppose that Alice and Bob have access to a source that distributes entangled states $\rho_{A B}$ to them, and that their task is to use many copies of this quantum state to distill a secret key. The general strategy of Alice and Bob is to measure their quantum systems. Based on their measurement statistics, they decide whether or not to use their classical measurement data to distill a secret key. The measurement statistics are of the following form:

$$
\begin{align*}
p_{A B}(x, y \mid a, b):= & \operatorname{Tr}\left[\left(\Pi_{A}^{a, x} \otimes \Lambda_{B}^{b, y}\right) \rho_{A B}\right] \\
& x \in \mathrm{X}, y \in \mathrm{Y}, a \in \mathrm{~A}, b \in \mathrm{~B} \tag{C1}
\end{align*}
$$

where $A$ and $B$ are finite sets of POVMs, such that $\left\{\Pi_{A}^{a, x}\right\}_{x \in X}$ is a POVM for Alice's measurement for all $a \in \mathrm{~A}$ and $\left\{\Lambda_{B}^{b, y}\right\}_{y \in \mathrm{Y}}$ is a POVM for Bob's measurement for all $b \in B$.

## BB84 and six-state protocols.

Two well-known device-dependent protocols that we discuss here are the $\mathrm{BB} 844^{6}$ and six-state ${ }^{158,159}$ protocols. The original formulation of these protocols is as so-called prepare-and-measure protocols, which do not require Alice and Bob to share entanglement. However, these protocols can be viewed from an entanglement-based point of view in which Alice and Bob possess an entangled state, see Ref. 156 for a discussion on the equivalence of entanglement-based and prepare-and-measure-based protocols, and Ref. 160 for a more general discussion of the security of pre-pare-and-measure-based and entanglement-based QKD protocols. In this device-dependent scenario, we explicitly assume that the state $\rho_{A B}$ is a two-qubit state, and the correlation in $(\mathrm{C} 1)$ is given by the measurement of the qubit Pauli observables $X, Z$, and $Y=\mathrm{i} X Z$. In other words, the sets $A$ and $B$ indicate which observable to be measured, and the sets $X$ and $Y$ contain the outcomes of the measurements. It can be shown via certain symmetrization procedures that, without loss of generality, $\rho_{A B}$ is a Bell-diagonal state, see Refs. 156 and 161 for details. It then suffices to estimate the following three quantities, called quantum bit-error rates (QBERs), in order to characterize the eavesdropper's knowledge:

$$
\begin{align*}
& Q_{x}:= \operatorname{Tr}\left[\left(|+\rangle\left\langle+\left.\right|_{A} \otimes \mid-\right\rangle\left\langle-\left.\right|_{B}\right) \rho_{A B}\right]+\operatorname{Tr}\left[\left(|-\rangle\left\langle-\left.\right|_{A} \otimes \mid+\right\rangle\left\langle+\left.\right|_{B}\right) \rho_{A B}\right]\right.\right. \\
&= \frac{1}{2}\left(1-\operatorname{Tr}\left[(X \otimes X) \rho_{A B}\right]\right),  \tag{C2}\\
& Q_{y}:= \operatorname{Tr}\left[\left(|+\mathrm{i}\rangle\left\langle+\left.\mathrm{i}\right|_{A} \otimes \mid-\mathrm{i}\right\rangle\left\langle-\left.\mathrm{i}\right|_{B}\right) \rho_{A B}\right]\right. \\
& \quad+\operatorname{Tr}\left[\left(|-\mathrm{i}\rangle\left\langle-\left.\mathrm{i}\right|_{A} \otimes \mid+\mathrm{i}\right\rangle\left\langle+\left.\mathrm{i}\right|_{B}\right) \rho_{A B}\right]\right. \\
& \quad=\frac{1}{2}\left(1+\operatorname{Tr}\left[(Y \otimes Y) \rho_{A B}\right]\right), \\
& \begin{aligned}
Q_{z}:= & \operatorname{Tr}\left[\left(|0\rangle\left\langle\left. 0\right|_{A} \otimes \mid 1\right\rangle\left\langle\left. 1\right|_{B}\right) \rho_{A B}\right]+\operatorname{Tr}\left[\left(|1\rangle\left\langle\left. 1\right|_{A} \otimes \mid 0\right\rangle\left\langle\left. 0\right|_{B}\right) \rho_{A B}\right]\right.\right.
\end{aligned}  \tag{C6}\\
&= \frac{1}{2}\left(1-\operatorname{Tr}\left[(Z \otimes Z) \rho_{A B}\right]\right) \tag{C7}
\end{align*}
$$

where $| \pm\rangle=(1 / \sqrt{2})(|0\rangle \pm|1\rangle)$ and $| \pm i\rangle=(1 / \sqrt{2})(|0\rangle \pm i|1\rangle)$. For example, $Q_{x}$ is simply the probability that Alice and Bob's
measurement outcomes disagree when they both measure the observable $X$, and similarly for $Q_{y}$ and $Q_{z}$.

A standard figure of merit for QKD protocols is the number of secret key bits obtained per copy of the source state, see, e.g., Ref. 161 for precise definitions. For the BB84 protocol, the asymptotic secret key rate is ${ }^{162-167}$

$$
\begin{equation*}
K_{\mathrm{BB} 84}(Q)=1-2 h_{2}(Q), \tag{C8}
\end{equation*}
$$

where $Q=\frac{1}{2}\left(Q_{x}+Q_{z}\right)$ and

$$
\begin{equation*}
h_{2}(Q):=-Q \log _{2}(Q)-(1-Q) \log _{2}(1-Q) \tag{C9}
\end{equation*}
$$

is the binary entropy. For the six-state protocol, the asymptotic secret key rate is ${ }^{158,168}$

$$
\begin{equation*}
K_{6 \text {-state }}(Q)=1+\left(1-\frac{3 Q}{2}\right) \log _{2}\left(1-\frac{3 Q}{2}\right)+\frac{3 Q}{2} \log _{2}\left(\frac{Q}{2}\right) \tag{C10}
\end{equation*}
$$

where $Q=\frac{1}{3}\left(Q_{x}+Q_{y}+Q_{z}\right)$.
Remark C.1. The QBERs $Q_{x}, Q_{y}$, and $Q_{z}$ in (C2), (C4), and (C6), respectively, have a useful interpretation in terms of the fidelity of an arbitrary two-qubit state $\rho_{A B}$ to the maximally entangled state $\Phi_{A B}$. In particular

$$
\begin{equation*}
\langle\Phi| \rho_{A B}|\Phi\rangle=1-\frac{1}{2}\left(Q_{x}+Q_{y}+Q_{z}\right) \tag{C11}
\end{equation*}
$$

for every two-qubit state $\rho_{A B}$. It is easy to see this by noting that

$$
\begin{equation*}
\Phi_{A B}=\frac{1}{4}\left(\mathbb{1}_{A} \otimes \mathbb{1}_{B}+X_{A} \otimes X_{B}-Y_{A} \otimes Y_{B}+Z_{A} \otimes Z_{B}\right) \tag{C12}
\end{equation*}
$$

Then, using the definitions in (C2), (C4), and (C6), we obtain (C11).

## Device-independent protocols.

The device-independent protocol that we present here is the one introduced in Refs. 169 and 170, and the basic idea behind the protocol comes from the protocol in Ref. 7. The security of the protocol is based on the violation of a Bell inequality, specifically the Clauser-Horne-Shimony-Holt (CHSH) inequality ${ }^{171}$ (see Ref. 172 for a pedagogical introduction). In this protocol, unlike the devicedependent protocols shown above, it is not required to assume that $\rho_{A B}$ is a two-qubit state. However, like the device-dependent protocols considered above, there are symmetrization procedures and other reductions from which it can be argued that $\rho_{A B}$ is a twoqubit Bell-diagonal state without loss of generality, see Refs. 169 and 170 for details. The correlation in (C1) is given by the measurement of observables $P_{A}^{0}, P_{A}^{1}$, and $P_{A}^{2}$ for system $A$ and observables $Q_{B}^{1}$ and $Q_{B}^{2}$ for system $B$, and we assume that they all have spectral decompositions of the following form:

$$
\begin{align*}
P_{A}^{j} & =\Pi_{A}^{j, 0}-\Pi_{A}^{j, 1}, \quad j \in\{0,1,2\},  \tag{C13}\\
T_{B}^{k} & =\Lambda_{B}^{k, 0}-\Lambda_{B}^{k, 1}, \quad k \in\{1,2\} . \tag{C14}
\end{align*}
$$

In other words, $A=\{0,1,2\}, B=\{1,2\}$, and $X=Y=\{0,1\}$.
Two quantities in this case characterize the secret key rate

$$
\begin{equation*}
S:=\operatorname{Tr}\left[\left(P_{A}^{1} \otimes T_{B}^{1}+P_{A}^{1} \otimes T_{B}^{2}+P_{A}^{2} \otimes T_{B}^{1}-P_{A}^{2} \otimes T_{B}^{2}\right) \rho_{A B}\right] \tag{C15}
\end{equation*}
$$

and the quantum bit-error rate (QBER) $Q$, which is defined as

$$
\begin{equation*}
Q:=\operatorname{Tr}\left[\left(\Pi_{A}^{0,0} \otimes \Lambda_{B}^{1,1}\right) \rho_{A B}\right]+\operatorname{Tr}\left[\left(\Pi_{A}^{0,1} \otimes \Lambda_{B}^{1,0}\right) \rho_{A B}\right] \tag{C16}
\end{equation*}
$$

As with the QBERs defined previously, the QBER here is the probability that the outcomes of Alice and Bob disagree when a measurement of $P_{A}^{0}$ is performed by Alice and a measurement of $T_{B}^{1}$ is performed by Bob. The asymptotic secret key rate is then ${ }^{170,173}$

$$
\begin{equation*}
K_{\mathrm{DI}}(Q, S)=1-h_{2}(Q)-h_{2}\left(\frac{1+\sqrt{(S / 2)^{2}-1}}{2}\right) \tag{C17}
\end{equation*}
$$

## APPENDIX D: PROOF OF THEOREM II. 4

To prove this, we use (A44). First of all, it is straightforward to show that the transition matrix $P^{d}$ given by the definition in (A23) is equal to

$$
\begin{align*}
P^{d}= & (1-p \bar{\alpha}(-1))|-1\rangle\langle-1|+p \bar{\alpha}(-1)|0\rangle\langle-1| \\
& +\left(1-p \bar{\alpha}\left(m^{\star}\right)\right)|-1\rangle\left\langle m^{\star}\right|+p \bar{\alpha}\left(m^{\star}\right)|0\rangle\left\langle m^{\star}\right| \\
& +\sum_{m=0}^{m^{\star}-1}(\alpha(m)|m+1\rangle\langle m|+p \bar{\alpha}(m)|0\rangle\langle m| \\
& +(1-p) \bar{\alpha}(m)|-1\rangle\langle m|) \tag{D1}
\end{align*}
$$

With this, we can verify that the vector $|M(\infty)\rangle_{d}$ $:=\sum_{m=-1}^{m^{\star}} s_{d}(m)|m\rangle$ is a unit-eigenvalue probability vector of $P^{d}$, i.e., that $P^{d}|M(\infty)\rangle_{d}=|M(\infty)\rangle_{d}$. This is the unique such vector because the Markov chain defined by the transition matrix $P^{d}$ is ergodic, which can be straightforwardly verified. Therefore, by ergodicity, the stationary vector $|M(\infty)\rangle$ is unique and $\lim _{t \rightarrow \infty}\left(P^{d}\right)^{t-1}=|M(\infty)\rangle\langle\gamma|$, see, e.g., Ref. 145, Theorem A.2. Therefore, using (A44), we obtain the desired result.

## APPENDIX E: PROOFS FROM APPENDIX B

## 1. Proof of Proposition III. 1

Let $\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}$ be an arbitrary state. Then

$$
\begin{align*}
& \left\langle\left.\Phi\right|_{A B} \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A B}^{\mathrm{ES}_{n}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) \mid \Phi\right\rangle_{A B} \\
& \quad=\sum_{\vec{x}, \vec{z} \in[d]^{\times n}}\left(\left\langle\Phi ^ { a , b } | _ { A B } \otimes \left\langle\left.\Phi^{z_{1}, x_{1}}\right|_{R_{1}^{1} R_{1}^{2}} \otimes \cdots \otimes\left\langle\left.\Phi^{z_{n}, x_{n}}\right|_{R_{n}^{1} R_{n}^{2}}\right)\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\right.\right.\right. \\
& \quad \times\left(\left|\Phi^{a, b}\right\rangle_{A B} \otimes\left|\Phi^{z_{1}, x_{1}}\right\rangle_{R_{1}^{1} R_{1}^{2}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{R_{n}^{1} R_{n}^{2}}\right) \tag{E1}
\end{align*}
$$

where

$$
\begin{equation*}
a:=z_{1}+\cdots+z_{n}, \quad b:=x_{1}+\cdots+x_{n} . \tag{E2}
\end{equation*}
$$

Using

$$
\begin{align*}
\left|\Phi^{z, x}\right\rangle & =\left(Z^{z} X^{x} \otimes \mathbb{1}\right)|\Phi\rangle  \tag{E3}\\
& =\frac{1}{\sqrt{d}} \sum_{k=0}^{d-1} \mathrm{e}^{2 \pi \mathrm{i}(k+x) z / d}|k+x, k\rangle \tag{E4}
\end{align*}
$$

and

$$
\begin{equation*}
|j, k\rangle=\frac{1}{\sqrt{d}} \sum_{z, x=0}^{d-1} \mathrm{e}^{-2 \pi \mathrm{i} \mathrm{i} z / d} \delta_{j, k+x}\left|\Phi^{z, x}\right\rangle \tag{E5}
\end{equation*}
$$

we obtain

$$
\begin{align*}
& \left|\Phi^{a, b}\right\rangle_{A B} \otimes\left|\Phi^{z_{1}, x_{1}}\right\rangle_{\vec{R}_{1}} \otimes\left|\Phi^{z_{2}, x_{2}}\right\rangle_{\vec{R}_{2}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{\vec{R}_{n}} \\
& =\frac{1}{\sqrt{d^{n+1}}} \sum_{k_{0}, k_{1}, \ldots, k_{n}=0}^{d-1} \mathrm{e}^{2 \pi \mathrm{i}\left(k_{0}+b\right) a / d}\left(\prod_{\ell=1}^{n} \mathrm{e}^{2 \pi \mathrm{i}\left(k_{\ell}+x_{\ell}\right) z_{\ell} / d}\right) \\
& \quad \times\left|k_{0}+b, k_{0}\right\rangle_{A B}\left|k_{1}+x_{1}, k_{1}\right\rangle_{R_{1}^{1} R_{1}^{2}} \\
& \quad \times\left|k_{2}+x_{2}, k_{2}\right\rangle_{R_{2}^{1} R_{2}^{2}} \cdots\left|k_{n}+x_{n}, k_{n}\right\rangle_{R_{n}^{1} R_{n}^{2}}  \tag{E6}\\
& = \\
& \frac{1}{\sqrt{d^{n+1}}} \sum_{k_{0}, k_{1}, \ldots, k_{n}=0}^{d-1} \mathrm{e}^{2 \pi \mathrm{i}\left(k_{0}+b\right) a / d}\left(\prod_{\ell=1}^{n} \mathrm{e}^{2 \pi \mathrm{i}\left(k_{\ell}+x_{\ell}\right) z_{\ell} / d}\right) \\
& \quad \times\left|k_{0}+b, k_{1}+x_{1}\right\rangle_{A R_{1}^{1}}  \tag{E7}\\
& \quad \times\left|k_{1}, k_{2}+x_{2}\right\rangle_{R_{1}^{2} R_{2}^{1}}^{\cdots\left|k_{n}, k_{0}\right\rangle_{R_{n}^{2} B}}
\end{align*}
$$

Now

$$
\begin{align*}
& \left|k_{0}+b, k_{1}+x_{1}\right\rangle_{A R_{1}^{1}}=\frac{1}{\sqrt{d}} \sum_{z_{0}^{\prime}, x_{0}^{\prime}=0}^{d-1} \mathrm{e}^{-2 \pi \mathrm{i}\left(k_{0}+b\right) z_{0}^{\prime} / d} \delta_{k_{0}+b, k_{1}+x_{1}+x_{0}^{\prime}}\left|\Phi^{z_{0}^{\prime}, x_{0}^{\prime}}\right\rangle_{A R_{1}^{1}}, \\
& \ell \in\{1, \ldots, n-1\}:\left|k_{\ell}, k_{\ell+1}+x_{\ell+1}\right\rangle_{R_{\ell}^{2} R_{\ell+1}^{1}}  \tag{E8}\\
& =\frac{1}{\sqrt{d}} \sum_{z_{\ell}^{\prime}, x_{\ell}^{\prime}=0}^{d-1} \mathrm{e}^{-2 \pi \mathrm{i} k_{\ell} z_{\ell}^{\prime} / d} \delta_{k_{\ell}, k_{\ell+1}+x_{\ell+1}+x_{\ell}^{\prime}}\left|\Phi^{z_{\ell}^{\prime}, x_{\ell}^{\prime}}\right\rangle_{R_{\ell}^{2} R_{\ell+1}^{1}},  \tag{E9}\\
& \left|k_{n}, k_{0}\right\rangle_{R_{n}^{2} B}=\frac{1}{\sqrt{d}} \sum_{z_{n}^{\prime}, x_{n}^{\prime}=0}^{d-1} \mathrm{e}^{-2 \pi \mathrm{i} k_{n} z_{n}^{\prime} / d} \delta_{k_{n}, k_{0}+x_{n}^{\prime}}\left|\Phi^{z_{n}^{\prime}, x_{n}^{\prime}}\right\rangle_{R_{n}^{2} B} . \tag{E10}
\end{align*}
$$

Therefore

$$
\begin{align*}
& \left|\Phi^{a, b}\right\rangle_{A B} \otimes\left|\Phi^{z_{1}, x_{1}}\right\rangle_{\vec{R}_{1}} \otimes\left|\Phi^{z_{2}, x_{2}}\right\rangle_{\vec{R}_{2}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{\vec{R}_{n}} \\
& =\frac{1}{d^{n+1}} \sum_{k_{0}, \ldots, k_{n}=0}^{d-1} \mathrm{e}^{2 \pi \mathrm{i}\left(k_{0}+b\right) a / d}\left(\prod_{\ell=1}^{n} \mathrm{e}^{2 \pi \mathrm{i}\left(k_{\ell}+x_{\ell}\right) z_{\ell} / d}\right) \\
& z_{0^{\prime}}, \ldots, z_{n^{\prime}}=0 \\
& x_{0_{0}^{\prime}}, \ldots, x_{n^{\prime}}=0 \\
& \quad \times \mathrm{e}^{-2 \pi \mathrm{i}\left(k_{0}+b\right) z_{0}^{\prime} / d} \delta_{k_{0}+b, k_{1}+x_{1}+x_{0}^{\prime}}\left(\prod_{\ell=1}^{n-1} \mathrm{e}^{-2 \pi \mathrm{i} k_{\ell} z_{\ell^{\prime}} / d} \delta_{k_{\ell}, k_{\ell+1}+x_{\ell+1}+x_{\ell^{\prime}}}\right) \\
& \left.\quad \times \mathrm{e}^{-2 \pi \mathrm{i} k_{n} z_{n}^{\prime} / d} \delta_{k_{n}, k_{0}+x_{n}^{\prime}}\left|\Phi^{z_{0}^{\prime}, x_{0}^{\prime}}\right\rangle_{A R_{1}^{1}}^{n-1} \otimes \Phi_{\ell=1}^{z_{\ell}^{\prime}, x_{\ell}^{\prime}}\right\rangle_{R_{\ell}^{2} R_{\ell+1}^{1}}\left|\Phi^{z_{n}^{\prime}, x_{n}^{\prime}}\right\rangle_{R_{n}^{2} B} . \tag{E11}
\end{align*}
$$

Evaluating the sums with respect to $k_{0}, \ldots, k_{n}$, starting with $k_{n}$ and proceeding backward to $k_{0}$, we obtain

$$
\begin{align*}
& \left|\Phi^{a, b}\right\rangle_{A B} \otimes\left|\Phi^{z_{1}, x_{1}}\right\rangle_{\vec{R}_{1}} \otimes\left|\Phi^{z_{2}, x_{2}}\right\rangle_{\vec{R}_{2}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{\vec{R}_{n}} \\
& =\frac{1}{d^{n}} \sum_{z_{0^{\prime}}, \ldots, z_{n^{\prime}}=0}^{d-1} \mathrm{e}^{-2 \pi \mathrm{i} / d a b}\left(\prod_{\ell=1}^{n} \mathrm{e}^{2 \pi \mathrm{i} / d\left(x_{\ell}+x_{\ell}^{\prime}+\cdots+x_{n}+x_{n}^{\prime}\right) z_{\ell}}\right) \\
& \quad \times\left(\prod_{\ell=1}^{x_{0^{\prime}}, \ldots, x_{n^{\prime}}=0} \mathrm{e}^{-2 \pi \mathrm{i} / d\left(x_{\ell}^{\prime}+x_{\ell+1}+x_{\ell+1}^{\prime}+\cdots+x_{n}+x_{n}^{\prime}\right) z_{\ell}^{\prime}}\right) \mathrm{e}^{2 \pi \mathrm{i} / d\left(z_{1}^{\prime}+\cdots+z_{n}^{\prime}\right) b} \\
& \quad \times\left|\Phi^{2 a-z_{1}^{\prime}-\cdots-z_{n}^{\prime},-x_{1}^{\prime}-\cdots-x_{n}^{\prime}}\right\rangle_{A R_{1}^{1}}^{\substack{n-1}}\left|\Phi_{\ell=1}^{z_{\ell}^{\prime}, x_{\ell}^{\prime}}\right\rangle_{R_{\ell}^{2} R_{\ell+1}^{1}}\left|\Phi^{z_{n}^{\prime}, x_{n}^{\prime}}\right\rangle_{R_{n}^{2} B},
\end{align*}
$$

where for the sum with respect to $k_{0}$, we used the identity

$$
\begin{equation*}
\sum_{k=0}^{d-1} \mathrm{e}^{2 \pi \mathrm{i} k \alpha / d}=d \delta_{\alpha, 0} \tag{E13}
\end{equation*}
$$

which holds for all $\alpha \in\{0,1, \ldots, d-1\}$. Now, observe that

$$
\begin{equation*}
\left|\Phi^{2 a-z_{1}^{\prime}-\cdots-z_{n}^{\prime},-x_{1}^{\prime}-\cdots-x_{n}^{\prime}}\right\rangle_{A R_{1}^{1}}=Z_{A}^{2 a}\left|\Phi^{-z_{1}^{\prime}-\cdots-z_{n}^{\prime},-x_{1}^{\prime}-\cdots-x_{n}^{\prime}}\right\rangle_{A R_{1}^{1}} \tag{E14}
\end{equation*}
$$

Using this, along with the fact that $\left(Z_{A}^{z}\right)^{\dagger} Z_{A}^{z}=\mathbb{1}$ for all $z \in\{0,1, \ldots, d-1\}$, and after much simplification and repeated use of (E13), we obtain

$$
\begin{align*}
& \sum_{\vec{x}, \vec{z} \in[d]^{\times n}}\left(\left\langle\Phi ^ { a , b } | _ { A B } \otimes \left\langle\left.\Phi^{z_{1}, x_{1}}\right|_{R_{1}^{1} R_{1}^{2}} \otimes \cdots \otimes\left\langle\left.\Phi^{z_{n}, x_{n}}\right|_{R_{n}^{1} R_{n}^{2}}\right)\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\right.\right.\right. \\
& \times\left(\left|\Phi^{a, b}\right\rangle_{A B} \otimes\left|\Phi^{z_{1}, x_{1}}\right\rangle_{R_{1}^{1} R_{1}^{2}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{R_{n}^{1} R_{n}^{2}}\right) \\
&= \sum_{\vec{z}^{\prime}, x^{\prime} \in[d]^{\times n}}\left(\left\langle\Phi ^ { - z _ { 1 } ^ { \prime } - \cdots - z _ { n } ^ { \prime } , - x _ { 1 } ^ { \prime } - \cdots - x _ { n } ^ { \prime } } | _ { A R _ { 1 } ^ { 1 } } ^ { n - 1 } \left\langle\Phi _ { \ell = 1 } ^ { n - 1 } \left\langle\left.\bar{z}_{\ell}^{z_{\ell}^{\prime}, x_{\ell}^{\prime}}\right|_{R_{\ell}^{2} R_{\ell+1}^{1}}\left\langle\left.\Phi^{z_{n}^{\prime}, x_{n}^{\prime}}\right|_{R_{n}^{2} B}\right)\right.\right.\right.\right. \\
& \quad \times\left(\rho_{\left.A \vec{R}_{1} \cdots \vec{R}_{n} B\right)}\right. \\
& \quad \times\left(\left|\Phi^{-z_{1}^{\prime}-\cdots-z_{n}^{\prime},-x_{1}^{\prime}-\cdots-x_{n}^{\prime}}\right\rangle_{A R_{1}^{1}}^{n-1} \otimes\left|\Phi_{\ell=1}^{z_{\ell}^{\prime}, x_{\ell}^{\prime}}\right\rangle_{R_{\ell}^{2} R_{\ell+1}^{1}}\left|\Phi^{z_{n}^{\prime}, x_{n}^{\prime}}\right\rangle_{R_{n}^{2} B}\right) \tag{E15}
\end{align*}
$$

which leads to the desired result.

## 2. Proof of Proposition III. 2

Let $\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}$ be an arbitrary state. We then have

$$
\begin{align*}
& \left\langle\mathrm{GHZ}_{n+2}\right| \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ} ; n}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\left|\mathrm{GHZ}_{n+2}\right\rangle \\
& =\frac{1}{2} \sum_{x, x^{\prime}=0}^{1} \sum_{\vec{x} \in\{0,1\}^{n}}\langle x, x, \ldots, x| L_{n}^{x_{n}} \cdots L_{2}^{x_{2}} L_{1}^{x_{1}} \\
& \quad \times\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right) L_{1}^{x_{1} \dagger} L_{2}^{x_{2} \dagger} \cdots L_{n}^{x_{n} \dagger}\left|x^{\prime}, x^{\prime}, \ldots, x^{\prime}\right\rangle \tag{E16}
\end{align*}
$$

where

$$
\begin{align*}
L_{j}^{x_{j}} & :=\left\langle\left. x_{j}\right|_{R_{j}^{2}} \operatorname{CNOT}_{\vec{R}_{j}} X_{R_{j+1}^{1}}^{x_{j}}\right.  \tag{E17}\\
& =\left\langlex _ { j } | _ { R _ { j } ^ { 2 } } \left(\sum_{x^{\prime}=0}^{1}\left|x^{\prime}\right\rangle\left\langle\left. x^{\prime}\right|_{R_{j}^{1}} \otimes X_{R_{j}^{2}}^{x^{\prime}}\right)\left(\mathbb{1}_{\vec{R}_{j}} \otimes X_{R_{j+1}^{1}}^{x_{j}}\right)\right.\right. \tag{E18}
\end{align*}
$$

$$
\begin{equation*}
=\sum_{x^{\prime}=0}^{1}\left|x^{\prime}\right\rangle\left\langlex ^ { \prime } | _ { R _ { j } ^ { 1 } } \otimes \left\langle x_{j}+\left.x^{\prime}\right|_{R_{j}^{2}} \otimes X_{R_{j+1}^{1}}^{x_{j}}\right.\right. \tag{E19}
\end{equation*}
$$

Then

$$
\begin{align*}
L_{n}^{x_{n}} \cdots L_{2}^{x_{2}} K_{1}^{x_{1}}= & \sum_{x_{1}^{\prime}, \ldots, x_{n}^{\prime}=0}^{1}\left|x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right\rangle \\
& \times\left\langle x_{1}^{\prime}, x_{2}^{\prime}+x_{1}, x_{3}^{\prime}+x_{2}, \ldots, x_{n}^{\prime}+\left.x_{n-1}\right|_{R_{1}^{1} R_{2}^{1} \cdots R_{n}^{1}}\right. \\
& \otimes\left\langle x_{1}+x_{1}^{\prime}, x_{2}+x_{2}^{\prime}, \ldots, x_{n}+\left.x_{n}^{\prime}\right|_{R_{1}^{2} R_{2}^{2} \cdots R_{n}^{2}} \otimes X_{B}^{x_{n}}\right. \tag{E20}
\end{align*}
$$

so that, using (E5) with $d=2$

$$
\begin{align*}
\langle x, x, & \ldots,\left.x\right|_{A R_{1}^{1} R_{2}^{1} \cdots R_{n}^{1} B} L_{n}^{x_{n}} \ldots L_{2}^{x_{2}} L_{1}^{x_{1}} \\
= & \left\langlex | _ { A } \left\langle x, x+x_{1}, x+x_{2}, \ldots, x+\left.x_{n-1}\right|_{R_{1}^{1} R_{2}^{1} \cdots R_{n}^{1}}\right.\right. \\
& \times\left\langle x_{1}+x, x_{2}+x, \ldots, x_{n}+\left.x\right|_{R_{1}^{2} R_{2}^{2} \cdots R_{n}^{2}}\left\langle x+\left.x_{n}\right|_{B}\right.\right.  \tag{E21}\\
= & \left\langle x,\left.x\right|_{A R_{1}^{1}}\left\langle x+x_{1}, x+\left.x_{1}\right|_{R_{1}^{2} R_{2}^{1}}\right.\right. \\
& \times\left\langle x+x_{2}, x+\left.x_{2}\right|_{R_{2}^{2} R_{3}^{1}} \cdots\left\langle x+x_{n}, x+\left.x_{n}\right|_{R_{n}^{2} B}\right.\right.  \tag{E22}\\
= & \frac{1}{\sqrt{2^{n+1}}} \sum_{\vec{z} \in\{0,1\}^{n}}^{1}(-1)^{z_{1} x}(-1)^{z_{2}\left(x+x_{1}\right)} \cdots(-1)^{z_{n+1}\left(x+x_{n}\right)} \\
& \times\left\langle\Phi ^ { z _ { 1 } , 0 } | _ { A R _ { 1 } ^ { 1 } } \left\langle\Phi ^ { z _ { 2 } , 0 } | _ { R _ { 1 } ^ { 2 } R _ { 2 } ^ { 1 } } \cdots \left\langle\left.\Phi^{z_{n+1}, 0}\right|_{R_{n}^{2} B} .\right.\right.\right. \tag{E23}
\end{align*}
$$

We substitute this into (E16), simplify, and then make use of the following identity:

$$
\begin{equation*}
\sum_{\vec{\gamma} \in\{0,1\}^{n}}(-1)^{\vec{\gamma}^{\top} \vec{x}}=2^{n} \delta_{\vec{x}, \overrightarrow{0}} \tag{E24}
\end{equation*}
$$

This leads to

$$
\begin{align*}
& \left\langle\mathrm{GHZ}_{n+2}\right| \mathcal{L}_{A \vec{R}_{1} \cdots \vec{R}_{n} B \rightarrow A R_{1}^{1} \cdots R_{n}^{1} B}^{\mathrm{GHZ}}\left(\rho_{A \vec{R}_{1} \cdots \vec{R}_{n} B}\right)\left|\mathrm{GHZ}_{n+2}\right\rangle \\
& =\sum_{z_{2}, \ldots, z_{n+1}=0}^{1}\left\langle\Phi^{z_{2}+\cdots+z_{n+1}, 0}\right|\left\langle\Phi^{z_{2}, 0}\right| \cdots\left\langle\Phi^{z_{n+1}, 0}\right| \\
& \quad \times\left(\rho_{\left.A \vec{R}_{1} \cdots \vec{R}_{n} B\right)}\left|\Phi^{z_{2}+\cdots+z_{n+1}, 0}\right\rangle\left|\Phi^{z_{2}, 0}\right\rangle \cdots\left|\Phi^{z_{n+1}, 0}\right\rangle\right. \tag{E25}
\end{align*}
$$

This holds for every state $\rho_{A \vec{R}_{1} \ldots \vec{R}_{n} B}$, so it holds for the tensor product state in the statement of the proposition, thus completing the proof.

## 3. Proof of Proposition III. 3

Let $\rho_{A_{1}^{n} B_{1}^{n}}$ be an arbitrary $2 n$-qubit state. Then, by definition of the channel $\mathcal{L}^{(G)}$, we have that

$$
\begin{align*}
\langle G| \mathcal{L}^{(G)}\left(\rho_{A_{1}^{n} R_{1}^{n}}|G\rangle=\right. & \sum_{\vec{\gamma} \in\{0,1\}^{n}}\left(\left\langle\left.G^{\vec{\gamma}}\right|_{A_{1}^{n}} \otimes\left\langle\left. G^{\vec{\gamma}}\right|_{R_{1}^{n}}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\right.\right. \\
& \times\left(\left|G^{\vec{\gamma}}\right\rangle_{A_{1}^{n}} \otimes\left|G^{\vec{\gamma}}\right\rangle_{R_{1}^{n}}\right) \tag{E26}
\end{align*}
$$

where we recall the definition of $\left|\overrightarrow{\sigma^{\prime}}\right\rangle$ in (219). Now

$$
\begin{align*}
\left|G^{\vec{\gamma}}\right\rangle_{A_{1}^{n}} \otimes\left|G^{\vec{\gamma}}\right\rangle_{R_{1}^{n}}= & \frac{1}{2^{n}} \sum_{\vec{\alpha}, \vec{\beta} \in\{0,1\}^{n}}(-1)^{\gamma_{1}\left(\alpha_{1}+\beta_{1}\right)+\cdots \gamma_{n}\left(\alpha_{n}+\beta_{n}\right)} \\
& \times(-1)^{\frac{1}{2} \vec{\alpha}^{\top} A(G) \vec{\alpha}+\frac{1}{2} \vec{\beta}^{\top} A(G) \vec{\beta}}|\vec{\alpha}\rangle_{A_{1}^{n}} \otimes|\vec{\beta}\rangle_{R_{1}^{n}} \tag{E27}
\end{align*}
$$

and, for all $\vec{\alpha}, \vec{\beta} \in\{0,1\}^{n}$

$$
\begin{align*}
|\vec{\alpha}\rangle_{A_{1}^{n}} \otimes|\vec{\beta}\rangle_{R_{1}^{n}}= & \frac{1}{\sqrt{2^{n}}} \sum_{\vec{x}, \vec{z} \in\{0,1\}^{n}}(-1)^{\alpha_{1} z_{1}+\cdots+\alpha_{n} z_{n}} \delta_{\beta_{1}, \alpha_{1}+x_{1}} \cdots \\
& \times \delta_{\beta_{n}, \alpha_{n}+x_{n}}\left|\Phi^{z_{1}, x_{1}}\right\rangle_{A_{1} R_{1}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{A_{n} R^{n}} \tag{E28}
\end{align*}
$$

where we have used (E5). Then

$$
\begin{align*}
\left|G^{\vec{\gamma}}\right\rangle_{A_{1}^{n}} \otimes\left|G^{\gamma}\right\rangle_{R_{1}^{n}}= & \frac{1}{\left(2^{n}\right)^{\frac{3}{2}}} \sum_{\vec{\alpha}, \vec{x}, \vec{z} \in\{0,1\}^{n}}(-1)^{\vec{\gamma}^{\top} \vec{x}+\vec{\alpha}^{\top} \vec{z}} \\
& \times(-1)^{\frac{1}{2} \vec{a}^{\top} A(G) \vec{\alpha}+\frac{1}{2}(\vec{\alpha}+\vec{x})^{\top} A(G)(\vec{\alpha}+\vec{x})}\left|\Phi^{x_{1}, z_{1}}\right\rangle_{A_{1} R_{1}} \\
& \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{A_{n} R_{n}} \tag{E29}
\end{align*}
$$

Now, because $A(G)$ is a symmetric matrix, we have that $\vec{\alpha}^{\top} A(G) \vec{x}=\vec{x}^{\top} A(G) \vec{\alpha}$. We, thus, obtain

$$
\begin{equation*}
(-1)^{\frac{1}{2} \vec{\alpha}^{\top} A(G) \vec{\alpha}+\frac{1}{2}(\vec{\alpha}+\vec{x})^{\top} A(G)(\vec{\alpha}+\vec{x})}=(-1)^{\vec{\alpha}^{\top} A(G) \vec{x}+\frac{1}{2} \vec{x}^{\top} A(G) \vec{x}} \tag{E30}
\end{equation*}
$$

so that

$$
\begin{align*}
\left|G^{\vec{\gamma}}\right\rangle_{A_{1}^{n}} \otimes\left|G^{\vec{\gamma}}\right\rangle_{R_{1}^{n}}= & \frac{1}{\left(2^{n}\right)^{\frac{3}{2}}} \sum_{\vec{\alpha}, \vec{x}, \vec{z} \in\{0,1\}^{n}}(-1)^{\vec{\gamma}^{\top} \vec{x}+\vec{\alpha}^{\top} \vec{z}} \\
& \times(-1)^{\frac{1}{2} \vec{x}^{\top} A(G) \vec{x}+\vec{\alpha}^{\top} A(G) \vec{x}}\left|\Phi^{z_{1}, x_{1}}\right\rangle_{A_{1} R_{1}} \\
& \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{A_{n} R_{n}} \tag{E31}
\end{align*}
$$

Therefore, using (E24), we find that

$$
\begin{align*}
& \sum_{\vec{\gamma} \in\{0,1\}^{n}}\left(\left\langle\left.G^{\vec{\gamma}}\right|_{A_{1}^{n}} \otimes\left\langle\left. G^{\vec{\gamma}}\right|_{R_{1}^{n}}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\left(\left|G^{\vec{\gamma}}\right\rangle_{A_{1}^{n}} \otimes\left|G^{\vec{\gamma}}\right\rangle_{R_{1}^{n}}\right)\right.\right. \\
& =\frac{1}{\left(2^{n}\right)^{2}} \sum_{\vec{\alpha}, \vec{\alpha}^{\prime}, \vec{z}, \vec{z}^{\prime}, \vec{x} \in\{0,1\}^{n}}(-1)^{\vec{\alpha}^{\top}(A(G) \vec{x}+\vec{z})+\vec{\alpha}^{\top}}\left(A(G) \vec{x}+\vec{z}^{\prime}\right) \\
& \quad \times\left(\left\langle\left.\Phi^{z_{1}, x_{1}}\right|_{A_{1} R_{1}} \otimes \cdots \otimes\left\langle\left.\Phi^{z_{n}, x_{n}}\right|_{A_{n} R_{n}}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\right.\right. \\
& \quad \times\left(\left|\Phi^{z_{1}^{\prime}, x_{1}^{\prime}}\right\rangle_{A_{1} R_{1}} \otimes \cdots \otimes\left|\Phi^{z_{n}^{\prime}, x_{n}}\right\rangle_{A_{n} R_{n}}\right) \tag{E32}
\end{align*}
$$

Using (E24), two more times in the summation with respect to $\vec{\alpha}$ and $\vec{\alpha}^{\prime}$ finally lead to

$$
\begin{align*}
& \sum_{\vec{\gamma} \in\{0,1\}^{n}}\left(\left\langle\left.G^{\vec{\gamma}}\right|_{A_{1}^{n}} \otimes\left\langle\left. G^{\vec{\gamma}}\right|_{R_{1}^{n}}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\left(\left|G^{\vec{\gamma}}\right\rangle_{A_{1}^{n}} \otimes\left|G^{\vec{\gamma}}\right\rangle_{R_{1}^{n}}\right)\right.\right. \\
& =\sum_{\vec{x} \in\{0,1\}^{n}}\left(\left\langle\left.\Phi^{z_{1}, x_{1}}\right|_{A_{1} R_{1}} \otimes \cdots \otimes\left\langle\left.\Phi^{z_{n}, x_{n}}\right|_{A_{n} R_{n}}\right)\left(\rho_{A_{1}^{n} R_{1}^{n}}\right)\right.\right. \\
& \quad \times\left(\left|\Phi^{z_{1}, x_{1}}\right\rangle_{A_{1} R_{1}} \otimes \cdots \otimes\left|\Phi^{z_{n}, x_{n}}\right\rangle_{A_{n} R_{n}}\right) \tag{E33}
\end{align*}
$$

where $\vec{z}=A(G) \vec{x}$. Since this holds for every state $\rho_{A_{1}^{n} R_{1}^{n}}$, it holds for the tensor product state in the statement of the proposition, which completes the proof.

## APPENDIX F: PROOF OF EQUATION (236)

By definition
$\operatorname{Pr}\left[W_{E^{\prime}}\left(t_{\text {req }}\right)=t\right]_{\infty}=\operatorname{Pr}\left[X_{E^{\prime}}\left(t_{\text {req }}+1\right)=0, \ldots, X_{E^{\prime}}\left(t_{\text {req }}+t\right)=1\right]_{\infty}$.

Note that

$$
\begin{align*}
\operatorname{Pr}\left[W_{E^{\prime}}\left(t_{\text {req }}\right)=1\right]_{\infty} & =\operatorname{Pr}\left[X_{E^{\prime}}\left(t_{\text {req }}+1\right)=1\right]_{\infty} \\
& =\left(1-(1-p)^{t_{\text {req }}+1}\right)^{M}=p_{t_{\text {req }}+1}^{M} \tag{F2}
\end{align*}
$$

which holds because all of the elementary links are generated independently and because they all have the same success probability.

Now, for $t \geq 2$, our first goal is to prove that

$$
\begin{align*}
\operatorname{Pr}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)=t\right]_{\infty}= & \left(1-\left(1-p_{t_{\mathrm{req}}+1}\right)(1-p)^{t-1}\right)^{M} \\
& -\left(1-\left(1-p_{t_{\mathrm{req}}+1}\right)(1-p)^{t-2}\right)^{M} \tag{F3}
\end{align*}
$$

In order to prove this, let us for the moment take $t_{\text {req }}=0$. Then, $X_{E^{\prime}}(1)=0$ means that at least one of the $M$ elementary links is not active in the first time step, and the same for all subsequent time steps except for the $t$ th time step in which all of the $M$ elementary links are active. Then, because $t^{\star}=\infty$, the links that are active in the first time step always remain active. This means that we can evaluate $\operatorname{Pr}\left[W_{E^{\prime}}(0)=t\right]_{\infty}$ by counting the number of elementary links that are inactive at each time step. For example, for $t=2$, we obtain

$$
\begin{align*}
& \operatorname{Pr}\left[X_{E^{\prime}}(1)=0, X_{E^{\prime}}(2)=1\right]_{\infty} \\
& \quad=\sum_{k_{1}=1}^{M}\binom{M}{k_{1}} \underbrace{(1-p)^{k_{1}}}_{\begin{array}{c}
k_{1} \text { inactive links } \\
\text { in the first } \\
\text { time step }
\end{array}} \underbrace{}_{\begin{array}{c}
k_{-k_{1} \text { active }}^{\text {links in the }} \begin{array}{l}
\text { first time step }
\end{array} \\
p^{M-k_{1}}
\end{array} \underbrace{p^{k_{1}}}_{\begin{array}{c}
\text { remaining } k_{1} \\
\text { inactive links } \\
\text { succeed in the } \\
\text { second time step }
\end{array}}}=p^{M} \sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} . \tag{F4}
\end{align*}
$$

Similarly, for $t=3$, we find that

$$
\begin{align*}
& \operatorname{Pr}\left[X_{E^{\prime}}(1)=0, X_{E^{\prime}}(2)=0, X_{E^{\prime}}(3)=1\right]_{\infty} \\
& \quad=\sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} p^{M-k_{1}} \sum_{k_{2}=1}^{k_{1}}\binom{k_{1}}{k_{2}}(1-p)^{k_{2}} p^{k_{1}-k_{2}} p^{k_{2}}  \tag{F6}\\
& \quad=p^{M} \sum_{k_{1}=1}^{M} \sum_{k_{2}=1}^{k_{1}}\binom{M}{k_{1}}\binom{k_{1}}{k_{2}}(1-p)^{k_{1}}(1-p)^{k_{2}} . \tag{F7}
\end{align*}
$$

In general, then, for all $t \geq 2$

$$
\begin{align*}
\operatorname{Pr} & {\left[W_{E^{\prime}}(0)=t\right]_{\infty} } \\
= & \operatorname{Pr}\left[X_{E^{\prime}}(1)=0, \ldots, X_{E^{\prime}}(t)=1\right]_{\infty} \\
= & p^{M} \sum_{k_{1}=1 k_{k_{2}}=1}^{M} \sum_{k_{3}=1}^{k_{1}} \cdots \sum_{k_{t-1}=1}^{k_{2}}\binom{M}{k_{1}}\binom{k_{1}}{k_{2}}\binom{k_{2}}{k_{3}} \cdots \\
& \times\binom{ k_{t-2}}{k_{t-1}}(1-p)^{k_{1}}(1-p)^{k_{2}} \cdots(1-p)^{k_{t-1}}  \tag{F8}\\
= & \sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} p^{M-k_{1}} \\
& \times \underbrace{p^{k_{1}} \sum_{k_{2}=1}^{k_{1}} \sum_{k_{3}=1}^{k_{2}} \cdots \sum_{k_{t-1}=1}^{k_{t-2}}\binom{k_{1}}{k_{2}}\binom{k_{2}}{k_{3}} \cdots\binom{k_{t-2}}{k_{t-1}}(1-p)^{k_{2}} \cdots(1-p)^{k_{t-1}}}  \tag{F9}\\
= & \sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} p^{M-k_{1}} \operatorname{Pr}\left[W_{k_{1}}(0)=t-1\right]_{\infty} . \tag{F10}
\end{align*}
$$

Using this, we can immediately prove the following result by induction on $t$ :

$$
\begin{equation*}
\operatorname{Pr}\left[W_{E^{\prime}}(0)=t\right]_{\infty}=\left(1-(1-p)^{t}\right)^{M}-\left(1-(1-p)^{t-1}\right)^{M} . \tag{F11}
\end{equation*}
$$

Indeed, from (F2), we immediately have that this result holds for $t=1$. Similarly, using the fact that

$$
\begin{align*}
\sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} & =-1+(2-p)^{M} \\
& =\frac{1}{p^{M}}\left(\left(1-(1-p)^{2}\right)^{M}-(1-(1-p))^{M}\right) \tag{F12}
\end{align*}
$$

we see that (F11) holds for $t=2$ as well. Now, assuming that (F11) holds for all $t \geq 2$, using (F10), we find that

$$
\begin{align*}
& \operatorname{Pr}\left[W_{E^{\prime}}(0)=t+1\right]_{\infty} \\
&= \sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} p^{M-k_{1}} \operatorname{Pr}\left[W_{k_{1}}(0)=t\right]_{\infty}  \tag{F13}\\
&= \sum_{k_{1}=1}^{M}\binom{M}{k_{1}}(1-p)^{k_{1}} p^{M-k_{1}} \\
& \times\left(\left(1-(1-p)^{t}\right)^{k_{1}}-\left(1-(1-p)^{t-1}\right)^{k_{1}}\right)  \tag{F14}\\
&=\left(1-(1-p)^{t+1}\right)^{M}-\left(1-(1-p)^{t}\right)^{M}, \tag{F15}
\end{align*}
$$

as required. Therefore, (F11) holds for all $t \geq 1$.
We are now in a position to prove (F3). Recall that for the $t^{\star}=\infty$ policy, $\operatorname{Pr}[X(t)=1]_{\infty}=1-(1-p)^{t}=p_{t}$. Therefore, at time step $t_{\text {req }}+1$, the probability that $k_{1} \geq 1$ elementary links are inactive is $\left(1-p_{t_{\text {req }}+1}\right)^{k_{1}}$, and the probability that $M-k_{1}$ elementary links are active is $p_{t_{\text {roq }}+1}^{M-k_{1}}$. In the subsequent time steps, each inactive elementary link from the previous time step is active with probability $p$ and inactive with probability $1-p$. Therefore

$$
\begin{align*}
& \operatorname{Pr}\left[W_{E^{\prime}}\left(t_{\text {req }}\right)=t\right]_{\infty} \\
& =\sum_{k_{1}=1}^{M}\binom{M}{k_{1}}\left(1-p_{t_{\text {req }}+1}\right)^{k_{1}} p_{t_{\text {req }}+1}^{M-k_{1}} \sum_{k_{2}=1}^{k_{1}}\binom{k_{1}}{k_{2}}(1-p)^{k_{2}} p^{k_{2}-k_{1}} \ldots \\
& \cdots \sum_{k_{t-1}=1}^{k_{t-2}}\binom{k_{t-2}}{k_{t-1}}(1-p)^{k_{t-1}} p^{k_{t-2}-k_{t-1}} p^{k_{t-1}}  \tag{F16}\\
& =\sum_{k_{1}=1}^{M}\binom{M}{k_{1}}\left(1-p_{t_{\text {req }}+1}\right)^{k_{1}} p_{t_{\text {req }}+1}^{M-k_{1}} p^{k_{1}} \sum_{k_{2}=1}^{k_{1}} \ldots \\
& \cdots \sum_{k_{t-1}=1}^{k_{t-2}}\binom{k_{1}}{k_{2}} \cdots\binom{k_{t-2}}{k_{t-1}}(1-p)^{k_{2}} \cdots(1-p)^{k_{t-1}}  \tag{F17}\\
& =\sum_{k_{1}=1}^{M}\binom{M}{k_{1}}\left(1-p_{t_{\text {req }}+1}\right)^{k_{1}} p_{t_{\text {req }}+1}^{M-k_{1}} \operatorname{Pr}\left[W_{k_{1}}(0)=t-1\right]_{\infty}  \tag{F18}\\
& =\left(1-\left(1-p_{t_{\text {req }}+1}\right)(1-p)^{t-1}\right)^{M} \\
& -\left(1-\left(1-p_{\text {treq }+1}\right)(1-p)^{t-2}\right)^{M}, \tag{F19}
\end{align*}
$$

which is precisely (F3).

$$
\begin{align*}
& \text { Now, for brevity, let } \widetilde{q} \equiv 1-p_{t_{\mathrm{req}}+1}, \quad q \equiv 1-p . \text { Then } \\
& \operatorname{Pr}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)=t\right]_{\infty}=\left(1-\widetilde{q} q^{t-1}\right)^{M}-\left(1-\widetilde{q} q^{t-2}\right)^{M}  \tag{F20}\\
= & \sum_{k=0}^{M}\binom{M}{k}(-1)^{k}\left(\widetilde{q} q^{t-1}\right)^{k}-\sum_{k=0}^{M}\binom{M}{k}(-1)^{k}\left(\widetilde{q} q^{t-2}\right)^{k}  \tag{F21}\\
= & \sum_{k=1}^{M}\binom{M}{k}(-1)^{k} \widetilde{q}^{k}\left(q^{t-1}\right)^{k}\left(1-q^{-k}\right) . \tag{F22}
\end{align*}
$$

Then, using the fact that

$$
\begin{equation*}
\sum_{t=2}^{\infty} t\left(q^{k}\right)^{t-1}=\frac{q^{k}\left(2-q^{k}\right)}{\left(1-q^{k}\right)^{2}} \tag{F23}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\mathbb{E}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)\right]_{\infty}= & \sum_{t=1}^{\infty} t \operatorname{Pr}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)=t\right]_{\infty}  \tag{F24}\\
= & (1-\widetilde{q})^{M}+\sum_{k=1}^{M}\binom{M}{k}(-1)^{k} \tilde{q}^{k} \\
& \times\left(\frac{q^{k}\left(2-q^{k}\right)}{\left(1-q^{k}\right)^{2}}\right)\left(1-q^{-k}\right)  \tag{F25}\\
= & (1-\widetilde{q})^{M}+\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1} \tilde{q}^{k} \\
& \times\left(1+\frac{1}{1-q^{k}}\right)  \tag{F26}\\
= & (1-\widetilde{q})^{M}+\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1} \widetilde{q}^{k}\left(1+\frac{1}{p_{k}}\right) \tag{F27}
\end{align*}
$$

$$
\begin{align*}
= & (1-\widetilde{q})^{M}+\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1} \widetilde{q}^{k} \\
& +\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1} \frac{\left(1-p_{k}\right)^{t_{\mathrm{req}}+1}}{p_{k}}  \tag{F28}\\
= & 1+\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1} \frac{\left(1-p_{k}\right)^{t_{\mathrm{req}}+1}}{p_{k}} \tag{F29}
\end{align*}
$$

where in the second-last line, we used the fact that $\tilde{q}^{k}=\left(1-p_{k}\right)^{t_{\text {req }}+1}$. Finally, using the fact that $1=\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1}$, we obtain

$$
\begin{equation*}
\mathbb{E}\left[W_{E^{\prime}}\left(t_{\mathrm{req}}\right)\right]_{\infty}=\sum_{k=1}^{M}\binom{M}{k}(-1)^{k+1}\left(1+\frac{\left(1-p_{k}\right)^{t_{\mathrm{req}}+1}}{p_{k}}\right) \tag{F30}
\end{equation*}
$$

as required.
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