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ABSTRACT
One major challenge of the 21st century is the increas-
ingly rapid development of new technologies and their 
evaluation. In this article we argue for an interdisciplinary 
approach to meet this demand for evaluating new and 
specifically bioinspired technologies. We combine the 
consideration of normative principles in the field of ethics 
with psychological-empirical research on attitudes. In 
doing so, the paper has a twofold concern: first, we dis-
cuss how such an interdisciplinary collaboration can be 
implemented by using the method of Cognitive-Affective 
Mapping. Cognitive-Affective Maps (CAMs) enable 
a graphical representation of attitudes, including cogni-
tive and affective aspects. Second, we argue that CAMs 
can be helpful to remedy the deficits of traditional ethical 
approaches. We applied CAMs in the context of an ethics 
seminar in which students were instructed to create CAMs 
based on bioinspired technologies twice – prior to the 
seminar to assess their evaluation on bioinspired technol-
ogies per se (pre-assessment) and after the seminar to 
assess how their evaluation might have changed and 
especially which normative ethical principles might have 
been additionally considered (post-assessment). As could 
be shown, CAMs can visualize the students’ attitudes, 
including the valence of ethical principles. Further, com-
paring pre- and post-CAMs indicated students’ attitude 
change.
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1. Introduction

In view of the ecological challenges of our present age, bioinspired technol-
ogies, i.e., technologies that imitate functional principles of nature, and the 
associated research fields of biomimetics or biomimicry, are increasingly 
important as future technologies (Benyus, 2002). Yet, the transfer of func-
tions from biological models to technical applications does not guarantee 
that the applications are good for humans or for the environment. 
Therefore, this transfer is not well-suited considering normative aspects – 
biomimetic products are not per se better, more ecological and less risky 
technical solutions. To determine whether the ‘biomimetic promise’ (von 
Gleich et al., 2010) of better, more ecological and less risky technical 
solutions is kept, it is necessary to implement a second step of reflection, 
which considers the products independently of their pure imitation of 
biological functions (Möller et al., 2020). For this reflection, ethical princi-
ples must be identified, as is done in particular in the context of ethics and 
technology assessment (Grunwald, 1999; Jonas, 1984). Yet, abstract ethical 
principles are usually no longer sufficient to rate new technologies (Kibert 
et al., 2012) because technologies are being developed ever faster and at the 
same time penetrate the natural and social life world ever more comprehen-
sively. Therefore, in addition, the normative perspectives of users and 
affected laypersons are increasingly included in the process of adequate 
normative decisions about these technologies (Molewijk et al., 2004; Paulo 
& Bublitz, 2020).

In this article, we endorse an interdisciplinary approach to meet this 
double standard for new and, in our case, bioinspired technologies. We 
combine psychological-empirical acceptance research with the considera-
tion of normative principles by ethics and technology assessment to address 
the far-reaching challenges of new technologies. Here, the methods of 
psychology appear promising in capturing normative concerns from users 
and affected persons who exhibit attitudes on a culturally specific, group- 
specific or even individual-specific level. This should be taken into account 
in the development of new bioinspired technologies (Höfele, 2022).

In the following, we discuss such an interdisciplinary cooperation in the 
application of the method of Cognitive-Affective Mapping (Thagard, 2010). 
Cognitive-Affective Maps (CAMs) allow to connect beliefs, impressions, 
ideas, and emotions about a particular topic in a network-like structure. 
While in questionnaires and interviews the researchers’ item and question 
formulations often prescribe specific linguistic-semantic thought structures, 
the CAM method allows for a very free collection of individual attitudes, less 
influenced by suggestive wordings. One advantage with respect to other 
types of cognitive modeling of knowledge is that each CAM concept carries 
an affective value, involving three gradations of positivity and negativity, 
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and one option each for neutrality and ambivalence. A more detailed 
description of the method of Cognitive-Affective Mapping follows in the 
methods section. By using this method, we explore two central questions:

First, we test the extent to which moral evaluations and ethical principles 
are explicitly or implicitly reflected in CAMs created by laypersons (stu-
dents) on the topic of bioinspired technologies.

Second, we want to find out whether a scholarly engagement with issues 
around ‘ethics of nature’ in the context of an ethics seminar leads to changes 
in the individual CAMs of the students.

In the following, the theoretical background about the role of psychology 
as well as that of philosophy, especially its subfield of ethics, will be pre-
sented first. We will then suggest the methodology of Cognitive-Affective 
Mapping for ethical reflections, while at the same time serving to remedy 
a deficit of traditional ethics. Traditional ethics often take a top-down 
approach and do not take into account different contexts and concerns of 
groups of people (chap. 2). We elaborate on this issue by discussing the 
application of the Cognitive-Affective Mapping method in the context of an 
ethics seminar. Here the students were given the task of drawing a CAM on 
the subject of bioinspired technologies twice – once at the start of the 
semester and once at the end of the semester (chap. 3 and 4). 
Subsequently, we reflect on the methods of psychology and philosophy 
more fundamentally. Our aim is to illustrate the interdisciplinary coopera-
tion of both disciplines in the context of the evaluation of bioinspired 
technologies as an interplay of hypothesis-guided and hermeneutical pro-
cedures. This interplay is intended to remedy the aforementioned deficit of 
traditional ethics in that psychology helps to establish empirically informed 
ethics (chap. 5). A short outlook concludes the article (chap. 6).

2. Psychological research on attitudes and attitude change as 
a methodological enrichment of empirical ethics

CAMs represent various cognitive and affective aspects of a topic, in other 
words, they visualize individuals’ attitudes as a network of relevant concepts 
(also referred to as nodes), their respective affective connotation, and certain 
relationships between the concepts (links). The notion of attitude has been 
extensively researched in social psychology for decades, although the dis-
tinction from other terms, for example, beliefs, opinions, values, is often 
ambiguous (Seel, 2012). According to Ajzen (2001), an attitude represents 
the summarized evaluation of a psychological object. With respect to the 
neurosciences, conceptions of attitudes envision a network of nodes with 
affective and cognitive connotations connected by associative pathways 
(Seel, 2012). Here we work with one specific form of such networks – the 
CAMs introduced by Thagard (2010). Thagards Cognitive-Affective 
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Mapping method builds on his computational HOTCO model, which uses 
artificial neural networks to explain inferences influenced by emotions 
(Thagard, 2006, 2012, 2015).

Numerous researchers have attempted to model not only attitudes, but 
also their change. Some theories are called consistency theories, e.g., 
Festingers cognitive dissonance theory (Festinger, 1957), Heiders balance 
theory (Heider, 1958), or Bems self-perception theory (Bem, 1967). These 
theories do not imply that attitudes are unchanging, but rather state that 
people strive for consistency in their cognitions and are motivated to resolve 
inconsistencies, e.g., by changing individual attitude components.

Similarly, Thagards theory of emotional coherence states that people 
strive for such a coherence, not only for cognitive but also for emotional 
coherence, since reasoning is based not only on logical arguments, but also 
on emotions (Thagard, 2006). Consequently, Thagard distinguishes 
between cognitive incoherence and emotional incoherence. In detail, inco-
herence may arise from the fact that two actions or goals contradict each 
other, i.e., it is not possible to perform or achieve both. And incoherence 
may also result due to a connection between elements in which a good 
feeling about one element simultaneously comes along with bad feelings 
about the other element (Thagard, 2010).

An attitude change can then be explained by the motivation to increase 
coherence. Please note that other researchers have also developed and 
empirically tested theories on attitude change (for an overview, see Lorenz 
et al., 2021; Seel, 2012). Although these theories offer different explanations 
for the mechanisms of attitude change, they overlap in saying that attitude 
change is possible and arguably influenced by an interplay of cognitive, 
emotional, and behavioral elements, and that attitudes can vary in strength 
(Seel, 2012). One factor influencing attitudes is knowledge, also referred to 
as attitude-relevant knowledge (Fabrigar et al., 2006). Fazio (2007) refers to 
attitudes themselves as evaluative knowledge, as a sum of evaluations, 
influenced among other things by the information available. At this point 
we consider it important to note that the impact of information on attitudes 
is mutual: the influence of attitudes on availability of information (in terms 
of retrieving information from memory) or search for information (in terms 
of encoding information) is widely researched and well-known as confirma-
tion bias (e.g., Festinger, 1957; Hart et al., 2009; Wason, 1960).

As stated above, one goal of our study is to explore the influence that 
information about the ‘ethics of nature’ (in the form of philosophical 
considerations in an ethics seminar) can have on students’ attitudes toward 
bio-inspired technologies, i.e., nature imitation in technology development. 
To our knowledge two recent studies used related methods. In these studies, 
the influence of ethical values in the case of different stakeholders has been 
mapped by value-informed mental models (ViMMs) in the context of 

1998 P. HÖFELE ET AL.



climate risk management (Bessette et al., 2017; Mayer et al., 2017). The 
difference of their approach to the ethical application of the CAMs in our 
study, is that CAMs are drawn by each member of the investigated group 
himself and that CAMs also depict emotional attitudes.

CAMs have already been used in practical-political and ethical contexts. 
Thagard introduced CAMs in the context of conflict research and explains 
how they can help to better understand the conflicting positions of opponents. 
Homer-Dixon et al. (2014) demonstrated that CAMs can be used to represent 
the beliefs of individuals in disputes as diverse as the dispute over German 
housing policy, disagreements among Israelis over the meaning of the Western 
Wall, disputes over the exploitation of Canadian bitumen deposits, as well as the 
dispute between proponents and opponents of action on climate change. In our 
study, however, we used a slightly different variant of CAMs. Specifically, we 
added the ability to connect concepts by arrows to depict a unidirectional 
connection (connections are also referred to as links). Figure 1 shows an 
exemplary CAM on nature imitation in technology development.

Initially, CAMs were mostly drawn by the researchers themselves to 
visualize specific perspectives or existing data material (e.g., Findlay & 
Thagard, 2014; Homer-Dixon et al., 2013, 2014; Luthardt et al., 2020; 
Wolfe, 2012). More recently, CAMs have also been used as a survey 
method by having participants draw CAMs themselves on a particular 

Figure 1. Exemplary CAM on the topic “Imitation of nature through technological products”. 
Valences of the concepts are represented by the nodes’ shapes and colours. Green ovals = 
positive affect; red hexagons = negative affect; yellow rectangles = neutral affect; purple 
superimposed hexagons with ovals = ambivalent affect. For green and red shapes, strength 
of the shape’s border denotes a grading of the affective connotation (range = 1, 2, 3) – the 
thicker the frame, the more positive/negative the concept. Two types of links indicate the 
relations between concepts. Solid lines = supportive connections; dashed lines = inhibiting 
connections; arrowheads = one-sided/unidirectional influence; without arrowhead = mutual 
influence.
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topic (e.g., Mansell et al., 2021; Reuter, Mansell et al., 2022). Livanec 
et al. (2022) proposed CAM as a vivid, practical tool of collaborative 
knowledge production between scientific and nonscientific stakeholders 
in the context of technology acceptance prediction. Thagard (2015) used 
CAMs to visualize attitudes of students in an ethics seminar and con-
cluded that the method is suitable for this purpose. He explained how 
philosophy students were instructed to draw CAMs on seminar topics. 
We will describe Thagard (2015) study in more detail since we modified 
his approach for our application of CAMs.

The students of an environmental ethics course and a medical ethics 
course taught by Thagard were asked to draw CAMs on one of seven yes/no 
ethical questions they could choose from. Questions included ‘Are publicly 
funded drug injection sites morally right? Yes or no’. (Medical Ethics) or ‘Is 
the use of genetically modified organisms morally wrong? Yes or no?’ 
(Environmental Ethics). Each student was asked to draw one map in favor 
of the position, as well as one map against it. Ultimately, they were asked to 
rate their experience with the method in a post-survey. The results of this 
survey suggest that on average students found the method helpful, both for 
their general understanding of the topics as well as for gaining other 
perspectives on them. Students also supported the use of the method in 
future seminars. One question referred to how often the students’ opinion 
changed as a result of drawing the CAMs (answer options: 0, 1, 2, 3). More 
than 80% of the students stated that they had changed their opinion at least 
once – the mean values were 1.08 (Medical Ethics) and 1.13 (Environmental 
Ethics). According to Thagard, the method is easy to use and informative 
about the structure of ethical conflicts. Thagard thus also indirectly shows 
that ethical laypeople, or at least undergraduate students in ethics, can use 
CAMs to make their ethical principles explicit.

This approach stands partly in contrast to classical ways of approaching 
ethics. Many classical approaches intend to consider ethical principles for 
action that are not dependent on subjective or individual attitudes, but can 
apply in a universally accepted manner (Pieper, 2007). Furthermore, these 
approaches often seek to strictly separate ethical rationality and emotions 
(e.g., Kant, 2019; van Roojen, 2009), whereas Thagard (2015) used CAMs to 
make a connection visible, emphasizing that rational judgments imply 
emotional reactions. Furthermore, it has been shown, especially in the 
context of medical ethics (Musschenga, 2005, 2009), but increasingly also 
in other areas of ethics (Birnbacher, 1999), that ethics must integrate socio-
logical and psychological data. This is the only way to ensure that ethical 
principles of action are applicable to specific realities. Therefore, ‘[e]mpi-
rical ethics combines doing empirical – usually qualitative − (social) 
research with philosophical (normative ethical) analysis and reflection’ 
(Musschenga, 2005, p. 468). Of course, this raises the question of how 
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such empirical-qualitative research can be conducted and how the implicit 
normative beliefs and judgments of persons can be made visible. For 
example, empirical ethics assumes that many moral judgments are made 
intuitively, and the individuals are not able to take a reflective position on 
their judgments (Paulo & Bublitz, 2020). CAMs represent a method to make 
such moral judgments or conflicts and the accompanying values visible, 
which is why Thagard (2015) also speaks of ‘value maps’.

In the following, this is demonstrated by means of an ethics seminar in 
which CAMs were also used as in Thagards case. While Thagards students 
were instructed to draw CAMs on morally difficult yes/no-questions and 
used only negative and positive evaluations, we made some changes that will 
be explained in detail in the next chapter.

In summary, the specific questions of our study are: 1a) Can CAMs be 
used to map students’ attitudes toward nature imitation in technology 
development? 1b) Can ethical principles be identified in such CAMs? 2a) 
Do the attitudes represented in CAMs change over the course of the 
seminar? 2b) Are these changes specifically related to the content of the 
seminar? The example of the ethics seminar also illustrates the extent to 
which interdisciplinary cooperation between psychology and philosophy in 
particular can put the concern of empirical ethics into practice.

3. CAMs in the context of an ethics seminar: Application of the method

3.1. CAMs Data collection

Data collection took place as part of a winter term seminar 2020/21, entitled 
‘Sustainability and its Ethical-Philosophical Foundations’. The seminar 
reflected on the ethical-philosophical foundations of the concept of sustain-
ability. Its content was closely related to the topics of natural and environ-
mental philosophy, the ethics of responsibility, as well as approaches of 
biocentrism and deep ecology (Krebs, 2016a; Muraca, 2016; Schopenhauer, 
2004; cf. in detail Supplementary Material 1). Students taking part in this 
seminar mainly pursued degrees in philosophy, and tended to be at the 
beginning of their bachelor studies. We assumed that they did not have 
intensive contact with such topics before the seminar and considered them 
as laypersons when drawing the first CAM on the topic of nature imitation 
in technology development at the beginning of the semester. We conjec-
tured that engaging with the themes of the seminar might influence their 
attitude toward nature imitation in technology development. The students 
were asked to create one CAM at the beginning of the semester (pre-CAMs) 
and one at the end of the semester (post-CAMs) on the topic of nature 
imitation in technology development. While Thagards students were 
instructed to create two CAMs (one pro/one con) and advised not to include 
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two perspectives in one CAM, we asked students to draw only one CAM at 
a time and this CAM was to reflect their own perspective. While Thagard 
gave further specific guidelines (for example, a minimum of positive/nega-
tive nodes; no ambivalent nodes, etc.), we gave only a general instruction on 
drawing a CAM without restrictions or minimum requirements.

In detail, students were instructed online using Unipark before the first 
content-related seminar date (full instructions can be found in the 
Supplementary Material 2a & 2b) on how the Cognitive-Affective 
Mapping method and the Valence1 software (Rhea, Reuter, Thibeault 
et al., 2021) work. Valence is a freely available online tool for creating 
CAMs. Next, students read a text with information about nature imitation 
in technology development (Appendix) and were asked to create a CAM 
with the Valence software based on the question ‘What are your thoughts 
and evaluations regarding nature imitation by technological products?’. 
When starting Valence with their personal software access, a central node 
with the content ‘Nature Imitation through Technical Products’ was shown 
and the students were asked to create their own CAM around this concept. 
Students were free to choose the time of CAM creation in the period 
Oct. 27– 2 November 2020. The same procedure was repeated at the end 
of the semester (period of CAM creation: Jan. 21– 8 February 2021). The 
anonymous data collection was unable to trace back the CAMs to the 
students. The pairing of pre- and post-CAMs was realized by an individual 
code. 32 students were assigned to the seminar. We received N = 62 
(nt1 = 34; nt2 = 28) assignments to the software, of which we could match 
N = 36 CAMs, which resulted in N = 18 CAM pairs that could be analyzed. 
The remaining CAMs could not be used because they either showed defi-
ciencies (for example, no connections between nodes; wrong topic), or 
codes could not be matched.

3.2. CAMs Analyses

There is no gold standard for the analysis of CAMs, instead different 
approaches have been explored by researchers, both quantitative and qualitative 
(Reuter, Fenn et al., 2021). The high degree of freedom while creating CAMs 
resulted in rather heterogeneous CAMs. We therefore decided to use a two-part 
rating procedure. One rating was related to the ethical-normative principles in 
both pre- and post-CAMs, the other rating concerned the general differences of 
the nodes’ content and valence. Both rating procedures will now be described.

3.2.1. Ethical Principles
To investigate whether we can use CAMs not only to map students’ attitudes 
regarding nature imitation in technology development (research question 1a), 
but also to identify ethical principles relevant to students (research question 
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1b), we created a list of 20 ethical principles (Supplementary Material 3). This 
list was mainly based on a text on the ethics of nature by Angelika Krebs and 
a text on the sustainability discourse by Barbara Muraca (Krebs, 2016b; 
Muraca, 2010).2 The list was only definitively established after reviewing all 
CAMs drawn by students. Only those of Krebs (2016b) principles concerning 
the ethics of nature that were mentioned in the CAMs were then included in 
the list; principles from Krebs (2016b) that were not mentioned in the CAMs 
were omitted from the list. In addition, other principles were identified, 
particularly those of the ethics of sustainability, which are mentioned in the 
text by Muraca (2010). These were also included in the list. Methodologically, 
we followed the approach of the hermeneutic circle (cf. below chap. 5.3.) to 
ensure that the CAMs did not only show the ethical principles pre-selected by 
the raters and that no ethical principles were left out.

Subsequently, the CAMs were rated by noting which principles appeared 
in each individual CAM. Initially, to answer research question 1b, no 
attention was paid as to whether a single CAM was created before the 
start of the seminar (pre-CAMs) or at the end of the seminar (post- 
CAMs). To allow for some sort of inter-rater reliability, two raters were 
instructed independently. Both raters, graduate students of philosophy and 
research assistants at the Department of Philosophy, received the list of the 
ethical principles, as well as the text on the ethics of nature (Krebs, 2016b), 
which contained explanations of the principles. The raters were instructed 
to pick out ethical principles explicitly mentioned in the CAM nodes, i.e., 
ethical principles that were more or less precisely mentioned in the wording 
of Krebs (2016b) and Muraca (2010). They were also asked to name nodes in 
the CAMs that they thought implicitly addressed ethical principles – with-
out being precisely mentioned in the wording of Krebs (2016b) and Muraca 
(2010). In addition, no further instructions for categorization were given, 
contrary to the usual procedure in content analysis. Definitions of and 
distinctions between the categories emerged from the description of the 
principles themselves in Krebs (2016b). After the individual ratings, the 
raters exchanged ideas to discuss differences and, if possible, to reach a joint 
judgment (see also Mayring, 2020; Scott, 1955). Raters quickly came to 
agreement on the few differences in their ratings.

3.2.2. CAMs Differences results from using the CAMs in the context of an ethics 
seminar
To analyze systematic differences between the pre- and post-CAMs (research 
question 2a), we formed deductive categories according to which we evaluated 
differences between the CAMs. The creation of deductive categories is mainly 
known from qualitative content analysis (e.g., Mayring, 2020). However, our 
procedure differs fundamentally from the typical application of deductive 
categories, which is primarily designed for text material, such as interviews. 
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Our categories are not semantic-based but focus on the structure and the 
affectivity of the CAMs (Table 1). In order to grasp differences between the 
pre- and post-CAMs on different scales, the categories were created by the 
research team. Then two raters, a graduate student of psychology and 
a bachelor student of education, both research assistants of the 
Psychological Department, independently rated each pair of CAMs according 
to the categories. Since the raters had the option to inductively add categories, 
the two categories ‘wordiness’ (How wordy are the concepts?) and ‘complex-
ity’ (How complex is the overall representation of the CAM?) were added. 
There were only slight differences between the raters’ scores, which could be 
eliminated in the exchange.

In addition to the rating, we analyzed each CAM regarding network 
parameters with an open source code (Rhea, Reuter, Tecza et al., 2021). 
This software features the assessment of emotional parameters such as the 
mean valence of a CAM map as well as structural parameters such as 
density. For the full list of parameters that we assessed see chap. 4.1., Table 2.

Finally, the pre- and post-CAMs were also compared regarding the 
ethical principles mentioned in them. It was not only evaluated which and 
how many ethical principles were mentioned in the pre- and post-CAMs, 
but also examined whether ethical principles were mentioned only impli-
citly or explicitly (i.e., in the wording of Krebs, 1999; Muraca, 2010) in the 
pre- and post-CAMs.

4. Results from using the CAMs in the context of an ethics seminar

In general, it can be stated that the CAMs reflect the students’ attitudes 
regarding nature imitation in technology development (research question 
1a). Indeed, most of the CAMs entailed many concepts (ranging from 4 to 
24, on average ca. 12) and different emotional evaluations of the nodes. In 

Table 1. Template for the Rating of Differences between the pre- and post-CAMs.
Content:

Are there new terms in the second CAM?

Are terms omitted in the second CAM?

Do terms remain the same?

Response Categories:
None Some Many

Valence:

Does the overall valence change?

Does the valence of the original concept (nature imitation in technical products) change?

Does the valence of the consistent terms (if existing) change?

Response Categories:
No Yes, more positive 

afterwards
Yes, more negative 

afterwards
Yes, more neutral 

afterwards
Yes, more ambivalent 

afterwards
Neither, 

but . . .

The template was translated into English, see Supplementary Material 4 for the original version.
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addition, when evaluating the CAMs, numerous implicitly or explicitly 
mentioned ethical principles could be identified in the students’ CAMs 
(research question 1b). In addition, significant differences in the pre- and 
post-CAMs could be detected (research question 2a) in both the evaluation 
based CAM differences and based on hermeneutic analyses of ethical prin-
ciples, as will be discussed in more detail below. Furthermore, these differ-
ences could be attributed to the contents of the seminar (research 
question 2b).

4.1. CAMs Differences

In general, it can be stated that students’ CAMs differed substantially in pre/ 
post comparison. Regarding the terms used in both CAMs, many new 
concepts were added, while others were dropped and, in comparison, few 
concepts remained the same. An overview of the final rating of differences 
between the CAMs is presented in Table 2, the detailed ratings per CAM can 
be found in the Supplementary Material 5.

Table 2. Frequency of rating categories used per rater.
New Terms 0 (None) 1 (Few) 2 (Many)

Rater 1 1 2 15
Rater 2 3 8 7
Omitted Terms 0 (None) 1 (Few) 2 (Many)
Rater 1 0 8 10
Rater 2 3 7 8
Remaining Terms 0 (None) 1 (Few) 2 (Many)
Rater 1 6 11 1
Rater 2 12 5 1
Overall Valence 

Second CAM 
more . . .

Neutr.a Amb.b Pos.c Neg.d Same

Rater 1 3 5 5 2 3
Rater 2 6 5,5 5,5 1 0
Valence Remaining 

Concepts 
Second CAM 
more . . .

Neutr.a Amb.b Pos.c Same No Remaining 
Concepts

More Extreme Other

Rater 1 - 2 - 8 6 1 amb. + pos. + 
neg. (1)

Rater 2 1 7 1 6 2 amb. + pos. (1)
Valence of Original Concepts 

In second CAM more . . .
Same Deleted Amb.b Missing (in both CAMs)

Rater 1 9 4 3 2
Rater 2 11 4 3 -
Wordiness 

Second CAM is . . .
Much Less 

Wordy
Less Wordy Equally Wordy More Wordy Much More 

Wordy
Rater 1 3 3 10 - 2
Rater 2 3 4 6 4 1
Complexity 

Second CAM is . . .
Much Less 

Complex
Less Complex Equally Complex More Complex Much More 

Complex
Rater 1 3 6 5 3 1
Rater 2 3 7 2 5 1

aNeutr. = Neutral; bAmb. = Ambivalent; cPos. = Positive; dNeg. = Negative. Most frequent categories are 
highlighted.
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Regarding the concepts’ valence, both raters from the Department of 
Psychology identified a tendency that CAMs were more ambivalent, neutral 
and positive in their overall valence at the post-assessment compared to the 
pre-assessment. The valence of the original concept (‘Nature Imitation 
through Technical Products’) remained the same, which is likely due to 
the fact that the majority of original concepts were drawn neutrally. This 
particularity could in turn be attributed to the effect of the exemplary CAM 
in the instruction, in which the central/original concept was represented as 
a neutral node. Also, when the students logged into the software, the 
original concept was neutral and it might not have been clear for them 
that they could change the valence of the central concept.

Two categories give an idea of the extent to which the pre-/post-CAMs 
are similar in appearance. The category wording indicates some sort of 
formal stability in the CAMs, as students did tend to express themselves 
with similar words in each of the CAMs according to both raters. In terms of 
complexity, both raters noted a slight reduction in complexity.

For the mentioned categories the raters’ most frequent response options 
corresponded to each other. For the following categories the ratings differed: 
Regarding the evaluation of the valence of the unchanged terms only one 
rater had the impression that a majority of these concepts’ valences changed 
to ambivalent while both raters noted no changes for a large proportion of 
remaining concepts. Although the ratings were similar in their frequency 
concerning (un)changed terms, the difference could be due to the fact that, 
the raters sometimes rated different terms as remaining the same and this 
could be reflected in the (ambivalence) valence ratings of these terms.

The calculated parameters (Table 3) support the raters’ impression that 
ambivalent and neutral nodes appeared more frequently in the post-CAMs 
than in the pre-CAMs. The parameters also reveal that the post-CAMs 

Table 3. Calculated Network Parameters of pre-CAMs and post-CAMs and the difference 
between them.

Network Parameters
Pre-CAM 

Mean Value
Post-CAM 

Mean Value Difference (Post – Pre)

Increase
Nodes (All) 12,67 12,83 0,16
Nodes Ambivalent 0,94 2 1,06
Nodes Neutral 2,89 3,67 0,78
Links (All) 15,28 15,83 0,55
Links (Solid) 12,61 14,06 1,45
Mean Valence 0,24 0,45 0,21
Densitya 0,23 0,26 0,03

Decrease
Negative Nodes 3,83 2,33 −1,5
Positive Nodes 4,94 4,83 −0,11
Links (Dashed) 2,67 1,78 −0,89
Diameterb 4,5 4,44 −0,06

aAll Links of a CAM divided by the number of possible links in the CAM; bLongest path in the CAM without 
repeated visits of nodes.
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contained more solid links but fewer dashed links. The CAMs’ mean valence 
and amount of nodes was slightly increased in post-CAMs. The decrease of 
negative nodes in post-CAMs was higher than the decrease of positive 
nodes. For the latent parameters of density and diameter there was almost 
no change, indicating that latent parameters show more stability than 
emotional parameters.

4.2. Ethical Principles

The ethical-philosophical evaluations of the students’ CAMs likewise indi-
cate differences between the pre- and post-CAMs regarding three aspects: 
First, more principles from the ethics of nature were mentioned by the 
students in the post-CAMs. Second, explicitly mentioned principles were 
found exclusively in the post-CAMs, i.e., principles that more or less 
correspond in wording to the principles from the ethics of nature listed in 
Krebs (2016b) and Muraca (2010), which may be due to the preoccupation 
with these principles in the context of the ethics seminar. Third, and in 
general, it can be stated that slightly more implicitly and explicitly men-
tioned principles could be identified in the post-CAMs than in the pre- 

Table 4. Illustration of the frequency of implicitly and explicitly stated ethical principles in 
CAMs.

Ethical Principles

Quantity of 
naming 

a principle 
in pre-CAMs

Quantity of 
naming 

a principle 
in post- 

CAMs

Explicitly named 
principles 

(onlyin post- 
CAMS)

1. Anthropocentric argument/value of rationality/human 
beings

2 5 5

2. Aisthesis argument/multifunctionality of nature 1 3 1
3. Argument of aesthetic contemplation 4 3 0
4. Argument of the capability approach/of the good life 1 2 1
5. Argument of human hybris 1 4 2
6. Argument of weak sustainability/three-pillar model 1 3 2
7. Argument of strong sustainability/dependency argument/ 

biosphere as resource/boundary
2 4 2

8. Autonomy argument 2 2 1
9. Basic needs argument/argument of survival’ 0 3 1
10. Biocentrism argument/value of life 0 2 1
11. Design argument 6 1 0
12. Harmony argument 2 3 0
13. Holism argument 1 2 0
14. In dubio pro malo argument (Jonas‘ 'heuristic of fear’) 7 3 0
15. Intergenerational justice 0 3 1
16. Intragenerational/social justice 2 2 0
17. Naturam sequi argument 9 6 0
18. Pedagogical argument 2 2 0
19. Pathocentric argument/value of sentient beings 2 1 0
20. Physiocentric argument/value of being/nature 1 5 4
Total 46 59 21

Participants mentioned more principles in the post- than in the pre-CAMs. Additionally, the principles (according 
to Krebs, 2016b; Muraca, 2010) are mentioned explicitly only in the post-CAMs.
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CAMs. Table 4 shows in detail the frequency of individual principles in the 
pre- and post-CAMs and also identifies CAMs where ethical principles were 
explicitly mentioned by students (in or close to the wording of Krebs, 2016b; 
Muraca, 2010). A full overview over principles mentioned in the CAMs can 
be found in the Supplementary Material 6. Supplementary Material 7a & 7b 
contains a precise mapping of all CAMs’ nodes to ethical principles, which 
lists nodes identified as implicitly naming ethical principles.

Due to the large number of only implicitly mentioned principles, espe-
cially in the pre-CAMs, the independently evaluating raters from philoso-
phy delivered different evaluation results in view of some CAMs. 
Frequently, only the subsequent discussion of the evaluation results 
among the two raters could lead to a uniform evaluation result. The problem 
described here also refers back to the difficulty that CAMs represent mental 
structures only on the basis of briefly formulated concept nodes. Thus, an 
interpretative effort on the part of the raters is required.

5. Discussion: The advantages of an interdisciplinary approach to the 
evaluation of bioinspired technologies

With our open, interdisciplinary empirical approach, we were able to gain 
more insight into the attitudes of philosophy students toward bioinspired 
technologies, which are discussed below. Subsequently, we reflect on the 
process of how we brought together the disciplinary different patterns of 
thinking and research.

5.1. Exploring attitudes with CAMs

Our research question 1a) was whether it is possible to use Cognitive- 
Affective Mapping to represent students’ attitudes toward the topic of 
nature imitation in technology development. Based on the fact that students 
drew rich CAMs (on average about 12 nodes and 15 connections per CAM) 
and used the opportunity to effectively evaluate the concept nodes, we 
conclude that the CAMs were useful for the students to create a vivid 
representation of their perspectives. Further, we asked in question 1b) 
whether ethical principles can be identified in such CAMs. This was clearly 
the case as the raters of philosophy were able to identify implicitly and 
explicitly named ethical principles in pre- and post-CAMs. Question 2a) 
addressed whether attitudes represented in the CAMs differed from the first 
data collection at the beginning of the semester to the second one at the end 
of the semester. Here the CAMs changed from the first to the second time 
point of data collection: The ratings showed that the overall impression of 
the post-CAMs was more ambivalent and neutral. The network analyses 
confirmed this impression as the post-CAMs contain on average more 
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neutral and ambivalent nodes than the pre-CAMs. One explanation for the 
change toward more neutrality and ambivalence could be the exposure to 
topics of ethics of nature in the seminar, which might have changed the 
students’ initial attitudes toward the topic and thus might confirm our 
research question 2b). Since the philosophical-ethical articles discussed the 
topics in a less judgmental manner, this may have changed the students’ 
perspectives in the observed direction. Among the abundant research on 
attitude change through information, most focus is put on the effect of 
persuasion (Richardson et al., 2017), implying a specific direction of attitude 
change, usually toward (dis)agreement. However, the students in our study 
were not to be persuaded of a specific position – rather, they were encour-
aged to engage with heterogeneous positions. Studies in ambivalence 
research show that being embedded in a heterogeneous environment (for 
example, talking to oppositional political camps) is associated with more 
ambivalent political attitudes (Huckfeldt et al., 2004). Furthermore, 
Rudolph (2011) analyzed ambivalence as a dynamic experience and found 
that heterogeneous information increased individual attitudinal ambiva-
lence. In addition to ambivalent nodes, there was also an increase in neutral 
nodes. In contrast to ambivalence as an activation of positive and negative 
impressions, affective neutrality is used to describe the absence of positive 
and negative affect. Taken together with the significant decrease in negative 
nodes we presume that previously negative affect was neutralized by engage-
ment with the topic. The decrease of negative nodes and increase of mean 
valence corresponds with the raters’ impression that the post-CAMs were 
more positive. Overall, according to the raters and network parameters, the 
post-CAMs seem to be more neutral, ambivalent and more positive.

Moreover, the post-CAMs contain slightly more ethical principles than 
the pre-CAMs. In addition, in the post-CAMs we could detect explicitly 
mentioned ethical principles, while the pre-CAMs only contained impli-
citly stated ethical principles. The wording of ethical principles is also 
likely related to what was learned in the ethics seminar since the wording 
strongly resembles the ethical principles of Krebs (2016b) and Muraca 
(2010). Please note that the analyses regarding ethical principles was 
restricted to these principles that were taught in the ethics seminar. We 
conjecture that the list of ethical principles derived from Krebs (2016b) 
and Muraca (2010) contains the most important principles, yet, other 
ethical principles would have remained unconsidered in the evaluation, 
even if they had been named by the students in the CAMs. Within this 
regard it is noteworthy that the work of Krebs (2016b) represents 
a summary and discussion of the principles from the ethics of nature 
found in the literature on the ethics of nature. Thus, it seems is unlikely 
that other ethical principles beyond the ethics of nature and sustainability 
would be named by the students. Indeed, the instructional text and the 
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sample of nature imitation in technology development underlying our 
study deliberately focuses on problems of the ethics of nature and sustain-
ability. Moreover, even when creating the pre-CAMs, the students already 
had in mind that they were creating them in the context of a seminar that 
focuses on the ethics of nature and sustainability. Finally, the principles for 
the ethics of nature given by Krebs were slightly extended by certain 
principles of the ethics of sustainability according to Muraca (2010). 
And this was done just after a first review of the ethical principles given 
in the CAMs (cf. in detail above chap. 3.2.1.). Methodologically, we 
followed the approach of the hermeneutic circle (cf. below chap. 5.3.).

5.2. Reflection of the methods Hypotheses vs. Hermeneutics

The present work tries to unite two scientific disciplines, psychology and 
ethics, taken as a subfield of philosophy. Through the interdisciplinary 
approach we see the potential for broadening perspectives and an emergent 
gain of knowledge. Interdisciplinary cooperation presupposes a disciplinary 
self-understanding (Eckardt, 2010) and is habitually confronted with diffi-
culties, from differences in subject-specific terminology to methodologies to 
epistemological convictions (Möller et al., 2021). Philosophy and psychol-
ogy share deep roots in the history of science. However, after psychology 
developed independently from philosophy at the end of the 20th century, the 
two scientific branches evolved as individual disciplines and today function 
largely independently of each other in research and teaching (Murray & 
Link, 2021). In this section, we reflect on our different research backgrounds 
and outline how we have dealt with them for this project.

The most popular conception of academic psychology portrays it as 
a science of describing, explaining, and predicting human experience and 
behavior. In its self-conception, psychology today sees itself primarily as an 
empirically oriented individual science (Eckardt, 2010). After paradigm 
shifts on the one hand and school formations on the other, different 
psychological tendencies coexist today, in terms of both epistemology and 
methodology. Academic psychology at German universities is generally 
considered to have a comparatively homogeneous self-image, in which it 
sees itself more clearly belonging to the natural sciences than to the huma-
nities, since it conveys an understanding of science according to the falsifi-
cation principle, in the sense of critical rationalism (Plischke, 2016). Thus 
empiricism plays a central role in academic psychology. Through qualitative 
and quantitative data collection and analysis, psychological models and 
theories are confirmed, further developed, or discarded.

Even if empirical research is gaining more and more importance in various 
fields of philosophy (e.g., ethics of artificial intelligence), a rather deductive 
(‘top down’) approach is predominant, especially regarding ethical questions. 
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Gaining knowledge is more likely to take place through reasoning and 
rationalism that is independent of empiricism. In the case of ethics, this 
rationalist rejection of empiricism has to do with the fact that its primary 
purpose is to formulate normative prescriptions for action. If, however, these 
prescriptions were derived from empiricism beforehand, this would result in 
an inadmissible circularity (Kant, 2019) or even a naturalistic fallacy, accord-
ing to which one would conclude what ought to be from an actual state of 
affairs (Hume, 2011). It is true that applied ethics works empirically and takes 
data input from other sciences and societal contexts, but only the newer 
approach of empirical ethics, as already mentioned above (chap. 2), refers to 
empiricism and more precisely culturally specific, group-specific or even 
individual-specific attitudes as an essential part of ethical reflection and thus 
opens a more or less new paradigm.

Despite these different emphases, there are also overlaps in the objects of 
research and methods as well as mutual influence between psychology and 
philosophy or ethics, for example in the field of moral psychology. In the 
following, we reflect on the occasions in our collaboration where we noticed 
different approaches.

5.3. Hypotheses vs. Hermeneutics

In empirical psychological research, the research questions are first specified, then 
the methods are determined, the data are collected and analyzed based on the 
research question and the hypotheses that have been established. Hermeneutic 
approaches are rare and most likely to be found in qualitative psychological 
research. There are quality criteria and methodological standardizations for 
both quantitative and qualitative psychological research approaches.

In philosophy, on the other hand, there is no consensus on clear meth-
odological guidelines for answering a research question (Reichling, 1996). 
Often, there is methodological agreement at best in the fact that the various 
philosophical approaches do not start from empirical data collection. One of 
the most influential attempts in the 20th century to justify the methods of the 
humanities and thus also of philosophy was undertaken by Gadamer (2006). 
In his view, the hermeneutic procedure of the humanities is characterized 
precisely by a positive circular structure, the ‘hermeneutic circle’. According 
to him, the understanding of a topic starts from a previous knowledge or 
‘prejudice’ (Vorurteil) about the thing to be interpreted, which is essential in 
the process of understanding and at the same time must be constantly 
revised in the experience of a topic to be interpreted (Gadamer, 2006). 
Hermeneutics understood in this way does not simply operate in contrast 
to scientific research based on empirical data, which ideally proceeds induc-
tively, ‘from the bottom up’. A hermeneutic understanding (of philosophy) 
does not proceed deductively, ‘from top to bottom’. Rather, it combines 
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both approaches in a certain way, by confronting general patterns of under-
standing derived from a ‘history of effects’ (Wirkungsgeschichte) with con-
crete contexts to be interpreted, and bringing both into ‘conversation’ with 
each other.

Precisely because of this background, philosophy and ethics which proceed 
in a hermeneutic manner can be fruitful for the hypothesis-guided procedure 
of psychology in some scientific questions. In the context of the analyses of the 
CAMs drawn in the context of the ethics seminar (cf. chap. 3.2.), this can be 
seen in the two-fold evaluation of the CAMs by psychologists as well as 
philosophers, which seeks to interlock the two disciplines. While too much 
freedom for CAM drawers in the context of a hypothesis-guided evaluation by 
psychology can lead to raters producing overly subjective evaluation results, 
this is precisely where hermeneutic evaluative ethics can help. The ‘herme-
neutic circle’ is applied here in a modified form in such a way that the raters 
exchange information with each other again and thus reduce their subjective 
‘prejudices’ that flow into the evaluation. One could insert further ‘circles’ or 
‘loops of conversation’ here, for example by discussing the results of the raters 
again with the CAM drawers themselves, whether they recognize their impli-
cit positions in the evaluations or not. In this way, we complement the 
psychological approach, guided by empirical hypotheses, with the hermeneu-
tic method stemming from philosophy and ethics. This gives rise to a form of 
empirical ethics which, on the one hand, is able to reflect culture-specific, 
group-specific or individual-specific attitudes and, on the other hand, is able 

Figure 2. Sketch of constructive collaboration between psychology and philosophy/ethics in 
the context of empirical ethics. The empirical hypothesis-driven approach of psychology 
complements the methodology of philosophy/ethics through the recognition of culturally 
specific, group-specific or individual-specific attitudes. Hermeneutic philosophy/ethics comple-
ments the methodology of psychology by the methodological recognition of subjective 
attitudes in the hermeneutic circle.

2012 P. HÖFELE ET AL.



to methodically deal with and recognize subjective attitudes by applying the 
hermeneutic circle, as Figure 2 shows.

6. Conclusion and outlook

We used CAMs as an empirical tool to detect changes in philosophy 
students’ attitudes regarding bioinspired technologies and found that affec-
tive evaluation changed as well as the consideration of ethical principles. 
Our study within an ethics seminar showed that affective evaluations and, 
perhaps more interestingly, ethical evaluations were not stable variables. We 
assume that the learning content of the seminar contributed to students 
articulating ethical principles more explicitly in the second CAMs.

With this work, we aim to strengthen the collaboration between philo-
sophy or more precisely ethics and empirical psychology to open new 
research perspectives. We see the unification of the different methodological 
approaches of both disciplines as a necessary challenge and broadening of 
perspectives. We have combined the empirical approach with a conceptual- 
normative approach, descriptive analyses and hermeneutic interpretations. 
We see CAMs as a suitable tool to combine philosophical or ethical and 
psychological approaches.

In this respect, we consider the procedure presented here as merely a first 
promising step in the context of an interdisciplinary collaboration between 
psychology and philosophy or ethics, which may lead to a form of empirical 
ethics. The increasingly rapid development of new technologies, and bioin-
spired technologies in particular, necessitates an ethical assessment that can 
keep pace with this ‘Great Acceleration’ (Steffen et al., 2015) and adequately 
incorporate the perspectives of all those who are and will be involved with 
these technologies as early as possible.

Notes

1. https://cam1.psychologie.uni-freiburg.de/users/loginpage?next=/.
2. (Krebs, 2016b) is a shortened German version of the English text by Krebs (1999), 

which, however, mentions the same principles of the ethics of nature.
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Appendix

Information Text about Nature Imitation in Technology Development
This text was translated into English – the original version in German can be found in the 

Supplementary Material 8.
The CAM should depict your thoughts and evaluations regarding the imitation of nature 

by technical products. Before doing so, please read a short text on this topic:
In our everyday life we often encounter things that are called ‘organic’ or ‘biological’. This 

does not only mean food from ecologically sustainable cultivation, i.e., GMO-free natural 
products. Cosmetics, clothing, garbage bags, cleaning agents, building materials, fuels or 
electricity are also referred to as ‘bio(logical)’ or ‘ecological’, i.e., technical products which 
are of artificial origin and which are ascribed a closeness to nature by means of this ‘label’.

However, technical products are not usually perceived as natural or nature-like, i.e., they 
are distinguished from plants, animals and other natural entities. The distinction is based on 
the fact that technical products, unlike natural ones, are, for example, manufactured and 
consist of materials that do not occur in nature and are therefore artificial.

At the same time, in view of environmental problems, we are placing more and more 
emphasis on sustainable technologies. Sustainability is to be ensured, for example, by the use 
of regenerative and non-hazardous materials or the degradability of broken and discarded 
technical products, so that the environment is not adversely affected to the detriment of 
present and future human and non-human life. In a normative sense, it is precisely such 
technologies that are described as future-proof and good.

This is accompanied by an increasing preference for technical products that imitate 
nature and are thus similar to nature. This imitation of nature does not refer so much to 
the appearance of the technical products, but rather to the use of nature-like materials or the 
imitation of mechanisms found in nature.

Outline your thoughts, arguments, and evaluations regarding the imitation of nature by 
engineered products as explained in the instructions.
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