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ABSTRACT KEYWORDS

In the last 20 years, several major terror attacks conducted in the Intergroup relations; terror
name of political Islam hit Western Europe. We examine the attacks; immigration; online
impact of such terror attacks on hostile behaviour on social data; computational social

media from a cross-national perspective. To this end, we draw  5¢€"€

upon time-stamped, behavioural data from YouTube and focus
on the frequency and popularity (‘likes’) of ethnically insulting
comments among a corpus of approximately one hundred
thousand comments. We study aggregate change and use
individual-level panel data to investigate within-user change in
ethnic insulting in periods leading up to and following major
terror events in Germany, France and the UK. Results indicate that
terror attacks boost interest in immigration-related topics in
general, and lead to a disproportional increase in hate speech in
particular. Moreover, we find that attack effects spill over to other
countries in several, but not all, instances. Deeper analyses
suggest, however, that this pattern is mainly driven by changes in
the composition of users and not by changing behaviour of
individual users. That is, a surge in ethnic insulting comes from
hateful users newly entering online discussions, rather than
previous users becoming more hateful following an attack.

Introduction

In recent years, Europe has witnessed a strong increase in immigration from Muslim-
majority countries (Pew Research Center 2017). At the same time, a number of fatal ter-
rorist attacks conducted in the name of political Islam have hit several European
countries (see Helbling and Meierrieks 2020 for an overview). The combination of
these two trends has led far-right activist groups (Schwemmer 2018) as well as some
European politicians (e.g.: Kaminski 2015; Waterfield 2015) to frame immigration as a
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threat in terms of security as well as culture. Such political elite discourses have been
associated with more hostile attitudes toward Muslim immigrants in Europe (Czymara
2020). In turn, perceived discrimination among Muslims in Europe increased after Isla-
mist terror attacks (Giani and Merlino 2020). By fomenting social conflict and politicis-
ing tensions along ethno-cultural lines, terror attacks pose a threat to the cohesion of
increasingly diverse societies beyond the devastating consequences for those immediately
affected.

Existing evidence on the effect of terror events on migration attitudes is somewhat
ambiguous. Several studies show more hostile attitudes after a terror attack (e.g.
Hopkins 2010; Legewie 2013; Bohmelt, Bove, and Nussio 2019; Finseraas, Jakobsson,
and Kotsadam 2011; Nussio, Bove, and Steele 2019) and suggest that the effects of ter-
rorism on anti-immigrant attitudes in Europe diffuse across borders (Bohmelt, Bove,
and Nussio 2019). However, other scholars reported little or no effect (e.g. Brouard,
Vasilopoulos, and Foucault 2018; Finseraas, Jakobsson, and Kotsadam 2011; Larsen,
Cutts, and Goodwin 2019). Moreover, there is research arguing that attitudes
toward immigrants and other minorities are rather stable, or at least not easily
affected by single events (Drouhot et al. 2023; Kiley and Vaisey 2020; Kustov,
Laaker and Reller 2021). Other explanations for the absence of terrorism effect in
some studies revolve around methodological concerns regarding the appropriateness
of survey items to measure such effects (see Czymara and Schmidt-Catran 2017,
736). Survey data may be too coarse to measure the time sensitivity of the effect of
terror events (see Legewie 2013) and is likely impacted by social desirability bias
inherent to face-to-face or telephone interviews (see Piekut 2021). Meanwhile, the
documented rise in hate crimes (Deloughery, King, and Asal 2012; Jackle and
Konig 2018; King and Sutton 2013; Byers and Jones 2007; Hanes and Machin 2014;
Frey 2020; Jacobs and van Spanje 2020) and support for anti-immigrant parties
(Jacobs and van Spanje 2021) in the wake of terror attacks indicate that such
attacks do affect public sentiments and behaviour.

We contribute to this literature by testing how terror events trigger ethnically hostile
behaviour in a setting that plays an increasingly important role in the life of many, but
received little attention in the literature so far: social media. Namely, we examine
whether terrorism boosts ethnic insulting on YouTube from a multi-national perspec-
tive. We analyse a large body of comments written in reaction to YouTube videos per-
taining to immigration over a four-year period (beginning of 2014 to the end of 2017).
In contrast to secondary survey data, such digital trace data capture naturally occurring
behaviour - i.e., behaviour that is observed and recorded by researchers without inter-
acting with respondents and, thus, without contaminating their behaviour in any way
(Golder and Macy 2014). Our research design exploits the time-stamped, granular
and behavioural nature of social media data (Drouhot et al. 2023; see also Kelling
and Monroe 2023) in order to study two types of ethnically derogatory behaviour: (i)
Posting and (ii) liking ethnically insulting comments. Our broader research question
states: does ethnically insulting behavior on social media change in the aftermath of ter-
rorist attacks? We draw upon a corpus of roughly 100,000 comments in three major
countries of immigration in Europe - all of whom witnessed at least one major act
of violence perpetrated in the name of Islam: France, Germany and the UK. Our
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four-year time span covers several such attacks in various countries, and thus allows us
to examine how the impact of terrorism differs by country and attack.

Terror attacks, threat perceptions and out-group derogation

One of the most prominent explanations of negative attitudes toward ethnic minorities is
the group threat-paradigm, which argues that such attitudes are the result of the percep-
tion that minority members pose a threat to the society’s majority group (for overviews
see, e.g. Ceobanu and Escandell 2010; Dinesen and Hjorth 2020). In his classical paper,
Blumer (1958) defines significant events as a key aspect for the formation of ethnic preju-
dice because they shape a certain picture of the minority group. In particular, he argues
that events ‘loaded with great collective significance’ are ‘particularly potent in shaping
the sense of social position” (Blumer 1958, 6). Such events can lead majority members
to fear the loss of what they consider their traditional way of life or national cohesion.
Terror attacks are certainly among such significant events. However, terrorist attacks
do not only threaten values but are also a direct threat to individual or collective
safety (Legewie 2013). Since threat perceptions are unambiguously associated with nega-
tive attitudes toward foreigners (Dinesen and Hjorth 2020), terror attacks should lead to
more negative attitudes. Although research has shown that immigration does not lead to
more terrorism in Western countries (Helbling and Meierrieks 2020), some individuals
engage in ‘causal attribution’ of the negative consequences of terrorism to immigrants or
specific ethnic minorities (Bohmelt, Bove, and Nussio 2019; Hewstones 1989). In
addition, false generalisation due to emotional arousal (Sniderman et al. 2019), feelings
of anxiety and anger (Vasilopoulos, Marcus, and Foucault 2018) or ‘simplified thinking’
(Jungkunz, Helbling, and Schwemmer 2018) might lead to spillover effects on attitudes
toward ethnic minorities in general.

Various studies have examined the impact of terror attacks on immigration attitudes,
often based on secondary survey data. Such studies draw upon the fact that, in some
cases, large survey programmes were in the field during a terror attack. Many of these
studies show that attitudes toward immigrants are more negative after a terror attack,
although such effects vary in magnitude and significance across countries (Bohmelt,
Bove, and Nussio 2019; Finseraas, Jakobsson, and Kotsadam 2011; Hopkins 2010;
Legewie 2013; Nussio, Bove, and Steele 2019; Schmidt-Catran and Czymara 2020; Schiil-
ler 2016; but see Brouard, Vasilopoulos, and Foucault 2018; Castanho Silva 2018). Simi-
larly, Kaakinen, Oksanen, and Réisénen (2018) show that young Finns reported to be
significantly more often exposed to online hate speech after the November 2015 Paris
attacks. Schwemmer (2018) finds that the Facebook page of the anti-immigrant
PEGIDA movement in Germany radicalised after the sexual assaults in Cologne on
New Year’s Eve 2015/2016. Increased exposure to hate speech also correlates with the
perception that one’s society is characterised by fear (Oksanen et al. 2018). Such fears
can go beyond borders, as several cross-national studies report that public opinion
becomes more hostile after attacks also in countries where the attack did not happen
(Bohmelt, Bove, and Nussio 2019; Jackle and Konig 2018; Legewie 2013). Finseraas
and Listhaug (2013) even report that the murder of the Dutch filmmaker Theo van
Gogh by a radical Islamist led to a preference for a more restrictive immigration
policy in some European countries but, strikingly, not in the Netherlands. While it is
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reasonable to assume that a terror attack has the most impact where and when it happens,
its influence on attitudes might not be strictly limited in time and space. First, terror
effects disseminate over national borders (Bohmelt, Bove, and Nussio 2019). Second,
effects of (seemingly related) terror attacks may be cumulatively reactivated with each
new event (Czymara and Schmidt-Catran 2017, 739). Drawing upon these previous
findings, we test for the impact of several terror attacks in various countries.

We focus on individual behaviour on social media. In particular, we analyse the effect
of Islamist terror attacks on ethnic insulting in YouTube comments. We observe two
types of derogatory behaviour: writing and liking ethnically insulting comments.
Liking comments takes little time and is anonymous since only the total number of
likes of a comment is visible. In contrast, posting a comment involves more time invest-
ment and the willingness to be potentially identifiable. While both actions are thus
associated with different costs, the threat-paradigm predicts that people become more
hostile after terror attacks, which should have an impact on both kinds of behaviour.
Thus, we hypothesise that:

e Hypothesis 1: The share of ethnically insulting comments on YouTube videos about
migration issues increases following terrorist attacks. (Commenting-Hypothesis)

e Hypothesis 2: The popularity of comments containing ethnic insults increases follow-
ing terrorist attacks. (Liking-Hypothesis)

Hypotheses 1 and 2 deal with changes related to ethnic insulting, based on the idea
that individuals change their opinions after attacks. Most studies that support this
reasoning are based on comparisons between individuals (e. g.: Boshmelt, Bove, and
Nussio 2019; Hopkins 2010; Legewie 2013), although there are some studies
showing similar effects within persons as well (Czymara and Schmidt-Catran 2017;
Schiiller 2016). However, changes in the discursive climate might also stem from com-
positional change in the population of those who express their opinion (Flores 2017).
That is, individuals might enter a discussion with the primarily goal to insult and,
conversely, those who refrain from insulting may leave the discussion. Such a reason-
ing is put forward by Flores (2017), who analysed the sentiment of Tweets on His-
panic immigrants during an immigration law reformation in the US. While he
observed changes in sentiment on the aggregate, such changes were not due to
people changing their behaviour. Instead, individuals with an anti-immigrant disposi-
tion caused the macro-level pattern by increasing their activity and by newly starting
to Tweet. Similarly, Sporlein and Schlueter (2020) show that ethnic insulting in
YouTube comments in Germany is contagious, but that this is mainly due to selec-
tion processes and not to individual changes in behaviour. To dissect potential
macro-level patterns postulated in Hypotheses 1 and 2, we formulate two individ-
ual-level hypotheses:

e Hypothesis 3a: Individual commenters post more ethnically insulting comments fol-
lowing a terror attack. (Behavioural Change-Hypothesis)

e Hypothesis 3b: New commenters, who post more ethnically insulting comments,
enter the comment sections following a terror attack. (Compositional Change-
Hypothesis)



JOURNAL OF ETHNIC AND MIGRATION STUDIES . 539

Analysed terror attacks

We focus on the impact of the six largest Islamist terrorist attacks that happened between
January 2015 and December 2017 in Europe. All triggered public shocks, and were highly
salient in the media in the three countries we study. These attacks are summarised in
Table 1.

Several studies report that effects of these attacks on various forms of out-group
related attitudes or feelings. This includes the Charlie Hebdo (Vasilopoulos, Marcus,
and Foucault 2018) and Bataclan attacks (Jungkunz, Helbling, and Schwemmer 2018;
Kaakinen, Oksanen, and Ridsanen 2018; Nussio, Bove, and Steele 2019), or the Berlin
Christmas market truck attack (Fischer-Prefller, Schwemmer, and Fischbach 2019;
Négel and Lutter 2020; Schmidt-Catran and Czymara 2020). Note, however, that there
are also studies that do not find effects of the 2015 or the 2016 Paris attacks (Brouard,
Vasilopoulos, and Foucault 2018; Castanho Silva 2018). We draw upon this body of lit-
erature and extend it by, first, analysing behavioural data instead of self-reported atti-
tudes in surveys and, second, comparing the effects of different attacks in different
countries. While we have at least one attack happening in each of the three countries
under investigation, half of our analysed attacks happened in France (see Table 1). We
also have one attack that happened in a country we do not include in our analysis
(Belgium, see endnote 2). This allows us to separate the impact of attacks, first, based
on their temporal order and, second, by differentiating domestic attacks from those in
other European countries.

Measuring ethnic insulting in YouTube comments?

Our analysis relies on text comments on YouTube videos pertaining to immigration in
France, Germany and the UK. Social media have often been deemed particularly
potent to boost extreme opinions, as online environments encourage the formation of
echo chambers and thereby lead to a higher willingness to express hate — especially in
online places where anonymity is stronger (Alvarez and Winter 2020 Kaakinen,
Oksanen, and Résdnen 2018;). At the same time by not being limited to time and
space, social media platforms facilitate the interactions between groups with differing
(and potentially clashing) ideological views, out of which conflicts may arise (Erjavec
and Kovaci¢ 2012). Hence, we regard YouTube as a strategic research site to answer
our research question.

To ensure sufficient number of videos as well as comments before and after the terror-
ist attacks under study, we set the time frame for video upload dates between 1 January

Table 1. Overview of terrorist attacks included in the analyse.

City Country Date Attack Deaths  Injuries
Paris France 7-9 January 2015 Charlie Hebdo + kosher supermarket shootings 17 19
Paris France 13 November 2015  Bataclan shootings and other attacks 137 413
Brussels Belgium 22 March 2016 Airport and metro station bombings 35 270
Nice France 14 July 2016 Bastille Day truck attack 87 433
Berlin Germany 19 December 2016  Christmas market truck attack 13 48
Manchester UK 22 May 2017 Manchester Arena suicide bombing 23 119

Source: https://www.start.umd.edu/research-projects/global-terrorism-database-gtd (consulted 3 March 2021).
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2014 and 31 December 2017. YouTube has limited features, however, when it comes to
filtering by time, and we, therefore, relied on Google for video searches. We used key-
words for collecting on-topic videos, i.e. ‘migration’, ‘Islam’, ‘Muslim’, ‘refugees’, ‘terror-
ism’, ‘salafism’, jihad’, ‘AND’ ‘discussion [country]’ in either French, German or English
depending on the language of the video.” Table 2 shows the five most frequent (trans-
lated) terms in the titles of the videos within our analysed period (stop words
removed). The results confirm that our search string primarily identified videos
dealing with Islam, refugees and related topics and are, thus, relevant to our research
question. While most videos received a limited number of comments, some videos act
as rallying points that attract many commenters — including hateful ones - after a
terror attack, as we show in online Appendix D.

We retrieved all available comments from each video using the VosonSML package
(Graham et al. 2020) and corresponding information on video title, view counts and
comment likes using the tuber package (Sood 2019). To classify comments as ethnic
insults, we employed the Perspective API of Google Jigsaw’s Conversation Al using
Votta’s (2020) peRspective package. The Perspective API ‘is trained to recognize a
variety of attributes (e.g. whether a comment is toxic, threatening, insulting, oft-topic,
etc.) using millions of examples gathered from several online platforms and reviewed
by human annotators’ (Google 2021a). While the details of its classification approach
remain proprietary, Perspective is based on convolutional neural networks (Dixon
et al. 2018; Google 2021b).* As we are interested in ethnic insulting, we use Perspective’s
IDENTITY_ATTACK attribute, which predicts the probability of a comment to be a
‘Negative or hateful [comment] targeting someone because of their identity’ (Google
2021a).” We defined comments as ethnic insults when the API predicted a probability
above 90 percent (as a robustness check, we also ran models with a 75 percent cutoff,
leading to stronger effects in the same direction, which are available upon request). To
validate the automated classification, we hand-coded a random sample of comments
in each language (DE: n=1,731; FR: n=1,555; UK: n=638). Based on these hand-
coded comments, it becomes evident that ethnic insulting is in fact very rare in our
data: the share of ethnically insulting comments ranges from 2.7 percent in the French
data to 5.4 percent in the German and 6.3 percent in the UK data, respectively. The
machine-based classifier had precision scores of about 0.5 for French and English
(which are most of the analysed data), meaning that roughly half of the predicted
insults are in line with the hand-coded data, but only 0.2 for German. Recall ranges
from 0.7 for Germany to 0.3 for the UK, meaning that the algorithm detected one to
two thirds of the hand-coded insults. Lower cutoff values (e.g. 75 percent) increased
recall but reduced precision, which is more important for our purpose as insults in

Table 2. Most frequent terms in titles of analysed videos (n = total number of videos).

UK (n=271) Germany (n =209) France (n = 366)
Term Frequency Term Frequency Term Frequency
Debate 37 Germany 32 Debate 73
Islam 30 Islam 32 France 68
Muslim 30 refugees 17 (marine) le pen 36
UK 21 Samad 14 Islam 35
Muslims 17 Abdel 13 Macron 34

Note: Abdel-Samad is a German-Egyptian pundit of Islam.
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our data are very rare. Put differently, the larger cutoft value of 90 percent can be
regarded as a rather conservative measure of ethnic insulting.

While the overlap of predicted and hand-coded insults is not perfect, our main interest
lies in changes of ethnic insulting after attacks. Our analyses rest on the assumption that
such measurement error remains constant over time. We consider this assumption gen-
erally reasonable, and test it on a new set of 100 hand-coded comments in each language
for the Berlin Christmas market attack (50:50 before and after). Results show that the
error rate in classifying comments as ethnically insulting is largely similar before and
after the attack (see Table Bl in online Appendix B). Hence, while the estimates are
likely to be noisy, it is unlikely that they are systematically biased by our classification
strategy. As an alternative approach,® we used a dictionary-based strategy similar to Spor-
lein and Schlueter (2020). Unfortunately, this approach yielded precision scores below
0.25 for all countries in our data, so we opted against using such dictionaries. While
the effects are less stable, we reach substantively similar results with such a dictionary-
based classifier. We report these results as robustness checks in online Appendix C.

Based on the classified comments, we constructed user- and comment-level datasets
spanning a three-week window before and after the attacks in Paris (Charlie Hebdo
[January 2015] and the Bataclan [November 2015]), Brussels (March 2016), Nice (July
2016), Berlin (December 2016) and Manchester (May 2017). Though the three-week
time window is a somewhat arbitrary cutoff, it is reasonable considering that the
attacks gained ample attention and remained a hot topic for weeks in the media.
Overall, the specified period resulted in 102,396 comments, out of which 7265 are
classified as ethnically insulting.

Analytical strategy

First, we investigate whether the share of ethnically insulting comments increases after
terrorist attacks. We run linear probability models regressing a dummy variable indicat-
ing whether a comment contains an ethnic insult on a variable capturing whether the
comment was made in the three-week window before or after a given attack. In a
second step, we look at the popularity of insulting comments before and after the
attacks. We run linear regression models regressing the number of a comment’s likes”
on an interaction term between the insult dummy and the time variable (again three
weeks before or after each attack). We employ robust standard errors to correct for over-
dispersion in like counts.® We estimate all models for the pooled sample as well as for
each attack separately.

Methodologically, terror events can be treated as natural experiments - i.e. they
cannot be anticipated by users who may in turn be influenced by them. As such, estimates
for their causal effects do not need control variables under the assumption that obser-
vations analysed before and after the event do not systematically differ, and that no
other time trend or simultaneous event act as potential confounders (Legewie 2013;
Muifoz, Falc6-Gimeno, and Herndndez 2020, 189-191). However, this first assumption
may be violated in case of systematic compositional change in the population of users
(for instance towards more hostile commenters) in the period following the attacks. In
a final step, we, therefore, test our third set of hypotheses focusing on within-user
change in commenting behaviour. We create a balanced panel dataset consisting of
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users who commented at least once within a three-week window before and after the
same terrorist event. In particular, we aggregate the data by creating a variable that
counts ethnically insulting comments in the three weeks before and after an attack,
resulting in a user panel of two time periods for each attack. While the results from
these analyses are specific to frequent users who commented at least once before and
after the attack, they allow us to gauge the effect of terrorist events on the number of
posted insulting comments for each user over time. Put differently, user-level fixed-
effects examine the changes in commenting within each user, adjusting for any unobser-
vable, time-invariant characteristics of users.

The impact of terror attacks on posting ethnically insulting comments on
YouTube

Descriptive results

We first analyse changes in comments in relation to the terrorist attacks. Figure 1 displays
the overall number of comments (left panel) and the number of ethnically insulting com-
ments (right panel) in the three weeks prior to and following the terrorist attacks for the
sample pooled across all countries. Looking at the left panel in Figure 1, we see a boost in
commenting activity after four out of six attacks. In particular, the total number of com-
ments increased sharply after the Brussel bombings (by a factor of almost seven) and, to a
lesser degree, after the Paris attacks and Manchester Arena bombing. The Charlie Hebdo
shootings triggered only a minor rise in comments, whereas the opposite pattern held for
the Nice and Berlin attacks. With respect to the insulting nature of the comments, we see

Charlie Hebdo/lle-de-France 1549 M before 118 (7.6%) M before
7 January 2015 2506 after 235 (9.4%) after

Paris attacks 2665 317 (11.9%)
13 November 2015 12167 833 (6.8%)
Brussels bombings 2674 201 (7.5%)
22 March 2016 17970 2612 (14.5%)

Nice truck attack 3166 229 (7.2%)
14 July 2016 2712 277 (10.2%)

Berlin attack 6024 237 (3.9%)
19 December 2016 4365 463 (10.6%)
Manchester Arena bombing 18450 596 (3.2%)
22 May 2017 28148 1147 (4.1%)
0 10000 20000 30000 40000 O 1000 2000 3000
number of comments number of insulting comments

Figure 1. Overall number of comments and number of insulting comments before and after attacks.
Percentages in parentheses show the relative number of insulting comments to overall number of
comments.
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a more uniform, upward tendency. The sheer number of insulting comments increased
after all six attacks (right panel of Figure 1). This increase is most pronounced for the
Brussel bombings, where the total number of insulting comments rose by a factor of
more than 12 (from 201 to 2612), followed by the Paris attacks and the Manchester
Arena bombing. Several of the insults after the attacks are targeted at Muslims, with
most having a clear xenophobic message and a harsh tone.” For example, after the Brus-
sels attack one user in the UK data wrote ‘[...] islam is a murderous death cult!’. After the
Charlie Hebdo attack, a comment from the UK data reads ‘fuck pisslam!!!! allmost all
muslims are terorrist but they can’t do anything because they are s000000000000000000
backward and stupid, they’re powerless. fuck pisslam!!’; and a comment from the French
data ‘they killed 112¢ we will kill 1111!! those bastards with their animal religion’. Simi-
larly, a German user wrote after the Berlin attack ‘fuck off from the german reich’. These
examples illuminate that the derogatory nature of the ethnically insulting comments in
our data after attacks.

Compared to the overall rise in commenting, the share of insulting comments
increased after five out of six attacks. While the proportion of comments that contain
an ethnic insult is slightly higher after the Charlie Hebdo, Nice and Manchester
attacks, it increases up to seven percentage points in the case of Brussels and Berlin. Inter-
estingly, the share of insulting comments after the Paris attacks dropped by five percen-
tage points, which is due to the large increase in the overall number of comments that
followed.

Regression models

The descriptive findings from Figure 1 are largely supported by the results obtained from
linear probability models. Overall, we find that attacks have a combined positive effect on
the probability of a comment to contain ethnic insults (8 =0.03, SE = 0.00, two-sided p-
value <0.001). Furthermore, examining the effects of attacks separately reveals that the
chance of a comment to contain ethnic insults increased significantly after four out of
six attacks (Figure 2). Consistent with the results from Figure 1 (right panel), the
effects are found to be largest for the Brussels bombings and the Berlin attack, smallest
for the Manchester Arena bombing and in between for the Nice truck attack. In contrast
to what we see in Figure 1, however, we do not find a statistically significant effect for the
Charlie Hebdo shootings. Finally, the probability of insulting comments decreased after
the Paris attacks, which again validates our previous observations from Figure 1 (right
panel). Overall, the results point to a significant increase in the share of insulting com-
ments after most (but not all) attacks and provide partial support for our Commenting-
Hypothesis.

Alternative approaches analysing the insulting comments in weekly intervals provide
consistent results (Figure Al in online Appendix A). These analyses reveal that the effects
of most attacks peak after some days after they occur. In addition, we find elevated levels
of insulting activity in one week before the Charlie Hebdo and Berlin attacks, and in two
weeks before the Manchester Arena bombing. While these swings might have been
caused by some events other than the attacks per se, given the collection of our videos
we expect the effects of such unobserved events to be present both before and after the
attacks.
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Charlie Hebdo/lle-de-France, 7 January 2015
0.02

e
-0.2 -0.1 0.0 0.1 0.2
Paris attacks, 13 November 2015
-0.05 ***
e
-0.2 -0.1 0.0 0.1 0.2
Brussels bombings, 22 March 2016
0.07 ***
e
-0.2 -0.1 0.0 0.1 0.2
Nice truck attack, 14 July 2016
0.03 ***
e
-0.2 -0.1 0.0 0.1 0.2
Berlin attack, 19 December 2016
0.07 ***
2 —
-0.2 -0.1 0.0 0.1 0.2
Manchester Arena bombing, 22 May 2017
0.01 ***
-
-0.2 -0.1 0.0 0.1 0.2

change in probability of
a comment to contain
ethnic insults

Figure 2. Linear probability models predicting change in probability of a comment to contain ethnic
insults (Charlie Hebdo/lle-de-France, N,,s=4055; Paris attacks, N,,s=14,832; Brussels bombings,
Nops=20,644; Nice truck attack, N,ps=5878; Berlin attack, N,,,=10,389; Manchester Arena
bombing, Ny = 46,598).

Results from supplementary models using country-specific samples show that the
effects of terror attacks are dependent on the national context (see Figures A2-A4 in
online Appendix A). Specifically, the aggregate effects we found for the Nice, Berlin
and Manchester attacks were present in Germany and France, but not in the UK. Con-
versely, the Paris attacks displayed a negative effect on the probability of insulting com-
ments only in the UK but not in other countries. Finally, in contrast to the results shown
in Figure 2, the Brussels bombings did not have a significant impact in any of the three
countries, but the Charlie Hebdo shootings show a significant positive effect in the UK.
Taken together, these results offer partial support for the argument that terrorism can
have effects outside national borders (cf. Bohmelt, Bove, and Nussio 2019).

The impact of terror attacks on liking ethnically insulting comments on
YouTube

Descriptive results

Having examined the changes in insulting comments in the three weeks before and after
the attacks, we now turn to the changes in popularity of insulting comments in the same
time period. Figure 3 shows counts of likes of overall comments (left panel) and counts of
likes of insulting comments (right panel) for the sample pooled across all countries. The
overall patterns we see in Figure 1 are substantially mirrored in Figure 3. In particular, we
see in the left panel that the absolute number of positive ratings given to all types of com-
ments increased most drastically after the Brussel bombings and the Manchester Arena
bombing, and to a lesser degree after the Paris attacks. For other attacks, the change was
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4424 688
W before W before
7040 after 666 after

Paris attacks 10450 108!
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Figure 3. Total number of likes of all comments (left panel) and all insulting comments (right panel)
before and after attacks.

only marginal (the Charlie Hebdo shootings), and even in the opposite direction (the
Nice and Berlin attacks). A similar picture emerges with respect to the total number of
likes given to all insulting comments in our data. Two exceptions are the Nice and
Berlin attacks after which the number of likes of insulting comments increased despite
a drop in the number of likes given to comments in general.

Regression models

The results shown in Figure 3 point to an increase in the popularity of insulting com-
ments among users after the attacks. However, we know from Figure 2 that the overall
number of ethnically insulting comments increased after most terror attacks. Thus, the
total increase in the number of likes of insulting comments might be due to the increase
in insulting comments. Indeed, once we consider the changes in likes at the comment
level, we find no substantial increase in the number of likes that single insulting com-
ments received. An OLS model predicting the count of likes reveals that an insulting
comment in our sample received on average 5.5 likes before the attacks. This did not
change significantly after the attacks (8=0.90, SE= 0.95, two-sided p-value > 0.05).
This null finding is bolstered by the results from the attack-specific analyses shown in
Figure 4; the point estimates are negative in three cases and not statistically different
from zero for any of the six attacks. Alternative approaches analysing the likes of com-
ments in weekly intervals or focusing on country-specific samples provide similar
results (Figures A5-A8 in online Appendix A). The only exception is a positive effect
of the Manchester Arena bombing on the liking of insulting comments in the UK.
Opverall, our results suggest that most terrorist attacks did not have a sizable impact on
the like counts of insulting comments. We thus find no support for the Liking-Hypothesis.
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Figure 4. OLS models predicting change in number of likes in single ethnically insulting comments
(Charlie Hebdo/lle-de-France, N,,s=4055; Paris attacks, N,us=14,832; Brussels bombings, Ng,s=
20,644; Nice truck attack, N,,s=5878; Berlin attack, Nyus=10,389; Manchester Arena bombing,
Nops = 46,598).

Examining intra-individual change in behaviour: user fixed effects models

As reported above, we find that ethnic insulting increases following terrorist attacks for
four out of six attacks. However, up until now we have only examined aggregate trends,
from which we cannot infer that individuals changed their behaviour and started to insult
more. To examine this, we analyse user fixed-effects models based on individual-level
panel data. This allows us to compare users’ commenting behaviour before and after
attacks but, of course, only for those who commented before and after.

Figure 5 shows the predicted probabilities of ethnic insulting before and after each
attack, calculated from linear regression models with user fixed effects. The estimates
are roughly zero for all attacks, suggesting no evidence for a within-person change
towards more frequent insulting. Additional analyses indicate that, generally, most
users who comment before a terror attack do not comment after an attack, which
renders a general statement on within-user change complicated. Nevertheless, these
findings suggest that the increase in total number of insulting comments is most likely
due to new users entering the discussion following terror events rather than a within-
person change in insulting behaviour. The results of the user FE models refute the Behav-
ioural Change-Hypothesis and support the Compositional Change-Hypothesis.

Conclusion: how terror events shapes public debates on social media

Based on a large body of comments on immigration-themed YouTube videos, we exam-
ined whether major Islamist terrorist attacks increase ethnically insulting behaviour. Our
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Figure 5. Linear models with user fixed-effects predicting the within-person change in the number of
ethnic insults before and after each attack (Charlie Hebdo/lle-de-France, N,,s= 156; Paris attacks,
Nops = 472; Brussels bombings, Ny, = 334; Nice truck attack, N5 = 236; Berlin attack, N,,s = 500; Man-
chester Arena bombing, Nyps=992).

results reveal that the absolute number of insulting comments tends to increase after an
attack. Importantly, this increase even outperforms the growth of general (i.e. non-insult-
ing) commenting after a terror attack in four out of six cases. This implies that a given
person is likely to encounter an ethnic insult after an attack when scrolling through a
subset of the comments for these attacks. This result is largely stable to different model-
ling choices and mirrors other natural experimental studies that report more negative
attitudes in survey data after such attacks (Hopkins 2010; Legewie 2013; Nussio, Bove,
and Steele 2019), including spillover effects to other countries (B6hmelt, Bove, and
Nussio 2019). However, we do not find a similar result when it comes to liking ethnically
insulting comments after terror attacks, which might be an artefact of our measurement
strategy, as we address below.

Importantly, we do not replicate the effect of terrorism on posting ethnically insulting
videos in our fixed-effects models of highly active users. Although one should be cautious
with generalisations based on this rather specific subsample, this indicates that observed
discursive shifts at the aggregate level after terror attacks are less driven by changing
behaviour among individual users than a change in the composition of the population
of users. In other words, typical commenters do not seem to become more hateful
after attacks, while hateful users join the discussion and thus alter the aggregate
trends. This mirrors other research on racist and anti-immigrant behaviour on social
media: Flores (2017) and Spoérlein and Schlueter (2020) come to a similar conclusion
using American Twitter data and German YouTube comments, respectively. A possible
explanation is that hateful commenters have no interest in real discussions. Hence, they
might often comment once on each video and then move on to the next. While our
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design was not tailored to follow individual users throughout the website, future research
might want to test this explanation more thoroughly.

One limitation of our study regards the generalisability of our findings. Our results are
based on a rather specific subset of YouTube users and not the general public (Mellon
and Prosser 2017). Although we are not aware of existing studies on YouTube commen-
ters specifically, systematic bias in the population of users is plausible, e.g. regarding edu-
cation or age. Second, we only analyse a fraction of YouTube videos, but debates in the
comment section probably depend on the content and tone of the video itself. While we
have no reason to assume that our selection of comments is systematically biased and our
dataset contained videos with a clear anti-immigration tone, analysing, for example,
videos specifically aimed at immigration sceptics might offer additional insights. In
light of previous research, the effect of terror events might be heterogeneous and depen-
dent on prior hostile attitudes (Sporlein and Schlueter 2020; Alvarez and Winter 2020).
Third, we used timestamps of comments to measure the timing of likes as YouTube does
not provide any information on the latter. Unfortunately, the default ordering of com-
ments in YouTube is not only by date but by “Top comments’, which rely on multiple
parameters such as recency and ratings of a comment, number of replies to that
comment, and previous ratings of the user who posted it. For these ‘top comments’,
there could be considerable inconsistencies between the timing of comments and
timing of likes. This might have undermined the quality of our proxy for the timing
of likes and, ultimately, driven the null results for likes. Likewise, comments flagged
by other users (such as that containing ethnic insults) may receive less exposure to
likes, which may again play a role in our null result.'” A fourth limitation is that
YouTube actively purges its platform of hateful content, and it is, therefore, possible
that some of the insulting comments were removed from the site before we started col-
lecting data. However, our analysed period ends in June 2017, whereas YouTube took
down the vast majority of videos and comments from April 2018 onwards (Google
2020). Hence, we assume that this had no big impact on our data (also see Sporlein
and Schlueter 2020). Fifth, we know little on how much behaviour on YouTube, or
social media in general, mirrors offline behaviour or personal chats. Finally, the
amount of data rendered manual coding of all comments infeasible, calling for
machine-driven approaches to identify ethnic insults. However, several machine-learn-
ing classifiers and a predefined dictionary largely failed at identifying hateful comments.
Even Google’s Perspective API, which might be regarded as the spearhead of machine-
learning approaches, did not perform very well when compared to a subset of hand-
coded comments. This is because automated classification of insults specifically related
to ethnicity seems very difficult for existing approaches. Given the development of
such tools is advancing rapidly, future research is likely to have access to finer detection
strategies, and thus be even more successful in this respect.

Notwithstanding these limitations, our empirical approach showcases several impor-
tant benefits compared to survey data when it comes to the study of intergroup conflict
(Drouhot et al. 2021). First, terror attacks during fieldwork periods of surveys are mere
coincidence. While this is beneficial from the perspective of identifying causal effects, it
severely limits available cases. In contrast, social media data has become available at vir-
tually all time points and periods for much of the world’s population, allowing testing
effects of any future event with high granularity (Flores 2017). Second, anonymous
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social media behaviour is presumably less plagued by social desirability bias which the
presence of an interviewer might induce for sensitive topics such as racial prejudice
(Piekut 2021). As digital trace data, social media data are ‘found data’ generated by
users themselves and are not subject to the artificial setting and restrictions imposed
by a researcher (such as an answering scale in a survey). Third, most survey research
on terror attacks relies on secondary survey data, and is thereby forced to analyse
items that were not designed to capture specific attitudes, such as security concerns or
views of particular ethnic groups (Czymara and Schmidt-Catran 2017). Unless large
surveys such as the European Social Survey permanently maintain a rich set of items
measuring intergroup attitudes, it remains difficult to measure the potential effect of
exogenous shocks such as terror events if their effects are circumscribed to specific
groups. In that regard, digital trace data containing texts offer promising approach to
study in situ change in enmity targeted at specific minorities (see Kelling and Monroe
2023 for an application of ‘text-as-data” approach to study municipal-level reaction to
refugees).

Notes

1. We thank Pamina Noack, Theodora Benesch, Jannik Track, and Margherita Cusmano for
helpful research assistance as well as Paul Statham and the JEMS reviewers for insightful
comments on earlier versions of this manuscript. We also thank the Volkswagen Foun-
dation, Emanuel Deutschmann, Jan Lorenz and other organizers of the BIGSSS-Compu-
tational Social Science Summer School on Migration for bringing us all together in
Sardinia in June 2019. Direct correspondence to Lucas G. Drouhot, l.g.m.drouhot@uu.nl.

2. We did all data preprocessing and analysis in R. Code is available at https://doi.org/
10.17605/0OSF.IO/MXNCQ.

3. While we include an attack that took place in Belgium in our analyses, we did not query for
videos by adding a ‘discussion Belgium’ search string. We added the attack in Belgium
because it was particularly deadly and to study potential diffusion across national borders
documented in prior work (Bohmelt, Bove, and Nussio 2019; Jackle and Konig 2018).
Second, we used multiple computers for our YouTube searches and different day times
(but same search string and location). We cannot be certain that this did not affect our
search, though any effect on the results should be negligible.

4. We thank Thomas R. Davidson for pointing this out.

5. Perspective offers various other attributes such as TOXICITY or INSULT (Google 2021a).
However, these attributes also include attacks on the individual and, thus, miss the group-
specific component of our concept ‘ethnic insult’. While someone’s ‘identity’ might not be
identical to their ethnic or racial identity in all cases, we assume a strong overlap in our data
as we sampled videos specifically on immigration issues. Thus, we see IDENTITY_ATTACK
as the best proxy for ethnic insulting.

6. As yet an alternative approach, we trained three Support Vector Machines (SVM) based on
75 percent of each language’s hand-coded sample as training data. Unfortunately, the SVM
was not able to identify any of the insulting comments in the remaining validation data for
UK and France, and merely twelve percent of insults in the German data (similar problems
for other data splits and K-Nearest Neighbor or Random Forest models). Hence, while SVM
is more conservative on false positives, the fact that it yields recall and precision of 0 for two
of our three countries unfortunately renders this approach inadequate for our purpose.

7. We focus merely on likes because dislike ratings, unfortunately, are not included in the
YouTube meta-data. In addition, the metadata lacks information on the timing of likes.
Therefore, we use the time variable computed in the first step (based on timestamps for
comments) as a proxy for the timing of likes.
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8. We also ran negative binomial regression models which are usually considered a good fit for
count data. Results from these models were similar to the results we obtained from OLS. We
decided to present the results from OLS as it allows for an easier interpretation of the inter-
action coeflicients, which are our primary interest.

9. In the quoted examples, we translate all comments to English, but we do not correct
mistakes.

10. A flagged status should not theoretically affect our ability to register it in our classification
strategy; however the current version of the VosonSML package does not allow for the
analysis of flagged comments specifically (Graham et al. 2020).
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