
Linearly dispersing electrons:
Effects of magnetic coupling and

disorder

Dissertation

zur Erlangung des Grades eines
Doktors der Naturwissenschaften

am Fachbereich Physik
der Freien Universität Berlin

vorgelegt von
Kevin Alan Madsen

Berlin, 2021



Erstgutachter: Prof. Dr. Piet W. Brouwer
Zweitgutachter: Prof. Felix von Oppen, PhD

Tag der Abgabe: 22.9.2021
Tag der Disputation: 18.2.2022



Selbstständigkeitserklärung

Name: Madsen
Vorname: Kevin Alan

Ich erkläre gegenüber der Freien Universität Berlin, dass ich die vorliegende Dis-
sertation selbstständig und ohne Benutzung anderer als der angegebenen Quellen
und Hilfsmittel angefertigt habe. Die vorliegende Arbeit ist frei von Plagiaten. Alle
Ausführungen, die wörtlich oder inhaltlich aus anderen Schriften entnommen sind,
habe ich als solche kenntlich gemacht. Diese Dissertation wurde in gleicher oder
ähnlicher Form noch in keinem früheren Promotionsverfahren eingereicht.

Mit einer Prüfung meiner Arbeit durch ein Plagiatsprüfungsprogramm erkläre ich
mich einverstanden.

Datum: 22.9.2021 Unterschrift:





Kurzfassung

In dieser Arbeit werden anhand von drei Beispielen die Effekte von Unordnung
und magnetischer Kopplung auf Elektronen mit linearer Dispersionsrelation in ver-
schiedenen Dimensionen untersucht. Zuerst vergleichen wir numerische und ana-
lytische Berechnungen der Zustandsdichte von Graphen, einem zweidimensionalen
Material, und einem Weyl-Halbmetall in drei Dimensionen am Dirac- beziehungs-
weise Weylpunkt. Anders als bei Graphen, wo jede endliche Unordnungsstärke eine
endliche Zustandsdichte am Diracpunkt zur Folge hat, bleibt sie bei dem Weyl-
Halbmetall bis zu einer kritischen Unordnungsstärke am Weylpunkt null. Der Ver-
gleich der numerischen Berechnung mit der analytischen zeigt zwar qualitativ gute
Übereinstimmung aber kann quantitativ die Ergebnisse der Numerik nicht exakt
reproduzieren. Das zweite System ist ein Interferometer bestehend aus den zwei
eindimensionalen helikalen Randzuständen eines zweidimensionalen topologischen
Isolators, wovon einer an einen magnetischen Isolator gekoppelt ist der die Zeit-
umkehrsymmetrie bricht. Diese magnetische Kopplung zusammen mit Interferenz-
effekten hat zur Folge, dass bei dem Anschluss einer zeitunabhängigen Spannung
an das Interferometer zeitabhängige Ströme fließen. Weiterhin sind in diesem In-
terferometer die Aharonov-Bohm Oszillationen aufgrund eines durch das Interfer-
ometer gelegten Flusses bei niedrigen angeschlossenen Spannungen stark unter-
drückt. Als letztes wird eine Heterostruktur, bestehend aus einer Schicht Weyl-
Halbmetall mit endlicher Dicke die auf einem Supraleiter plaziert wird, analysiert.
Aufgrund der einseitigen Kopplung des Weyl-Halbmetalls an den Supraleiter fließt
ein Gleichgewichtsstrom entlang der Grenzschicht zwischen den beiden Systemen.
Durch den Vergleich von verschiedenen Parameterregionen kann gezeigt werden,
dass dieser Strom hauptsächlich von den Fermi-Bögen (den topologisch geschützten
Oberflächenzuständen des Weyl-Halbmetalls) transportiert wird.





Abstract

In this thesis we study systems with linearly dispersing electrons and the effects
disorder and a magnetic coupling can have on them. We focus on three examples:
First we study the effects of potential disorder on the density of states at the nodal
points in two-dimensional graphene and in three-dimensional Weyl semimetals. We
obtain high-precision numerical data for the density of states of single nodal points
and compare it to analytical perturbation theory calculations. At weak disorder
strength, our results for the Weyl semimetal show a semimetallic phase with (to
numerical accuracy) zero density of states at the nodal point. At stronger disorder
strength, we find a finite density of states at the nodal point, in agreement with
theoretical expectations. Second we study the effects of a magnetic coupling on
the one-dimensional helical edge states of a two-dimensional topological insulator
incorporated in a two-arm interferometer geometry and we find that due to the
coupling to a magnetic insulator and interference effects a time-independent bias
voltage can give rise to time-dependent currents. Additionally, Aharonov-Bohm
oscillations due to a flux through the device are strongly suppressed at small applied
bias voltages. The third and last example is a layered heterostructure consisting of
a finite-width slab of a magnetic Weyl semimetal placed on top of a superconductor.
The asymmetry of the heterostructure caused by the superconductor only being
coupled to one of the two surfaces of the slab leads to an equilibrium current that
flows parallel to the interface and we are able to show that it is carried mostly by
the Fermi-arc surface states of the Weyl semimetal.
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1 Introduction

Linear energy-momentum dispersion relations can appear in crystal bandstructures
where two electronic bands touch at a nodal point. In the vicinity of such nodal
points the dispersion relation of the electrons can be approximated as a linear func-
tion of the electron momentum. Whether such crossing points are stable depends
on symmetry and dimensionality. If no symmetry is required for their stability they
are called accidental degeneracies [1].

Some very famous examples of systems with linearly dispersing electrons around
nodal points are the bulk electrons of 2d graphene [2, 3] close to the Dirac points,
which are protected by symmetry, the edge states of a 2d topological insulator [4, 5]
(a quantum spin Hall insulator), where the crossing is protected by topology and
symmetry, and the bulk electrons in a 3d Weyl semimetal [6], with Weyl nodes
protected by topology. These three examples are the main focus of the research of
this thesis.

Linear dispersion relations are closely related to relativistic physics: The velocity
of these electrons is a constant independent of momentum, just like for massless
relativistic particles, albeit with velocities significantly smaller than the speed of
light. The fact that in condensed matter systems in general the electron velocities
are much lower than the speed of light allows the observation of relativistic physics
at low energies if the systems host nodal points, making ones that do particularly
interesting.

Of the examples mentioned above, topological insulators and Weyl semimetals
feature spin-orbit coupling, a relativistic effect which leads to the locking of the
direction of motion (momentum) of the electrons with their spin. In graphene rela-
tivistic spin-orbit coupling is also present but negligible; the bands that cross at the
Dirac points are spin degenerate and the momentum couples to a pseudospin degree
of freedom rather than to the true spin.

A consequence of time-reversal symmetry and spin-momentum locking in the case
of 1d edge states of a 2d topological insulator is the very strong suppression of
backscattering due to disorder or imperfections at the edge of said topological insu-
lator: Only if the symmetry protecting the nodal point is broken can backscatter-
ing take place, as a spin flip is required upon backscattering. This suppression of
backscattering also exists in 2d and 3d, where states moving in opposite directions
also have opposite spin due to spin-momentum locking, however unlike in 1d there
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1 Introduction

are intermediate states available to achieve backscattering after multiple scattering
events which individually do not need to completely flip the spin.

For any realistic application it is very important to understand the effects of dis-
order on the electronic properties of these nodal points, since disorder is generically
present in real materials and influences their electronic properties. Studying the
effects a magnetic coupling has on nodal points is also important, as these couplings
break time-reversal symmetry. Broken time-reversal symmetry is a requirement for
the existence of spin-polarized currents and thus understanding how they can be ma-
nipulated by such magnetic couplings is necessary for the development of spintronics
devices that work on the basis of spin currents rather than charge currents.

Systems with nodal points are also interesting candidates for the development of
electronic devices with low power consumption due to the already mentioned pro-
tection by symmetry and/or topology that suppresses backscattering. Moreover,
the possibilities for devices are almost endless if we consider incorporating systems
with nodal points in stacks of multiple layers of different materials. Such layered
heterostructures are common and very important for device applications, two fa-
mous examples are the transistor [7], consisting of layered semiconductors, and the
Josephson junction [8], a device where a normal conductor is sandwiched between
two superconductors. Josephson junctions are the basis for the superconducting
quantum interference device (SQUID) [9] which is used to measure weak magnetic
fields with high precision. Another important example are magnetic multilayers
[10, 11] which feature a giant magnetoresistance, also with applications in magnetic
field sensors.

In the main part of this thesis we will study the physics of nodal points in different
dimensions in three chapters as follows.

First of all, chapter 2 of this thesis will be concerned with the consequences of
potential disorder on the electronic density of states at nodal points in 2d and 3d

(graphene and Weyl semimetal) which exhibit vastly different behavior: In 2d, dis-
order of any strength gives a finite electronic density of states at the nodal point
(the Dirac point), whereas in 3d the density of states initially remains zero at the
nodal point (the Weyl point) up to a critical value of the disorder strength where
it becomes finite, the so called non-Anderson transition [12] between semimetallic
and metallic phases. This transition is distinct from the usual Anderson transition
between metallic and insulating phases. We contribute evidence in favor of inter-
preting this transition as a true quantum phase transition, though it remains an
open question that is debated in the literature.

Second, in chapter 3 we will study the consequences of locally breaking the time-
reversal symmetry that protects edge state electrons of a 2d topological insulator
from backscattering by a local coupling to a macroscopic magnetization in an in-
terferometer device. Due to the spin polarization of the counterpropagating edge
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states, flipping the spin upon backscattering from the magnetization is required and
this leads to a conversion of a charge to a spin current, making such systems inter-
esting for spintronics applications. In previous studies by Silvestrov et al. [13] and
Meng et al. [14] it was found that this conversion of charge-to-spin has a surprising
consequence: If a finite-length magnet is stacked on top of the edge of a topological
insulator and a voltage bias is applied across this magnet, the resulting charge cur-
rent is the same as it would be for the same edge without the magnet. The main goal
of this part of the thesis will be the detection of the presence of such a magnet via
interference effects by coupling a heterostructure consisting of a magnet stacked on
top of a topological insulator edge to a second such edge without a magnet in an in-
terferometer device. Along the way we find that the application of time-independent
bias voltages to the device in question can give rise to time-dependent charge cur-
rents flowing through it, due to a combination of the effects of the backscattering
from the magnetization and the interference of different paths an electron can take
between leads. We also find a strong suppression of the Aharonov-Bohm oscillations
in this interferometer for Fermi energies inside the magnet-induced gap.

Last of all, in chapter 4 we consider a layered heterostructure consisting of a
finite-width normal region which is placed in between a superconductor on one side
and the vacuum on the other. The normal region is modeled such that it can be in
several distinct topological and trivial phases depending on the model parameters.
Our main focus lies on the normal region being a magnetic Weyl semimetal and we
find that the breaking of time-reversal symmetry gives rise to an equilibrium current
parallel to the interface of normal region and superconductor. The main question we
wish to answer is in what way the surface Fermi-arc states of the Weyl-semimetal
phase contribute to this current. By comparing this equilibrium current for the
different phases of our model we are indeed able to isolate the contribution of the
Fermi-arc states, and we then argue that it can be interpreted as a signature of the
chiral magnetic effect [15, 16] in real space, a non-equilibrium current that flows
parallel to an applied magnetic field due to a chemical potential difference between
Weyl nodes of opposite chirality. This equilibrium current also carries the signature
of the so called “chirality blockade” [17] which affects bulk Weyl nodes and can lead
to a blocking of Andreev reflection [18] from a superconductor.

Before we come to the original research that constitutes the main part of this
thesis, we will first introduce and explain important concepts necessary for the
understanding of our research and also present some other relevant results from the
existing literature in order to give our research some additional context.
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1 Introduction

1.1 Helical edge states

As an introduction to the topic of chapter 3 we will now discuss some properties of
2d topological insulators, or quantum spin Hall insulators, and their 1d edge states,
as well as present some results from existing research on the effects of a magnetic
coupling on said edge states.

After the discovery of the integer quantum Hall effect [19], an effect that occurs
in 2d electronic systems under the influence of strong magnetic fields which fea-
tures quantized values of the Hall conductance, it was realized that topology can be
used to distinguish and classify new phases of quantum matter that go beyond the
standard Landau classification using spontaneously broken symmetries [4]. These
topological phases feature an insulating bulk but host conducting edge states where
two systems with different topological classifications interface. When a system un-
dergoes a topological phase transition from one topological phase to another the
aforementioned insulating bulk gap must close and reopen. For the integer quantum
Hall effect the topological invariant is the Chern number C [4], an integer number
defined in terms of the bulk band structure [see below, Eq. (1.3)] or, alternatively
and equivalently, the number of conducting edge channels for an interface with a
vacuum. These edge states are chiral, i.e. they propagate only in one direction, and
have fixed spin. This is possible due to the breaking of time-reversal symmetry via
the (strong) magnetic field. Later it was discovered that these chiral edge states can
also exist without the external magnetic field, due to a combination of spin-orbit
coupling and time-reversal symmetry breaking by a magnetization that replaces the
external magnetic field. This is the quantum anomalous Hall effect. Materials with
this property are called Chern insulators. The topological invariant that counts the
number of chiral edge states is the same Chern number C previously mentioned that
counts edge channels of the quantum Hall effect. It is defined as the surface integral
of the Berry flux Fab(k)

Fab(k) = ∂kaAb − ∂kbAa, (1.1)
A = − i⟨u(k)|∇k|u(k)⟩, (1.2)

where the |u(k)⟩ are the Bloch wavefunctions of the valence band, as

1

2π

∫
dkadkbFab(k) = C. (1.3)

There are many other topological phases of quantum matter, but the one that is
most relevant for the research discussed in chapter 3 of this thesis is the quantum
spin Hall insulator [4], also called 2d topological insulator (TI), which preserves time-
reversal symmetry. The quantum spin Hall phase can be understood as two stacked
Chern insulators that are time-reversed copies of one another. The edge states are
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1.1 Helical edge states

then counterpropagating, have opposite spin and are called helical edge states. Even
when coupling the two time-reversed layers (in a time-reversal symmetry preserving
fashion) an odd number of such edge states will not gap out. In this case the edge
state spin acquires a dependence on momentum (hence they are called helical). The
right- and left-moving helical edge states form a Kramers pair, and Kramers theorem
[4] dictates that these two bands must cross inside the energy gap. Close to this
crossing point their dispersion is linear, i.e. velocity is independent of momentum.
The topological invariant that classifies 2d topological insulators is the index ν ∈ Z2

that takes on two distinct values for odd and even numbers of helical edge states.
As a prerequisite for chapter 3 we will now follow the discussion in Ref. [13] by

Silvestrov et al. as the physics studied there is crucial to the understanding of that
chapter.

As already mentioned, helical edge states are counterpropagating and have oppo-
site spin due to the presence of time-reversal symmetry: In order to backscatter a
spin flip is required. However, this is not possible without a time-reversal breaking
(magnetic) coupling between the two helical states. To illustrate this we consider

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

k

E
(k
)

Figure 1.1: Energy levels E(k) = ±
√

(ℏvk)2 +m2 for m = 0 (red-dashed line) and m = 1

(solid-blue line). Any nonzero value of the coupling m opens a gap of magnitude 2m at
the nodal point k = 0. ℏv has been set to 1.

the 1d toymodel for two counterpropagating helical edge states with opposite spin
defined by the Hamiltonian

H(k) =

(
ℏvk m

m −ℏvk

)
, (1.4)

with velocity v and energy eigenvalues

E(k) = ±
√

(ℏvk)2 +m2. (1.5)
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1 Introduction

Figure 1.2: A helical edge state (solid-black arrows) is coupled to a magnet M, shown in
green, in between two leads (L,R) with chemical potentials µL and µR. The magnet breaks
time-reversal symmetry locally and therefore opens a gap at the nodal point and allows
for the electrons to be backscattered. The scattering problem is given in Eqs. (1.9), the
scattering amplitudes r(ε), r′(ε), t(ε) and t′(ε) are indicated by the black-dashed arrows.

The energy eigenvalues E(k) are plotted in Fig. 1.1 and it is clear that the crossing
of the two energy levels can only exist if they are not coupled, i.e. for m = 0. This
corresponds to the symmetry of this toymodel, which is time-reversal symmetry
represented by σyH

∗(−k)σy = H(k), that is broken by a nonzero m that couples
opposite spins.

In Ref. [13] a helical edge state, see Fig. 1.2, is coupled locally to an easy-plane
magnet described by a macroscopic magnetization M = {Mx,My,Mz}T in the
Hamiltonian

H = −iℏvF∂xσz + h(x)σ ·M+
1

2
DM2

z , (1.6)

with anisotropy D > 0 and spin σ. This coupling of the helical edge states to the
magnetization M is described by the smooth function h(x) with the property that
h(x) → 0 for x → ∞. It locally breaks time-reversal symmetry in the way we
described previously, see Eq. (1.4) and Fig. 1.1, thus opening a gap in the electronic
spectrum and allowing the electrons to be backscattered. Upon reflection by the
magnetization an electron flips its spin and so the z component of the magnetization
must change by one unit due to the conservation of total angular momentum, Mz →
Mz ± 1, where the + and − signs correspond to electrons incident from the left or
from the right, respectively. This allows the Hamiltonian to be decoupled into two
sectors with magnetizations Mz for right-moving electrons and Mz+1 for left-moving
electrons via the transformation

H̃ =

(
1 0

0 m̂−

)
H

(
1 0

0 m̂+

)
, (1.7)

where m̂± = (mx ± imy)/M⊥ are the operators that increase (+) or decrease (−)
Mz by one unit and M⊥ =

√
(M −Mz)(M + 1 +Mz). The operators m̂± have the

6



1.1 Helical edge states

property that m̂−m̂+ = 1. The transformed Hamiltonian is

H̃ =

[
−iℏvF∂x + h(x)Mz −

ℏωM

2

]
σ3 +M⊥h(x)σ1, (1.8)

neglecting small terms ∼ h(x) compared to the large term ∼ h(x)Mz. This de-
coupling leads to a difference ℏωM = D(Mz + 1/2) between the kinetic energies
of the left- and right-moving electrons along the edge, where ωM is the precession
frequency of the (classical) magnetization M around the z axis caused by the spin-
transfer torque supplied by the electrons flipping their spin upon backscattering.
The maximal gap in the spectrum is 2εgap, with εgap = maxxh(x)M⊥.

The scattering problem describing this setup, see Fig. 1.2, can be formulated using
the reflection and transmission amplitudes r(ε), r′(ε), t(ε), t′(ε) as

b̂L(ε−) = r(ε)âL(ε+) + t′(ε)âR(ε−),

b̂R(ε+) = r′(ε)âR(ε−) + t(ε)âL(ε+), (1.9)

with the annihilation operators for outgoing b̂L(ε), b̂R(ε) and incoming electrons
âL(ε), âR(ε) on the left (L) and right (R) of the magnet at energies ε± = ε±ℏωM/2.
It is important to note that r(ε) → 0 for electrons with energies |ε| ≫ εgap.

This single-particle picture can be applied to the many-particle problem under
the assumption that the fluctuations of Mz caused by the simultaneous scattering of
multiple electrons are small compared to the macroscopic magnetization M . This
is equivalent to the condition that fluctuations of the precession frequency ωM are
small compared to ωM itself. In that case we may solve the scattering problem at
the mean value ⟨Mz⟩. The current flowing through the helical edge to the left of the
magnet is then given by

IL =
e

h

∫
dεdε′

[
â†L(ε)âL(ε

′)− b̂†L(ε)b̂L(ε
′)
]
, (1.10)

where · · · denotes the expectation value, and

â†α(ε)âβ(ε′) = fα(ε)δ(ε− ε′)δαβ, α, β = L,R , (1.11)

is the distribution function fα(ε) = 1/[e(ε−µα)/kBTα ] of the incoming electrons in lead
α = L,R at temperature Tα and chemical potential µα. A similar expression can
be found for the current to the right of the magnet. By substituting Eqs. (1.9) and
using the fact that the transmission probability through the magnet is the same for
electrons incoming from either side, |t(ε)|2 = |t′(ε)|2, the current to the left of the
magnet can be written as

IL =
e

h

∫
dε

[
fL(ε−)− |r(ε)|2fL(ε+)− |t(ε)|2fR(ε−)

]
. (1.12)
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1 Introduction

Application of a bias voltage V

µL = µ+ eV/2, µR = µ− eV/2, (1.13)

across the magnet leads to a finite out-of-plane magnetization component Mz as
the reflection rates of electrons on the right- and left-hand sides are initially not
in balance. The rate of change of Mz is the difference of reflection rates for the
electrons incoming from the left- and right-hand side of the magnet,

⟨Ṁz⟩ =
1

h

∫
dε|r(ε)|2[fL(ε+)− fR(ε−)], (1.14)

which is a convergent integral since as mentioned before r(ε) → 0 for |ε| ≫ εgap.
If both leads are at the same temperature the stationary condition, ⟨Ṁz⟩ = 0,
is reached for ℏωM = eV . The stationary current across the magnet is found by
inserting Eq. (1.14) into Eq. (1.12) and using |r(ε)|2 + |t(ε)|2 = 1,

IL = IR =
e

h

∫
dε[fL(ε−)− fR(ε−)] =

e2

h
V, (1.15)

which is quite surprising as this is the current expected in the absence of a magnet.
The same result was also found by Meng et al. [14] who solved the problem by
transforming into the rotating frame of the precessing magnetization. This trans-
formation is analogous to the transformation given in Eq. (1.7).

The amount of charge Q that is transported through the magnet per revolution
of the precessing magnetization M is exactly e, as can be seen by integrating Eq.
(1.15) over one period TM = 2π/ωM = h/eV of the precessing magnetization

Q =

∫ TM

0

dt
e2

h
V = e, (1.16)

making this setup of a helical edge state coupled to a precessing magnetization
equivalent to a Thouless pump [20] operated in reverse or equivalently the quantum
motor considered in Ref. [21]. The crucial ingredient for this equivalence is the
energy difference of precisely ℏωM between left- and right-moving helical modes due
to the presence of the precessing magnet.

It is the result shown in Eq. (1.15) that motivates the question behind the research
presented in chapter 3: How can the presence of the magnet be detected, if the
current flowing along the edge is the same as if it were absent?

A natural way of attempting to answer this question is to embed such an edge
coupled to a magnetization in an interferometer geometry and look for interference
effects caused by the precessing magnetization. The simplest interferometer geom-
etry compatible with the conservation of time-reversal symmetry away from the

8



1.1 Helical edge states

magnet requires four helical leads, i.e., two seperate edges that are coupled in two
places in a time-reversal conserving fashion, see Fig. 1.3.

In chapter 3 we will study such a device consisting of two helical edges in a
four-lead interferometer geometry, where one of the arms is locally coupled to a
magnet enabling backscattering of the helical states. We find that interference
of different electron paths through the interferometer gives rise to time-dependent
currents for time-independent bias voltages applied to the interferometer leads due to
backscattering of electrons from the magnetization. Furthermore, it turns out that
Aharonov-Bohm (AB) oscillations are suppressed for small enough applied biases.

Similar interferometers as the one we study in chapter 3 but without the coupling
to a magnet and chiral edge states rather than helical ones were experimentally stud-
ied in [22, 23, 24]. They display the expected Aharonov-Bohm [25] oscillations due
to the Aharonov-Bohm flux threaded through the interferometer. Coherent trans-
port through such a minimal four-lead interferometer with chiral edge states that
gives rise to the aforementioned AB oscillations can be described using scattering
theory. To achieve this, we pick eight reference positions labeled i = 1, 2, . . . , 8 in
the interferometer, see Fig. 1.3. These reference positions are chosen in close prox-
imity to the point contact region, where scattering between the chiral edge states is
possible, see the right-hand panel of Fig. 1.3. At each of these reference positions
i we consider creation and annihilation operators â†i (ε) and âi(ε) for an electron in
a particle-flux normalized scattering state at energy ε. The red arrows in Fig. 1.3
indicate the direction of the chiral states and the positive current direction. The
operators âi(ε) and the corresponding creation operators â†i (ε) are related to the
current Ii at reference position i as [26, 27]

Ii =
e

h

∫
dεdε′ â†i (ε)âi(ε

′). (1.17)

Once again, · · · denotes the expectation value. Electrons coming in from the two
ideal sources (corresponding to the reference positions i = 1, 7) are in thermal equi-
librium at temperature Ti and chemical potential eVi,

â†i (ε)âi(ε
′) = fi(ε)δ(ε− ε′), i = 1, 7, (1.18)

where fi(ε) = [1 + e(ε−eVi)/kBTi ]−1 is the Fermi-Dirac distribution function.
Scattering is elastic at the two point contact regions. They are described by the

2× 2 scattering matrices S(C1) and S(C2). We assume that the point contact regions
are small enough so that S(C1) and S(C2) may be taken independent of the energy ε,(

â2(ε)

â4(ε)

)
=S(C1)

(
â1(ε)

â3(ε)

)
,(

â6(ε)

â8(ε)

)
=S(C2)

(
â5(ε)

â7(ε)

)
. (1.19)
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1 Introduction

Figure 1.3: In the theoretical description, currents are calculated for eight reference points
i = 1, 2, . . . , 8, as shown in the left panel. The chiral states (pink) move in the “positive”
current direction indicated by the red arrows. The electron spins on both edges point
in the same direction. The two tunneling point contacts between the opposing helical
edge states are described by scattering matrices S(C1) and S(C2). The definitions of the
transmission coefficients T1 and the reflection coefficient R1 for the left tunneling point
contact are shown in the right panel. The device is threaded by an Aharonov-Bohm flux
Φ [25].

Absorbing eventual phase factors into the definitions of the operators âi, this implies
that without loss of generality these matrices can be parametrized as

S(Cj) =

(√
Rj −

√
Tj√

Tj
√
Rj

)
, (1.20)

with Rj + Tj = 1 and j = 1, 2. As can be seen in Fig. 1.3, Rj and Tj are the
probabilities for reflection via point contact j (changing the edge) and transmission
along the same edge, respectively. Note that we assume both upper and lower chiral
edge state spins point in the same direction, i.e. there are no spin flips possible
anywhere in the interferometer. This can be achieved if both of the edge states in
question belong to the same Chern insulator, for example if the central area of a
Chern insulator is removed by etching and contacts are added, as seen in Fig. 1.3.

The operators at the two ends of the upper interferometer arm at reference posi-
tions “4” and “5” (and also “3” and “6”) are simply related by a phase factor,

â5(ε) = eik(ε)L+iϕâ4(ε),

â3(ε) = â6(ε). (1.21)

Here we have chosen a gauge such that all phase factors, including the AB phase shift
ϕ = eΦ/ℏ from the magnetic flux Φ, are accumulated for the propagation between
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1.2 Graphene

reference positions “4” and “5”. Further, L is the length of the interferometer arm
and k(ε) = kF + ε/ℏvF, with kF the Fermi wavenumber and vF the Fermi velocity.
The energy ε is measured with respect to the Fermi level.

Taken together, Eqs. (1.19) and (1.21) give a set of six linear equations, which
allow us to express all operators âi at the reference positions i = 4, 5, 6, 7 and at
the drains i = 2, 8 in terms of the two operators â1, â7 describing electrons incident
from the sources. Using the solution of this set of equations we can express the
ϕ-dependent AB currents at the drains i = 2, 8, which is what we are interested in.
These solutions in the drains i = 2, 8 are

â2(ε) =
−
√
R1 + ei(k(ε)L+ϕ)

√
R2

ei(k(ε)L+ϕ)
√
R1R2 − 1

â1(ε)−
√
T1T2

ei(k(ε)L+ϕ)
√
R1R2 − 1

â7(ε),

â8(ε) = −
√
T1T2

ei(k(ε)L+ϕ)
√
R1R2 − 1

â1(ε) +
−
√
R2 + ei(k(ε)L+ϕ)

√
R1

ei(k(ε)L+ϕ)
√
R1R2 − 1

â7(ε). (1.22)

We assume that scattering processes at the two point contacts where an electron
switches chiral edges are much more unlikely than ones where the electron stays in
the same edge, i.e. Tj ≫ Rj. To lowest non-trivial order (neglecting terms ∝ Rj) in
the reflection amplitude

√
Rj the ϕ-dependent contributions to the currents δIi(ϕ)

at the drains i = 2, 8 are then calculated from Eqs. (1.17, 1.22) as

δI2(ϕ) =
2e

h

∫
dε

√
R1R2 cos (k(ε)L+ ϕ) [f7(ε)− f1(ε)] ,

δI8(ϕ) = − δI2(ϕ). (1.23)

We choose the biases in the leads i = 1, 7 as V1 = V and V7 = 0. Making the
additional simplification that eV L/ℏvF ≪ 1 allows us to replace k(ε) → kF, the
integration in Eqs. (1.23) can be performed and the result is

δI2(ϕ) =
2e

h

√
R1R2 cos (kFL+ ϕ)eV. (1.24)

This interference current oscillating with the AB-phase ϕ is the expected result from
such an AB-interferometer. A very similar scattering approach to the one above is
used to calculate the currents for the case that one of the interferometer arms is
exchange-coupled to a magnet in chapter 3.

1.2 Graphene

As a preparation for chapter 2 we will first discuss some properties of the linear
dispersion relations around the nodal points in the band structures of graphene and
the effect potential disorder has on them, as this will be the topic of that chapter.
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1 Introduction

Graphene is a 2d material consisting of carbon atoms on a hexagonal lattice with
two triangular sublattices [2, 3]. The dispersion relation features two (due to the
combination of inversion, time-reversal and a C3 rotation symmetry of the lattice)
Dirac points K =

{
2π/(3a), 2π/(3

√
3a)

}T and K′ =
{
2π/(3a),−2π/(3

√
3a)

}T, with
a ≈ 0.142nm the distance between two carbon atoms, at the edge of the Brillouin
zone where two spin-degenerate bands touch. These bands are well described by a
linear-in-momentum dispersion relation

H2d(k) = ℏvFk · σ = ℏvF (±σxkx + σyky) , (1.25)

close to these nodal points, where the + sign is for the node at K and the − sign for
the one at K′. Momentum k is defined relative to the Dirac points. The σ-degree
of freedom in this case is a pseudospin rather than true spin. The electrons thus
behave like massless relativistic particles called Dirac electrons, as their velocity vF is
independent of momentum, though much slower than the speed of light (roughly by
a factor of 300). Due to this, graphene allows for the observation of relativistic effects
[2, 3] at low electron energies, such as Klein tunneling and the “Zitterbewegung” of
the electrons.

In chapter 2 we wish to study the effects of intra-nodal potential disorder, i.e.
local fluctuations of the potential, on a single Dirac point. This is only possible if
we can ensure that the disorder does not couple the two Dirac points, which we do by
using a correlated disorder model providing us with a characteristic length scale ξ.
For the momentum-space separation ∆k between the nodal points this characteristic
length must fulfill the condition ξ∆k ≫ 1 so that intra-nodal scattering dominates
over inter-nodal scattering, allowing us to obtain results for the density of states of
individual nodal points with potential disorder. We achieve this by using an efficient
numerical method, the Kernel Polynomial Method (KPM), and also analytically
from first- and second-order perturbation theory. We compare the high-precision
KPM results to the perturbation theory calculation and show that second-order
perturbation theory improves upon the first-order calculation and gives qualitatively
correct results. Unlike for 3d nodal points of Weyl semimetals, introduced in the
next chapter, the density of states of graphene becomes finite at any finite disorder
strength. Other effects of disorder on graphene have been studied extensively, see
Ref. [28] for a review of the subject.

1.3 Weyl semimetals

Nodal points in 3d are either called Dirac nodes, if the bands are degenerate, or Weyl
nodes if not. The degeneracy of bands is determined by symmetry: The presence
of both inversion and time-reversal symmetry guarantees doubly degenerate bands.

12



1.3 Weyl semimetals

Weyl semimetals, in turn, defined by the presence of Weyl nodes close to the Fermi
surface, break at least one of these two symmetries. In general, any two-band
Hamiltonian in 3d can be expanded [6] in terms of the Pauli matrices in the following
way

H(k) = g0(k)σ0 + gx(k)σx + gy(k)σy + gz(k)σz, (1.26)

with four k-dependent coefficients gi(k). Here, the Pauli matrices σi represent the
2 bands. This is a generalization of the 1d toymodel of Eq. (1.4). Since the g0
coefficient is proportional to the unit matrix σ0 it corresponds to a uniform shift in
energy and can be safely ignored, setting g0 = 0. Then, in order for the bands to
touch the three other coefficients gx, gy and gz must be each individually adjusted
to zero, as the energy gap separating the two bands is ∆E = 2

√
g2x + g2y + g2z . Each

condition gi = 0 defines a contour and a gap closing occurs at an intersection of these
contours. In 3d the contours are surfaces and three surfaces generically intersect at a
point, hence one may expect nodal points even in the absence of symmetries. These
are called accidental degeneracies [1]. In 2d the contours correspond to curves,
but three curves will only intersect at a single point if further criteria (related to
symmetry) are satisfied. In 1d the situation is even more stark, with contours
corresponding to individual points. In 1d or 2d, if the perturbation breaks the
symmetry condition a gap is opened. For the 3d case discussed here, adding a
perturbation V =

∑
i Viσi will only shift the location of the nodal point.

Fermionic excitations around these Weyl nodes have a well-defined chirality of
C = ±1, defined by C = sign(vx · vy × vz), with the velocities given by vi =

∇kgi(k)|k=k0 and k0 the position of the node. It turns out that this chirality C

is identical to the Chern number defined in Eq. (1.3) with the integral now being
over a surface encircling the Weyl node [4, 6]. Depending on the sign of C Weyl
nodes act either as sources or sinks of Berry flux Fab(k), which is defined in Eq.
(1.2). Integrating the Berry flux over a closed surface surrounding a Weyl node
thus gives its chirality C, see Eq. (1.3). If such a surface, shown in orange/blue
in Fig. 1.4, is expanded to include the entire Brillouin zone, the integral vanishes
as the Brillouin zone does not have a surface. Therefore, Weyl nodes must always
come in pairs of opposite chirality, a fact known as the Nielsen-Ninomiya theorem
[29]. This provides a topological argument for the stability of Weyl nodes towards
perturbations as mentioned above. Due to this topological nature of the Chern
number, Weyl nodes can not disappear unless two Weyl nodes of opposite chirality
meet in momentum space where they annihilate.

Close to the Weyl nodes ±k0 the dispersion can be well approximated as

H3d(k, C) = CℏvFk · σ = CℏvF (σxkx + σyky + σzkz) , (1.27)
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Figure 1.4: Depiction of a Brillouin zone with two Weyl nodes in red and blue at momenta
±k0 and chirality C = ±1 which is given by integration of the Berry flux on the orange
and blue surfaces. Figure adapted from Ref. [6].

for the simplest case of two Weyl nodes of opposite chirality and an isotropic disper-
sion. Here, momentum k is defined relative to the position of the node ±k0. A Weyl
semimetal with two nodes may be realized if inversion symmetry is preserved but
time reversal symmetry is broken. A time-reversal-symmetric Weyl semimetal with
broken inversion symmetry hosts at least four Weyl nodes (or multiples of four),
since time-reversal symmetry converts between Weyl nodes at momenta k and −k

but preserves the chirality, which in turn must vanish when summed over all Weyl
nodes as mentioned previously.

The topic of chapter 4 is a heterostructure where a finite-length slab of Weyl
semimetal is placed in between the vacuum and a superconductor. This requires the
introduction of some additional properties of Weyl semimetals. We will also present
results from the existing literature on similar heterostructures that contain Weyl
semimetals.

As mentioned above, Weyl nodes always come in pairs of opposite chirality. They
are sources and sinks of Berry flux and feature surface states at boundaries with other
topological phases. The major difference between these Fermi-arc surface states (2d)
and the (1d) edge states of a 2d topological insulator discussed in chapter 1.2 is their
dimensionality and whereas the bulk of a topological insulator is gapped, the bulk of
a Weyl semimetal is not. To understand the origin of the Fermi-arc states consider
a Weyl semimetal with two nodes located at kx = ±k0 due to broken time-reversal
symmetry. Then it can be shown that any 2d plane labeled by kx in between the
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1.3 Weyl semimetals

Figure 1.5: Depiction of a Brillouin zone with two Weyl nodes in red and blue at momenta
±k0 and Chirality C = ±1. The blue and purple surfaces indicate 2d band structures
labeled by kx with a Chern number of C = 1 and C = 0 respectively, i.e. the C = 1

surface and any such surface that lies in between the nodes can be thought of as the 2d

Brillouin zone of a Chern insulator with one counterpropagating edge state on opposite
surfaces where the Weyl semimetal is terminated. These edge states of all C = 1 surfaces
taken together form the Fermi-arc surface states, indicated by the green-dashed lines, that
connect the projections of the Weyl nodes shown as black points. These two Fermi-arc
edge states are located on opposite sides of the Weyl semimetal in real space. Figure
adapted from Ref. [30].

Weyl nodes defines the Brillouin zone of a 2d Chern insulator with a chiral edge
state, see Fig. 1.5. All of these edge states at fixed kx in between the Weyl nodes at
kx = ±k0 connect and form the Fermi arc. In a hybrid real-space momentum-space
picture, the Fermi arcs exist on surfaces in real space where the Weyl semimetal is
terminated by a material in a different topological phase for which the projections of
the Weyl nodes onto the corresponding surface Brillouin zone do not coincide. They
connect the projections of the two Weyl points onto the surface Brillouin zone. On
opposite sides of such a Weyl-semimetal slab in real space the chiral Fermi-arc edge
states propagate in opposite directions. In momentum space these two Fermi arcs
together with the bulk form closed electron orbits, the so called “Weyl orbits” as the
two Fermi arcs although separated in real space are connected via the Weyl points
through the bulk, see Fig. 1.5. If a magnetic field is applied to a finite-size Weyl
semimetal with broken time-reversal symmetry perpendicular to the separation of
the two Weyl nodes in momentum space, the Lorentz force acting on the electrons
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will cause them to move along these closed orbits, see Fig. 1.5. We see that these
orbits connect surface Fermi arcs and bulk states, and also opposite surfaces of the
Weyl semimetal.

As we will study a heterostructure featuring a magnetic Weyl semimetal it is
important to discuss another unusual response of Weyl semimetals to magnetic
fields, a relativistic effect called the chiral anomaly [31], which is the nonconservation
of chiral charge in the presence of parallel electric and magnetic fields. This can

μL

k

E(k)

μR

k

E(k)

Figure 1.6: Application of a magnetic field B ∥ k along the momentum direction k that
separates the Weyl nodes gives rise to the Landau-level dispersion shown here. The zeroth
Landau levels (black-dashed lines) are chiral. Applying an electric field E ∥ B along
the same direction causes the imbalance of chiral charge, indicated by the two different
chemical potentials µL/R. Red/blue dots indicate states that are occupied/empty. This
is the chiral anomaly. Since the chiral Landau levels are connected far below the Fermi
energy the chiral anomaly produces a current that compensates the charge imbalance, this
is the chiral magnetic effect. Figure adapted from Ref. [6].

be understood as follows. Application of a magnetic field to a Weyl semimetal
with a pair of opposite chirality Weyl nodes gives rise to two chiral Landau levels,
which disperse linearly along or opposite to the field, depending on the chirality
of the associated Weyl node, see Fig. 1.6. An electric field E applied parallel to
the magnetic field B then pumps charge from one Weyl node to the other due to
spectral flow. This is possible as the two chiral Landau levels are connected far below
the Fermi level and render this system effectively one dimensional. The transferred
charge is

dn±

dt
= ± e2

h2
E ·B. (1.28)

This process is balanced by internode scattering. The associated non-equilibrium
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1.3 Weyl semimetals

distribution gives rise to a current

JCME =
e2

h2
|B|∆µ. (1.29)

This is called chiral magnetic effect (CME). The current is proportional to the
difference ∆µ = µR − µL of the chemical potentials of the two Weyl nodes caused
by the electric field and flows between them parallel to the direction of the magnetic
field.

As shown by O’Brien et al. [15], it is possible to observe the chiral anomaly
of a single Weyl cone in superconducting Weyl semimetals. The argument from
[15] is the following. A pair of Weyl cones at momenta ±k0 is described by the
second-quantized Hamiltonian

H =
1

2
ℏvF

∑
k

[
ψ†
kσ · (k− k0)ψk − ϕ†

kσ · (k+ k0)ϕk

]
, (1.30)

where σ is the vector of Pauli matrices acting on the spinors ψ and ϕ, which describe
Weyl Fermions of opposite chiralities from the two Weyl nodes. If we imagine that H
is a Hamiltonian describing a superconductor with singlet zero-momentum Cooper
pairs, particle-hole symmetry requires that the electron and hole spinors of opposite
chiralities are related as ϕk = σyψ

†
−k. Using the identity σyσασy = −σ∗

α and also
the anticommutator ψσ∗

αψ
† + ψ†σαψ = 0 Eq. (1.30) can then be rewritten in terms

of the spinors of a single chirality

H =
1

2
ℏvF

∑
k

[
ψ†
kσ · (k− k0)ψk − ψ†

−kσ · (k+ k0)ψ−k

]
= ℏvF

∑
k

ψ†
kσ · (k− k0)ψk. (1.31)

Now, a magnetic field B = ∇×A is applied by introducing a vector potential A via
the transformation k → k − eA. This produces a flux bias in the superconductor
and the zeroth Landau level will carry an unbalanced chiral current. This is the
chiral anomaly of a single Weyl cone, as previously explained. It is enabled by the
asymmetric action of a flux-biased superconductor that gaps out all but one of the
particle-hole conjugate pairs of Weyl nodes. In their work [15], O’Brien et al. go
on to find that the sign of the flux bias controls which node carries the unbalanced
chiral current.

In our research this idea of an asymmetry between the two Weyl nodes in mo-
mentum space due to the chiral magnetic effect is transferred to real space in the
asymmetric heterostructure consisting of a finite-width Weyl-semimetal slab sand-
wiched in between the vacuum and a superconductor. This is the geometry studied
in detail in chapter 4. In the following some important background information on
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the interface between a normal-conducting Weyl semimetal and a superconductor
will be discussed.

1.3.1 Interfaces between Weyl semimetals and superconductors

When a normal-conducting region N is placed next to a superconductor S with
spin-singlet s-wave pairing forming an NS-type heterostructure, electrons can back-
scatter from the superconductor and are converted into holes by so called Andreev
reflection [18], transferring a Cooper pair to the superconductor, see Fig. 1.7. If

Figure 1.7: At the interface of a normal conductor (N) with a superconductor (S) and
incoming electron (in red) can be backscattered as a hole (in blue), transferring a Cooper
pair (C) to the superconductor. This process is called Andreev reflection.

the N region is a Weyl semimetal with broken time-reversal symmetry and the
superconductor has even-parity spin-singlet pairing, as is the case in our system,
this Andreev scattering process is suppressed by the “chirality blockade” [17] which
exists because the requirements of the Cooper pair having zero spin and momen-
tum are incompatible with each other for scalar s-wave superconducting pairing. If
the superconductor is a multi-orbital superconductor with odd parity, the chirality
blockade may be lifted. This situation was discussed in our previous work, Ref. [32].

To better understand the mechanism of this chirality blockade we will now follow
the discussion by Bovenzi et al. [17] to show how it is connected to inversion-
symmetry breaking. Consider the Hamiltonian of a single Weyl node at momentum
k = {0, 0, K}T,

H+ = vxkxσx + vykyσy + vz(kz −K)σz, (1.32)

where the Pauli matrices σi refer to spin and with velocities vi, i = x, y, z. As
defined previously, it’s chirality is C = sign(vxvyvz). For the Weyl node of opposite
chirality at momentum k = {0, 0,−K} there are two options

H− = − vxkxσx − vykyσy − vz(kz +K)σz, (1.33)
H ′

− = + vxkxσx + vykyσy − vz(kz +K)σz, (1.34)
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or a different permutation of the signs of the velocities, as long as either all three
signs of the velocities (H−) or only a single sign (H ′

−) flips [17]. As we can see, only
the first option where all three signs flip satisfies inversion symmetry, H−(−k) =

H+(k), whereas the second one does not. The spin texture for the pairs of Weyl
cones HW = {H+, H−} and HW = {H+, H

′
−} at the Fermi energy is shown in

Fig. 1.8 and as we can see, only for the case of broken inversion symmetry do
two states at opposite momenta also have opposite spin, as it is required by a scalar
zero-momentum spin-singlet superconducting pairing. Therefore, breaking inversion
symmetry can remove the chirality blockade and enable Andreev reflection. To see

Figure 1.8: Spin-momentum locking for states at the Fermi energy for a pair of Weyl
cones at momenta k = {0, 0,±K}T. The arrows indicate the spin-polarization direction
as a function of kx and kz for states with ky = 0. On the left/right-hand side inversion
symmetry is present/absent, respectively. It can be seen that zero-momentum spin-singlet
pairing, and thus Andreev reflection (AR), is only possible if inversion symmetry is absent:
Only then do the red and blue arrows point in opposite direction as is required by the
zero-momentum spin-singlet superconducting pairing. Figure adapted from Ref. [17].

how an inversion-symmetry breaking pseudo-scalar superconducting pair potential
can also circumvent the chirality blockade we follow Ref. [17] and start from a
multilayered heterostructure consisting of alternating layers of topological insulators
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with magnetic doping (such as Bi2Se3) and normal insulators [33] as shown in Fig.
1.9. This model is very similar to the one studied later on in chapter 4. The

Figure 1.9: Cross section of the layered Weyl-semimetal/superconductor model used in
Ref. [17], based on the model from [33]. It consists of alternating topological insulator
(TI) and normal-conducting (N) or superconducting (S) spacer layers separated by d.
Depending on the spacer layer (N/S) this model describes either a normal-conducting or
superconducting Weyl semimetal. The τ degree of freedom of the model refers to the top
and bottom surfaces of the TI layers. The magnetization of the TI layers is indicated by
the green arrows. Figure adapted from Ref. [17].

four-band Hamiltonian is

H(k) = vFτz(σxky − σykx) + βτ0σz + (mkτx − τytz sin kzd)σ0, (1.35)
mk = t′z + tz cos kzd, (1.36)

where d is the distance between TI layers and the Pauli matrices σi represent the spin
of the surface electrons in these layers. The τi Pauli matrices distinguish between
top and bottom surfaces of the TI layers which are coupled by hoppings within a
layer (t′z) and from one layer to the next (tz), see Fig. 1.9. β is an exchange splitting
produced by magnetic impurities in the TI layers. This Hamiltonian has inversion
symmetry represented by τx

H(k) = τxH(−k)τx, (1.37)

and it features two Weyl points located at momenta k = {0, 0, π/d±K}T, where

K2 ≈ β2 − (tz − t′z)
2

d2tzt′z
. (1.38)

As shown by Meng and Balents [34] this model can be made superconducting by
replacing the normal insulators with superconductors, see Fig. 1.9. There are two

20
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possible choices for the symmetry of the superconducting order parameter, labeled
“S” and “P”: A scalar s-wave spin-singlet pairing with ∆S even under inversion and
a pseudo-scalar spin-singlet pairing with ∆P odd under inversion. The corresponding
Bogoliubov-de Gennes (BdG) Hamiltonian Hα, with α = S, P , reads

Hα(k) = vFνzτz(σxky − σykx) + βν0τ0σz + νz(mkτx − τytz sin kzd)σ0

− µνzτ0σ0 +∆α, α = S, P , (1.39)
∆S =∆νxτ0σ0, (1.40)
∆P =∆νxτzσ0. (1.41)

The electron-hole degree of freedom is represented by the νi Pauli matrices. To
investigate the possibility of Andreev reflection, we perform a unitary transformation
of the BdG Hamiltonian defined by

H̃α = ŨHαŨ †, U =

(
τyσzΩθU0 0

0 ΩθU0

)
, (1.42)

Ωθ = exp

(
− i

2
θτyσz

)
, U0 = exp

[
−iπ

4
(τ0 + τx)σz

]
, (1.43)

with the angle θ given by

cos θ =(tz sin kzd)/Mk, sin θ = mk/Mk, (1.44)

Mk =
√
m2

k + t2z sin
2 kzd. (1.45)

The transformation shown in Eq. (1.42) does not mix the particle and hole blocks, as
it is diagonal in the particle-hole degree of freedom. Assuming that the Weyl points
are close together, i.e. when |tz − t′z| ≪ β ≪ tzd, the angle θ may be approximated
as sin θ ≈ 0 and | cos θ| ≈ 1. Performing this transformation gives

H̃α(k) = vFνzτz(σxkx + σyky) +Mkν0τzσz + βν0τ0σz

− µνzτ0σ0 + ∆̃α, α = S, P , (1.46)
∆̃S =∆νxτyσz, (1.47)
∆̃P = −∆νxτ0σ0, (1.48)

with the two transformed superconducting pairings ∆̃S and ∆̃P . It is apparent that
only the pseudo-scalar pair potential ∆P leads to a transformed Hamiltonian H̃P

block-diagonal in τ and thus does not feature the chirality blockade. For the scalar
pair potential Andreev reflection remains blocked as explained above, see Fig. 1.8.
This explains why we our previous work [32] did not feature the chirality blockade, as
the model used there is essentially the same as the block-diagonalized Hamiltonian
with a pseudo-scalar pair potential H̃P as shown in Eq. (1.48).
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1 Introduction

In our research shown in chapter 4 we find a surface equilibrium current flow-
ing parallel to the Weyl semimetal-superconductor interface in our heterostructure
which results from the subtle interplay of the topological and trivial bands of the
Weyl semimetal. We interpret this current as a signature of the chiral magnetic ef-
fect mentioned previously in this chapter. The chirality blockade explains why the
bulk of the Weyl semimetal is mostly unaffected by the superconductor: As will be
shown in chapter 4 the equilibrium current flows along the edge rather than through
the bulk of the Weyl semimetal.

1.3.2 Disordered Weyl semimetals

Since the research in chapter 2 concerns a comparison of the effect of potential
disorder on the density of states of disordered graphene (see the introduction in
chapter 1.2) and of Weyl semimetals, a discussion of the effect of potential disorder
on the density of states of Weyl nodes is necessary. In 3d noninteracting disordered
electronic systems it is known that as disorder is increased past a critical value the
electronic states at the Fermi energy become localized. This is the famous Anderson
localization transition [35] between metallic and insulating phases. However, under
certain conditions materials that have nodal points close to the Fermi energy in
their bandstructure can feature a novel type of non-Anderson transition [12] from
a semimetallic to a metallic phase. Here, the density of states at the nodal point is
initially zero in the semimetallic phase up to a critical disorder strength and then
becomes finite. This is in great contrast to the ordinary Anderson transition for
which the density of states has no such feature when the disorder strength passes
through its critical value. It remains an unresolved issue though whether this non-
Anderson transition is a true quantum phase transition or not [12]. This transition
takes place in 3d Weyl semimetals [12] but there still remain many open questions:
While in Ref. [36] a high-precision numerical analysis of the conductance around the
critical disorder strength provides strong evidence that it is indeed a true quantum
phase transition, Ref. [12] argues that more research is required, e.g. studying
more general types of disorder, and also taking into account rare-region effects.
The consequences of these rare-region effects on the density of states of disordered
Weyl semimetals remain unclear. In Refs. [37, 38, 39] evidence is provided that
nonperturbative effects from rare regions give rise to a nonzero density of states
for any nonzero disorder and thus there is no quantum phase transition between
semimetallic and metallic phases. On the other hand, Refs. [40, 41] argue that even
if these rare-region effects are taken into account the Weyl nodes remain intact since
the contributions of the rare-region effects to the density of states at zero energy
vanish and thus the density of states does remain zero up to the critical disorder
strength where it undergoes the aforementioned quantum phase transition. As we
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1.3 Weyl semimetals

will see, the high-precision numerical KPM results we have obtained in chapter 2
also support the existence of this quantum phase transition but cannot fully resolve
this open question.

23





2 Calculation of the density of states of
disordered nodal points in d = 2 and d = 3

In this chapter the contributions by the author that led to the publication of the
article [42] will be detailed.

2.1 Introduction

Two dimensional graphene [43] and three dimensional Weyl materials [44] are im-
portant examples of Dirac-type semimetals. Their electronic structure features a
nodal degeneracy point where two linearly dispersing Bloch bands meet. Due to the
vanishing density of states (DOS), disorder effects can be expected to be particu-
larly pronounced in these materials and have been actively studied, for reviews see
Refs. [2, 12]. Despite all this effort on the disorder problem for nodal points, ana-
lytical results, even for a quantity as simple as the DOS, are at best qualitatively
correct but fail widely in their quantitative predictions, even for weak disorder.
This is surprising insofar as exact answers can be obtained with ease from numer-
ical simulations of non-interacting lattice Hamiltonians. The aim of this chapter
is to efficiently calculate the DOS of both two and three dimensional disordered
Dirac semimetals on a lattice numerically, using the Kernel Polynomial Method
(KPM), and to compare the results with what is obtained analytically from first-
and second-order self-consistent perturbation theory, called SCBA (self-consistent
Born approximation) and SCPT2, respectively.

To this end, we first describe the models used in chapter 2.2 and how the KPM
is used to numerically obtain the DOS for our lattice models in chapter 2.3. In
chapter 2.4 we show how disorder is modeled, and in chapter 2.5 how self-consistent
perturbation theory is applied to obtain results for a comparison with the numerical
data from the KPM that is presented in chapter 2.6. We conclude in chapter 2.7.

2.2 Setup

We consider the minimal continuum model of a single disordered node in d= 2, 3

dimensions,
Hd = H0,d + Ud, (2.1)
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2 Calculation of the density of states of disordered nodal points in d = 2 and d = 3

where

H0,2 = ℏv(σxkx + σyky), (2.2)

is a d=2 Dirac Hamiltonian and

H0,3 = ℏv(σxkx + σyky + σzkz), (2.3)

a d = 3 Weyl Hamiltonian written with the standard Pauli matrices σi=x,y,z. The
disorder potential Ud(r), taken to be proportional to the unit matrix, is commonly
assumed to have Gaussian correlations and zero mean. In chapter 2.4 we will show
how such correlated disorder is generated. Explicitly, we assume a smooth form of
the correlator

Kd (r− r′) = ⟨Ud(r)Ud(r
′)⟩ = K

(ℏv)2

(2π)d/2ξ2
e−|r−r′|2/2ξ2 , (2.4)

where ⟨...⟩ denotes the disorder average. As H0,d is lacking any scale, the disorder
correlation length ξ serves as the fundamental scale in the problem. The dimension-
less parameter K measures the disorder strength. In the Brillouin zone of real mate-
rials, nodal points usually come in pairs. This is enforced by symmetry (graphene)
or topology (Weyl). However, these pairs can have a sizable k-space separation ∆k.
If ξ∆k ≫ 1 the intra-node scattering dominates over inter-node scattering and the
model (2.1) is a reasonable low-energy approximation for realistic materials.

While Eq. (2.1) with the correlator shown in Eq. (2.4) has the advantage that
it can be easily approximated in tight-binding models if ξ ≫ a (a being the lattice
scale) another common choice for Kd more convenient for analytical calculations is
the white noise limit ξ → 0,

KGWN
d (r) = K(ℏv)2ξd−2δ (r) , (2.5)

along with the prescription that 1/ξ serves as an ultraviolet cutoff for the clean
dispersion H0,d. We will use the white noise approximation to make contact with
known results.

The clean nodal Hamiltonian H0,d is approximated as the low energy theory of
the following tight-binding models on a square/cubic lattice (with constant a, size
Ld)

HL
0,d =

ℏv
a

{
σx cos akx+σy cos aky (d=2),

σx sin akx+σy sin aky−σz cos akz (d=3),
(2.6)

which feature four/eight nodal points for d= 2 and d= 3, respectively, with mini-
mal mutual distance ∆k = π

a
. We apply periodic boundary conditions and add a

correlated disorder potential as in Eq. (2.4).
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2.3 Density of states from the Kernel Polynomial Method

2.3 Density of states from the Kernel Polynomial Method

To gauge the quality of analytical perturbation theory approaches discussed in the
remaining chapters, let us start by obtaining numerically exact DOS data for the
Dirac and Weyl systems with smooth disorder, described by Eqs. (2.1) and (2.4).

The bulk DOS can be calculated as

ν (E) = − 1

π
ImTr

∫
k

GR
k (E) , (2.7)

where
∫
k
= (2π)−d ∫ dk and GR

k (E) is the retarded (matrix-valued) Green function.
For the clean Hamiltonian H0,d, one has

ν0,d (E) = |E|d−1/(2π)d−1 (ℏv)d , (2.8)

vanishing at the degeneracy point. If disorder is thought of as a local chemical po-
tential creating carriers from conduction or valence bands, a finite νd (E=0) can be
expected (since disorder is a self-averaging quantity, we omit ⟨...⟩). In the following,
we distinguish between the “numerical” approach discussed in this chapter based
on explicit generation of a large number of random disorder realizations Ud(r) in
Eq. (2.1), and “analytical” methods (perturbation theory) starting from Eq. (2.4),
which are discussed in the chapter 2.5.

Starting point is a system of finite size in two or three dimensions with correlated
potential disorder, represented as a tight-binding matrix, see Eq. (2.6). The spectral
density of said matrix corresponds to the DOS that we want to calculate. The Kernel
Polynomial Method (KPM) developed by Weiße et al. in [45] gives us the tools
to efficiently calculate the DOS of such a large tight-binding Hamiltonian matrix
numerically. We will now give a brief overview of how the DOS is calculated using
this method, taken from [45]. See the original work by Weiße et al. [45] for more
technical details.

First, the tight-binding Hamiltonian matrix must be rescaled such that its eigen-
values lie inside the interval [−1, 1]. Since this matrix contains mostly zeros it can
be represented as a sparse matrix, speeding up the calculations. The DOS ν (E) as
a function of energy E is expanded in Chebyshev polynomials and the expansion
coefficients µ(n) are expressed as a trace over a polynomial in H. Using recursion
properties of Chebyshev polynomials, the µ(n) can be efficiently computed (up to
order N , usually several thousand) involving only sparse matrix-vector products and
a stochastic evaluation of the trace, which can be shown to converge using only a
few random vectors (a number of the order 10 can already be enough). Additionally,
the Gibbs oscillations present in the DOS are smoothed using the Jackson Kernel.
A final undoing of the previous rescaling of the Hamiltonian gives the desired result.
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Figure 2.1: Density of states ν2 for a two-dimensional disordered Dirac node as a function
of energy E as calculated by the KPM for various values of the disorder strength K. The
colored lines from top to bottom correspond to the green dots shown in Fig. 2.6 from left
to right for 1/K = 0.1, 0.2, ..., 1.5. The dashed line denotes the analytic result for the clean
case, Eq. (2.8). The parameters for the KPM simulation are ξ = 3a (except for the two
largest K, where ξ = 4a), linear system size L = 2000ξ, 20 random vectors for calculating
the trace and an expansion order of up to 15000 moments. The data represents an average
over 20 disorder realizations and is normalized to a single node.

The DOS results obtained from the KPM are shown in Fig. 2.1 for the two di-
mensional case (graphene) and in Fig. 2.2 (Weyl semimetal) for several values of
the disorder strength K. If our disordered lattice model would faithfully emulate
the continuum Hamiltonian (2.1), the DOS at zero energy must be of the scaling
form νd (E = 0) = (ℏv)−1 ξ1−df (K) with f(K) a dimensionless function. We have
checked that the KPM data based on the lattice Hamiltonian Eq. (2.6) fulfills this
scaling condition once ξ ≫ a so that (i) the smooth disorder correlations are well
represented on the discrete lattice, (ii) the disorder-induced energy scale is well be-
low the scale of order ℏv/a where HL

0,d deviates from H0,d and (iii) the inter-node
scattering rate is sufficiently suppressed compared to the intra-node rate (the fac-
tor is exp[−(∆k)2ξ2/2]). Moreover, we require L≫ ξ to suppress finite-size effects.
Thus, the KPM data (normalized to a single node) shown as dots in Fig. 2.6 (d = 2)
and Fig. 2.7 (d = 3) can be regarded as the exact zero energy DOS of the continuum
model Eq. (2.1). Simulation parameters are given in the figure captions. In spite of
the abundant literature on similar numerical studies for the DOS of disordered 2d
Dirac (see Refs. [46, 47, 48, 49]) and 3d Weyl systems (see Refs. [50, 51, 52]), we are
not aware of existing high-precision data obtained for a smooth disorder correlator
and with the required scaling properties fulfilled.
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Figure 2.2: Density of states ν3 for a three-dimensional disordered Weyl node as a function
of energy E as calculated by the KPM for disorder strengths K = 0, 1, 2, ..., 11 (bottom
to top), corresponding to the green dots shown in Fig. 2.7 (left to right). The dashed line
denotes the analytic result for the clean case, Eq. (2.8). The parameters for the KPM
simulation are ξ = 4a, linear system size L = 180ξ, 20 random vectors for calculating the
trace and an expansion order of up to 2000 moments. The data represents an average over
40 disorder realizations and is normalized to a single node.

2.4 Generating correlated disorder realizations

Before we discuss perturbation theory and compare our results we will now briefly
discuss how the correlated disorder realizations Udr are generated. In order to
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Figure 2.3: Example of a disorder realization U2(r) in two dimensions with the parameters
ξ = 5a, L = 100a and K = 1.

obtain disorder realizations that are correlated as in Eq. (2.4), we start by generating
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2 Calculation of the density of states of disordered nodal points in d = 2 and d = 3

disorder realizations Ud(q) in momentum space

Ud(q) =
ℏv

√
K√

2Ld
ξ(d−2)/2Rqe

−q2ξ2/4, (2.9)

Rq = bq + icq, (2.10)

where the bq and cq are drawn from a normal distribution of width σ (σ = 1

throughout). The Rq are constrained by the requirement that we want Ud(r) to be
real, i.e. Rq = R∗

−q, and also by periodic boundary conditions. The value Rq=0 is
set to zero, as Ud(q = 0) corresponds to a uniform offset to Ud(r). The disorder
realization in real space Ud(r) is then obtained by discrete Fourier transformation
of Ud(q). Figure 2.3 shows one such realization in two dimensions.

This disorder model thus generates smooth potential landscapes, as would be
by depositing charged impurities or the presence of defects on a (two-dimensional,
in the example shown) sample. Averaging the correlators of many such disorder
realizations matches the correlation function given in Eq. (2.4), see Fig. 2.4.
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2 ]

Figure 2.4: Exact correlator from Eq. (2.4) in orange for ξ = 5a, L = 100a, plotted
along the x direction for r = {x, y}T and r′ = {x0, y}T, at fixed y-coordinate, where
y = x0 = 50a. The numerical correlator in blue has been averaged over 400 disorder
realizations U2(r).

2.5 Self-consistent perturbation theory

For the purpose of comparison with the numerical data, which can be considered
exact, we calculate the DOS from self-consistent perturbation theory up to order
K2. The diagrammatic expansion [53] of the self-energy Σ is shown in Fig. 2.5. This
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(i)

+
(ii)

Figure 2.5: Diagrammatic representation of the self-consistency equation (2.11) for the
disorder induced self-energy Σ as obtained from perturbation theory. Diagram (i) is the
first order term equivalent to SCBA while (ii) is of second order in K. Taking both
diagrams together corresponds to SCPT2. Dashed lines denote disorder correlators and
double lines self-energy dressed Green functions.

expansion is a self-consistency equation (the dressed Green function depends on Σ)
for Σ and reads

Σ (k) = K (ℏv)2
∫
q

G(q)e−
1
2
ξ2|q−k|2

+K2 (ℏv)4
∫
q,p

e−
1
2
ξ2(|k−p|2+|q−p|2)G(p) ·G(q) ·G(k+ q− p). (2.11)

It is displayed in Fig. 2.5 diagrammatically: The term of order K represents the
SCBA, c.f. diagram (i), the second order term is shown in diagram (ii). Taking
diagrams (i) and (ii) together corresponds to SCPT2.

To solve Eq. (2.11), we parametrize the self-energy using polar (d=2) or spherical
(d=3) coordinates and proceed by iteration. We compute the DOS from Eq. (2.7).

We use dimensionless units (measuring momenta in 1/ξ and energies in ℏv/ξ) and
the dimensionless self-energy in d = 2 (at the nodal point) can be parametrized as

Σd=2 (x = kξ)

ℏv/ξ
= m2 (x) {σx cos [ϕ] + σy sin [ϕ]}+ iM2 (x) , (2.12)

with x, ϕ polar coordinates. The term M2 (x) has to be purely real (to avoid a
spontaneous creation of chemical potential) and > 0 for the retarded self energy. As
a result, on the rhs of Eq. (2.11), we can chose k in say, the kx direction and also
take only the σx component of the product of Green functions (it can be checked
that all other components vanish). The final self-consistency loop is then only for
the functions m2 (x) and M2(x), which turn out to be rather smooth. They can
be discretized on a geometric grid for the variable x, the angular integrations can
be done using a linearly-spaced integration grid for the angles. We made sure that
our results are converged with respect to the resolution of the discretization grids.
Once m2, M2 do not change any more under insertion on the rhs of Eq. (2.11), the
DOS is computed from Eq. (2.7) using interpolation of the integrand and quadrature
integration. Likewise, in d = 3, the same strategy is applied using a parametrization
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2 Calculation of the density of states of disordered nodal points in d = 2 and d = 3

in spherical coordinates x, ϕ, θ:

Σd=3 (x = kξ)

ℏv/ξ
= m3 (x) (sin [θ] {σx cos [ϕ] + σy sin [ϕ]}+ σz cos [θ]) + iM3 (x) .

(2.13)

2.6 Comparison of results

We proceed by discussing existing analytical approaches to the disorder problem in
the d= 2 Dirac case. The self-consistent Born approximation (SCBA) determines
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Figure 2.6: The zero energy density of states ν2(E = 0) from KPM (dots) compared to
the SCBA (blue line) and SCPT2 (purple line). The parameters for the KPM simulation
are the same as in Fig. 2.1. The dashed line denote fits to the white noise forms of the
density of states from SCBA, see Eq. (2.14).

the disorder induced self-energy Σ ≡ G−1 − G−1
0 (where G0 is the Green function

of the clean system) according to the diagram (i) in Fig. 2.5 [54, 55, 56]. The
corresponding self-consistent equation can be solved in closed form for the white
noise correlator Eq. (2.5) and yields a disorder induced scale Γ = ℏv

ξ
e−2π/K (for

K ≲ 1) exponentially small in K appearing in the imaginary self-energy Σ = ±iΓ
and a DOS [55]

ν2 (E = 0) ℏvξ ∝ e−2π/K/K. (2.14)

In Fig. 2.6, this result (black-dashed line) compares well to the DOS obtained
from the SCBA with smooth disorder correlator from Eq. (2.4) (light-blue line).
However, comparing to the exact KPM-DOS in Fig. 2.6 (green dots), we find that
albeit the exponential form is correctly predicted by the SCBA, the slope (prefactor
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in the exponent) is roughly a factor 2 off. The SCPT2 result (purple line) further
improves upon the SCBA with the slope now closer to the exact KPM result.

The failure of the SCBA and SCPT2 can be attributed to interference corrections
from multiple disorder scattering events [57], see diagram (ii) in Fig. 2.5 for the
lowest order correction to the SCBA (third order in K corrections to SCPT2 are
not shown). While unimportant in ordinary metals (where 1/kFl ≪ 1 with kF
Fermi wavevector and l the mean free path serves as a small parameter), for Dirac
materials these diagrams provide corrections of order ln [ℏv/ξΓ]. Accordingly, their
contribution vanishes for strong disorder where the SCBA becomes reliable, c.f. Fig.
2.6.

We now turn to the disorder induced DOS for a d = 3 Weyl node. Here, weak

0 2 4 6 8 10 12
K

0.000

0.005

0.010

0.015

0.020

0.025

3(
E

=
0)

v
2

SCBA
SCPT2
KPM

Figure 2.7: The zero energy density of states ν3(E = 0) from KPM (dots) compared to the
SCBA (blue line) and SCPT2 (purple line). The parameters for the KPM simulation are
the same as in Fig. 2.2 The semi-transparent data points for K ≤ 4 suffer from finite-L
effects and overestimate the true bulk DOS.

disorder is irrelevant so that the DOS is maintained at zero. Only for K > Kc,
disorder induces a finite DOS, see Fig. 2.7 for the KPM data (green dots). These
qualitative features were correctly predicted by the SCBA (light blue line, see Refs.
[58, 59, 60, 61]). From the KPM, we find KKPM

c = 4± 0.5 (the precision is limited
by finite-size effects) while KSCBA

c ≃ 11 (blue line) is off by more than a factor
two. SCPT2 (purple line) improves upon the SCBA result as it should and gives
KSCPT2

c ≃ 7.5.
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2.7 Conclusion

We numerically calculated the DOS of disordered nodal points in two and three
dimensions. Comparisons with results from first- and second-order perturbation
theory show the correct qualitative behavior but fail to give good quantitative
agreement with the exact numerical results. However, our high-precision density
of states results from KPM do provide strong evidence in favor of interpreting the
transition from semimetallic to metallic phases occurring in Weyl semimetals as a
true quantum phase transition, although a final confirmation is yet to be achieved.
A nonperturbative approach [62] has recently been developed, improving upon the
analytical side of the problem.

The comparisons shown in the above chapters demonstrate the capabilities of the
KPM as an efficient numerical tool, see also [45] for further possible applications of
this method.

More complicated disorder models, in particular vector disorder in two dimensions
and its characteristic ν(E) behavior or scattering between multiple nodal points, as
present in realistic materials, could also be studied in the future.

34



3 Interference effects induced by a
precessing easy-plane magnet coupled to a
helical edge state

This chapter consists of the details of the work that led to the publication of the
article [63].

3.1 Introduction

Since backscattering of electrons in the helical edge of a two-dimensional topological
insulator is forbidden by time-reversal symmetry, breaking time-reversal symmetry
by an applied magnetic field or by coupling of the helical edge to the exchange field
of a magnet or a magnetic impurity is the only mechanism by which electrons in a
helical edge can be backscattered [64, 65, 66, 67, 68, 69]. The purposeful coupling
of the helical edge to magnetic insulators has been shown to result in fascinating
properties, such as the appearance of Majorana zero modes at the boundary between
segments with a magnet-induced gap and with proximity-induced superconductivity
[70], various thermoelectric effects [71, 72], or the possibility to convert electrical
energy to mechanical motion in an adiabatic quantum motor [73, 21]. Magnetic
impurities exchange-coupled to the helical edge states exhibit characteristic Kondo
effects [74, 75, 76, 77] and electrically controlled dynamics of the impurity spin due
to backscattering of helical edge state electrons [78, 79].

The application of a magnetic field or the exchange coupling of a helical edge to a
magnetic insulator opens a gap in the spectrum of the helical edge if the direction of
the (exchange) field is not collinear with the spin quantization axis of the helical edge
states. In this context, it can be seen as a surprise that an electric current carried
by a helical edge is transmitted perfectly across a region coupled to a magnetic
insulator, if the magnet has an easy-plane anisotropy with easy plane perpendicular
to the quantization axis of the helical edge states [14, 13]. The electrical current
flows despite the presence of an excitation gap in the spectrum of the helical edge,
in such a way that the electrical current “lost” by the backscattering of electronic
quasiparticles at the gapped region is compensated by the flow of a dissipationless
spin current carried by the precessing magnetization and facilitated by charge-to-
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spin and spin-to-charge conversion at the magnet interface. The charge-to-spin
conversion at the magnet interface is perfect because of the helical nature of the
edge [80]; the absence of losses for the spin transport through the magnet is a
manifestation of “superfluid” spin transport in easy-plane magnets [81, 82, 83, 84, 85,
86]. Since the electrical current is carried by a collective mode of the magnetization,
it takes place without shot noise and with strongly suppressed thermal noise at
finite frequencies [13]. The coupling of a helical edge to a magnetic insulator has
also been proposed as a method for nondissipative current-driven magnetization
precession [73, 87].

The perfect compensation of the current backscattered from the magnet-induced
gap leaves the open question: How can the presence of the easy-plane magnet be
detected, if the current through the edge is not influenced by it? In order to an-
swer this question we theoretically consider an Aharonov-Bohm interferometer [25]
consisting of two tunnel-coupled helical edge modes, one of which is covered by an
easy-plane magnet like in Refs. [14, 13].

We predict the two main characteristic features: First, we show that this in-
terferometer setup, if subjected to a constant (DC) voltage bias, responds with a
time-dependent (AC) current component (in addition to a large DC response), due
to the coupling to the precessing magnetization. Depending on system parameters,
the AC currents occur at the precession frequency ωM of the magnet or, addition-
ally, at twice that frequency. For comparison: No AC current response exists in the
setup analyzed in Refs. [14, 13]. Second, the Aharonov-Bohm oscillations in the DC
current, usually seen as a signature of coherent quasiparticle transport, are exponen-
tially suppressed for small bias voltages and temperatures if the Fermi level is in the
magnet-induced gap. The suppression of Aharonov-Bohm oscillations is consistent
with the existence of an excitation gap in the spectrum where the helical edge is
in contact to the magnet. Despite the absence of a conventional Aharonov-Bohm
effect, in our geometry the AC currents can be seen as a manifestation of coherence:
They result from the interference of electrons scattered at the tunnel contacts and
electrons backscattered from the magnet interface, where they change their energy
by the amount ℏωM.

The appearance of AC currents in response to a DC voltage bias is remotely
reminiscent of the Josephson effect, where applying a constant voltage bias to a
superconducting tunnel junction leads to time-dependent currents [8]. It may be
seen as another manifestation of “spin superfluidity” in easy-plane ferromagnets
[81, 82, 83, 84, 85, 86].

Electron interferometers with helical edge states, but without exchange coupling
to a magnetic insulator, have been investigated theoretically in the literature. The
characteristic temperature and interaction-induced dephasing [88] of charge and spin
excitations were identified, as well as controllable spin properties [89, 90, 91]. On
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the experimental side, quantum point contacts between two helical edge channels
have been realized recently in HgTe-based quantum wells and DC transport through
the constriction has been measured [92]. The possibility to produce AC currents if
these systems are exchange-coupled to magnetic insulators provides a promising
novel route for interference-based quantum devices.

This part of the thesis is organized as follows: In chapter 3.2 the interferome-
ter setup is described in detail and the scattering-matrix approach is introduced,
extending the method of Ref. [13]. In chapters 3.3, 3.4, and 3.5 we present calcu-
lations of the current in response to a DC bias in one of the interferometer arms.
Chapter 3.3.1 addresses a simplified setup in which one of the two tunnel contacts
is “open”, which has AC currents at frequency ωM only, but allows all calculations
to be performed analytically. This analytical result allows us to elucidate the differ-
ence between the DC current pumped through the magnet and the interference AC
current created upon reflection from the rotating magnetization vector. Chapter
3.3.2 provides additional details on the interpretation of these results. Chapter 3.4
considers the special case that one of the two tunnel contacts is “closed”, which
shows the full phenomenology of AC currents at frequencies ωM and 2ωM and still
admits a partially analytical treatment. Chapter 3.5 contains our results for an
interferometer with a generic choice of parameters. In chapter 3.6 the anomalous
temperature dependence of DC Aharonov-Bohm current contributions is discussed.
We conclude in chapter 3.7.

3.2 Model

We consider an interferometer built from two opposing helical edge modes of a quan-
tum spin Hall insulator. One of the arms of the interferometer is partially covered
by an insulating magnet. Following Refs. [14, 13] we consider a magnet with an
easy-plane anisotropy, such that the easy plane is oriented perpendicular to the spin
quantization axis of the helical edge mode. Establishing contact between the two
edge channels on both sides of the magnet then results in the typical interferometer
geometry, see Fig. 3.1. The interferometer is connected to four ideal leads, as shown
schematically in the figure.

In practice, such a geometry may be realized by taking the helical edge modes
on the two sides of the same quantum spin Hall insulator, see Fig. 3.1 (left). In
this case, only part of the insulator is covered by the magnetic insulator. In this
geometry, a “point contact” between the two sets of edge modes can be achieved, e.g.,
by locally reducing the insulator width by lithographic methods or by electrostatic
gating of the device. Alternatively, the helical states can be edges of different spin
Hall insulators, and contacting the to edge modes is achieved by bringing the edges
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Figure 3.1: Schematic picture of the interferometer considered here. The interferometer
can be realized by bringing helical edge channels of the same quantum spin Hall insulator
sufficiently close together that they can make electrical contact (left), or by bringing the
edge channels of different quantum spin Hall insulators into contact (right). Both panels
show the location of eight reference points i = 1, 2, . . . , 8 used for the calculations in the
main text. The “positive” current direction for i = 1, 2, 3, 4 and for i = 5, 6, 7, 8 is to the
right and to the left, respectively. The interferometer is threaded by a magnetic flux Φ.

close together, see Fig. 3.1 (right).
A magnetic flux Φ is threaded through the area enclosed by the interfering edge

modes. Apart from the magnetic flux and the coupling to the magnetic insulator,
time reversal symmetry is unbroken, so that backscattering into the same edge
mode is forbidden everywhere in the device (except in the vicinity of the magnetic
insulator).

The magnet is assumed to be small enough, that it may be described by a single
moment M. We choose the (spin) coordinate axes such, that the easy plane is the
xy plane and the quantization axis for the spin in the helical edge mode is the z
axis. With this choice, the magnet and its interaction with the helical edge state
are described by the second-quantized Hamiltonian [14, 13]

Ĥ =

∫
dxψ̂(x)†[−iℏvF∂xσz + h(x)σ ·M]ψ̂(x) +

D

2
M2

z , (3.1)

where vF is the Fermi velocity, D the strength of the easy-plane anisotropy, σx,y,z are
the Pauli matrices, h(x) is a function that describes the exchange coupling between
the magnetic moment M and the spin of electrons at the helical edge state, and
ψ̂(x) = {ψ̂↑(x), ψ̂↓(x)}T is a two-component spinor describing electrons in the helical
edge. Away from the magnet, the exchange coupling h(x) → 0. The assumption
that the easy plane is perpendicular to the spin quantization axis is generic for a
thin magnetic film [93] exchange coupled to the helical edge modes of a quantum
spin Hall material, such as a HgTe quantum well [94]. The application of a finite
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bias across the magnet causes the magnetization to cant out of the xy plane [14, 13],
which sets the magnet in a precessional motion with frequency

ωM = DMz. (3.2)

We describe coherent transport through the interferometer using scattering theory.
To this end, we mark eight reference positions labeled i = 1, 2, . . . , 8 in the device,
see Fig. 3.1. The reference positions are chosen in close proximity to the point
contact region, where scattering between the helical edge states is possible. At
each reference position i we consider creation and annihilation operators â†i,±(ε) and
âi,±(ε) for an electron in a (particle-flux normalized) scattering state at energy ε,
moving in the same (+) or opposite (−) direction as the reference arrows in Fig. 3.2.
The operators âi±(ε) and the corresponding creation operators â†i±(ε) are related to
the current Ii(ω) at reference position i and at frequency ω as [26, 27]

Ii(ω) =
e

h

∫
dε

[
â†i+(ε)âi+(ε+ ℏω)− â†i−(ε)âi−(ε+ ℏω)

]
. (3.3)

Here, · · · denotes the expectation value. Electrons coming in from the four ideal leads
(corresponding to the reference positions i = 1, 2, 7, 8) are in thermal equilibrium at
temperature Ti and chemical potential eVi,

â†i+(ε)âi+(ε
′) = fi(ε)δ(ε− ε′), i = 1, 2, 7, 8, (3.4)

where fi(ε) = [1 + e(ε−eVi)/kBTi ]−1 is the Fermi-Dirac distribution function.
Scattering is elastic everywhere in the device, except at the magnet, where elec-

trons can absorb or emit an energy quantum ℏωM upon reflection [13]. Elastic
scattering from the two point contact regions is described by 4 × 4 scattering ma-
trices S(C1) and S(C2). We assume that the point contact regions are small enough
that S(C1) and S(C2) may be taken independent of the energy ε,

â1−(ε)

â2−(ε)

â3+(ε)

â4+(ε)

 =S(C1)


â1+(ε)

â2+(ε)

â3−(ε)

â4−(ε)

 ,


â5+(ε)

â6+(ε)

â7−(ε)

â8−(ε)

 =S(C2)


â5−(ε)

â6−(ε)

â7+(ε)

â8+(ε)

 . (3.5)

Time-reversal symmetry imposes the antisymmetry constraints

S(Cj) = −(S(Cj))T. (3.6)
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Figure 3.2: In the theoretical description, currents are calculated for eight reference points
i = 1, 2, . . . , 8, as shown in the left panel. The “positive” current direction for i = 1, 2, 3, 4

and for i = 5, 6, 7, 8 is to the right and to the left, respectively. The two tunneling point
contacts between the opposing helical edge states are described by scattering matrices
S(C1) and S(C2). The definitions of the transmission coefficients T1 and T ′

1 and the reflec-
tion coefficient R1 for the left tunneling point contact are shown in the right panel.

Absorbing eventual phase factors in the definitions of the operators âi±, this implies
that without loss of generality these matrices can be parametrized as

S(Cj) =


0

√
Rj −i

√
T ′
j −

√
Tj

−
√
Rj 0 −

√
Tj −i

√
T ′
j

i
√
T ′
j

√
Tj 0

√
Rj√

Tj i
√
T ′
j −

√
Rj 0

 , (3.7)

with Rj + Tj + T ′
j = 1 and j = 1, 2. As can be seen in Fig. 3.2, Rj, Tj and T ′

j are
the probabilities for reflection via point contact j (changing the edge), transmission
along the same edge and transmission through the point contact j (changing the
edge), respectively. Note that Rj and Tj describe both spin-conserving processes,
whereas the process due to T ′

j flips the electron spin. The latter process is possible
even if time-reversal symmetry is conserved but needs a breaking of inversion sym-
metry [95, 96, 97]. Tunable spin-flip processes due to Rashba spin-orbit coupling
become possible by an electric field [96, 98, 97] that could be induced locally by
gates. We will see in the upcoming chapters that a characteristic AC-part of the
current becomes possible due to interference between two scattering paths — one
that includes reflection at the magnet, and another that does not. These interference
contributions necessarily involve processes with amplitude

√
T ′
j .

Since there is no backscattering for propagation along the helical edge, the opera-
tors at the two ends of the upper interferometer arm at reference positions “4” and
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“5” are simply related by a phase factor,

â5−(ε) = eik(ε)L+iϕâ4+(ε),

â4−(ε) = eik(ε)L−iϕâ5+(ε). (3.8)

Here we have chosen a gauge such that the AB phase shift ϕ = eΦ/ℏ from the
magnetic flux Φ is accumulated for the propagation between reference positions “4”
and “5”. Further, L is the length of the interferometer arm and k(ε) = kF + ε/ℏvF,
with kF the Fermi wavenumber and vF the Fermi velocity. The energy ε is measured
with respect to the Fermi level.

Because of the spin-momentum locking in the helical edge modes, a reflection
from the magnetic insulator necessarily comes with a spin flip of the edge electrons.
As a result, reflection from the magnetic insulator involves an increase or decrease
of Mz by one and, hence, the absorption or emission of an energy quantum ℏωM by
the reflected electron [14, 13]. These processes are described by the relation [13](

â3−(ε−)

â6−(ε+)

)
= S(M)(ε)

(
â3+(ε+)

â6+(ε−)

)
, (3.9)

where ε± = ε± ℏωM/2 and the 2× 2 matrix S(M)(ε) reads

S(M)(ε) =

(
rM(ε)m̂+ t′M(ε)

tM(ε) r′M(ε)m̂−

)
. (3.10)

Here rM, r′M, tM, and t′M are reflection and transmission amplitudes with a “frozen”
magnetization of the magnet [13], and m̂± are ladder operators that change Mz by
±ℏ normalized as m̂−m̂+ = 1. The amplitudes rM, r′M, tM, and t′M also include
phase shifts accumulated during the propagation between the point contacts and
the insulating magnet. Unitarity gives the conditions |rM(ε)|2 = |r′M(ε)|2 = 1 −
|tM(ε)|2 = 1 − |t′M(ε)|2. We will assume that |rM(ε)| → 0 for energies ε far above
and below the Fermi level. This is consistent with the model of Eq. (3.1), which has
|rM(ε)| → 0 for |ε| ≫ maxx |h(x)||M |.

Upon reflection off of the magnet, an electron changes its energy by the amount
±ℏωM, where the sign of the change is opposite for reflection from the left and from
the right, see Eq. (3.9). Since backscattering in the helical channels away from the
magnet is forbidden, the difference of the total numbers of reflections of an electron
from the left and from the right sides of the magnet cannot be larger than one, so
that an electron can not change its energy by more than ℏωM upon moving through
the interferometer.

Taken together, Eqs. (3.5), (3.8), and (3.9) give a set of twelve linear equations,
which allow one to express all operators âi± at the reference positions i = 1, 2, . . . , 8

in terms of the four operators â1+, â2+, â7+, and â8+ describing electrons incident
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from the reservoirs. Since the energy ε can not change by more than one discrete
quantum ℏωM, the solution of the set of linear equations (3.5), (3.8), and (3.9) can
be cast in the form

âj−(ε) =
1∑

n=−1

∑
k=1,2,7,8

S
(n)
j;k (ε)âk+(ε+ nℏωM), (3.11)

where S(n)
j;k (ε) is the “scattering matrix” of the device. Since the current I(ω) is

bilinear in the creation and annihilation operators, see Eq. (3.3), it then follows
that at any position in the device the current Ij(ω) can be nonzero for ω = 0,
ω = ±ωM, or ±2ωM only. This allows us to write

Ij(ω) =
2∑

n=−2

Ij(nωM)δ(ω − nωM). (3.12)

Higher harmonics than |n| = 2 are not possible, as electrons cannot change their
energy by more than ℏωM upon passing through the interferometer device. It follows
that the DC current in lead j (j = 1, 2, 7, 8) is

Ij(0) =
e

h

∫
dε

∑
k=1,2,7,8

1∑
n=−1

|S(n)
j;k (ε)|

2 [fj(ε)− fk(ε+ nℏωM)] , (3.13)

where we used that
∑

k,n |S
(n)
j;k (ε)|2 = 1. Similarly, the AC currents at frequency ωM

and 2ωM read

Ij(ωM) = − e

h

∫
dε

∑
k=1,2,7,8

1∑
n=0

S
(n)
j;k (ε)

∗S
(n−1)
j;k (ε+ ℏωM)fk(ε+ nℏωM), (3.14)

Ij(2ωM) = − e

h

∫
dε

∑
k=1,2,7,8

S
(1)
j;k (ε)

∗S
(−1)
j;k (ε+ 2ℏωM)fk(ε+ ℏωM). (3.15)

The steady-state precession frequency ωM is an unknown in this procedure and
must be determined self-consistently using Eq. (3.2) and the steady-state condition

Ṁz(t) = 0. (3.16)

The net rate of change of Mz is proportional to the net current reflected from the
magnet Ir

1 [14, 13],

Ṁz(t) =
Ir(t)

e
. (3.17)

1We do not consider the case that the magnetization precession is driven by a source different from the
applied voltage bias, such as an alternating magnetic field. In that case the magnet may function
as a “charge pump” even in the absence of an applied bias voltage [80]. We also do neglect the
effect of Gilbert damping, although both damping and external driving can be included relatively
straightforwardly by adding additional terms to the right-hand side of Eq. (3.17).
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The Fourier transform Ir(ω) of the current reflected from the magnet is given by

Ir(ω) =
e

h

∫
dε

[
â†3+(ε+)â3+(ε+ + ℏω)− â†6+(ε−)â6+(ε− + ℏω)

]
. (3.18)

Electron paths contributing to Ir(ω) can differ by at most one reflection from the
magnet, so that only Fourier components at ω = nωM with n = −1, 0, 1 contribute
to Ir(ω),

Ir(ω) =
1∑

n=−1

Ir(nωM)δ(ω − nωM). (3.19)

The Fourier components Ir(nωM) depend on the precession frequency ωM. They can
be calculated using the scattering formalism outlined above. The Fourier compo-
nents Ir(nωM) with n = ±1 give rise to small oscillations of Mz, which do not affect
the precession frequency ωM for a macroscopic magnet. Keeping the zero-frequency
component only, we find that the steady-state condition for Mz, from which the
precession frequency ωM can be determined, reads

Ir(0) = 0. (3.20)

In the remaining chapters we present explicit analytical and numerical results of
this procedure for several representative choices of the scattering matrices S(C1) and
S(C2) of the point contact regions.

3.3 Right point contact “open”

3.3.1 Calculation of DC and AC currents

As an analytically tractable geometry, we first consider a setup in which the right
point contact in Fig. 3.1 is fully “open”, so that effectively there is a single point
contact region only, see Fig. 3.5. In this geometry, electrons incident from reservoirs
“1”, “2”, and “8” can only reflect off the left end of the magnet, whereas electrons
incident from the reservoir “7” can only reflect off the right end of the magnet. This
rules out interference processes with a total energy difference of 2ℏωM, so that the
only harmonics Ij(nωM) with n = 0, ±1 need to be considered.

For the scattering matrix S(C2) the condition that the right point contact is “open”
implies R2 = T ′

2 = 0, so that â5±(ε) = ∓â8±(ε) and â6±(ε) = ∓â7±(ε). We can
express the remaining operators âj±(ε) in terms of the operators â1+(ε), â2+(ε),
â7+(ε), and â8+(ε) describing electrons coming in from the reservoirs by solving
Eqs. (3.5) and (3.9) for this case.
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Figure 3.3: Schematic picture of the “right point contact open” geometry for a realization
in which the interfering edge channels are on the same quantum spin Hall insulator (left)
and on different quantum spin Hall insulators (right). The positions labeled i = 1, 2, . . . , 8

refer to the reference positions used for the calculations in the main text.

We first calculate the operators â3+(ε) and â6+(ε) describing electrons incident
on the magnet, because these determine the precession frequency ωM,

â3+(ε) = iâ1+(ε)
√
T ′
1 + â2+(ε)

√
T1 − â8+(ε)

√
R1e

ik(ε)L−iϕ, (3.21)
â6+(ε) = − â7+(ε). (3.22)

The steady-state precession frequency ωM can be calculated from Eq. (3.20) upon
setting Ṁz = 0,

0 =

∫
dε|rM(ε)|2 [f3+(ε+)− f7(ε−)] , (3.23)

where we abbreviated

f3+(ε) = R1f8(ε) + T1f2(ε) + T ′
1f1(ε). (3.24)

The results for the operators âj−(ε) in the leads (j = 1, 2, 7, 8) are then expressed
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in terms of the matrices of coefficients S(n)
j;k (ε), see Eq. (3.11), which read

S(−)(ε) = rM(ε−)m̂−


0 0 0 0

0 0 0 0

0 0 −1 0

0 0 0 0

 ,

S(0)(ε) =


0

√
R1 it′M(ε+)

√
T ′
1 eikL−iϕ

√
T1

−
√
R1 0 t′M(ε+)

√
T1 ieikL−iϕ

√
T ′
1

itM(ε−)
√
T ′
1 tM(ε−)

√
T1 0 tM(ε−)e

ikL−iϕ
√
R1

eikL+iϕ
√
T1 ieikL+iϕ

√
T ′
1 −t′M(ε+)e

ikL+iϕ
√
R1 0

 ,

(3.25)

S(+)(ε) = rM(ε+)m̂+


T ′
1 −i

√
T1T ′

1 0 ieik+L−iϕ
√
T ′
1R1

−i
√
T1T ′

1 −T1 0 eik+L−iϕ
√
T1R1

0 0 0 0

−ieik+iϕ
√
T ′
1R1 −eikL+iϕ

√
T1R1 0 ei(k+k+)LR1

 ,

where we abbreviated ε± = ε± (1/2)ℏωM, k = k(ε), and k± = k(ε± ℏωM).
For the currents in the four leads we then obtain the DC components from Eq.

(3.13)

I1(0) =
e

h

∫
dε [f1(ε)−R1f2(ε)− T1f8(ε)− T ′

1f7(ε)] ,

I2(0) =
e

h

∫
dε [f2(ε)−R1f1(ε)− T1f7(ε)− T ′

1f8(ε)] ,

I7(0) =
e

h

∫
dε [f7(ε)− f3+(ε)] ,

I8(0) =
e

h

∫
dε [f8(ε)−R1f7(ε)− T1f1(ε)− T ′

1f2(ε)] ,

(3.26)

where f3+(ε) is given in Eq. (3.24). Since the DC current components do not depend
on the reflection amplitude rM of the magnet — which is consistent with the obser-
vation that the magnet does not reflect current in the steady-state regime [14, 13] —
the integrations over energy can be carried out explicitly and one finds the simple
result

I1(0) =
e2

h
(V1 −R1V2 − T1V8 − T ′

1V7),

I2(0) =
e2

h
(V2 −R1V1 − T1V7 − T ′

1V8),

I7(0) =
e2

h
(V7 −R1V8 − T1V2 − T ′

1V1),

I8(0) =
e2

h
(V8 −R1V7 − T1V1 − T ′

1V2).

(3.27)
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Interference between transmission paths that reflect from the magnet and paths that
do not reflect from the magnet gives an AC contribution to the current at frequency
ω = ±ωM. For the AC components at frequency ω = ωM we find

I1(ωM) = − im̂−
e

h

√
T1T ′

1R1

∫
dεrM(ε)∗ [f2(ε+)− f8(ε+)] ,

I2(ωM) = − im̂−
e

h

√
T1T ′

1R1

∫
dεrM(ε)∗ [f8(ε+)− f1(ε+)] ,

I7(ωM) = 0, (3.28)

I8(ωM) = − im̂−
e

h

√
T1T ′

1R1

∫
dεrM(ε)∗eik(ε+)L−ik(ε−)L [f1(ε+)− f2(ε+)] .

[The components at ω = −ωM are obtained by complex conjugation, Ij(−ωM) =

Ij(ωM)∗.] One verifies that the DC currents sum to zero. Current conservation also
applies to the AC current components, if one corrects I8(ωM) for the time delay
accumulated during the propagation along the upper interferometer arm.

To make the results for the AC current component more explicit, we now consider
a simple model for the reflection from the magnetic insulator,

rM(ε) = e2ik(ε)L3θ(∆− |ε|), (3.29)

where ∆ is the magnitude of the magnet-induced exchange gap in the helical edge,
L3 is the length of the interferometer arm between the left point contact and the
magnet, and the Heaviside function θ(x) = 1 if x > 0 and 0 otherwise. We further
set the temperatures Ti to zero, choose V1 = V > 0, V2 = V7 = V8 = 0, and
approximate k(ε) = kF + ε/ℏvF. Solving Eq. (3.23) for the precession frequency ωM
then gives

ℏωM = T ′
1 min

(
eV,

2∆

2− T ′
1

)
. (3.30)

Schematic pictures of the distribution functions f3+(ε+) and f7(ε−) for eV < 2∆/(2−
T ′
1) and eV > 2∆/(2− T ′

1) are shown in Fig. 3.4.
In the limit T ′

1 → 1 the right point contact “open” geometry studied in this
chapter corresponds to the two-terminal setup studied in Ref. [13]. However, in
that work the precession frequency is found to be ℏωM = eV and does not saturate
for eV > 2∆, as it does here, see Eq. (3.30). This difference can be understood as
follows: In the two-terminal geometry of Ref. [13], when a stationary state of the
magnet is reached, the current reflected by the magnet that adds angular momentum
to the magnet is balanced by the current that removes angular momentum from the
magnet. Both reflected currents are proportional to |rM(ε)|2. Since it is assumed that
the reflection amplitude rM(ε) is nonzero for all energies, rM(ε) drops out from the
stationarity condition, giving the result ℏωM = eV . In the four-terminal geometry
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studied in the present work, the magnet has additional channels available, through
which it can “lose” angular momentum. These loss-channels dominate over the gain-
channel in our simple model, Eq. (3.29), where |rM(ε)|2 → 0 for ε > ∆. Hence,
ωM saturates for sufficiently large eV . If we were to take the limit T ′

1 → 1 in the
beginning of the calculation, thereby a priori reducing the four-terminal geometry to
the two-terminal geometry of Ref. [13], before making any additional assumptions
about the reflection amplitude rM(ε), we would find the same result ℏωM = eV as
in Ref. [13].

For the AC current components we then find I1(ωM) = I7(ωM) = 0 and

I2(ωM) = − I8(ωM)e−iωML/vF

=
eivF

2πL3

m̂−
√
T1T ′

1R1 sin
ωML3

vFT ′
1

e−iL3[2kF+ωM(R1+T1)/T ′
1vF]. (3.31)

For a small applied bias and/or for a small induced gap ∆, one may approximate
ωML3/vFT

′
1, ωML/vF ≪ 1 for typical device sizes, so that one has

I2(ωM) ≈ − I8(ωM)

≈ eiωM

2πT ′
1

m̂−
√
T1T ′

1R1e
−2ikFL3 . (3.32)

For a discussion of the physical origin of the alternating current contribution
in this interferometer, we focus on I2 and note that the transmission amplitude
between contacts “1” and “2” is the sum of two interfering contributions: A direct
contribution with amplitude ∝

√
R1 and a contribution ∝ m̂−

√
T ′
1T1 with electrons

reflected off the precessing magnet. Because the reflection phase depends on the
magnetization direction (via the expectation value of m̂−), electrons that reflect
from the magnet pick-up a time-dependent phase factor ∝ e−iωMt. As a result, the
interference contribution to the transmission probability between the reservoirs “1”
(at which the voltage bias is applied) and “2” (at which the current is measured)
oscillates with frequency ωM. At a constant bias voltage, this periodic modulation
of the (Landauer-Büttiker) transmission probability between reservoirs leads to an
alternating contribution to the current I2 at frequency ωM.

That the alternating current component is a time-dependent interference-related
modulation of the transmission between reservoirs and not the consequence of a
periodic spin current pumped by a precessing magnetization [99] and then converted
into a charge current by spin-dependent scattering, can be seen from the presence
of the additional phase factor e−2ikFL3 and the corresponding suppression of the
alternating current component if eV ≳ ℏL3/vF, see Eq. (3.31). Such phase factors
are absent in the theory of spin pumping and related phenomena [100]. It can also
be seen by comparing the magnitudes of the alternating current component I2(ωM)
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edge state

Figure 3.4: Distribution functions f3+(ε+) and f7(ε−) for bias voltage eV < 2 ∆′/(2−T ′
1)

(top panel) and eV > 2∆′/(2− T ′
1) (bottom panel). The bias voltage V is applied to lead

“1” only; the (electro)chemical potentials of leads “2”, “7”, and “8” are held constant at
the value µ = 0.
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3.3 Right point contact “open”

and the direct current I2(0). Unlike the AC contribution, the direct current may
be interpreted in terms of pumping by the precessing magnetization [14]. For the
two-terminal geometry of Refs. [14, 13], the precession frequency of the magnet
equals the applied bias, ℏωM = eV , so that in the steady state there is exactly
one electron transferred in a period of the precessing magnetization. (This places
the throughput of this device in the same category as the electron current pumped
through a Coulomb-blockaded quantum dot [20, 101, 102].) The same universal
estimate, one electron per period, also holds for the DC currents in the interferometer
devices considered in our paper, when applied to the contribution of the DC current
I3(0) = I6(0) = I7(0) transmitted through the magnet for bias voltage |eV | < ∆

below the magnet-induced gap. The AC current component I2(ωM), however, may
be much larger than this, depending on the values of the transmission coefficients
T1, T ′

1, and R1: From Eq. (3.32) one sees that I2(ωM) may be as large as a charge
∼ e

√
R1T1/T ′

1 per period of the precessing magnetization. This charge may be much
larger than e in the limit T ′

1 ≪ 1, ruling out pumping as an origin of I2(ωM). (The
AC current I2(ωM) is always smaller than the total DC current I1(0) injected in lead
“1”.) We note that the limit T ′

1 ≪ 1 is a physically relevant limit, since, as discussed
in chapter 3.2, for scattering between helical edges with equal spin polarization T ′

1 is
related to spin-flip processes. Such processes originate from the Rashba spin-orbit
interaction, sensitive to the inversion-breaking electric field in the contact region.
Since such a field is intrinsically weak compared to the crystal fields, one may expect
the spin-flip processes to be suppressed, hence T ′

1 ≪ 1. On the other hand, T ′
1 may

be effectively tuned by external electric fields.

3.3.2 “Classical” vs. “quantum” magnet

The expressions for the AC contributions I2(ωM) given in Eq. (3.31) are proportional
to the lowering operator m̂−. The proper interpretation of these equations requires
a brief discussion how expressions for (expectation values of) current components
Ij(nωM) that contain the operators m̂− and m̂+ should be understood. Hereto, we
distinguish the “classical” case that M is (effectively) a classical vector with a well-
defined direction and the “quantum” case that M must be considered an operator
and the magnet is in a state with well-defined Mz, whereas the components Mx and
My are maximally uncertain.

If the magnet is in a “classical” state |C⟩ describing a macroscopic magnetization,
then the magnetization has a well-defined direction at any time t, parametrized
by the polar angle θ with the z axis and the azimuthal angle φ. In that case,
although |C⟩ is not an eigenstate of any component of the magnetization operator
M, all three components of M have a finite expectation value. In particular, the
expectation value ⟨C|m̂−|C⟩ ≡ ⟨m̂−⟩C of the projection of M on the xy plane takes
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3 Interference effects induced by a precessing easy-plane magnet coupled to a helical
edge state

the nonzero value
⟨m̂−⟩C = eiφ. (3.33)

[Note that the ladder operators m̂± are defined as m̂± = (mx ± imy)/|mx ± imy|,
which is why the expectation value from Eq. (3.33) does not depend on the polar
angle θ.]

If the magnet is in a “quantum” state |Q⟩ with a sharply-defined quantized value
of Mz, the azimuthal angle φ of the magnetization is unknown. In this case one
must average over all phase angles φ, so that the expectation value ⟨m̂−⟩Q = 0.
Then, the quantity that should be considered to characterize the AC currents is not
the expectation value ⟨Ij(ω)⟩Q, but the current correlations

⟨I(ωM)I(−ωM)⟩Q = ⟨I(ωM)I†(ωM)⟩Q. (3.34)

The current correlations are proportional to ⟨m̂−m̂+⟩Q = 1. For example, from Eq.
(3.31) one then obtains

⟨I2(ωM)I†2(ωM)⟩Q =
e2v2F
4π2L2

3

T1T
′
1R1 sin

2 ωML3

vFT ′
1

. (3.35)

In the same way, the other results for AC currents in chapter 3.3 and in the following
chapters can be interpreted in terms of a current correlator. Note that the exchange
of energy between the magnet and the helical edge state electrons upon reflection
from the magnet is given by Eqs. (3.9)-(3.16), which are independent of the state
of the magnet (“classical” vs. “quantum”). Therefore the analysis of the scattering
problem works in both cases discussed in this chapter.

3.4 Right point contact “closed”

As a second example we consider a setup in which the point contact to the right of
the magnet is fully “closed”, see Fig. 3.5. Although this is effectively a two-terminal
geometry (in contrast to the four-terminal geometry of the previous chapter), it has
a richer phenomenology, since it allows for AC current components at frequencies ωM
as well as 2ωM. The current component at frequency 2ωM comes from interference of
electrons reflecting off the left end of the magnet (where energy is decreased by ℏωM
upon reflection) and the right end of the magnet (where an energy quantum ℏωM
is absorbed upon reflection), so that the net energy difference in the interference
process is 2ℏωM.

For the scattering matrix S(C2) the condition that the right point contact is
“closed” translates to R2 = 1, T2 = T ′

2 = 0, so that â5±(ε) = ±â6∓(ε). As we
will show below, in this setup the current has AC components at frequencies ωM
and 2ωM. To keep the expressions simple, we will assume that the left point contact
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3.4 Right point contact “closed”

is close to being “open”, R1, T ′
1 ≪ 1 and give final expressions to lowest nontrivial

order in R1, T ′
1. The leads labeled “7” and “8” are disconnected from the magnet

and will not be considered here.
By solving Eqs. (3.5) and (3.9), the operators â3+(ε) and â6+(ε) for electrons

incident on the magnet can be expressed in terms of the operators â1+(ε) and â2+(ε)
for electrons incoming from the reservoirs on the left side. To first order in

√
R1,√

T ′
1 we find

â3+(ε+) = − â1+(ε−)e
ik(ε−)L+ik(ε+)Lm̂−r

′
M(ε)

√
R1

+ â2+(ε+)
[
1 + e−iϕ+ik(ε+)LtM(ε)

√
R1

]
+ iâ1+(ε+)

√
T ′
1, (3.36)

â6+(ε−) = eiϕ+ik(ε−)L
{
iâ2+(ε−)

√
T ′
1

− â1+(ε−)
[
1 + eiϕ+ik(ε−)Lt′M(ε)

√
R1

]
− â2+(ε+)m̂−rM(ε)

√
R
}
. (3.37)

The results for the operators âj−(ε) for the outgoing modes in the leads j = 1, 2 are
again expressed in terms of the matrices of coefficients S(n)

j;k (ε), which are effectively
2x2-matrices for the geometry we consider here. These matrices read

S(−)(ε) = r′M(ε−)m̂−e
i(k+k−)L

×
(
1 +

√
R1[tM(ε−)e

−i(ϕ−kL) + t′M(ε−)e
i(ϕ+k−L)] i

√
T ′
1

i
√
T ′
1 −T ′

1

)
,

S(0)(ε) = eikL
(
i
√
T ′
1[e

iϕt′M(ε+)− e−iϕtM(ε−)] −e−iϕtM(ε−)

eiϕt′M(ε+) i
√
T ′
1[e

iϕt′M(ε+)− e−iϕtM(ε−)]

)
+
√
R1

(√
T ′
1

∑
±[±ei(k+k±)LrM(ε±)r

′
M(ε±)] i[ei(k+k−)LrM(ε−)r

′
M(ε−)− 1]

i[1− ei(k+k+)LrM(ε+)r
′
M(ε+)]

√
T ′
1

∑
±[±ei(k+k±)LrM(ε±)r

′
M(ε±)]

)
,

S(+)(ε) = rM(ε+)m̂+

(
T ′
1 −i

√
T ′
1

−i
√
T ′
1 −1−

√
R1[tM(ε+)e

−i(ϕ−k+L) + t′M(ε+)e
i(ϕ+kL)]

)
,

(3.38)

where we again abbreviated ε± = ε±(1/2)ℏωM, k = k(ε), and k± = k(ε±ℏωM). We
have kept contributions beyond the lowest order in

√
R1 and

√
T ′
1 as far as these are

important for a consistent expansion of the currents for small
√
R1 and

√
T ′
1 and

for small bias voltage.
We proceed to calculate the steady-state precession frequency ωM and the currents

I1 and I2. The steady-state precession frequency ωM is calculated from Eq. (3.20)
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3 Interference effects induced by a precessing easy-plane magnet coupled to a helical
edge state

Figure 3.5: Schematic picture of the “right point contact closed” geometry for a realization
in which the interfering edge channels are on the same quantum spin Hall insulator (left)
and on different quantum spin Hall insulators (right). The positions labeled i = 1, 2, . . . , 8

refer to the reference positions used for the calculations in the main text.

upon setting Ṁz = 0. In the limit T ′
1, R1 ≪ 1 Eq. (3.20) gives

0 =

∫
dε|rM(ε)|2[f2(ε+)− f1(ε−)], (3.39)

from which ωM can be determined. (Explicit results for a simple model will be given
below.) The DC current components I1(0) and I2(0) now acquire a weak dependence
on the reflection amplitude rM of the magnet,

I1(0) = − I2(0)

=
e2

h
(V1 − V2) +

e

h

√
R1

∫
dε|rM(ε−)|2[f2(ε)− f1(ε− ℏωM)]

×
{
t′M(ε−)e

i(ϕ+k−L) + t′∗M(ε−)e
−i(ϕ+k−L) + tM(ε−)e

−i(ϕ−kL) + t∗M(ε−)e
i(ϕ−kL)

}
,

(3.40)

where we kept only those correction terms that depend on the Aharonov-Bohm
phase ϕ. Note that ωM = 0 if V1 = V2, so thatIj(0) = 0, j = 1, 2 in the absence of
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3.4 Right point contact “closed”

Figure 3.6: Contributions to the AC current amplitude I1(ωM) in lead “1” that depend on
the distribution function f2(ε) in lead “2”. The panels (a)–(f) are in the same order as the
terms of Eq. (3.41), but when attempting to match the expressions from the panels to Eq.
(3.41) care must be taken as explained in the following. An overall minus sign that comes
from the definition of the current I1(ω) in Eq. (3.3) is not included. In panel (a) unitarity
of S(M) must be used to make the replacement −r∗M(ε−)tM(ε−) = r′M(ε−)t

′∗
M(ε−) to arrive

at the corresponding term in Eq. (3.41). In comparison to Eq. (3.41), the contribution
from panel (f) contains an extra factor of |rM(ε−)|2. This factor has been dropped in Eq.
(3.41), as

√
T ′
1R1r

′
M(ε−)|rM(ε−)|2 ≈

√
T ′
1R1r

′
M(ε−) to the level of approximation made in

Eq. (3.41). In panels (c) and (f) the property m̂−m̂+ = 1 is used, as the red or blue paths
reflect off both sides of the magnet. The factors of −1,

√
R1 and i

√
T ′
1 printed along the

paths come from the scattering matrix elements of S(C1) and S(C2) related to the paths
that are shown in the limits considered.
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edge state

an applied bias. The AC components at frequency ω = ωM are

I1(ωM) = im̂−
√
T ′
1

e

h

∫
dε

{
r′M(ε−)t

′∗
M(ε−)e

−iϕeikL [f1(ε− ℏωM)− f2(ε)]

−r′M(ε+)e
iϕeik+Lt∗M(ε−) [f1(ε)− f2(ε))]

}
+ im̂−

√
T ′
1R1

e

h

∫
dε

{
−ei(k+−k−)Lr′M(ε+)r

′∗
M(ε−)r

∗
M(ε−) [f1(ε)− f2(ε)]

+ r∗M(ε−) [f1(ε− ℏωM)− f2(ε)]− ei(k−+k)Lr′M(ε−) [f2(ε− ℏωM)− f2(ε)]
}
,

I2(ωM) = im̂−
√
T ′
1

e

h

∫
dε

{
r∗M(ε−)tM(ε−)e

−iϕeikL [f1(ε− ℏωM)− f2(ε)]

−r∗M(ε−)e
iϕeikLt′M(ε+) [f1(ε)− f2(ε)]

}
+ im̂−

√
T ′
1R1

e

h

∫
dε

{
−ei(k+k+)LrM(ε+)r

′
M(ε+)r

∗
M(ε−) [f1(ε)− f2(ε)]

+ ei(k−+k)Lr′M(ε−) [f1(ε− ℏωM)− f2(ε)]− r∗M(ε−) [f1(ε− ℏωM)− f1(ε)]
}
,

(3.41)

where we have also included a sub-leading contribution in the expansion for
√
T ′
1,√

R1, which we consider, because the leading contribution vanishes for small bias
voltage if the Fermi energy is in the magnet-induced spectral gap. As an illustration,
the six configurations of transmission paths that give the f2(ε)-dependent contribu-
tions to I1(ωM) are shown in Fig. 3.6. The AC components at frequency ω = 2ωM
are

I1(2ωM) = − I2(2ωM)

= im̂2
−T

′
1

e

h

∫
dεei(k+k+)Lr′M(ε+)r

∗
M(ε−) [f2(ε)− f1(ε)] . (3.42)

These AC current components at frequency 2ωM can be understood just as in Fig.
3.6, the difference being that the red and blue paths must now be reflected from
opposite sides of the magnet so that their total energy difference is 2ℏωM and not
ℏωM, as it is for the interference partners shown in Fig. 3.6. To obtain explicit
results, we again consider a simplified model for the reflection and transmission
from the magnetic insulator,

rM(ε) = e2ikFL3θ(∆− |ε|),
r′M(ε) = θ(∆− |ε|),
tM(ε) = t′M(ε) = ieikFL3θ(|ε| −∆). (3.43)

In comparison to the model, Eq. (3.29), used in the previous chapter, we have made
the further simplification that ωML3/vF, ωML/vF ≪ 1 already at the beginning of
the calculation, which allows us to replace k(ε) by kF in the expression for rM(ε)
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3.5 Full interferometer

and in the phase factor eik(ε)L for transmission through the interferometer arm. The
phase shift associated with r′M(ε) is absorbed into the phase factor eikL, i.e. the
length L of the upper arm is extended to include the distance between the (closed)
right point contact and the magnet. The correction to the DC current, Eq. (3.40),
vanishes in the simple model because the product rM(ε)tM(ε) = rM(ε)t′M(ε) = 0 at
all energies ε. To keep the final expressions for the AC current components simple,
we also set the temperature to zero, and choose V1 = V and V2 = V7 = V8 = 0.
Solving Eq. (3.39) for the precession frequency ωM gives

ℏωM = −min[eV, 2∆]. (3.44)

The AC components at ω = ωM are then given by

I1(ωM) = m̂−
√
T ′
1

e

h
eiϕ+ikF(L−L3) min[∆ + 3ℏωM/2, 0]

− im̂−
√
T ′
1R1

e

h

{
e−2ikFL3 min[−ℏωM,∆+ ℏωM/2] + e2ikFLℏωM

}
,

I2(ωM) = − im̂−
√
T ′
1R1

e

h

(
e2ikFL − e−2ikFL3

)
min[−ℏωM,∆+ ℏωM/2]. (3.45)

The AC components at ω = 2ωM are

I1(2ωM) = − I2(2ωM)

= − im̂2
−
e

h
T ′
1e

−2ikF(L−L3) min[−ℏωM,∆+ ℏωM/2]. (3.46)

The remarks from chapter 3.3.2 apply when interpreting these AC current contri-
butions in the case of a “quantum” magnet with sharply defined Mz.

3.5 Full interferometer

In this chapter we will now present results for the full interferometer, see Fig. 3.1, for
which all reflection and transmission coefficients Rj, Tj, and T ′

j , j = 1, 2, are nonzero.
To keep the expressions concise, we give analytical results to lowest nontrivial order
in Rj, T ′

j , j = 1, 2, only. These are compared with a numerical evaluation of the full
expression in Fig. 3.7.

As before, the precession frequency of the magnet is obtained from the relation
Ṁz = 0. To first nonzero order on either side of the magnet we obtain

0 =

∫
dε

{
|rM(ε)|2[f2(ε+)− f7(ε−)] + T ′

1[f1(ε+)− f2(ε+)] + R1[f8(ε+)− f2(ε+)]

+ T ′
2[f7(ε−)− f8(ε−)] + R2[f7(ε−)− f1(ε−)]} , (3.47)
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where we also kept sub-leading terms because the leading contribution may vanish
if V2 = V7. The leading contribution to the DC currents in the four leads is then

I1(0) =
e

h

∫
dε {f1(ε)− f8(ε)}+

2e

h
Re

∫
dε

{√
R1R2tM(ε−)e

−i(ϕ−kL)[f2(ε)− f8(ε)]

+
√
T ′
1T

′
2t

′
M(ε+)e

i(ϕ−kL)[f8(ε)− f7(ε)]
}
,

I2(0) =
e

h

∫
dε

{
f2(ε)− f7(ε) + |rM(ε−)|2[f7(ε− ℏωM)− f2(ε)]

}
+

2e

h
Re

∫
dε

{√
R1R2t

′
M(ε+)e

i(ϕ+kL)[f1(ε)− f7(ε)]

+
√
T ′
1T

′
2t

′
M(ε+)e

i(ϕ−kL)[f7(ε)− f8(ε)] +
√
R1R2|rM(ε−)|2[tM(ε−)e

−i(ϕ−kL)

+t′M(ε−)e
i(ϕ+k−L)][f7(ε− ℏωM)− f2(ε)]

}
,

I7(0) =
e

h

∫
dε

{
f7(ε)− f2(ε)− |rM(ε−)|2[f7(ε− ℏωM)− f2(ε)]

}
+

2e

h
Re

∫
dε

{√
R1R2tM(ε−)e

−i(ϕ−kL)[f8(ε)− f2(ε)]

+
√
T ′
1T

′
2tM(ε−)e

−i(ϕ+kL)[f2(ε)− f1(ε)] +
√
R1R2|rM(ε−)|2[tM(ε−)e

−i(ϕ−kL)

+t′M(ε−)e
i(ϕ+k−L)][f2(ε)− f7(ε− ℏωM)]

}
,

I8(0) =
e

h

∫
dε {f8(ε)− f1(ε)}+

2e

h
Re

∫
dε

{√
R1R2t

′
M(ε+)e

i(ϕ+kL)[f7(ε)− f1(ε)]

+
√
T ′
1T

′
2tM(ε−)e

−i(ϕ+kL)[f1(ε)− f2(ε)]
}
, (3.48)

where the subleading terms contain the ϕ-dependent contribution to the DC current
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3.6 Finite-T enhancement of DC Aharonov-Bohm currents

only. Similarly, for the AC currents we find

I1(ωM) = im̂−
e

h

∫
dε

{√
R2T ′

2r
′
M(ε+)e

−iL(k−k+) [f7(ε)− f8(ε)]

+
√
R1T ′

1r
∗
M(ε−) [f8(ε)− f2(ε)]

}
,

I2(ωM) = im̂−
√
R1T ′

1

e

h

∫
dεr∗M(ε−) [f1(ε)− f8(ε)] ,

I7(ωM) = − im̂−
√
R2T ′

2

e

h

∫
dεr′M(ε+) [f1(ε)− f8(ε)] ,

I8(ωM) = im̂−
e

h

∫
dε

{√
R2T ′

2r
′
M(ε+) [f1(ε)− f7(ε)]

+
√
R1T ′

1r
∗
M(ε−)e

−iL(k−−k) [f2(ε)− f1(ε)]
}
, (3.49)

I1(2ωM) = − I2(2ωM)

= − m̂2
−
e

h

∫
dεe−iL(k−k+)r′M(ε+)r

∗
M(ε−)

{
R2T

′
1e

2iLk[f1(ε)− f2(ε)]

+
√
R1R2T ′

1T
′
2[f8(ε)− f7(ε)]

}
,

I7(2ωM) = − I8(2ωM)

= m̂2
−
e

h

∫
dεe−iL(k−+k)r′M(ε+)r

∗
M(ε−)

{√
R1R2T ′

1T
′
2e

2iLk[f1(ε)− f2(ε)]

+R1T
′
2[f8(ε)− f7(ε)]

}
. (3.50)

For the simplified model defined by Eq. (3.43) and the subsequent discussion we
compare the expressions shown in Eqs. (3.47)–(3.50) for small T ′

j , Rj, j = 1, 2, with a
numerical evaluation of the full solution of the scattering problem. Figure 3.7 shows
the result of this comparison for the bias voltages V1 = V > 0, V2 = V7 = V8 = 0.
The ϕ-dependent contribution to the DC current in lead “2” shown in Fig. 3.7 is
calculated as

I2,AB(0) ≡
1

2π

{∫ 2π

0

dϕ
(
I2(0)

2 − ⟨I2(0)⟩2
)}1/2

, (3.51)

where

⟨I2(0)⟩ =
1

2π

∫ 2π

0

dϕI2(0). (3.52)

3.6 Finite-T enhancement of DC Aharonov-Bohm currents

All previous explicit results for the simple model, Eq. (3.43), were calculated at
zero temperature (T = 0). In this chapter we consider the effect of the Aharonov-
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Figure 3.7: From top to bottom: Precession frequency ωM, DC current I2(0) at zero
Aharonov-Bohm phase ϕ, ϕ-dependent contribution to DC current defined in Eq. (3.51)
and the magnitude |I2(ωM)| and |I2(2ωM)| of the AC current components at frequency
ωM and 2ωM, as a function of the bias voltage V at lead “1”. All currents are evaluated
in lead “2”. The solid curves show the numerical evaluation of the full solution without
the approximation of small Rj , T ′

j , j = 1, 2. The dashed curves are obtained using the
analytical expressions of Eqs. (3.47)–(3.50), with the exception of the second panel, where
we have included all ϕ-independent terms up to second order in (Rj)

1/2, (T ′
j)

1/2, not only
those of lowest non-trivial order given in I2(0) in Eqs. (3.48). The parameters are chosen
as T1 = 0.79, R1 = 0.09, T ′

1 = 0.12, T2 = 0.78, R2 = 0.06, T ′
1 = 0.16, kFL = 1 and

kFL3 = 0.1.
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3.6 Finite-T enhancement of DC Aharonov-Bohm currents

Bohm phase ϕ on the DC current at finite temperature. We find that, if the Fermi
energy is in the magnet-induced gap, increasing T leads to an increase of the ϕ-
dependent Aharonov-Bohm contributions to the DC current. The reason is that
coherent transmission through the magnet, which is required for a dependence on the
Aharanov-Bohm phase ϕ, exists for above-gap energies only. The population of the
above-gap states increases with temperature, which causes the ϕ-dependent current
contribution to increase. The visibility of the Aharonov-Bohm oscillations decreases
again at higher temperatures, when thermal smearing effects start to dominate.

As before, we choose the biases V1 = V > 0 and V2 = V7 = V8 = 0 and use
the simple model given in Eq. (3.43) to calculate the ϕ-dependent contributions
to the DC current. At finite temperature, the distribution functions are fj(ε) =

[1 + e(ε−eVj)/kBT ]−1 with equal temperature T applied to all four leads j = 1, 2, 7, 8.

Flux-dependent contributions to the DC current do not appear in the “open”
geometry of chapter 3.3. They do appear in principle for the “closed” geometry
of chapter 3.4, but not for the simple model given in Eq. (3.43), since all the ϕ-
dependent terms of Eq. (3.40) are proportional to rM(ε−)tM(ε−), which is zero for
that model. Hence, the discussion here focuses on the full interferometer geometry
of chapter 3.5. Starting point of our analysis is Eq. (3.48), which gives the DC
currents Ij(0) for general distribution functions fj(ε). Specializing to the simple
model, Eq. (3.43), and restricting to the flux dependent part δIj(0, ϕ) of the DC
current, we find

δI1(0, ϕ) = 0,

δI2(0, ϕ) = − 2e

h

√
R1R2 sin [kF(L3 + L) + ϕ]

×

{∫ −∆−ℏωM/2

−∞
dε[f1(ε)− f7(ε)] +

∫ ∞

∆−ℏωM/2

dε[f1(ε)− f7(ε)]

}
,

δI7(0, ϕ) = − 2e

h

√
T ′
1T

′
2 sin [kF(L3 − L)− ϕ]

×

{∫ −∆+ℏωM/2

−∞
dε[f2(ε)− f1(ε)] +

∫ ∞

∆+ℏωM/2

dε[f2(ε)− f1(ε)]

}
,

δI8(0, ϕ) = − I2(0, ϕ)− I7(0, ϕ). (3.53)
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The integrals can be performed analytically and for our choice of biases they are

δI2(0, ϕ) = − 2ekBT

h

√
R1R2 sin [kF(L3 + L) + ϕ]

×
[
eV

kBT
+ ln cosh∆+ ℏωM/2

2kBT
− ln cosheV +∆+ ℏωM/2

2kBT

− ln cosh∆− ℏωM/2

2kBT
+ ln cosheV −∆+ ℏωM/2

2kBT

]
,

δI7(0, ϕ) =
2ekBT

h

√
T ′
1T

′
2 sin [kF(L3 − L)− ϕ]

×
[
eV

kBT
+ ln cosh∆− ℏωM/2

2kBT
− ln cosheV +∆− ℏωM/2

2kBT

− ln cosh∆+ ℏωM/2

2kBT
+ ln cosheV −∆− ℏωM/2

2kBT

]
,

. (3.54)

In the limit of kBT ≫ ∆, eV, ℏωM, these expressions reduce to

δI2(0, ϕ) = − V
2e2

h

√
R1R2 sin [kF(L3 + L) + ϕ],

δI7(0, ϕ) =V
2e2

h

√
T ′
1T

′
2 sin [kF(L3 − L)− ϕ], (3.55)

whereas in the opposite limit kBT → 0, we find that the currents vanish, consistent
with our previous results. The existence of a temperature-independent visibility of
the Aharonov-Bohm oscillations of the DC current at high temperatures continues
up to temperatures kBT ∼ min(L,L3)/ℏvF where L and L3 are the lengths of the
segments of the Aharonov-Bohm ring. The visibility of the Aharonov-Bohm effect is
suppressed at higher temperatures because of thermal smearing effects [not present
in the simple model shown in Eq. (3.43)]. In Fig. 3.8, we show δI2(0, ϕ) from Eq.
(3.54), confirming the enhancement of the Aharonov-Bohm oscillations compared to
the zero-temperature result of panel 3 of Fig. 3.7.

3.7 Conclusion

In this work, we analyzed electrical transport through a helical edge of a two-
dimensional topological insulator exchange-coupled to a magnetic insulator. Despite
the presence of an excitation gap, the magnet has no effect on the current if it has
an easy-plane anisotropy with the easy plane perpendicular to the spin quantiza-
tion axis of the helical edge [14, 13]. Here, we show that the exchange coupling to
the magnet does affect electrical transport in an interferometer geometry: (1) In
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Figure 3.8: Aharonov-Bohm current δI2(0, ϕ) from Eq. (3.54) as a function of applied bias
V in lead “1” for several values of kBT/∆; from bottom to top they are 0.01, 0.1, 0.25, 0.5

and 2. The precession frequency ωM is determined from the solution of Eq. (3.47) at finite
T . The phases are chosen such that sin(kF(L3 + L) + ϕ) = 1.

a four-terminal geometry, the application of a DC voltage leads to AC currents at
frequencies ωM and 2ωM with ωM being the precession frequency of the magnet’s
magnetization and (2) if the Fermi energy is in the magnet-induced gap, the usual
Aharonov-Bohm-flux dependent oscillations of the DC current are strongly sup-
pressed at zero temperature or bias voltage and show a maximum at temperature
or voltage comparable to the magnet-induced gap.

Time-reversal symmetry prohibits backscattering at the two point contacts that
define the interferometer. In the limit of helical edges with a well-defined spin po-
larization, forward scattering between different edges is also suppressed (although it
will still be finite), because it requires a spin flip. The alternating currents exist only
if there is such spin-flip scattering at the point contacts. They can be traced back to
an interference contribution between transmission paths through the interferometer
that involve a (spin-flipping) reflection from the precessing magnet and a spin-flip
scattering at the contacts. The precessing magnetization inserts a time-dependent
phase factor in this interference contribution, thus causing an alternating current
contribution for a time-independent applied bias. This origin of the alternating
current contribution as a periodic modulation of the interference correction to the
(steady-state) conductance must be contrasted with the origin of the direct current
through the magnet, which can be seen as a current “pumped” by the precession
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magnetization [14]. Consequentially, the magnitude of the direct current through
the magnet is closely related to the precession frequency — it is one electron per
period of the precessing magnetization —, whereas, depending on the properties of
the point contacts and the specific way of biasing the interferometer, the magnitude
of the alternating current components can be smaller or larger than that.

An easy-plane ferromagnet exhibits a “spin superfluid” state [81, 83], which has
its origin in the formal analogy between the U(1) low-energy degree of freedom
of a magnetic moment with easy-plane anisotropy and the U(1) freedom of the
superfluid phase [82]. Under suitable external driving, such a spin superfluid can
enter into a spiral state in which it carries a dissipationless spin current [81]. In non-
topological systems, the bottleneck for observing this dissipationless current is its
conversion to measureable spin or change currents outside the magnet [84, 85]. The
system that we consider here (and that was previously considered in Refs. [14, 13])
offers a scenario for a perfect conversion between the charge current in the helical
edge of a two-dimensional topological insulator and the “spin superfluid” of the
easy-plane ferromagnet. In addition to the absence of shot noise predicted in Ref.
[13], the transport properties we identify in this article are unique signatures of the
anomalous electric transport in this system.

62



4 Spontaneous current of a Weyl-semimetal
- superconductor heterostructure

This chapter presents the contents of the article [103].

4.1 Introduction

A Weyl semimetal is a three-dimensional crystal with topologically protected nodal
points in the band structure [6, 104, 105]. The nodes have a well-defined chirality
and they appear in pairs, such that in total the sum of the chiralities vanishes
[106]. One manifestation of chiral Weyl nodes and the associated chiral anomaly in
crystals is the existence of topologically protected surface states, which connect the
projections of two Weyl nodes of opposite chirality on the surface band structure, in
the form of two “Fermi arcs” located at opposite surfaces of the Weyl semimetal and
moving in opposite directions. Another manifestation is the chiral magnetic effect
— an external-magnetic-field induced current of Weyl Fermions directed parallel or
antiparallel to the magnetic field depending on the chirality — which leads to unusual
non-equilibrium transport properties of the crystal [107, 108, 109, 110, 111]. In
equilibrium the chiral anomaly usually remains hidden, since the chiral currents must
compensate each other, in agreement with general band-theoretic considerations
[112].

As was shown by O’Brien, Beenakker, and Adagideli [15] (see also Ref. [16]), there
is, however, a way to circumvent the compensation of chiral anomalies in equilibrium
with the help of superconductivity. This is most easily seen in a minimal model of
a magnetic Weyl semimetal with two Weyl nodes of opposite chirality and a super-
conducting s-wave pair potential. If the pair momentum is tuned to the momentum
of one of the two Weyl nodes via a flux or a supercurrent bias, superconductivity is
induced there and the Weyl node is gapped out, while the node of opposite chirality
is left mostly unaffected. In an applied magnetic field, this unaffected chirality gives
rise to an equilibrium current, as the opposite chirality is no longer available to
carry the compensating current. Unfortunately, making a Weyl semimetal super-
conducting [113, 114, 115, 116] meets the difficulty of a vanishing density of states
at the Weyl nodes, which suppresses the critical temperature. Another obstacle,
specifically in the case of a magnetic Weyl semimetal considered in this work, is the
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Figure 4.1: Mixed momentum-/real-space illustration of the SN heterostructure considered
in this article. It consists of a Weyl semimetal slab of a finite width W with two Weyl nodes
separated along the kz axis and counterpropagating Fermi arcs on the top (solid-blue) and
bottom (dotted-blue) surfaces. The Weyl semimetal slab borders on a superconductor
(light-blue) at the bottom surface and it is capped by a trivial insulator at the top surface.
Because of this built-in spatial asymmetry of the heterostructure, the superconducting
proximity effect acts asymmetrically on the two Fermi arcs.

competition with magnetism.
An alternative route to achieve superconducting phases in Weyl semimetals is to

make use of the proximity-induced superconductivity in heterostructures by com-
bining an otherwise non-superconducting Weyl semimetal (N) and a conventional
superconductor (S) [117, 118, 119, 120]. One prominent type of such heterostructures
is the Josephson junction (SNS-heterostructure), which has been extensively stud-
ied theoretically exploring the influence of various types of superconducting pairing
mechanisms [32, 17, 121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131, 132, 133],
and has also been realized experimentally [134, 119, 135, 136, 137, 138]. Other exam-
ples of similar heterostructures are NS-type [139, 140, 141, 142, 117, 143, 144, 145,
120, 146, 147, 148, 149], and NSN-type [150, 151, 152, 153, 154] heterostructures.

While most of these studies investigate equilibrium currents that flow perpendic-
ular to the superconductor - Weyl-semimetal interface, in this article we theoreti-
cally investigate the equilibrium current in a bilayer consisting of a Weyl semimetal
and a single superconductor (SN bilayer), as illustrated in Fig. 4.1, for which
the equilibrium current flows parallel to the interface. We consider a magnetic
Weyl semimetal and a conventional s-wave superconductor, both are microscopi-
cally inversion-symmetric, so that inversion symmetry is broken only by the inter-
face. To allow for a comparison between different phases, we consider a model for
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the normal region which, as a function of parameters, may be in a trivial magnetic
insulator phase, Weyl-semimetal phase, or a (three-dimensional) weak Chern insula-
tor phase. We find a significant contribution to the equilibrium current from surface
states (Fermi arcs in case of a Weyl semimetal, chiral surface states for the weak
Chern insulator), which differs in sign and magnitude from the interfacial current
of a trivial insulator [155]. Although our minimal model shows a clear signature
at the onset of the topological regime, the magnitude of the equilibrium current is
non-universal, because for an inversion-symmetric Weyl semimetal the proximity su-
perconductivity pairs electrons in the topological low-energy band with electrons in
a non-topological high-energy band — an effect known as “chirality blockade” [17].
For the minimal model we can isolate the singular contribution to the current from
the Fermi-arc surface states by comparing equilibrium currents in a finite-width slab
for a chemical potential inside and outside the finite-size gap of the Fermi-arc states
at the Weyl node.

The contribution of topological surface states can be interpreted as the result of
an effective charge renormalization of the chiral surface modes at the SN interface
[156], which leads to a disbalance with the counterpropagating surface modes of
the opposite surface and results in a finite current. In this way, the idea of bulk
superconductivity acting asymmetrically on chiral states in momentum space [15,
16] is transferred to proximitized superconductivity acting asymmetrically on chiral
states in real space. In the former case the equilibrium current is carried by the
disbalanced chiral Weyl Fermions in an external magnetic field, in the latter by the
disbalanced chiral surface states at zero external magnetic field.

This article is structured as follows: After introducing the minimal model for the
SN heterostructure in chapter 4.2, we calculate and discuss the equilibrium current
in chapter 4.3. We conclude in chapter 4.4.

4.2 Model

We consider a bilayer consisting of a superconductor (S) and a normal region (N)
of width W . We choose coordinates such that the x axis is perpendicular to the
superconductor interface and the superconductor interface is at x = 0. The normal
region corresponds to 0 < x < W .

Depending on parameters in our model Hamiltonian, the normal region is a
topologically trivial magnetic insulator, a magnetic Weyl semimetal, or a three-
dimensional weak Chern insulator. At x = W the normal region layer is capped
by a non-magnetic trivial insulator. Below, we give lattice models for the Weyl
semimetal, the superconductor, and the trivial insulator. To keep the notation sim-
ple, the lattice constant and ℏ are set to unity.
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4 Spontaneous current of a Weyl-semimetal - superconductor heterostructure

4.2.1 Normal region

We model the normal region with the four-band Hamiltonian

H(W)(k) = tτ3(σ1 sin kx + σ2 sin ky) +m(k)τ1σ0 + βτ0σ3 − µτ0σ0, (4.1)

with

m(k) =m0 + t′(2− cos kx − cos ky) + t′z(1− cos kz), (4.2)

where the σi and τi, i = 0, 1, 2, 3 are Pauli matrices corresponding to spin and orbital
degrees of freedom, respectively. (These include the identity matrices σ0 and τ0.)
Furthermore, µ is the chemical potential, t, t′, and t′z are hopping parameters, m0

an orbital-selective on-site potential, and β the exchange field, which is directed in
the z direction. For definiteness, all of these parameters are assumed to be positive.
The Hamiltonian, shown in Eq. (4.1), satisfies inversion symmetry,

H(W)(k) = τ1H
(W)(−k)τ1, (4.3)

whereas time-reversal symmetry is broken by the exchange field. (Time-reversal
symmetry is represented as σ2K, where K is complex conjugation.) At zero chemical
potential µ, the Hamiltonian, see Eq. (4.1), also satisfies a mirror antisymmetry,

H
(W)
µ=0(kx, ky, kz) = −σ2τ3H(W)

µ=0(kx,−ky, kz)σ2τ3. (4.4)

The Hamiltonian, given in Eq. (4.1), resembles minimal models motivated by ma-
terials of the Bi2Se3 family [112], where, however, for simplicity we omitted a term
proportional to τ3σ3 sin kz. [Such a term does not significantly alter the topological
phases that we are going to study, but its absence makes the analysis more trans-
parent. A term ∝ τ3σ3 sin kz preserves the inversion symmetry, Eq. (4.3), and the
mirror antisymmetry, Eq. (4.4), at µ = 0. We verified that our conclusions remain
valid if we include this term.]

The eigenvalues of the Hamiltonian, Eq. (4.1), can easily be calculated in closed
form. For each momentum k there are four eigenvalues, labeled ε±,±,

ε±,±(k) = −µ±
√
t2(sin2 kx + sin2 ky) + (m(k)± β)2. (4.5)

The two bands with energy eigenvalues ε±,+(k) are completely gapped. The other
two bands, which have energy eigenvalues ε±,−(k), may also be gapped or feature two
Weyl nodes, depending on the value of the exchange field β. The Weyl-semimetal
phase is found for

m0 < β < m0 + 2t′z. (4.6)
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In this case, two Weyl nodes exist at k = {0, 0,±k0}T, with

k0 = 2arcsin

√
β −m0

2t′z
, m0 < β < m0 + 2t′z. (4.7)

For β ↓ m0, one has k0 → 0: The two Weyl nodes merge at kz = 0 and gap out
for β < m0. Hence, for

0 < β < m0, (4.8)
the system becomes a trivial magnetic insulator, which for a finite exchange field
β > 0 is magnetic. For β ↑ m0 + 2t′z, one has k0 → π, and the Weyl nodes merge
and gap out at the Brillouin zone boundary. For

β > m0 + 2t′z, (4.9)

the system thus becomes a weak Chern insulator [4, 157], which has open surface-
state contours extending over the whole Brillouin zone.

To prepare for the description of superconductor heterostructures using the Bogo-
liubov-de Gennes (BdG) formalism, we double the degrees of freedom by introduc-
ing holes with Hamiltonian −σ2H(W)(−k)∗σ2. The resulting Bogoliubov-de Gennes
Hamiltonian

H(W) =

(
H(W) 0

0 −σ2H(W)(−k)∗σ2

)
, (4.10)

has particle-hole symmetry,

H(k) = −ν2σ2H(−k)∗ν2σ2, (4.11)

where Pauli matrices νj, j = 0, 1, 2, 3, represent the particle-hole degree of freedom.

4.2.2 Heterostructure

The normal region at 0 < x < W is embedded between a superconductor for x < 0

and a trivial insulator for x > W , which we both model by semi-infinite systems in
the following way: The lattice Hamiltonians for the superconductor (S) and trivial
insulator (I) in the Bogoliubov-de Gennes formulation are

H(S)(k) = tν3τ3σ1 sin kx +∆ν1τ0σ0, (4.12)
H(I)(k) = tν3τ3σ1 sin kx +m(I)ν3τ1σ0, (4.13)

where ∆ > 0 is the superconducting order parameter and m(I) → ∞ the mass gap in
the insulating region. Both the superconductor and the insulator satisfy inversion
symmetry,

H(S,I)(k) = τ1H(S,I)(−k)τ1, (4.14)
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characteristic of superconducting order with even inversion parity, and time-reversal
symmetry,

H(S,I)(k) = σ2H(S,I)(−k)∗σ2. (4.15)

To describe the heterostructure with an x-dependent Hamiltonian, we replace kx
by −i∂x and linearize the Hamiltonians H(W), H(S), and H(I) in kx. In this way, we
obtain the Hamiltonian

H = −itν3τ3σ1∂x +M(x), (4.16)

where

M(x) =M(S) ≡ ∆ν1σ0, (4.17a)

for x < 0,

M(x) =M(W) ≡ tν3τ3σ2 sin ky +m(ky, kz)ν3τ1σ0 + βν0σ3 − µν3σ0, (4.17b)

for 0 < x < W , and

M(x) =M(I) ≡ m(I)ν3τ1σ0, (4.17c)

for x > W , respectively. Here

m(ky, kz) = m0 + t′(1− cos ky) + t′z(1− cos kz), (4.18)

is the linearized mass term in the normal region.

4.2.3 Block diagonalization, chirality, Fermi arcs

A unitary transformation can be used to bring the Hamiltonian to a block-diagonal
form. Labeling the two blocks by the parameter τ = ±1, the transformation reads

Hτ =
[
U HU †]

τ
, U = ei(π/4)ν0τ2σ3 . (4.19)

The transformation acts non trivially only on the mass term, which transforms as[
Uν3τ1σ0U

†]
τ
= τν3σ3, (4.20)

while the transformation of the other terms simply replaces τ3 by τ . After the
unitary transformation from Eq. (4.19) the diagonal blocks of the Hamiltonian, Eq.
(4.16), then read

Hτ = −itτν3σ1∂x +Mτ (x), (4.21)
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with Mτ (x) = M(S), given by Eq. (4.17a), for x < 0, M(x) = M(W)
τ ,

M(W)
τ = tτν3σ2 sin ky +m(ky, kz)τµ3σ3 − µν3σ0 + βν0σ3, (4.22)

for 0 < x < W , and M(x) = M(I)
τ ,

M(I)
τ = m(I)τν3σ3, (4.23)

for x > W . In the transformed basis, inversion, time-reversal, particle-hole conju-
gation, and the mirror antisymmetry shown in Eq. (4.4) are represented as τ3σ3,
τ2σ1K, ν2τ2σ1K, and σ2τ3, respectively.

After the unitary transformation, the Weyl nodes are found in the blocks τ = −1

for electrons and τ = +1 for holes, respectively. Expanding H(W)
τ around the Weyl

nodes in the form
∑

i viσi(ki −Ki), where Ki is the node position, we can identify
the chirality χ = sign(v1v2v3). For our convention that all model parameters are
positive, χ = ∓ for the node at kz = ±k0 for both electrons and holes, as indicated
for electrons in Fig. 4.1.

To find Fermi-arc surface states at the interface with the trivial insulator at x =

W , we consider electron and hole eigenstates of the insulator that decay for x > W ,
taken at x = W ,

ψe/h(W ) =ae/h

(
1

i

)
, (4.24)

with normalization coefficients ae/h that have to be determined separately. For the
normal region x < W we use the Ansatz

ψe/h(x) = ae/h

(
1

i

)
eα(x−W ). (4.25)

The decay coefficient α > 0 and the energy ε can be found by insertion of the Ansatz
of Eq. (4.25) into the Bogoliubov-de Gennes equation[

H(W)
τ − ε

](ψe(x)

ψh(x)

)
= 0. (4.26)

For τ = −1 we find an electron-like solution with α = β −m(ky, kz) and energy

εe(ky, kz) = −t sin ky − µ. (4.27)

For τ = +1, the solution is hole-like and has energy

εh(ky, kz) = −t sin ky + µ. (4.28)

Both solutions move in the y direction with velocity vF = dεe/h/dky = −t cos ky, as
illustrated (for electrons) in Fig. 4.1. For small ky the condition α > 0 is satisfied
for |kz| < k0, i.e., for kz between the two Weyl points.
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4 Spontaneous current of a Weyl-semimetal - superconductor heterostructure

4.3 Equilibrium current

Superconductor–normal-metal heterostructures with a magnetic N region are known
to exhibit an equilibrium current in the direction of E×B, where here the role of the
time-reversal breaking (magnetic) field B is played by the exchange field (described
by the term proportional to β in H(W) and here pointing in the z direction) and the
role of the inversion-symmetry breaking (electric) field E is played by a confinement-
potential gradient of the interface (here in the x direction) [155]. In our geometry
we thus expect to find an equilibrium current in the y direction.

4.3.1 Scattering formulation

We calculate the equilibrium current density Iy as the derivative of the ground
state energy E to the vector potential Ay. The vector potential Ay enters the
Bogoliubov-de Gennes Hamiltonian H of Eq. (4.16) via the standard substitution
ky → ky − ν3eAy. Then the equilibrium current Iy is

Iy =
1

2

∑
τ

∫ 0

−∞
dε ε

∂

∂Ay

dNτ (ε)

dε

= − 1

2

∑
τ

∫ 0

−∞
dε
∂Nτ (ε)

∂Ay

, (4.29)

where dNτ (ε)/dε is the density of states of the Hamiltonian Hτ of Eq. (4.21) and
Nτ (ε) is the cumulative density of states.

The density of states dNτ (ε)/dε is a sum of delta-function contributions for |ε| <
∆ and continuous otherwise. In principle, dNτ (ε)/dε may depend on Ay in both the
discrete and continuous parts of the spectrum [158]. To capture both contributions,
we adopt a procedure used by Brouwer and Beenakker for the calculation of the
Josephson effect in a chaotic quantum dot [159]. Following Ref. [159], we determine
Nτ (ε) by matching solutions of the Bogoliubov-de Gennes equation Hτψ = εψ in
the superconducting region x < 0 and in the normal region x > 0. To this end, we
insert an “ideal lead” between the superconducting region at x < 0 and the normal
region at x > 0, described by the Hamiltonian of Eq. (4.21) with Mτ = 0. At the
end of the calculation, the length of the ideal lead is sent to zero. In the ideal lead,
the Bogoliubov-de Gennes equation is solved by the scattering states

ψτ ;ν,±(x) = e±iεx/t|ν,±ντ⟩, (4.30)

where |ν, σ⟩ with ν, σ = ±1 is an eigenspinor of ν3 at eigenvalue ν and of σ1
at eigenvalue σ. The eigenstates ψτ ;ν,+ and ψτ ;ν,− represent solutions moving in
the positive and negative x directions, respectively. The solutions with ν = 1 are
electron-like; the eigenstates with ν = −1 are hole-like.
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4.3 Equilibrium current

In the ideal-lead segment around x = 0, the full solution of the Bogoliubiov-de
Gennes equation is a linear combination of the scattering states given in Eq. (4.30),

ψτ (x) =
∑
ν

[aτ,νψτ ;ν,+(x) + bτ,νψτ ;ν,−(x)] . (4.31)

Viewing the coefficients aτ,ν and bτ,ν as amplitudes of quasiparticles incident on and
reflected from the normal region, respectively, we may relate them via the scattering
matrix Sτ (ε) of the normal region,(

bτ,+
bτ,−

)
= Sτ (ε)

(
aτ,+
aτ,−

)
. (4.32)

(The dependence of Sτ (ε) on ky and kz is kept implicit.) When seen from the
superconductor, the coefficients aν represent the reflected amplitudes, whereas the
coefficients bν represent the incident amplitude, so that one has the relation(

aτ,+
aτ,−

)
= S(S)

τ (ε)

(
bτ,+
bτ,−

)
, (4.33)

where S(S)
τ (ε) is the scattering matrix of the superconducting region. Upon combin-

ing Eqs. (4.32) and (4.33), one finds that nontrivial solutions of the Bogoliubov-de
Gennes equation exist only if

det[1− Sτ (ε)S
(S)
τ (ε)] = 0. (4.34)

Since Sτ (ε) and S
(S)
τ (ε) are analytic functions of ε in the upper half of the complex

plane, we may directly obtain the cumulative density of states Nτ (ε) as [159]

Nτ (ε) = − 1

π

∫
dkydkz
(2π)2

Im
{
ln det[1− Sτ (ε

+)S(S)
τ (ε+)]

− 1

2
ln[det(Sτ (ε))]−

1

2
ln[det(S(S)

τ (ε))]

}
, (4.35)

where ε+ = ε+ iη, η being a positive infinitesimal.
The second and third terms between the brackets in Eq. (4.35) do not contribute

to the current after integration to ky. The first term in Eq. (4.35) is analytic in the
upper half of the complex plane and vanishes for Im ε→ ∞. Shifting the integration
along the negative real axis to the positive imaginary axis, we then find

Iy =

∫
dkz
2π

Iy(kz), (4.36)

where

Iy(kz) = − 1

2π

∑
τ

∫
dky
2π

Re
∫ ∞

0

dω
∂

∂Ay

ln det[1− Sτ (iω)S
(S)
τ (iω)]. (4.37)
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4 Spontaneous current of a Weyl-semimetal - superconductor heterostructure

Under particle-hole conjugation, the basis state ψτ ;ν,±(x) of Eq. (4.30) is mapped
to ∓ψ−τ ;−ν,±(x), while simultaneously inverting ε→ −ε and ky,z → −ky,z, and vice
versa. For this choice of the scattering states, particle-hole symmetry imposes the
condition

Sτ (ε; ky, kz) = −ν1S∗
−τ (−ε;−ky,−kz)ν1. (4.38)

Calculating the scattering matrix S(S) of the superconductor one obtains

S(S)
τ (ε) = e−iγ(ε)ν1, γ = arccos(ε/∆), (4.39)

which is the standard result for Andreev reflection off an s-wave spin-singlet super-
conductor [18]. The scattering matrix Sτ (ε) of the normal region is diagonal with
respect to the particle-hole index ν,

Sτ (ε; ky, kz) =

(
rτ (ε; ky, kz) 0

0 −r−τ (−ε;−ky,−kz)∗
)
, (4.40)

where rτ (ε; ky, kz) is the reflection amplitude for electron-like quasiparticles. Insert-
ing Eqs. (4.39) and (4.40) into Eq. (4.37) and performing a partial integration to
ky, we find

Iy(kz) =
2e

π

∫
dky
2π

Re
∫ ∞

0

dω
∂r+(iω; ky, kz)

∂ky

× r−(iω;−ky,−kz)∗

e2iγ(iω) + r+(iω; ky, kz)r−(iω;−ky,−kz)∗
. (4.41)

Because of the mirror antisymmetry at µ = 0 given in Eq. (4.4), the reflection
amplitudes satisfy rτ (ε; ky, kz) = rτ (ε;−ky, kz)∗, from which it follows that the cur-
rent vanishes at µ = 0. We use this feature of our model to focus our calculation on
the derivative dIy(kz)/dµ at small µ.

4.3.2 Reflection amplitudes of normal region

We calculate the reflection amplitude rτ by expressing it in terms of the reflection and
transmission amplitudes r(W)

τ , r′τ (W), t(W)
τ , and t′τ (W) of the normal region 0 < x < W

and the reflection phase iτ of the insulator at x > W ,

rτ = r(W)
τ +

iτ t′τ
(W)t

(W)
τ

1− iτr′τ
(W )

. (4.42)

In this notation, the unprimed amplitudes r(W)
τ and t

(W)
τ refer to reflection and

transmission from the normal region for particles incident at the interface with the
superconductor (S), whereas the primed amplitudes r′τ (W) and t′τ (W) are for particles
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incident at the interface with the trivial insulator (I). Solving the scattering problem
with the Hamiltonian of Eq. (4.21), we find the explicit expressions

r(W)
τ (ε; ky, kz) = r′τ

(W)(ε;−ky,−kz)

= iτ
m(ky, kz) + βτ − itτ sin ky
tκτ coth(κτW )− i(ε+ µ)

, (4.43)

t(W)
τ (ε; ky, kz) = t′τ

(W)(ε;−ky,−kz)

=
tκτ/ sinh(κτW )

tκτ coth(κτW )− i(ε+ µ)
, (4.44)

where we abbreviated

κ2τ t
2 = dτ (kx, ky)

2 − (ε+ µ)2, (4.45)

with
dτ (ky, kz) =

√
t2 sin2 ky + (β + τm(ky, kz))2, (4.46)

the gap in the kz-dependent spectrum of the Hamiltonian shown in Eq. (4.21),
see Eq. (4.5). The symmetry relation between primed and unprimed reflection and
transmission amplitudes is a consequence of the inversion symmetry from Eq. (4.15).

To evaluate the kz-resolved current density Iy(kz), it is convenient to consider the
three-dimensional Hamiltonian H(kx, ky, kz) as family of two-dimensional Hamil-
tonians H(kx, ky) that parametrically depend on kz. The two-dimensional Hamil-
tonian H(W)(kx, ky) describes a trivial (two-dimensional) insulator if β < m0 or
if m0 < β < m0 + 2t′z and |kz| > k0, see Eqs. (4.6)–(4.8). It describes a (two-
dimensional) topologically nontrivial Chern insulator if m0 < β < m0 + 2t′z and
|kz| < k0 or if β > m0 + 2t′z.

For the calculation of the equilibrium current Iy, we find it convenient to parame-
trize the reflection amplitudes r(W)

τ , and r′τ (W) in terms of the transmission coefficient
Tτ = |t(W)

τ |2 and the phase shifts ϕτ and ϕ′
τ ,

r(W)
τ = iτ

√
1− Tτe

iϕτ ,

r′τ
(W) = iτ

√
1− Tτe

iϕ′
τ . (4.47)

Expressions for the reflection phases ϕτ and ϕ′
τ can be obtained from Eq. (4.43).

For small ky, ε, and µ, the reflection phase ϕ+ of the high-energy band is well
approximated by

ϕ+(ky, kz) =ϕ′
+(−ky,−kz)

≈ (ε+ µ− kyt)/d+. (4.48)
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4 Spontaneous current of a Weyl-semimetal - superconductor heterostructure

The approximations for the reflection phase for the low-energy band for small ky, ε,
and µ are different for the trivial regime β < m0 or |kz| > k0 and the topological
regime β > m0 + 2t′z or |kz| < k0,

ϕ−(ky, kz) =ϕ′
−(−ky,−kz) (4.49)

≈
{

(ε+ µ+ kyt)/d− trivial,
π + (ε+ µ− kyt)/d− topological.

The fact that ϕ− = π at ky = 0 in the topological case is what causes the appearance
of the Fermi-arc surface states near ky = 0. With the parametrization defined in
Eqs. (4.47), the reflection amplitude rτ (ε; ky, kz) reads

rτ = iτeiϕτ
eiϕ

′
τ +

√
1− Tτ

eiϕ′
τ

√
1− Tτ + 1

. (4.50)

4.3.3 kz-resolved current density for large W

We will now discuss the kz-resolved current Iy(kz) well inside the trivial and topo-
logical regimes, so that the two-dimensional Hamiltonian H(W)(kx, ky) describes a
gapped phase with a gap magnitude on the order of the band width. The case that
kz is in the vicinity of k0 will be addressed in chapter 4.3.5.

For our calculation of Iy(kz) we assume that the width W of the normal region
is much larger than the lattice spacing (which is set to one). The energy scale
corresponding to the inverse width, t/W , the pair potential ∆, and the chemical
potential µ are considered to be much smaller that the band width t ∼ t′ ∼ t′z. The
energy difference of the high- and low-energy bands, 2m0, is considered to be on the
order of the band width.

With this hierarchy of energy and length scales, the energy dependence of the
reflection amplitudes of the normal region may typically be neglected when com-
pared to the energy dependence of the phase shift γ for Andreev reflection from the
superconductor. Also, one has κτW ≫ 1, so that transmission is exponentially sup-
pressed, Tτ ↓ 0. Assuming continuity of the current with Tτ ↓ 0, which we discuss
in more detail in chapter 4.3.8, we may set

rτ (iω; ky, kz) = iτeiϕτ (ky ,kz), (4.51)

where the reflection phase ϕτ (ky, kz) of the normal region is evaluated at ε = 0 since
the energy dependence is dominated by the energy dependence of the reflection
phase e−iγ of the superconductor. This approximation breaks down if eiϕ′

τ = −1,
because then the denominator in Eq. (4.50) vanishes for Tτ ↓ 0 so that the energy
dependence of rτ (ε; ky, kz) becomes important, which occurs if a Fermi-arc state at
the surface at x = W crosses the Fermi level. This case will be discussed in Subsec.
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4.3.4. With the approximation from Eq. (4.51), the ω-integration in Eq. (4.41) may
then be performed, with the result

Iy(kz) = − e∆

2

∫
dky
2π

∂ϕ+

∂ky
s(ϕ) sin(ϕ/2), (4.52)

where
ϕ(ky, kz) = ϕ+(ky, kz)− ϕ−(−ky,−kz), (4.53)

and s(ϕ) = sign cos(ϕ/2).
Effectively, the approximations used to derive Eq. (4.52) from the general result

of Eq. (4.41) amount to restricting to contributions from the discrete part of the
Andreev spectrum. (This approximation is known as the “short-junction limit” in
the context of the Josephson effect.) To show that Eq. (4.52) represents the contri-
bution from the discrete part of the Andreev spectrum, we note that, if we neglect
the energy dependence of the reflection amplitudes from the normal region, An-
dreev bound states appear at discrete energies ε±(ky, kz) satisfying the quantization
condition

e−i2γ(ε±)eiϕ+(ky ,kz)eiϕ−(−ky ,−kz) = 1. (4.54)
Solving for ε±(ky, kz), one finds

ε±(ky, kz) = ±∆cos(ϕ/2). (4.55)

The current associated with a single Andreev level is ∂ε±(ky, kz)/∂Ay. To find the
total current we integrate over the contributions from all Andreev levels with energy
ε±(ky, kz) < 0,

Iy(kz) =
1

2

∑
±

∫
dky
2π

∂ε±
∂Ay

Θ(−ε±), (4.56)

where the Heaviside function Θ(x) = 1 if x > 0 and 0 otherwise. Upon substitution
of Eq. (4.55) for ε±, one recovers Eq. (4.52).

To find the derivative dIy(kz)/dµ (recall that Iy(kz) = 0 for µ = 0, see the
discussion at the end of chapter 4.3.1) we observe that from Eq. (4.43) we have

∂ϕτ

∂µ
=

1

dτ
, (4.57)

where the gap dτ (ky, kz) was defined in Eq. (4.46). For the µ-derivative of the
kz-resolved current Iy(kz) we then find a “regular” contribution and a “singular”
contribution, which follows from the derivative of the discontinuity of the step func-
tion s(ϕ) at ϕ = π (mod 2π),

dIy(kz)

dµ
=
dIy(kz)

dµ

(r)
+
dIy(kz)

dµ

(s)
, (4.58)
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with

dIy(kz)

dµ

(r)
= − e∆

4

∫
dky
2π

[(
1

d+
− 1

d−

)
∂ϕ+

∂ky
cos

ϕ

2
− 2

d2+

∂d+
∂ky

sin
ϕ

2

]
s(ϕ), (4.59)

dIy(kz)

dµ

(s)
= e∆

∫
dky
2π

∂ϕ+

∂ky

(
1

d+
− 1

d−

)
δ(ϕ− π), (4.60)

where the delta function should be periodically extended with period 2π. In the
limit of a large exchange field β, d− is much smaller than d+ and one may further
approximate dIy(kz)/dµ by restricting to the terms inversely proportional to d−.

On the basis of Eqs. (4.59) and (4.60) we can compare dIy(kz)/dµ in the trivial
and topological regimes. The phases ϕ+ and ϕ− are shown vs. ky for typical model
parameters in Fig. 4.2(a) and (b). In the topologically trivial case, generically
both ϕ+ and ϕ− have a weak ky-dependence and ϕ remains close to zero. In this
case, the singular contribution [dIy(kz)/dµ]

(s) is absent. Considering the “regular”
contribution shown in Eq. (4.59), we see that the dominant contribution to the total
equilibrium current Iy comes from regions in which the gap d− is smallest, which
is in the vicinity of the Weyl points, i.e., for |kz| ↓ k0. The sign of the equilibrium
current is determined by the derivative dϕ+/dky near ky = 0.

In the topological case, as a result of the band inversion from the sign change of
β −m(ky, kz), the phase ϕ− decreases by 2π upon going from ky = −π to ky = π.
Hence, the singularity in the integrand at ϕ = π (mod 2π) cannot be avoided. This
gives rise to the singular contribution [dIy(kz)/dµ]

(s) of Eq. (4.60). Since ϕ− is close
to π in the vicinity of ky = 0, the integrand in Eq. (4.60) has support precisely
where the derivative ∂ϕ+/∂ky is maximal, see Fig. 4.2(c). As a consequence, in the
topological regime, the total current dIy(kz)/dµ has larger magnitude and opposite
sign when compared to the trivial regime, see Fig. 4.2(e).

To obtain an explicit expression for a special parameter choice well inside the
topological regime, one may consider kz = 0 and β = m0 + t′, t′ = t, in which
case κ− = 1 and ϕ−(ky, 0) ≈ π − ky for all ky. Additionally assuming a large gap
d+ ≈ β +m0 ≫ t, so that ϕ+(ky, 0) ≈ −(t/(m0 + β)) sin ky, the current becomes

dIy(0)

dµ
≈ 2e∆

3π(β +m0)
. (4.61)

For the trivial case we consider the leading-order term in β/t, since the current
vanishes at β = 0, and take m0 = t = t′ and kz = 0, which gives

dIy(0)

dµ
≈ − e∆β

12πt2
. (4.62)

Comparing Eqs. (4.61) and (4.62) also shows the opposite signs of the equilibrium
current in the two regimes.
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ky
<latexit sha1_base64="IKqQZ0/K6YmMFRrFLqpW7aKxGm4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSw7if9csVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/QnVKJjk01IvNTyhbEyHvGupohE3/mR+6pScWWVAwljbUkjm6u+JCY2MyaLAdkYUR2bZm4n/ed0Uw2t/IlSSIldssShMJcGYzP4mA6E5Q5lZQpkW9lbCRlRThjadkg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QNmUI3f</latexit>

ky
<latexit sha1_base64="IKqQZ0/K6YmMFRrFLqpW7aKxGm4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSw7if9csVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/QnVKJjk01IvNTyhbEyHvGupohE3/mR+6pScWWVAwljbUkjm6u+JCY2MyaLAdkYUR2bZm4n/ed0Uw2t/IlSSIldssShMJcGYzP4mA6E5Q5lZQpkW9lbCRlRThjadkg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QNmUI3f</latexit>
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<latexit sha1_base64="CqCtUTZk4j3We20HnO309Ym2YZ8=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBiyWpgh6LXjxWsB/QhrLZbtqlu5uwuxFK6F/w4kERr/4hb/4bN2kO2vpg4PHeDDPzgpgzbVz32ymtrW9sbpW3Kzu7e/sH1cOjjo4SRWibRDxSvQBrypmkbcMMp71YUSwCTrvB9C7zu09UaRbJRzOLqS/wWLKQEWwy6WIQs2G15tbdHGiVeAWpQYHWsPo1GEUkEVQawrHWfc+NjZ9iZRjhdF4ZJJrGmEzxmPYtlVhQ7af5rXN0ZpURCiNlSxqUq78nUiy0nonAdgpsJnrZy8T/vH5iwhs/ZTJODJVksShMODIRyh5HI6YoMXxmCSaK2VsRmWCFibHxVGwI3vLLq6TTqHuX9cbDVa15W8RRhhM4hXPw4BqacA8taAOBCTzDK7w5wnlx3p2PRWvJKWaO4Q+czx+6ro4I</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>

0
<latexit sha1_base64="rsPGDo38dCUrLsAt/ftnosrChUA=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48t2FpoQ9lsJ+3azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUMWyxWMSqE1CNgktsGW4EdhKFNAoEPgTj25n/8IRK81jem0mCfkSHkoecUWOlptsvV9yqOwdZJV5OKpCj0S9/9QYxSyOUhgmqdddzE+NnVBnOBE5LvVRjQtmYDrFrqaQRaj+bHzolZ1YZkDBWtqQhc/X3REYjrSdRYDsjakZ62ZuJ/3nd1ITXfsZlkhqUbLEoTAUxMZl9TQZcITNiYgllittbCRtRRZmx2ZRsCN7yy6ukXat6F9Va87JSv8njKMIJnMI5eHAFdbiDBrSAAcIzvMKb8+i8OO/Ox6K14OQzx/AHzucPemeMuA==</latexit>
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<latexit sha1_base64="AD6H0Q5+m8m/wwEq0LWsZvULXxI=">AAACE3icbVBNS8NAEN3U7/oV9eglWATxUJMo6LGoB70pWC00adlsp+3S3STsToQS+h+8+Fe8eFDEqxdv/hs3tQe/Hgw83pthZl6UCq7RdT+s0tT0zOzc/EJ5cWl5ZdVeW7/WSaYY1FkiEtWIqAbBY6gjRwGNVAGVkYCbaHBS+De3oDRP4iscphBK2ot5lzOKRmrbu+etQFLsK5n7p6P2MIh4rwmBzIJTEEj3gpS3fCzUsG1X3Ko7hvOXeBNSIRNctO33oJOwTEKMTFCtm56bYphThZwJGJWDTENK2YD2oGloTCXoMB//NHK2jdJxuokyFaMzVr9P5FRqPZSR6Szu17+9QvzPa2bYPQpzHqcZQsy+FnUz4WDiFAE5Ha6AoRgaQpni5laH9amiDE2MZROC9/vlv+Tar3r7Vf/yoFI7nsQxTzbJFtkhHjkkNXJGLkidMHJHHsgTebburUfrxXr9ai1Zk5kN8gPW2ycZtJ5K</latexit>

(gapped surface states) 

µ ⌧ e�2W
<latexit sha1_base64="t/+aS+v3ht6NuDZ9gDTJu4wokSs=">AAAB9XicbVBNSwMxEJ31s9avqkcvwSJ4sexWQY9FLx4r2A/obks2zbahSXZJskpZ+j+8eFDEq//Fm//GtN2Dtj4YeLw3w8y8MOFMG9f9dlZW19Y3Ngtbxe2d3b390sFhU8epIrRBYh6rdog15UzShmGG03aiKBYhp61wdDv1W49UaRbLBzNOaCDwQLKIEWys1PVF6nOOaDc7r7YmvVLZrbgzoGXi5aQMOeq90pffj0kqqDSEY607npuYIMPKMMLppOinmiaYjPCAdiyVWFAdZLOrJ+jUKn0UxcqWNGim/p7IsNB6LELbKbAZ6kVvKv7ndVITXQcZk0lqqCTzRVHKkYnRNALUZ4oSw8eWYKKYvRWRIVaYGBtU0YbgLb68TJrVindRqd5flms3eRwFOIYTOAMPrqAGd1CHBhBQ8Ayv8OY8OS/Ou/Mxb11x8pkj+APn8wfMv5IN</latexit>

kz
<latexit sha1_base64="RKeszK89Pv7G1wvGHgkQAA+rY04=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRKihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrpftR76pXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QNn1I3g</latexit>
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<latexit sha1_base64="HLZ6YvcHutt5sH91icX9jMVGn2E=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiCEJI0tHVXdOOygn1AG8pkOmnHTmbCzEQoof/gxoUibv0fd/6Nk7aCih64cDjnXu69J0wYVdpxPqyV1bX1jc3CVnF7Z3dvv3Rw2FYilZi0sGBCdkOkCKOctDTVjHQTSVAcMtIJJ1e537knUlHBb/U0IUGMRpxGFCNtpHY/GdPB+aBUduyLetXzq9CxHafmem5OvJpf8aFrlBxlsERzUHrvDwVOY8I1ZkipnuskOsiQ1BQzMiv2U0UShCdoRHqGchQTFWTza2fw1ChDGAlpims4V79PZChWahqHpjNGeqx+e7n4l9dLdVQPMsqTVBOOF4uilEEtYP46HFJJsGZTQxCW1NwK8RhJhLUJqGhC+PoU/k/anu1WbO/GLzcul3EUwDE4AWfABTXQANegCVoAgzvwAJ7AsyWsR+vFel20rljLmSPwA9bbJ5OLjyM=</latexit>

��
<latexit sha1_base64="izmt1soqD4dpg3t0xkQYf1PUeGk=">AAAB7XicdVDLSgMxFM34rPVVdekmWAQ3lqSKbXdFNy4r2Ae0Q8mkmTY2kwxJRihD/8GNC0Xc+j/u/BszbQUVPXDhcM693HtPEAtuLEIf3tLyyuraem4jv7m1vbNb2NtvGZVoyppUCaU7ATFMcMmallvBOrFmJAoEawfjq8xv3zNtuJK3dhIzPyJDyUNOiXVSqxePeP+0XyiiEkIIYwwzgisXyJFarVrGVYgzy6EIFmj0C++9gaJJxKSlghjTxSi2fkq05VSwab6XGBYTOiZD1nVUkogZP51dO4XHThnAUGlX0sKZ+n0iJZExkyhwnRGxI/Pby8S/vG5iw6qfchknlkk6XxQmAloFs9fhgGtGrZg4Qqjm7lZIR0QTal1AeRfC16fwf9Iql/BZqXxzXqxfLuLIgUNwBE4ABhVQB9egAZqAgjvwAJ7As6e8R+/Fe523LnmLmQPwA97bJ4N6jxk=</latexit>

(a) (b)

(d)ky
<latexit sha1_base64="IKqQZ0/K6YmMFRrFLqpW7aKxGm4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSw7if9csVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/QnVKJjk01IvNTyhbEyHvGupohE3/mR+6pScWWVAwljbUkjm6u+JCY2MyaLAdkYUR2bZm4n/ed0Uw2t/IlSSIldssShMJcGYzP4mA6E5Q5lZQpkW9lbCRlRThjadkg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QNmUI3f</latexit>

ky
<latexit sha1_base64="IKqQZ0/K6YmMFRrFLqpW7aKxGm4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSw7if9csVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/QnVKJjk01IvNTyhbEyHvGupohE3/mR+6pScWWVAwljbUkjm6u+JCY2MyaLAdkYUR2bZm4n/ed0Uw2t/IlSSIldssShMJcGYzP4mA6E5Q5lZQpkW9lbCRlRThjadkg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QNmUI3f</latexit>
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<latexit sha1_base64="AD6H0Q5+m8m/wwEq0LWsZvULXxI=">AAACE3icbVBNS8NAEN3U7/oV9eglWATxUJMo6LGoB70pWC00adlsp+3S3STsToQS+h+8+Fe8eFDEqxdv/hs3tQe/Hgw83pthZl6UCq7RdT+s0tT0zOzc/EJ5cWl5ZdVeW7/WSaYY1FkiEtWIqAbBY6gjRwGNVAGVkYCbaHBS+De3oDRP4iscphBK2ot5lzOKRmrbu+etQFLsK5n7p6P2MIh4rwmBzIJTEEj3gpS3fCzUsG1X3Ko7hvOXeBNSIRNctO33oJOwTEKMTFCtm56bYphThZwJGJWDTENK2YD2oGloTCXoMB//NHK2jdJxuokyFaMzVr9P5FRqPZSR6Szu17+9QvzPa2bYPQpzHqcZQsy+FnUz4WDiFAE5Ha6AoRgaQpni5laH9amiDE2MZROC9/vlv+Tar3r7Vf/yoFI7nsQxTzbJFtkhHjkkNXJGLkidMHJHHsgTebburUfrxXr9ai1Zk5kN8gPW2ycZtJ5K</latexit>

(gapped surface states) 

kz
<latexit sha1_base64="RKeszK89Pv7G1wvGHgkQAA+rY04=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkV9Fj04rGi/YA2lM120y7dbMLuRKihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LRzdRvPXJtRKwecJxwP6IDJULBKFrpftR76pXKbsWdgSwTLydlyFHvlb66/ZilEVfIJDWm47kJ+hnVKJjkk2I3NTyhbEQHvGOpohE3fjY7dUJOrdInYaxtKSQz9fdERiNjxlFgOyOKQ7PoTcX/vE6K4ZWfCZWkyBWbLwpTSTAm079JX2jOUI4toUwLeythQ6opQ5tO0YbgLb68TJrVindeqd5dlGvXeRwFOIYTOAMPLqEGt1CHBjAYwDO8wpsjnRfn3fmYt644+cwR/IHz+QNn1I3g</latexit>
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<latexit sha1_base64="M4pzmDY+QfI6mnWzoDTj5Uzf85M=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF71VsB+QhrLZbtqlm92wuxFC6M/w4kERr/4ab/4bt20O2vpg4PHeDDPzwoQzbVz32ymtrW9sbpW3Kzu7e/sH1cOjjpapIrRNJJeqF2JNORO0bZjhtJcoiuOQ0244uZ353SeqNJPi0WQJDWI8EixiBBsr+XmfYI7up4MMDao1t+7OgVaJV5AaFGgNql/9oSRpTIUhHGvte25ighwrwwin00o/1TTBZIJH1LdU4JjqIJ+fPEVnVhmiSCpbwqC5+nsix7HWWRzazhibsV72ZuJ/np+a6DrImUhSQwVZLIpSjoxEs//RkClKDM8swUQxeysiY6wwMTalig3BW355lXQade+i3ni4rDVvijjKcAKncA4eXEET7qAFbSAg4Rle4c0xzovz7nwsWktOMXMMf+B8/gCfKZDR</latexit>
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<latexit sha1_base64="IKqQZ0/K6YmMFRrFLqpW7aKxGm4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mqoMeiF48V7Qe0oWy2m3bpZhN2J0Io/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xCzhfkSHSoSCUbTSw7if9csVt+rOQVaJl5MK5Gj0y1+9QczSiCtkkhrT9dwE/QnVKJjk01IvNTyhbEyHvGupohE3/mR+6pScWWVAwljbUkjm6u+JCY2MyaLAdkYUR2bZm4n/ed0Uw2t/IlSSIldssShMJcGYzP4mA6E5Q5lZQpkW9lbCRlRThjadkg3BW355lbRqVe+iWru/rNRv8jiKcAKncA4eXEEd7qABTWAwhGd4hTdHOi/Ou/OxaC04+cwx/IHz+QNmUI3f</latexit>
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<latexit sha1_base64="HLZ6YvcHutt5sH91icX9jMVGn2E=">AAAB7XicdVDLSsNAFJ34rPVVdelmsAiCEJI0tHVXdOOygn1AG8pkOmnHTmbCzEQoof/gxoUibv0fd/6Nk7aCih64cDjnXu69J0wYVdpxPqyV1bX1jc3CVnF7Z3dvv3Rw2FYilZi0sGBCdkOkCKOctDTVjHQTSVAcMtIJJ1e537knUlHBb/U0IUGMRpxGFCNtpHY/GdPB+aBUduyLetXzq9CxHafmem5OvJpf8aFrlBxlsERzUHrvDwVOY8I1ZkipnuskOsiQ1BQzMiv2U0UShCdoRHqGchQTFWTza2fw1ChDGAlpims4V79PZChWahqHpjNGeqx+e7n4l9dLdVQPMsqTVBOOF4uilEEtYP46HFJJsGZTQxCW1NwK8RhJhLUJqGhC+PoU/k/anu1WbO/GLzcul3EUwDE4AWfABTXQANegCVoAgzvwAJ7AsyWsR+vFel20rljLmSPwA9bbJ5OLjyM=</latexit>

��
<latexit sha1_base64="izmt1soqD4dpg3t0xkQYf1PUeGk=">AAAB7XicdVDLSgMxFM34rPVVdekmWAQ3lqSKbXdFNy4r2Ae0Q8mkmTY2kwxJRihD/8GNC0Xc+j/u/BszbQUVPXDhcM693HtPEAtuLEIf3tLyyuraem4jv7m1vbNb2NtvGZVoyppUCaU7ATFMcMmallvBOrFmJAoEawfjq8xv3zNtuJK3dhIzPyJDyUNOiXVSqxePeP+0XyiiEkIIYwwzgisXyJFarVrGVYgzy6EIFmj0C++9gaJJxKSlghjTxSi2fkq05VSwab6XGBYTOiZD1nVUkogZP51dO4XHThnAUGlX0sKZ+n0iJZExkyhwnRGxI/Pby8S/vG5iw6qfchknlkk6XxQmAloFs9fhgGtGrZg4Qqjm7lZIR0QTal1AeRfC16fwf9Iql/BZqXxzXqxfLuLIgUNwBE4ABhVQB9egAZqAgjvwAJ7As6e8R+/Fe523LnmLmQPwA97bJ4N6jxk=</latexit>

s(�) cos
�

2
<latexit sha1_base64="8/DdGwDg4U6m4ln8HN3sma1Ohuw=">AAACBnicdVDLSsNAFJ3UV62vqEsRBotQQUomim13RTcuK9haaEKZTCft0MmDmYlQQlZu/BU3LhRx6ze482+ctBVU9MCFwzn3cu89XsyZVJb1YRQWFpeWV4qrpbX1jc0tc3unI6NEENomEY9E18OSchbStmKK024sKA48Tm+88UXu39xSIVkUXqtJTN0AD0PmM4KVlvrmvqw48YgdOcfQIZF0fIFJmitZamelvlm2qpZlIYRgTlDtzNKk0ajbqA5RbmmUwRytvvnuDCKSBDRUhGMpe8iKlZtioRjhNCs5iaQxJmM8pD1NQxxQ6abTNzJ4qJUB9COhK1Rwqn6fSHEg5STwdGeA1Uj+9nLxL6+XKL/upiyME0VDMlvkJxyqCOaZwAETlCg+0QQTwfStkIywTkLp5PIQvj6F/5OOXUUnVfvqtNw8n8dRBHvgAFQAAjXQBJegBdqAgDvwAJ7As3FvPBovxuustWDMZ3bBDxhvn13JmHI=</latexit>

@�+

@ky
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Figure 4.2: (a) and (b): Reflection phases ϕ±(ky, kz) at chemical potential µ → 0 and
energy ε = 0 (after first taking the limit W → ∞) for parameter choices corresponding
to the trivial (a) and topological (b) regimes. (c) and (d): Factors s(ϕ) sin(ϕ/2) (blue),
(t/d+ − t/d−) (dashed-red) and ∂ϕ+/∂ky (solid-red) for the same parameter choices as
in (a) and (b), respectively. (e): kz-resolved equilibrium current Iy(kz) as a function of
kz from Eq. (4.58) (solid curve). The sign of the current changes if kz goes from the
topological region (kz between the Weyl nodes at ±k0) to the trivial region. The dashed
line shows the result at ultrasmall chemical potential within the finite-size gap of surface
states, see Eq. (4.65). The parameters are m0 = 0.5 t, β = 1.5 t, t = t′ = t′z = 1. In panels
(a) and (c) we further set kz = 1; in panels (b) and (d) we set kz = 2.6.
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4 Spontaneous current of a Weyl-semimetal - superconductor heterostructure

4.3.4 Finite-size effects

For small transmission coefficient T− of the low energy band, the presence of the
Fermi-arc states at the interface with the trivial insulator at x = W causes a nar-
row resonance in the reflection amplitude r−(ε; ky, kz). This resonance occurs, when
the denominator in Eq. (4.50) is approximately zero, eiϕ′

τ ≈ −1. In this case, the
assumption that the energy dependence of r−(ε; ky, kz) can be neglected when com-
pared to the energy dependence of the Andreev reflection phase e−iγ(ε) is obviously
violated, despite the fact that the gap d− ≫ ∆.

For the minimal model we consider in this article, this issue affects the topological
regime β > m0, |kz| < k0 only. Here we consider the case of small µ ≪ t, so that
the resonance appears in the vicinity of ky = 0. For small transmission coefficient
T−, the full reflection amplitude r− of Eq. (4.50) may then be well approximated as

r− = −ieiϕ−w(kyt+ ε+ µ), (4.63)

with
w(ε) =

2ε− iT−d−
2ε+ iT−d−

. (4.64)

Since w(kyt+ iω+µ) ≈ 1 if |kyt+ iω+µ| ≳ T−d−, the presence of the factor w(kyt+
iω+µ) has little effect on the integrand in Eq. (4.41) in the limit of small transmission
T− if µ ≫ T−d−, except for a small integration region around kyt ≈ −µ and ω ≲
T−d−. Because of the smallness of the integration region in which w significantly
differs from unity, the net finite-size effect on dIy(kz)/dµ after integration over ky
and ω is small and goes to zero if T− → 0. For µ ≲ T−d− this conclusion cannot be
drawn, however, because the singularity in the fraction in Eq. (4.64) coincides with
the singularity of the integrand in dIy(kz)/dµ, which led to the singular contribution
shown in Eq. (4.60).

To analyze this limit of “ultrasmall” chemical potential µ in further detail, we
observe that the singular contributions of the integration in Eq. (4.41) from the
vanishing of the denominator and from the finite-size factor w(kyt + iω + µ) are
limited to a small interval −δ < ky < δ around ky = 0, where δ ≪ 1 may be chosen
large enough that w(±δt+µ+ iω) ≈ 1. It follows that the “regular” contribution of
Eq. (4.59) to dIy(kz)/dµ, which is associated with momenta ky outside this interval,
is unaffected by the finite-size effects. On the other hand, as we show in detail in
chapter 4.3.7, upon inclusion of the finite-size effects the integrand of the singular
contribution dIy(kz)

(s)/dµ is multiplied by a negative factor −(d+ + d−)/(d+ − d−),
when compared to the result given in Eq. (4.60) for µ≫ T−d−. Hence for ultrasmall
chemical potential µ≪ T−d− we find

dIy(kz)

dµ
=
dIy(kz)

dµ

(r)
+
dIy(kz)

dµ

(s)
, (4.65)
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with [dIy(kz)/dµ]
(r) given by Eq. (4.59) and

dIy(kz)

dµ

(s)
= e∆

∫
dky
2π

∂ϕ+

∂ky

(
1

d+
+

1

d−

)
δ(ϕ− π). (4.66)

The sign change of the singular contribution leads to a significant reduction of the
equilibrium current in the case of an ultrasmall chemical potential µ≪ T−d−, when
compared to the case µ≫ T−d−.

To obtain an order-of-magnitude estimate, we again set kz = 0 and consider the
well-established topological regime β = m0 + t′, t′ = t, kz = 0, β + m0 ≫ 1, for
which we find, that

dIy(0)

dµ
≈ − e∆

3π(β +m0)
, (4.67)

if µ≪ T−d−. Comparison to Eq. (4.61) shows that at ultrasmall chemical potential
the equilibrium current is approximately −1/2 times the current at finite µ.

Physically, the energy ∼ T−d− ∼ t e−2W that separates the regimes of “ultrasmall”
and “finite” µ, is associated with the finite-size gap of the Fermi-arc surface states,
whose wavefunctions decay exponentially away from the surfaces. Based on our
result that in the topological regime the equilibrium current is strongly modified
when the chemical potential is inside this finite-size gap, we interpret the difference
between the finite-µ and ultrasmall-µ limits as the contribution of the topological
surface states to dIy/dµ. The difference between the large-µ and small-µ limits
involves the singular contribution [dIy/dµ]

(s) only. In the well-established topological
regime the surface-state contribution assumes the value 2[dIy/dµ]

(s), with [dIy/dµ]
(s)

given in Eq. (4.60).

4.3.5 Total current density

The full equilibrium current density Iy involves the integral of Iy(kz) over kz. The
kz-resolved current density Iy(kz) is calculated in chapter 4.3.3, for the case that the
normal region is gapped at momentum kz and that the gap dτ ≫ ∆. This condition
is no longer satisfied for the low-energy band if kz is in the immediate vicinity of
the Weyl points, because d− → 0 there.

That the results of chapter 4.3.3 cease to be valid if d− becomes small in com-
parison to ∆ is also reflected in the expression in Eq. (4.58) for dIy(kz)/dµ, which
diverges ∝ ∆/d− if d−/∆ → 0. This divergence should be cut off for d− ∼ ∆. To see
this, we evaluate dIy(kz)/dµ in the opposite limit d− ≪ ∆, in which we may neglect
the energy dependence of the Andreev reflection phase e−iγ(ε) and of the reflection
amplitude r+ of the high-energy band, but keep the full energy dependence of the
reflection amplitude r− of the low-energy band.
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4 Spontaneous current of a Weyl-semimetal - superconductor heterostructure

Starting point of our calculation is Eq. (4.41). Since r− depends on energy ε and
chemical potential µ through the combination ε+µ only, upon analytic continuation
ε → iω, one has ∂r∗−/∂µ = i∂r∗−/∂ω. When calculating dIy(kz)/dµ, the integrand
in Eq. (4.41) then is a total derivative to ω and we find

dIy(kz)

dµ
=

2e

π

∫
dky
2π

Re ∂ϕ+

∂ky

1

e−iϕ + 1
, (4.68)

where, as before, ϕ(ky, kz) = ϕ+(ky, kz) − ϕ−(−ky,−kz). Using Re 1/(e−iϕ + 1) =

1/2 − πδ(ϕ − π) we find that dIy(kz)/dµ ∼ e∂ϕ+/∂ky, which is the same order-of-
magnitude estimate as one would obtain from Eq. (4.58) by cutting off the small-
d−-divergence at d− ∼ ∆. [We note that the condition d− ≪ ∆ may not be fulfilled
for all ky simultaneously, so that, strictly speaking, the approximations leading to
Eq. (4.68) do not apply to the full range of the ky-integration. This, however, does
not affect the order-of-magnitude estimate of dIy(kz)/dµ ∼ e∂ϕ+/∂ky that follows
from Eq. (4.68).]

We thus find that dIy(kz)/dµ ∼ e∂ϕ+/∂ky is a regular function of kz in the
vicinity of the Weyl points at kz = ±k0. Since the range of momenta kz affected
by the violation of the condition dτ ≫ ∆ is correspondingly small, we conclude
that the contribution of the Weyl points to the total current dIy/dµ is small and
that one may obtain dIy/dµ by integration of the kz-resolved result of Eq. (4.58) for
dIy(kz)/dµ, omitting the immediate vicinity of the Weyl points from the integration
range.

4.3.6 Numerical results

In Fig. 4.3 we compare the kz-resolved equilibrium current dIy(kz)/dµ obtained
directly from Eq. (4.41) with the approximation of Eq. (4.58). We find excellent
agreement away from the Weyl points. We observe that dIy(kz)/dµ has opposite
signs for µ ≪ T−d− and µ ≫ T−d− in the topological regime (kz between the Weyl
points), while there is no difference between the cases of large and small µ in the
trivial regime. Except for the finite-size effect at ultrasmall chemical potentials, we
observe only a weak dependence on the width W of the normal region, which is
bound to the small vicinity (d− ≲ ∆) of Weyl nodes (data not shown).

Figure 4.4 shows the total current density dIy/dµ, see Eq. (4.36), as a function
of the exchange field β. For comparison, the ultrasmall-µ limit and the difference
between the cases of ultrasmall and finite µ are also shown (dashed curves in Fig.
4.4). The current vanishes at β = 0 because the system is time-reversal invariant
there. Its magnitude increases with β in the trivial insulator regime β < m0. Upon
entering the Weyl-semimetal regime, dIy/dµ receives an upturn due to the positive
contribution of the Fermi arcs. In the weak Chern insulator regime β > m0 + 2t′z,
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Figure 4.3: kz-resolved equilibrium current dIy/dµ. The superconducting gap ∆ = 0.01 t;
the other parameters are the same as in Fig. 4.2. The solid-blue and dashed-red curves
are obtained from Eq. (4.41) with finite chemical potential µ = 0.01 t and µ = 10−6 t,
respectively; The width of the normal region is W = 300 and W = 5, respectively. The
solid- and dashed-black curves are obtained from Eqs. (4.58) and (4.65), respectively. The
inset shows a closeup at the Weyl node at k0 ≈ π/2. The discontinuity in the derivative
of dIy/dµ vs. kz near k0 is a finite-size effect and disappears upon further increasing W .

dIy/dµ decreases upon (further) increasing β, but the difference between ultrasmall
and finite chemical potential µ (dashed curve) persists.

To understand the apparent plateau in the Weyl-semimetal region m0 < β <

m0 + 2t′2 and the decrease with β in the Chern-insulator regime β > m0 + 2t′z, we
note that the order of magnitude of the contribution of Fermi arcs (the difference
between dIy/dµ for µ≫ T−d− and µ≪ T−d−) can be estimated from the difference
of Eqs. (4.61) and (4.67), multiplying by the distance 2k0 between the Weyl points
in the topological region,

dIFAy
dµ

∼ e∆k0
β +m0

, (4.69)

where one needs to set k0 = π in the Chern-insulator regime. The apparent plateau
in the Weyl-semimetal regime appears, because the increase of the factor k0 in
the numerator with β is compensated by the increase of the denominator. In the
Chern-insulator regime, the numerator in Eq. (4.69) is independent of β, whereas
the denominator continues to increase with β, explaining the decrease of the current
in the Chern-insulator regime. Note that k0 has a singular dependence on β at
the boundaries of the Weyl-semimetal regime at β = m0 and β = m0 + 2t′z, see Eq.
(4.7), which relates to the sharp upturns of the current. We verified that these sharp
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Figure 4.4: Equilibrium current dIy/dµ as a function of the exchange field β. The solid-
blue curve is for finite chemical potential µ = 0.01 t and width W = 300, which meets the
condition µ ≫ T−d− for most of reciprocal space. The dashed-red curve is for ultrasmall
chemical potential µ = 10−6 t and width W = 5, which meets the condition µ ≪ T−d− for
most of reciprocal space. The black-dashed curve shows the difference of these two cases,
which is the contribution to dIy/dµ associated with the Fermi arcs. Other parameters are
same as in Figs. 4.2 and 4.3.

features are eliminated if dIy/dµ is considered as a function of the node separation
2k0 in the Weyl-semimetal regime (data not shown).

4.3.7 [dIy(kz)/dµ]
(s) for µ ↓ 0

To show that the singular contribution to dIy/dµ changes sign in the limit µ≪ T−d−
of an “ultrasmall” chemical potential (as compared to the case µ ≫ T−d− of a
“finite” chemical potential), we consider the regime of small ky and µ in more detail.
The equilibrium current for finite W is found from Eq. (4.41) by replacing r+r∗− by
−eiϕw∗, where the function w(µ+ iω−kyt) is given in Eq. (4.64), and by restricting
the ky-integration to the interval −δ < ky < δ,

Iy(kz)
(s) =

2e

π

∫ δ

−δ

dky
2π

Im
∫ ∞

0

dω
∂ϕ+

∂ky

w∗

e2iγ(ω)−iϕ − w∗ . (4.70)

The integration boundaries ±δ are chosen such that, on the one hand, w ≈ 1 for
|ky| = δ, whereas, on the other hand, δ ↓ 0 as T− → 0.

To find [dIy(kz)/dµ]
(s), we have to differentiate the integrand in Eq. (4.70) with

respect to µ. Using that for small ky one has ∂w/∂µ = −(1/t)∂w/∂ky and ∂ϕ/∂µ =

(1/d+ − 1/d−) = −(1/t)∂ϕ/∂ky − 2/d− and using that ϕ+ is an odd function of ky
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for µ→ 0, so that we may treat ∂ϕ+/∂ky as a constant inside the integration range
−δ < ky < δ, we obtain

dIy(kz)
(s)

dµ
=

2e

π

∫ δ

−δ

dky
2π

Im
∫ ∞

0

dω
∂ϕ+

∂ky

(
−1

t

d

dky
− 2

d−

∂

∂ϕ

)
w∗

e2iγ(ω)−iϕ − w∗ . (4.71)

Since the first term between the brackets, which is proportional to d/dky, is a total
derivative and since w∗ ≈ 1 at both ends of the integration domain, we may set
w∗ → 1 in the integrand when evaluating the first term. This allows us to relate the
first term to the equilibrium current at finite µ. Again using that (1/t)∂ϕ/∂ky =

−(1/d+ + 1/d−) = (d+ + d−)/(d+ − d−)∂ϕ/∂µ, we recognize that the first term is
−(d+ + d−)/(d+ − d−) times the singular contribution of Eq. (4.60).

The second term between the brackets vanishes to leading order in ∆/d−: To
leading order in ∆/d− the energy dependence in w∗ can be neglected and the ω

integration can be performed similarly as when going from Eq. (4.41) to Eq. (4.52)
with the phase modified by w∗, which approaches 1 upon taking the limit T− → 0.
The whole integrand is thus non-singular in this limit and, upon integration, the
term vanishes for T− → 0 due to the vanishing integration range.

4.3.8 Continuity of the current in the limit T− ↓ 0

In a previous chapter we derived the current at the transmission amplitude set to
zero from the beginning. Here we repeat the calculation in a more careful way, taking
the limit T− → 0 at the end, to show that the current is a continuous function of T−
at T− = 0. For simplicity we only consider the well-established topological regimes
at kz = 0, β = m0 + t, and t = t′ = t′z. The goal is thus to reproduce Eqs. (4.61)
and (4.67).

Starting point is Eq. (4.41), where we set kz = 0,

Iy(0) =
2e

π

∫
dky
2π

Re
∫ ∞

0

dω
∂r+(iω; ky, 0)

∂ky

× r−(iω;−ky, 0)∗

e2iγ(iω) + r+(iω; ky, 0)r−(iω;−ky, 0)∗
. (4.72)

We consider leading order in the gap d+ ≈ β+m0 of the high-energy band, allowing
to approximate r(W)

+ = i exp[−it sin ky/(β +m0)] and leading to

Iy(0) =
2et

π(β +m0)

∫
dky
2π

cos ky Re
∫ ∞

0

dω
r−(iω;−ky, 0)∗

e2iγ(iω) + ir−(iω;−ky, 0)∗
. (4.73)

For the non-trivial band we take the full reflection amplitude of Eq. (4.50),

r− = −ieiϕ−
eiϕ

′
− +

√
1− T

eiϕ
′
−
√
1− T + 1

, (4.74)
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where for brevity we have written T instead of T−. In the well-established topological
regime at kz = 0, β = m0+ t, and t = t′ = t′z, the reflection phase for the non-trivial
band is ϕ−(ky, kz) = π + µ/t − ky. Further, we introduce Z = exp(−iky) and use
dky cos ky = idZ(1+Z2)/2Z2, as well as ω = ∆sinh ζ and dω = dζ∆cosh ζ (so that
e2iγ = −e2ζ) to obtain

Iy(0) =− ∆ e t

π(β +m0)
√
1− T

Re

∫ ∞

0

dζ

∮
dZ

2πi
cosh ζ

× i(e−iµ/t −
√
1− TZ)(1 + Z2)

Z(Z − Z−)(Z − Z+)
, (4.75)

where

Z± = eζ
±i

√
sin2(iζ − µ/t)− T + cos(iζ − µ/t)√

1− T
. (4.76)

The integration contour of Z is the unit circle in the complex plane enclosing two
poles, one at Z = 0 and the other at Z = Z+.

For T = 0 only the pole at Z = 0 contributes to the integral, due to cancellation
of the (Z − Z+) term of the denominator with the first term of the numerator in
Eq. (4.75), and it gives

I(0)
y (0) =− ∆ e t

π(β +m0)
Im

∫ ∞

0

dζ cosh ζ e−2ζ−iµ/t, (4.77)

which for µ≪ t evaluates to

dI(0)
y (0)

dµ
=

2e∆

3π(β +m0)
, (4.78)

reproducing Eq. (4.61).
For T > 0 both poles at Z = 0 and Z = Z+ contribute to the integration. The

contribution of the Z = 0 pole gives the same as the result Eq. (4.77) for T = 0 up
to a factor of 1/

√
1− T → 1.

The contribution to the integral from the pole at Z = Z+ is

I(1)
y (0) =− e∆

2π(β +m0)
Im

∫ ∞

0

dζ g(iζ − µ/t)

×
[
z(iζ − µ/t)

(
1 + e2ζ

)
+ z−1(iζ − µ/t)

(
1 + e−2ζ

)]
, (4.79)

where we abbreviated

g(iζ − µ/t) =
e−iµ/t −

√
1− TZ+√

1− T (Z+ − Z−)
, (4.80)

z(iζ − µ/t) = e−ζZ+. (4.81)
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(One verifies that g and z are functions of iζ − µ/t only.) Since it contributes for
T > 0 only, the pole at Z+ can be seen to represent a contribution to the equilibrium
current from the Fermi arc at the insulating side of the semimetal. To estimate this
contribution in the limit of small T , we note that the difference Z+ − Z− is

Z+ − Z− = 2ieζ

√
sin2 (iζ − µ/t)− T

1− T
. (4.82)

To further evaluate this expression in the limit of small transmission T , we note that
for T ≪ 1 one has

Z+ = e−iµ/t

[
1− i

T

2
cot (iζ − µ/t) + . . .

]
. (4.83)

In the limit of large ζ, this expansion is convergent and gives a numerator of order
T in Eq. (4.79). Hence, for large ζ, the integral in Eq. (4.79) is convergent and of
order T . If µ ̸= 0 this conclusion applies to the entire integration domain ζ > 0,
so that we conclude that the finite-T correction to the result shown in Eq. (4.77) is
of order T and smoothly vanishes for T ↓ 0 if µ ̸= 0. The case µ = 0 is different
because then the expansion shown in Eq. (4.83) is singular for ζ → 0. In the limit
of small ζ one finds, if µ = 0, that

g(iζ) = −
√
ζ2 + T − ζ

2
√
ζ2 + T

= − T

2
√
ζ2 + T (

√
ζ2 + T + ζ)

. (4.84)

We now divide up the ζ integral into a region 0 < ζ < T α/4 and a region T α < ζ

with 0 < α < 1/2. In the former region, the remaining factors of the integration are
approximately constant and integration of Eq. (4.84) gives a contribution to I(1)

y (0)

that is of order
√
T . In the region ζ > T α one may still use the small-T expansion

from Eq. (4.83) to arrive at a systematic expansion around the result at T = 0.
Since both contributions to the integral vanish in the limit T → 0, we conclude that
I(1)
y (0) → 0 for T → 0 even if µ = 0, although the convergence may be slower than

for generic µ.
We now consider the derivative of Eq. (4.79) with respect to µ at µ = 0 before

taking the limit T → 0. We use that d/dµ = (i/t)d/dζ acting on z(iζ − µ/t) and
g(iζ − µ/t), to obtain

dI(1)
y (0)

dµ
=− e∆

2π(β +m0)d−
Re

∫ ∞

0

dζ
(
1 + e2ζ

)
× d

dζ
g(iζ)z(iζ) +

(
1 + e−2ζ

) d

dζ

g(iζ)

z(iζ)
. (4.85)
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Using

lim
T→0

g(0)

z(0)
= lim

T→0
g(0)z(0) = −1

2
, (4.86)

partial integration gives,

dI(1)
y (0)

dµ
=− e∆

π(β +m0)

[
1− Re

∫ ∞

0

dζ
(
e2ζg(iζ)z(iζ)− e−2ζ g(iζ)

z(iζ)

)]
. (4.87)

The remaining integral vanishes for T → 0 similarly as the current in (4.79) at µ = 0

as shown above, hence

dI(1)
y (0)

dµ
=− e∆

π(β +m0)
. (4.88)

Thus for the total current I(0)
y (0) + I(1)

y (0) in the ordered limit µ → 0, T → 0 we
obtain

dIy(0)

dµ
=− e∆

3π(β +m0)
, (4.89)

reproducing Eq. (4.67).

4.4 Discussion and conclusion

We have investigated the equilibrium current in a minimal model describing an SN
heterostructure, where S is a conventional s-wave superconductor and, depending on
the value of the exchange field β, the normal region (N) can be a magnetic insulator
with a topologically trivial band structure, a Weyl semimetal with broken time-
reversal symmetry, or a three-dimensional weak Chern insulator. The constituents
of the heterostructure are microscopically inversion-symmetric, so that inversion
symmetry is broken only by the heterostructure geometry. In all three regimes,
time-reversal symmetry is broken by the exchange field.

In the trivial-insulator regime we find an equilibrium current that is proportional
to the exchange field β at small β. It quantifies the interface current of a supercon-
ductor - magnetic insulator heterostructure, which is known to be generally possible
in the presence of spin-orbit coupling. Previously such an equilibrium current has
been predicted only for a system with interfacial Rashba spin-orbit coupling [155],
instead of the intrinsic spin-orbit coupling considered here.

In the topological regime of a Weyl semimetal or a weak Chern insulator the cur-
rent shows a qualitatively different behavior. Upon entering the topological regimes
the β-dependence of the equilibrium current abruptly changes, causing a reversal of
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the sign of the current well inside the topological regime. The decisive contribution
comes from the topological surface states, which we can identify within a minimal
model (motivated by materials of the Bi2Se3 family [112]) by comparing the equi-
librium currents for a chemical potential inside and above the finite-size gap of the
surface states. In contrast, the Weyl nodes of the bulk band structure, which the
Fermi arcs connect, do not give a significant contribution to the equilibrium current.

That we find a large contribution of Fermi arcs and an insignificant contribu-
tion of Weyl nodes relates to previous studies which found that the bulk states of
an inversion-symmetric, magnetic Weyl semimetal are mainly unaffected by super-
conductivity due to a “chirality blockade” [17]. Accordingly, we expect that this
would change if the chirality blockade is lifted, which happens when at least one
of the constituents of the heterostructure breaks the microscopic inversion sym-
metry [17]. In our model, the chirality blockade manifests itself through the fact
that Andreev reflection from the superconductor switches quasiparticles between the
topologically trivial high-energy band and the (potentially) topologically nontrivial
low-energy band. It is this connection of the trivial and the nontrivial band by the
superconducting pairing that also makes the magnitude of the equilibrium current
non-universal in both the topologically trivial and nontrivial parameter regimes.

Whereas the “chirality blockade” prevents the bulk Weyl points to be strongly
affected by the proximity superconductivity, Fermi-arc surface states at the inter-
face with the superconductor, on the other hand, undergo a renormalization of their
effective charge [156], which however is weak because of the chirality blockade. Re-
lating the Fermi-arc current contribution of Eq. (4.69) to the charge renormalization
of Fermi arcs one can interpret the former in terms of an uncompensated chiral cur-
rent of surface states. Specifically, one can consider that each Fermi arc contributes
to the current density

dI
(arc)
y

dµ
= sign (v)

k0q

(2π)2
, (4.90)

where v is the velocity of the Fermi arc and q the effective charge. The Fermi-arc
contribution to the current of the Fermi arcs is reproduced if the charge at the
superconductor interface is renormalized to

q ∼ −e
[
1− ∆

(β +m0)

]
, (4.91)

while the charge of the opposite surface remains unaffected (q = −e). The sign of
the Fermi-arc velocity has been discussed in chapter 4.2 and is illustrated in Fig.
4.1.

The contribution of Fermi arcs can be seen as a real-space counterpart to the
superconductivity-enabled equilibrium chiral magnetic effect [15, 16], in which a
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disbalance of chiral Landau levels of a pair of Weyl Fermions is produced by current-
or flux-biased bulk superconductivity acting asymmetrically in momentum space
on the chiral Landau levels. The fundamental connection of chiral Landau levels
and Fermi arcs allows for the complementary effect that we just described. The
differences between chiral Landau levels and Fermi arcs are that the latter continue
to exist in zero magnetic field and are separated in real space. Our work shows that
these differences can be used to realize the equilibrium chiral magnetic effect via the
superconducting proximity effect, without flux or current bias, and at zero magnetic
field.

Relevant materials where the Fermi-arc contribution to the equilibrium current
should be important are magnetic Weyl semimetals, such as GdPtBi [160] and
Co3Sn2S2 [151]. Our work, however, also shows that the experimental detection
of this effect is challenging because the equilibrium current is not exclusively due
to Fermi arcs. The isolation of the Fermi-arc contribution that we could obtain in
the minimal model (relying on an ultrasmall chemical potential or an ultrasmall,
constant width of the Weyl semimetal, and mirror antisymmetry) does not seem to
be experimentally realizable on the basis of existing materials. We believe, however,
that characteristic signatures or other peculiar effects may be found in further stud-
ies of the equilibrium current, such as exploring its response to external magnetic
fields.
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In this thesis we have studied linearly dispersing electrons in systems of varying
dimensionality and under the influence of disorder and a magnetic coupling. Linear
dispersion relations appear in condensed matter systems and they lead to interesting
physical phenomena due to their relativistic nature and also their connection to
topology in condensed matter physics.

First, we studied the density of states at the nodal points of systems in two and
three dimensions, graphene and Weyl semimetals, under the influence of disorder.
These materials show vastly different behavior as the disorder strength is increased:
In two dimensions any nonzero disorder strength immediately produces a finite den-
sity of states, whereas in three dimensions it remains zero until a critical disorder
strength is reached. This sharp transition between a semimetallic and metallic
regime in a Weyl semimetal is the subject of intense study and it remains unclear
whether it is a true quantum phase transition or not. We compare high-precision
numerical data with first- and second-order perturbation theory calculations. Our
results speak in favor of the interpretation of this transition as a quantum phase
transition, though further research into this question is necessary. For instance,
other types of disorder, such as vector disorder, could be studied. One should also
attempt to include the rare-region events in the disorder model, perhaps by allowing
for more long-range disorder correlations.

The second system in question is a four-lead interferometer device made of helical
edge states, which again feature a linear dispersion relation around a nodal point,
where one of the edges is locally coupled to a magnet. We find that this time-reversal
symmetry breaking coupling in combination with the interference of different elec-
tron paths through the interferometer gives rise to time-dependent currents even for
time-independent bias voltages applied to the device, and also a strong suppression
of the Aharonov-Bohm oscillations caused by a flux through the interferometer for
small enough applied bias voltages. A future avenue worth pursuing would be to
replace the magnet with an antiferromagnet, due to the fact that there are many
known antiferromagnetic insulators (NiO, CoO, Cr2O3...), see Ref. [161] for a review
on antiferromagnetic spintronics. Antiferromagnets also have a natural easy-plane
anisotropy, an essential ingredient for the physics of our interferometer, and they
typically have much higher precession frequencies compared to ferromagents [161].
Similar interferometers without magnetic couplings have been already studied in
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experiments [22, 23, 24], and as mentioned the more natural choice for experimental
work would be an antiferromagnet.

Third and last we turn our attention to a layered heterostructure consisting of
a finite-width Weyl semimetal slab in between the vacuum and a superconductor.
Weyl semimetals have nodal points around which the dispersion of electrons is lin-
ear and also host linearly dispersing Fermi-arc surface states. We find that this
heterostructure produces an equilibrium current along the interface with the super-
conductor and we can show that it is carried mostly by the Fermi-arc surface states
by comparing different parameter regimes. We interpret this current as a real-space
counterpart to the chiral magnetic effect, due to the superconductor acting asym-
metrically on the two surfaces of the Weyl semimetal slab. In the future one could
study similar layered heterostructures but with other types of superconducting cou-
plings. One possibility would be to explore the consequence of a finite-momentum
superconducting pairing or one that breaks inversion symmetry, both of which are
not affected by the chirality blockade.
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