
Improved understanding of polar ozone

chemistry and the future of the Antarctic

ozone hole

Dissertation

zur Erlangung des akademischen

Grades des Doktors der Naturwissenschaften

eingereicht im

Fachbereich Geowissenschaften

der Freien Universiẗat Berlin
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Abstract

The severe ozone depletion observed in cold winters in the polar stratosphere results from

the release of man-made ozone depleting substances such as chlorofluorocarbons (CFCs),

halons and other halogenated gases such as HCFCs. The destruction of the stratospheric

ozone layer is one example of how human activities can affectthe composition of the atmos-

phere with a significant impact on the Earth’s environment and the surface climate. Nume-

rous laboratory, field, and model studies have been performed to improve our understanding

of the underlying chemical processes responsible for ozonedestruction. This knowledge is

required to reliably project the future development of stratospheric ozone in a changing

climate. In particular, the future evolution of the Antarctic ozone hole has been the focus

of a number of model studies as it is very likely that increasing stratospheric ozone abun-

dances will have a significant impact on the Antarctic surface climate through changes in

the radiative balance. Today, there remain open scientific questions regarding stratospheric

chemistry and projecting the future of the Antarctic ozone hole remains challenging. This

thesis investigates a number of sources of uncertainty whenprojecting the future of the An-

tarctic ozone hole. These include uncertainties in the reaction rates of the important ozone

depleting catalytic chain reactions, uncertainties resulting from different future greenhouse

gas (GHG) emissions, and uncertainties resulting from internal model parameterizations,

e.g. different chemistry schemes that are incorporated in coupled chemistry-climate mo-

dels (CCMs).

Despite the fact that the destruction of stratospheric ozone, and in particular the forma-

tion of the Antarctic ozone hole due to halogen induced chemical reactions, is well unders-

tood, uncertainties in the key kinetic reactions rates driving polar ozone depletion remain.

Numerical models rely on accurate kinetic reaction rates toreliably simulate the timing

and extent of ozone depletion, which in turn is crucial to confidently assess future ozone

abundances. Atmospheric measurements ofClO and/orClOOCl provide a means to quan-

titatively test the key kinetic parameters determined in the laboratory. This thesis presents

two methods, both using ground-basedClO measurements, to investigate the key kinetic

parameters (J/kf ) that control the day-time partitioning ofClO andClOOCl and there-
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fore ozone loss. It was found that the derived kinetic parameters are in general agreement

with earlier studies. The results confirm that rather a higher value ofJ/kf than currently

recommended and used in model simulations is necessary to explain the atmospheric mea-

surements. These findings highlight the need for long-term atmospheric measurements of

day and night-timeClO andClOOCl and the need to investigate model performance under

stratospheric conditions. Because the scope of this thesisincluded the making ofClO mea-

surements in Antarctica by the candidate (including annualvisits to Antarctica to refurbish

and calibrate theClO microwave radiometer) and because of the need to quantify the un-

certainties in theClO measurements used to derive kinetic parameters, this thesis includes

a description of how ofClO microwave radiometer measurements are made in Antarctica

and the retrieval ofClO profiles from measured spectra.

Enhanced GHG emissions are expected to affect global ozone abundances through the pro-

duction of species that are part of catalytic ozone chain reactions and through GHG-induced

temperature changes in the stratosphere. Uncertainties infuture emissions of GHGs exist

and contribute to the uncertainty in future projections of stratospheric ozone. CCMs are

used to simulate stratospheric ozone changes and to projectfuture ozone over the 21st cen-

tury. However, due to their high computational expense, CCMs cannot explore the full

range of uncertainty that arises from the uncertainty in future GHG emissions in the future

evolution of stratospheric ozone. This thesis presents a semi-empirical model approach

which is used to investigate the evolution of stratosphericactivated chlorine concentrations

and related changes in Antarctic ozone depletion in a changing climate. The sensitivity of

the return dates of Antarctic ozone to historic levels (e.g.1960 or 1980) to GHG emis-

sions scenarios is examined. It was found that the return date is largely insensitive to GHG

concentrations. More importantly, this study shows that the tight coupling between ozone

and temperature plays an important role in determining the return date of Antarctic ozone

and therefore it is imperative that the ozone-temperature coupling is included in numerical

models used to project future ozone abundances.

To have confidence in CCM simulations of spring-time polar ozone loss and projections

of the future evolution of stratospheric ozone it is necessary to validate CCMs using a

process-oriented approach rather than only comparing the model end-products with atmos-

pheric observations. This thesis presents a semi-empirical model that provides a tool to

assess and evaluate the key processes driving polar ozone depletion in CCMs. The semi-

empirical model, SWIFT, describes the time rate of change ofkey trace gases governing

chlorine activation and deactivation. SWIFT is trained on atmospheric observations of trace

gases, providing a set of empirical fit-coefficients. When applying SWIFT to CCM output,

and comparing the derived fit-coefficients with those obtained in reality, the ability of the
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CCM to faithfully simulate key chemical processes can be assessed. Because a number of

issues where revealed when applying SWIFT to CCMs, this thesis presents only prelimi-

nary results from the application of SWIFT to a selected CCM,EMAC-FUB. It was found

that known model deficiencies in CCMs complicate the direct use of SWIFT as a diag-

nostic tool. Nevertheless, SWIFT reproduces the key processes for chlorine activation and

deactivation very well and therefore, if accounting for known model deficiencies, SWIFT

can provide a powerful tool not only to evaluate key processes but also to estimate the

importance of the model deficiencies on the key processes driving polar ozone depletion.





Zusammenfassung

Der gravierende Ozonabbau in der winterlichen polaren Stratosphäre wird durch die Frei-

setzung von anthropogenen Ozon zerstörenden Substanzen wie Fluorchlorkohlenwassers-

toffe (FCKW), Halogene und andere Halogenkohlenwasserstoffverbindungen verursacht.

Dieser starke Ozonabbau ist ein Beispiel dafür, wie menschliche Aktivitäten erhebliche

Auswirkungen auf die Umwelt und das Klima haben können. Um unser Verständnis von

den ursächlich mit dem Ozonabbau im Zusammenhang stehenden chemischen Prozessen

zu verbessern, wurden zahlreiche Labor- und Modellstudiensowie Messkampagnen durch-

geführt. Aufbauend auf diese wissenschaftlichen Studienkönnen sowohl die zukünftige

Entwicklung des stratosphärischen Ozons als auch die Auswirkungen auf das Klima zu-

verlässig abgeschätzt werden. Insbesondere auf das Antarktische ‘Ozonloch’ konzentrie-

ren sich verschiedene Modellstudien, die zeigen, dass das ansteigende stratosphärische

Ozon und die damit verbundene veränderte Strahlungsbilanz mit grosser Wahrscheinli-

chkeit erhebliche Auswirkungen auf das antarktische Klimahaben werden. Es gibt auch

gegenwärtig noch ungeklärte wissenschaftliche Fragen zum Ablauf der ozonabbauenden

Prozesse, so dass die Prognose zur zukünftigen Entwicklung des Antarktischen Ozonlochs

weiterhin eine Herausforderung bleibt. Die vorliegende Arbeit untersucht eine Reihe von

Unsicherheitsfaktoren in den Prognosen zur weiteren Entwicklung des Antarktisches Ozon-

lochs. Dazu zählen die Unsicherheiten in den Reaktionsgeschwindigkeiten der katalyti-

schen, ozonzerstörenden Zyklen, die Unsicherheiten in den zukünftigen Treibhausgasemis-

sionen (engl. greenhouse gas, GHG) sowie die Unsicherheiten, die sich aus der internen

Modell-Parametrisierung ergeben, z.B. unterschiedlicheChemiemodule, die in gekoppel-

ten Klima-Chemie Modellen eingebaut werden (engl. chemistry-climate-models, CCMs).

Die katalytischen Reaktionszyklen und ihre Auswirkungen auf das stratosphärische Ozon

sind heute bekannt und gut verstanden. Dennoch verbleiben Unsicherheiten zu den kine-

tischen Reaktionsgeschwindigkeiten der katalytischen Reaktionszyklen, die für den Abbau

des polaren Ozons verantwortlich sind. Numerische Modellesind auf genaue Angaben zu

kinetischen Reaktionsgeschwindigkeiten angewiesen, um den zeitlichen Verlauf und die

Intensität der Ozonzerstörung verlässlich simulierenzu können, was eine wichtige Voraus-

v



vi

setzung ist um eine realistische Beschreibung zukünftiger Ozonkonzentrationen ableiten zu

können. Mit Hilfe von atmosphärischen Messungen von ClO und/oder ClOOCl wurden die

Labormessungen der kinetischen Reaktionsgeschwindigkeiten quantitativ getestet.

Die vorliegende Arbeit stellt zwei Methoden für die Ermittlung der kinetischen Reaktions-

geschwindigkeiten vor, welche die Aufteilung zwischen ClOund ClOOCl während des

Tages kontrollieren (J/kf ). Bei beiden Methoden werden bodengebundende ClO Mes-

sungen verwendet. Die Ergebnisse dieser Arbeit stimmen im Allgemeinen gut mit den

Ergebnissen von früheren Studien überein. Ebenso bestätigen die gewonnen Ergebnisse,

dass im Vergleich zu den derzeit empfohlenen und verwendeten kinetischen Parametern

ein eher größerer Wert fürJ/kf benötigt wird, um die atmosphärischen Messungen von

ClO erklären zu können. Die Resultate dieser Arbeit untersteichen die Notwendigkeit

von langfristigen atmosphärischen Tag- und Nachtmessungen von ClO und ClOOCl sowie

die Notwendigkeit, die kinetischen Parameter unter stratosphärischen Bedingungen zu un-

tersuchen. Eingeschlossen in die vorliegende Arbeit warenregelmäßige atmosphärische

Messungen einschließlich jährlicher Arbeitsaufenthalte in der Antarktis zur Instandhal-

tung und Kalibrierung des ClO Mikrowellenradiometers. Um die Unsicherheiten der er-

mittelten kinetischen Parameter, die von der Genauigkeit der verwendeten ClO Messun-

gen abhängen, besser beurteilen zu können, beinhaltet diese Arbeit eine ausführliche Bes-

chreibung des Mikrowellenradiometers und des Messprinzips sowie eine Beschreibung der

Retrieval-Methode, welche zur Ermittlung atmosphärischer ClO Profile von den gemesse-

nen Spektren verwendet wird.

Es wird erwartet, dass die zukünftig zunehmenden Emissionen der GHGs die globalen

stratosphärischen Ozonkonzentrationen beeinflussen werden, denn mit ansteigenden GHGs

werden zusätzliche chemische Substanzen freigesetzt, die an den katalytischen Reaktions-

zyklen beteiligt sind. Des Weiteren verursachen ansteigende GHGs eine Temperaturab-

nahme in der Stratosphäre und tragen damit zu verstärktemOzonabbau bei. Aus diesen

Gründen bleiben die Unsicherheiten über zukünftige GHG-Emissionen bestehen, die wie-

derum zu den Unsicherheiten in den Prognosen zur zukünftigen Entwicklung des Ozons

führen. Komplexe CCMs werden heutzutage verwendet, um dieVeränderungen im stra-

tosphärischen Ozon zu simulieren und um Prognosen zur zuk¨unftigen Entwicklung des

Ozons im 21. Jahrhundert zu erstellen. Diese Simulationen erfordern jedoch einen sehr

hohen Rechenaufwand und können jeweils nur ein bis zwei GHG-Emissions-Szenarien zur

Erstellung von Prognosen auswerten. Somit kann unter der Verwendung von CCMs nicht

die komplette Bandbreite aller genannten Unsicherheiten abgeschätzt werden. Diese Ar-

beit stellt einen semi-empirischen Modellansatz vor, um die Entwicklung stratosphärischer

Chlor-Konzentrationen und die damit verbundene Veränderung im antarktischen Ozon un-
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ter den Aspekten des Klimawandels zu prognostizieren. Dabei wurde das Problem der Ozo-

nerholung auf historische Werte (z.B. von 1960 oder 1980) inAbhängigkeit verschiedener

GHG-Emissions-Szenarien berücksichtigt. Die Untersuchungen machten den Einfluss des

Temperatur-Ozon-Feedbacks deutlich: wird dieser nicht berücksichtigt, dann ist der Zeit-

punkt der Ozonerholung größtenteils unabhängig von der Treibhausgasentwicklung. Die

Ergebnisse dieser Arbeit verdeutlichen die Bedeutung der engen Kopplung zwischen Tem-

peratur und Ozon und ihre entscheidende Rolle bei der Erstellung von Prognosen zur Ent-

wicklung der Ozonkonzentration in der Antarktis.

Um den CCM-Simulationen des polaren Ozonverlusts und den Prognosen zur zukünftigen

Entwicklung des stratosphärischen Ozons vertrauen zu können, ist es erforderlich, neben

dem Vergleich der Modell-Ergebnisse mit den Beobachtungendurch eineÜberprüfung der

CCMs mit Hilfe von Prozess-orientierten Methoden anzuschließen. Das in dieser Arbeit

vorgestellte semi-empirische Modell kann zur Evaluierungder wichtigsten CCM Prozesse

verwendet werden, die die Ozonzerstörung antreiben. Dieses semi-empirische Modell,

SWIFT, beschreibt die zeitliche Veränderung von Spurengasen, die die Aktivierung und

Deaktivierung von Chlor regulieren. SWIFT wird an atmosph¨arischen Messungen verschie-

dener Spurengase trainiert, woraus empirische Fitkoeffizienten hervorgehen. Wenn SWIFT

dann auf CCM Daten angewendet wird, können die berechnetenFitkoeffizienten mit den

Koeffizienten die aus den Beobachtungen gewonnen werden, verglichen werden. Dieser

Vergleich ermöglicht es abzuschätzen, wie genau die CCMsdie chemischen Prozesse simu-

lieren können. Bei der Anwendung von SWIFT auf Ergebnisse von CCM Läufen wurden

einige potentielle Probleme aufgedeckt. Aus diesem Grund können hier nur vorläufige

Ergebnisse vorgestellt werden, die die SWIFT-Anwendung auf ein ausgewähltes CCM,

nämlich EMAC-FUB, betreffen. Es wurde gezeigt, dass die vorhandenen Modelldefizite

in CCMs die direkte Anwendung von SWIFT auf CCM Daten erschweren. Jedoch lässt

diese Arbeit die deutliche Schlussfolgerung zu, dass SWIFTdie für den polaren Ozonab-

bau wichtigen chemischen Prozesse sehr gut reproduzieren kann. Aus diesem Grunde wird

mit SWIFT ein Tool zur Verfügung gestellt, das unter Berücksichtigung der Modelldefi-

zite nicht nur zur Evaluierung von Schlüsselreaktionen inCCMs verwendet werden kann

sondern auch für die Abschätzung des Einflusses der Modelldefizite auf diese Schlüssel-

reaktionen.
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Chapter 1

Introduction

1.1 Overview of stratospheric ozone

The word ozone is derived from the Greek wordóζειν meaning ‘to smell’ and ozone was

first produced in the laboratory in 1839 and discovered in theatmosphere in 1867 by Chris-

tian F. Schönbein. Atmospheric measurements were required to determine the total amount

of atmospheric ozone and its vertical distribution. The first spectroscopic measurements of

the total column amount of ozone (i.e., the vertically integrated ozone concentration) were

made by Fabry and Buisson (1921). Later, in the mid-1920s, G.M.B. Dobson designed

a F́ery photographic spectrometer which provided regular ground-based measurements of

total column ozone. The spectrophotometer developed further also by Dobson (Dobson,

1931), now called the Dobson Ozone Spectrophotometer, is still used to provide the most

accurate total column ozone measurements. Dobson made the first global scale measu-

rements of atmospheric column ozone, from which limited information on the latitudinal

distribution of ozone could be derived. In honor of Dobson, the unit in which total column

ozone is measured is named the Dobson unit (DU). A column amount of ozone of e.g.

300 DU corresponds to a layer 3 mm thick when compressed to standard temperature (0◦C)

and pressure (1013 hPa). Today, atmospheric concentrations of ozone are measured by va-

rious ground-, balloon-, airplane-, and satellite-based instruments. In addition to column

amounts many of these measurements provide information on the vertical distribution of

ozone. These long-term measurements of atmospheric ozone revealed that ozone is not dis-

tributed uniformly around the globe but varies with altitude, latitude, longitude, and season.

About 90% of ozone in the atmosphere resides in the stratosphere, the atmospheric layer ex-

tending from the tropopause1 to about 50 km. Maximum concentrations of ozone are found

1The tropopause is the boundary that separates the troposphere from the stratosphere. The tropopause is
characterized by the minimum temperature observed between7 and 16 km, depending on latitude.

1
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Figure 1.1: Total column ozone climatology as a function of latitude and month. The data
were taken from the NIWA combined total column ozone database (Bodeker et al., 2005)
for the period 1979 to 2010.

in the lower stratosphere, forming the commonly known ‘ozone layer’ at altitudes between

20 and 25 km. The stratospheric ozone is important in shielding the Earth from harmful

incoming solar ultraviolet (UV) radiation as it absorbs theincoming solar radiation at wa-

velengths smaller than 320 nm. The absorption of UV radiation by ozone is responsible for

the increase in temperature with altitude above the tropopause maintaining a dynamically

stable layer where vertical motions are inhibited. This temperature inversion characterizes

the stratosphere. The troposphere, that is the lowest part of Earth’s atmosphere, contains

the remaining 10% of atmospheric ozone which is primarily formed in reactions caused by

human-made pollutant gases. High surface levels of ozone are harmful to humans, animals,

and plants.

The long-term measurements of atmospheric ozone since the mid 1920s provide a picture

of the meridional distribution of ozone as illustrated in Figure 1.1. The main features of the

global ozone distribution shown in Figure 1.1 are:

(i) The strong latitudinal gradient, with lower values in the tropics (between 250 and

270 DU) and higher values over the mid and high latitudes (up to 430 DU).

(ii) Seasonality: ozone builds up in the extra-tropics during winter and decreases during

summer.

(iii) Severe ozone loss in the Antarctic, resulting in ozoneabundances around 150 DU.
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These features of the ozone distribution are caused by an interplay of dynamics, i.e. trans-

port processes on a variety of timescales, and atmospheric chemistry, involving ozone pro-

duction and ozone destruction. These processes are described in detail in the following

Sections 1.2 and 1.3.

1.2 Dynamical control of ozone

The polar vortex that develops in the stratosphere during the winter in both hemispheres,

plays an important role in explaining the low ozone abundances observed in cold Arctic

and Antarctic winters (Figure 1.1). With the onset of polar darkness, the sunlight incident

on the polar stratosphere decreases and the emission of thermal radiation leads to radiative

cooling of the upper stratosphere. As a result, the polar airmasses sink, leading to a low

pressure system in the upper stratosphere. At mid and low latitudes, where the sun is shi-

ning, the stratospheric air is warmer and the pressure is higher. Therefore, a meridional

pressure gradient develops and the air flows away from the high pressure system to the low

pressure system. The air is deflected to the right as it moves north and to the left as it moves

south due to the coriolis force, that results from the rotation of the Earth. This deflection

of the air flow leads to a circumpolar belt of westerly winds (from west to east), called the

polar night jet or polar vortex. The strong westerly winds act as a dynamical barrier against

meridional transport and hence the air within the polar vortex remains isolated from air

masses at lower latitudes. The potential vorticity (Appendix A) is a convenient quantity to

describe the polar vortex edge, as it is the analog to atmospheric angular momentum and as

such a conserved quantity following the motion. Potential vorticity increases with latitude

and reaches its maximum in the center of the polar vortex. In the Southern Hemisphere

potential vorticity is generally negative, while it is positive in the Northern Hemisphere.

Potential vorticity together with the equivalent latitudecoordinate system (that is derived

from the potential vorticity) can be used to define the vortexstructure and to determine the

vortex edge and its meridional impermeability as describedin detail in Appendix A.

Meridional mixing across the polar vortex edge is usually induced by planetary wave ac-

tivity. During winter the westerly mean flow in the stratosphere enables planetary waves,

excited in the troposphere due to topography and land-sea thermal differences, to propagate

vertically into the middle atmosphere. The dissipation of planetary waves in the stratos-

phere leads to momentum exchange with the mean zonal flow, decelerating the westerly

winds. The deceleration, in turn, results in a meridional poleward motion, driving stratos-

pheric circulation. This wave-driven large scale stratospheric circulation is known as the

Brewer-Dobson Circulation (BDC). The BDC transports air upward in the tropics (tropical
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upwelling), poleward from low to high latitudes and downwards at high latitudes. Where

air is transported upwards (tropical stratosphere) adiabatic expansion results in adiabatic

cooling which in turn drives the temperatures below radiative equilibrium. Therefore, so-

lar radiation is absorbed, leading to a diabatic ascent of the tropical air masses (radiative

heating). At high latitudes, where air masses descend due tothe supply of mass, adiabatic

compression results in adiabatic warming which in turn drives the stratospheric tempera-

tures above radiative equilibrium. Therefore, the air masses release radiation, leading to a

diabatic decent of the polar air masses (radiative cooling).

The upward transport in the tropics is the main pathway for natural and anthropogenic

chemical species to enter the stratosphere, while the downward transport of stratospheric

air masses contributes to tropospheric ozone levels at highlatitudes. The global distribution

of stratospheric ozone with the strong latitudinal gradient (Figure 1.1) is strongly linked to

the BDC, as ozone is transported from its main source region (tropics) to the extra-tropics.

Dobson suggested such a meridional circulation in order to explain the meridional distri-

bution of ozone, based on the early atmospheric ozone measurements made in 1929. The

existence of such a circulation was later confirmed by Brewer(1949) based on stratospheric

water vapour concentrations.

During summer, the easterly mean flow in the stratosphere inhibits the propagation of

planetary waves into the stratosphere and the BDC is therefore weaker in summer. This

seasonality of the BDC explains the variation in ozone abundances with season in the extra-

tropics (Figure 1.1). Furthermore, due to the differences in land-sea distribution between

the Northern and Southern Hemisphere, planetary wave activity is greater in the Northern

Hemisphere than in the Southern Hemisphere. This results ina stronger BDC during the

northern winter than during the southern winter and explains the higher extra tropical ozone

abundances during boreal winter relative to austral winter(Figure 1.1). In addition, the lar-

ger wave activity in the Northern Hemisphere disturbs the Arctic vortex more frequently

than its southern counterpart. Therefore, the Antarctic polar vortex is far stronger and more

stable than the Arctic vortex. This implies at the same time that the Antarctic air is generally

more isolated from the heat and momentum flux supplied from middle and low latitudes

than Arctic air. As a result, the Antarctic stratospheric temperatures in the interior of the

vortex are lower than in the Arctic (Figure 1.6 in Section 1.3.3), which is a prerequisite for

the formation of the Antarctic ozone hole (details below).
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1.3 Chemical control of ozone

The stratospheric ozone abundances and its meridional distribution is not only affected by

dynamical processes (see above) but also by chemical processes, involving photochemical

ozone production and ozone destruction by catalytic cycles. The theory of ozone production

and destruction is described by the Chapman cycles (Section1.3.1). However, this cycle

is insufficient to describe the observed distribution of stratospheric ozone. First, Bates and

Nicolet (1950) pointed out the role of hydrogen in the catalytic destruction of ozone. In

the early 1970s, Crutzen (1970, 1971) proposed that besidesloss cycles involving hydro-

gen, ozone loss cycles including nitrogen species also haveto be considered. In 1974,

Stolarski and Cicerone showed that additional ozone destruction takes place with chlorine

acting as a catalyst. First, Molina and Rowland (1974) and Cicerone et al. (1974) reported

the importance of man-made chlorofluorocarbons (CFCs) as a major source for the ozone-

depleting chlorine. They proposed that the photolysis of CFCs in the upper stratosphere

releases chlorine atoms which destroy ozone in a chlorine-catalytic chain reaction, resul-

ting in ozone loss rates exceeding the natural sinks of ozone. This suggestion by Cicerone

et al. (1974) was later validated when a dramatic reduction in ozone abundances was re-

ported by Farman et al. (1985). Total column ozone measurements at the British Antarctic

Survey station Halley Bay, showed a decrease by more than half of the total amount of

ozone during the Antarctic spring-time. The severe depletion of the Antarctic ozone layer,

forming the Antarctic ‘ozone hole’, was confirmed by satellite measurements which sho-

wed spatially that the ozone depletion encompasses a large region over Antarctica.

Since then, great effort has been focused on understanding the chemical and photochemi-

cal processes underlying polar ozone depletion. Numerous laboratory, field, and modelling

studies, have been carried out in the past three decades. Today, the processes leading to

stratospheric ozone depletion are well understood and the primary chemistry controlling

stratospheric ozone abundances is described in the following sections.

1.3.1 Pure oxygen chemistry - Chapman chemistry

The theory of formation and destruction of stratospheric ozone involving only oxygen reac-

tions was originally proposed by Sir Sydney Chapman (1930).These reactions, known

today as the Chapman reactions, are driven by the photochemical processes illustrated in

Figure 1.2. In a first step, highly energetic solar UV radiation breaks an oxygen molecule

(O2) apart, resulting in two oxygen atoms (2O). The two resulting oxygen atoms combine

with oxygen molecules in a second step to form two ozone molecules (2O3). The third

bodyM is a collision partner needed for conservation of momentum.As solar UV radiation
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Figure 1.2: Stratospheric ozone production and destruction by the Chapman cycle.

is a prerequisite in forming ozone, most of the ozone is produced in the tropical stratos-

phere. The fast photolysis ofO3 leads to the formation of molecular and atomic oxygen.

Through the formation and photolysis of ozone, a photochemical equilibrium betweenO

andO3 is established, and a steady-state ozone concentration is achieved. The recombina-

tion of ozone with atomic oxygen, forming two oxygen molecules, provides a loss of anO

atom and anO3 molecule (odd-oxygen). The reaction rates of the Chapman cycle depend

strongly on temperature (Brasseur and Solomon, 2005). The reaction rate of the ozone pro-

duction (kprod, O+O2

kprod
→ O3) increases with decreasing temperature, while the reaction

rate of the loss term (kloss, O3 +O
kloss→ O2 +O2) decreases with decreasing temperature.

As a result, a decrease in temperature leads to higher ozone concentrations in the stratos-

phere, considering the Chapman chemistry only.

The ozone produced and depleted via the Chapman chemistry differs from what is observed.

The Chapman theory alone overestimates the ozone abundances in the lower stratosphere.

Today, it is well known that additional ozone loss processesexist as discussed in Sections

1.3.2 and 1.3.3 below. Numerous laboratory, field and model studies have lead to an im-

proved understanding of the chemical processes in the stratosphere and today the catalytic

ozone depleting cycles involving hydrogen, nitrogen, chlorine, and bromine radicals are

well understood. A radical can be recycled many times without being consumed by the

chemical reactions of the catalytic cycle. Therefore, catalytic cycles can be very efficient

in destroying ozone, even if the concentration of the catalyst is much smaller than that of

ozone. The most relevant ozone depleting catalytic cycles are described in more detail

below.
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1.3.2 Gas-phase chemistry

The catalytic cycles presented below are driven by atomic oxygen densities as oxygen is

required to keep the catalyst active. The atomic oxygen density decreases rapidly with

decreasing altitude and therefore these cycles are less important in the lower stratosphere.

Other cycles, that are not limited by the availability of atomic oxygen, become more impor-

tant in the lower stratosphere. These cycles are described in Section 1.3.3.

Hydrogen and nitrogen catalytic cycles

The catalytic cycles involving reactive hydrogen species (HOx = H +OH+HO2; collec-

tively called odd hydrogen) and reactive nitrogen species (NOx = NO+NO2; called odd

nitrogen) are illustrated in Figure 1.3 and are described below.

NO

O2 O3
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NO2
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NO3

O3

NOx catalytic cycle
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HNO3

+

NO2

O3
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OHHO2
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HOx catalytic cycle

O2

OHOH
+ M

Figure 1.3: A schematic of the main catalytic cycles involving hydrogen (HOx) and nitrogen
(NOx) species.

Stratospheric odd hydrogen (HOx) is formed from the stratospheric break down of methane

(CH4), water vapour (H2O), and molecular hydrogen (H2) transported from the tropos-

phere. In the stratosphere water vapour reacts with electronically excited oxygen atoms,

producing hydroxyl radicals:H2O+O(1D) → 2OH. Another source of hydroxyl radicals

is molecular hydrogen (H2) because it also reacts rapidly with an electronically excited

oxygen atom:H2 +O(1D) → H+OH. The importance of the hydroxyl radical is twofold,

as it reacts with atomic oxygen (important at altitudes above 40 km) and as it reacts with

ozone. In both cases the reactions produce hydroperoxyl (HO2) which in turn also destroys

ozone as illustrated in Figure 1.3. These three reactions are part of the hydrogen catalytic

cycle (so-calledHOx-cycle). This cycle is one of the most effective photochemical loss
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processes for odd oxygen in the upper stratosphere at altitudes between 40 and 50 km (Os-

terman et al., 1997).

The kinetic reaction rates of the ozone production and destruction of the Chapman che-

mistry together with the reaction rates of theHOx-cycle are still too small to explain the

observed ozone loss at altitudes between 30 and 35 km. Crutzen (1970) reported that the

missing link in determining stratospheric ozone abundances are the reactions with oxides

of nitrogen as shown in Figure 1.3. The presence of nitrogen oxides (NOx) in the middle

stratosphere results primarily from the dissociation of nitrous oxide (N2O) by reaction with

an excited oxygen atom (Brasseur and Solomon, 2005):N2O+O(1D) → 2NO. N2O,

produced by biological processes, originates in the troposphere and is transported to the

stratosphere by troposphere-stratosphere exchange. Nitrogen dioxide (NO2) can also be

injected into the lower stratosphere by aircraft engines. Under normal conditions, cataly-

tic cycles involving nitrogen monoxide (NO) andNO2 (Figure 1.3) provide a major loss

process for odd oxygen at altitudes between∼25 and 38 km (Lary, 1997; Osterman et al.,

1997).

The hydrogen and nitrogen oxides cycles interact forming nitrogen containing species, such

as nitric acid (HNO3) which represent a nitrogen ‘reservoir’. TheHNO3 molecule is for-

med by a three body process, involvingOH,NO2 and any other moleculeM, as illustrated

in Figure 1.3. The chemical reaction formingHNO3 provides a sink for theNO andOH

catalysts. The primary loss process forHNO3 is photolysis which releasesNOx so that it

can return to participate in the catalytic cycle. However, the photolysis ofHNO3 is very

slow which suggests thatHNO3 is an effective reservoir forNOx. Hence,NOx is removed

from the ozone destruction cycle through the formation ofHNO3 which will eventually be

transported from the stratosphere to the troposphere followed by rainout and washout (de-

nitrification).

Catalytic cycles involving halogen compounds

Additional ozone destruction takes place through reactions involving reactive halogen gases

such as fluorine, chlorine, bromine, and iodine, that act as catalysts. The main source gases

of stratospheric halogens are ozone depleting substances2 (ODSs) emitted at the surface.

Iodine-containing source gases, iodocarbons such as methyl iodine,ClCH2I andCH2IBr,

are emitted into the troposphere by primarily biological processes in the oceans. The

2Ozone depleting substances are chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), ha-
lons, carbon tetrachloride, 1,1,1-trichloroethane (methyl chloroform), and methyl bromide (WMO, 2007).
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carbon-halogen bond is very week and photochemically active (Finlayson-Pitts and Pitts,

1999; Solomon et al., 1994). As a result, active iodine is released rapidly from source

gases in the troposphere and therefore, the atmospheric chemical and photochemical life-

time of iodine compounds is very short and the amount of iodine reaching the stratosphere

is very limited. Solomon et al. (1994) suggested that iodinecompounds could be trans-

ported by deep convective events from the lower troposphereto the upper troposphere and

lower stratosphere. If iodine atoms are released above the tropopause they react with ozone,

releasing the iodine monoxide radical. Iodine monoxide interacts with other halogen gases

such as chlorine monoxide (ClO) and bromine monoxide (BrO), forming chlorine, bromine

and iodine atoms and therefore, these reactions could make amajor contribution to ozone

destruction in the lowermost stratosphere (Brasseur and Solomon, 2005; Finlayson-Pitts

and Pitts, 1999). However, total stratospheric iodine abundances as large as 1 part per tril-

lion (ppt) are required to significantly influence the stratospheric ozone depletion (Solomon

et al., 1994). Field studies by Wennberg et al. (1997), Pundtet al. (1998), and Butz et al.

(2009) suggest that undetectable low amounts of iodine species reside in the stratosphere.

Therefore, it seems to be unlikely that sufficient iodine abundances reach the stratosphere

to make a significant contribution to the overall ozone destruction.

The fluorine atoms released in the stratosphere from fluorocarbon source gases are removed

by reacting withCH4 andH2O rapidly, forming hydrofluoric acid,HF. The bond strength

between the hydrogen atom (H) and the fluorine atom (F), formingHF, is very strong so

that essentially all fluorine in the stratosphere is irreversible and rapidly ‘neutralized’ as

HF (Brasseur and Solomon, 2005). Therefore, the effects of fluorine chemistry on ozone

destruction is negligible.

ClOx catalytic cycle

O

Cl ClO
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O3

O2

ClONO2

Cl

CH4 CH3

HCl

O2

HOCl

inert chlorine 

reservoir species

ClO

NO2

ClO

HO2

Figure 1.4: A schematic of the main catalytic ozone loss cycles involving chlorine (ClOx)
species.

The release of chlorine atoms from the photolysis of CFCs is currently the main source

of anthropogenic stratospheric chlorine. In the upper stratosphere, the high energy UV ra-
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diation above the ozone layer can break the CFC bonds, releasing chlorine atoms that are

converted intoClO mainly by destroying ozone via the catalytic cycle illustrated in Figure

1.4. ClO undergoes reactions with atomic oxygen to reform atomic chlorine that in turn

destroys ozone. As the effectiveness of these catalytic cycles depend on the availability

of atomic oxygen, these reactions constitute an important cycle that destroys odd-oxygen

primarily in the upper stratosphere at altitudes between 40and 50 km (Lary, 1997). In the

lower stratosphere,ClO reacts withNO to reform chlorine atoms (not shown). This reaction

represents an important coupling between the chlorine and nitrogen cycles. There are seve-

ral reactions that transform reactive chlorine into inert reservoir species, reducing the rate of

the chlorine catalytic reactions. The methane molecule andhydrogen and nitrogen oxides

interfere with chlorine monoxide, deactivating the reactive chlorine species into nonreactive

reservoir species hydrogen chloride (HCl), hypochlorous acid (HOCl), and chlorine nitrate

(ClONO2) as shown in Figure 1.4. The loss processes forHCl are the reactions withOH,

O(1D), O(3P), and photolysis.HOCl andClONO2 are mostly destroyed by photolysis,

producing atomic chlorine which can return to participate in the chlorine catalytic cycle.

The reservoir gases therefore can be reconverted into chlorine atoms by gas-phase stratos-

pheric chemistry. Therefore, the amount ofCl andClO available to participate in ozone

destructing catalytic chemistry depends on the partitioning of chlorine between these active

chlorine radicals and the non-ozone-destroying ‘reservoirs’.

BrOx catalytic cycle
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Figure 1.5: A schematic of the ozone depleting catalytic cycle involving bromine (BrOx)
species.

The major sources of stratospheric inorganic bromine compounds (Bry = BrCl + HOBr

+ Br + BrO etc.) are anthropogenic Halon-1211 (CBrClF2), Halon-1301 (CBrF3), and

methyl bromine (CH3Br) which has both natural and anthropogenic sources. Once the

bromine-containing organics reach the stratosphere they are dissociated by UV photolysis
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at wavelengths shorter than 280 nm, releasing bromine atoms. In the case of methyl bro-

mine, reactions with water, the hydroxyl radical, and chlorine ions also generate bromine-

containing organic radicals. The production of bromine atoms via photolysis of halons is

followed by reaction with ozone to produce bromine monoxide(BrO) (Figure 1.5). Des-

pite its short chemical lifetime,BrO is the most abundant inorganic bromine compound in

the stratosphere below 40 km (Lary, 1996). In the upper stratosphere, where ground-state

oxygen atom concentrations are higher, the main loss ofBrO is through its reaction with

atomic oxygen as shown in Figure 1.5. In the sunlit lower stratosphere the main destruction

of BrO is by photolysis, and reaction withNO2. Similar toClO, BrO can react withNO2

andHO2 to form reservoir species such asBrONO2 andHOBr, respectively (Figure 1.5).

Contrary to the reservoir species of chlorine compounds, the speciesBrONO2 andHOBr

are rapidly photolyzed and hence have very short lifetimes (Lary, 1996).HBr is the longest

lived reservoir since the photolysis ofHBr in the stratosphere is slow because it involves

shortwave ultraviolet light. The lifetime ofHBr in the sunlit lower stratosphere is about

one day, decreasing to one hour in the upper stratosphere.

Bromine is about 50 times more efficient, per atom, in destroying ozone than chlorine

since catalytic cycles involving reaction of reactive bromine (BrO andBr) with ClO, NO2

andHO2 do not require free oxygen atoms to destroy ozone. Therefore, these reactions can

occur in the lower stratosphere where only a few oxygen atomsare available. Furthermore,

BrONO2 andHOBr are very easily photolyzed, so that bromine is present more in its ca-

talytically active forms rather than in its nonreactive forms. However, the abundances of

total man-made stratospheric bromine are about 300 times smaller than those of chlorine

(SPARC, 2009).

1.3.3 Chemistry in the cold polar stratosphere

The severe ozone loss observed over the Antarctic in late winter/early spring and the large

ozone depletion observed in cold Arctic winters, cannot be explained purely with gas phase

chemistry (homogeneous processes), as described above. Inpolar regions, where tempe-

ratures are very low (Figure 1.6), additional processes take place leading to accelerated

ozone loss. The formation of polar stratospheric clouds (PSCs) at very low temperatures

is key to explaining the severe ozone loss in the polar stratosphere. As already suggested

in 1986 by Solomon et al., inactive chlorine reservoir species can react on the surface of

PSCs (heterogeneous chemistry) leading to an increase inClO abundances so that additio-

nal catalytic cycles involvingClO andBrO must be considered in the chemical destruction

of ozone. Before these additional cycles and the heterogeneous processes are described, the

formation of the key ingredients, the PSCs, is discussed in the following section.
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Polar stratospheric Clouds

PSCs as observed in the cold winter polar stratosphere form at altitudes between 12 and

26 km and are a condensation product of water vapor, sulfate aerosols and nitric acid. De-

pending on the composition of PSCs, two classes of PSCs can bedifferentiated: Type I and

Type II PSCs.

First, Toon et al. (1986) and Crutzen and Arnold (1986) suggested that PSC particles might

consist of nitric acid trihydrate (NAT). The important ingredients for NAT particles to form

are the stratospheric sulfate aerosols (SSA) that occur between the tropopause and∼30 km,

forming the so called Junge layer (Finlayson-Pitts and Pitts, 1999). The importance of

stratospheric aerosols is threefold:

(i) The uptake of water and nitric acid onto SSA, forming PSC particles, i.e. SSA serve

as nuclei for PSC formation.

(ii) Several heterogenous chemical reactions occur on the surface of SSA.

(iii) SSA grow as they cool and take up water and nitric acid. These particles can grow big

enough so that they sediment, removing water and nitric acidfrom the polar stratos-

phere, thereby causing dehydration and denitrification, resulting in an enhancement

of ozone destruction.

The SSA consist mainly of sulfuric acid (H2SO4) and exists mostly in the liquid state.

These particles take up water and nitric acid (HNO3) as the temperature falls, and at tempe-

ratures between 195 and 215 K sulfuric acid tetrahydrate (SAT = H2SO4 · 4H2O) freezes

out. As temperatures decrease more water is taken up and frozen aerosol becomes primarily

aHNO3-H2O mixture. When the temperature drops below 195 K, NAT freezesout of the

solution. As a result, PSCs composed of NAT particles can form well above the ice frost

point. However, this process of the formation of solid NAT particles is not satisfactorily

understood as laboratory studies indicate that particles containingH2SO4, H2O, andHNO3

remain liquid even at very low temperatures (e.g. Beyer et al., 1994). Particles that consist

of a liquid solution ofHNO3/H2SO4/H2O are termed supercooled ternary solution (STS).

These PSC particles that can be both liquid and solid are known as type I PSCs. Type I

PSCs are subdivided into type Ia PSCs (solid-phase of NAT) and type Ib PSCs (liquid STS).

PSCs that are composed mainly of water ice particles form when the temperature falls

below the ice frost point temperature (T<189 K). These PSCs are known as type II PSCs.

Due to the relatively large sizes of type II particles (diameter of typically 1-30µm), they

sediment rapidly, leading to a dehydration of the polar stratosphere. Type II PSCs are quite
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often observed in the Antarctic as the temperature often drops below the threshold tempe-

rature in each winter (Figure 1.6). In the Arctic, on the other hand, where the stratosphere

is more often disturbed by dynamical variability, ice PSCs are only occasionally observed.

Therefore, dehydration occurs more frequently in the Antarctic stratosphere than in the Arc-

tic.

The minimum temperatures for the Antarctic and Arctic averaged over the period 1978

to 2004 together with the temperature thresholds for forming type II PSCs (Tice) and for

forming type I PSCs (TNAT) are shown in Figure 1.6. In the polar vortex the Antarctic

air masses are∼10 K cooler than air masses in the Arctic vortex. Furthermore, in the

Antarctic, minimum temperatures fall below bothTNAT andTice, and remain below these

temperatures for quite some time (June to September), so that PSCs are frequently formed.

In the warmer Arctic vortex, on the other hand, temperaturesbelow theTice threshold are

a very rare occurrence and even temperatures belowTNAT do not occur in every winter.

Even whenTNAT temperatures are encountered, the PSC period is much shorter compared

to the Antarctic (Figure 1.6). Therefore, the heterogeneous processes as described below,

are much more effective in the Antarctic than in the Arctic winter.

A more recent study by Drdla and Müller (2010) indicate thatchlorine activation via hete-

rogeneous processes is dominated by reactions on cold SSA particles, without the require-

ment of PSCs. While the formation temperature for type I PSCsdepends on stratospheric

H2O andHNO3 concentrations, the chlorine activation temperature on cold SSA particles

depends onH2O and sulfate aerosol loading. If correct, this study suggests that enhanced

stratospheric aerosol concentrations, e.g. due to large volcanic eruptions, resulting in an

enhancement of chlorine activation and ozone loss well above the temperature threshold

for forming type I PSCs. Therefore, SSA would play a more significant role in chlorine

activation and thereby in polar ozone depletion than currently thought.

Heterogeneous chemistry

The most important heterogeneous reactions on the surface of PSCs and aerosol particles

(solid or liquid) are shown in Figure 1.7. The chemical reactions illustrated in Figure 1.7 are

very slow in the gas phase but occur rapidly in liquid phase and on solid particle surfaces.

Therefore, the inert chlorine reservoir species (ClONO2, HCl) become highly reactive on

the surface of cloud and aerosol particles. The reservoir species are converted into less

stable, more active forms such asCl2 (chlorine activation). The productCl2 is released as

a gas and is photolyzed rapidly in sunlit air, freeing up two chlorine atoms that efficiently

destroy ozone, releasingClO. Furthermore, heterogeneous reactions suppress the stratos-
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Figure 1.6: 50 hPa daily minimum polar temperature between 50◦N and 90◦N (top) and
between 50◦S and 90◦S (bottom) from the National Centers for Environmental Predic-
tion/National Center for Atmospheric Research (NCEP/NCAR) re-analysis. The mean an-
nual cycle for the period 1978 to 2004 (Northern Hemisphere (NH)) and 1979 to 2005
(Southern Hemisphere (SH)) (black line) is included. The red line shows the NH winter
2004-2005 and SH winter 2005. For the SH the anomalous winter2002 is also shown (blue
line). The maximum (minimum) values of the 27 years observation period are indicated
with thin black lines. The dark gray shading shows the 30 to 70% probability of obser-
vations, the light gray areas show the 10 to 90% probability.The threshold temperatures
for the formation of PSCs are indicated by the horizontal green lines (Figure from WMO
(2007)).
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Figure 1.7: A schematic of the main heterogeneous reactionsoccurring on the surface of
polar stratospheric clouds (PSCs) and on aerosols.

phericNOx concentrations by convertingN2O5 into HNO3 which remains in the solid or

liquid phase (Figure 1.7). The removal ofNOx from the stratosphere is known as denoxi-

fication and this conversion keeps chlorine active since lessClO is tied up in theClONO2

reservoir. Under normal conditions, the reaction ofClONO2 with HCl (Figure 1.7) is the

most effective reaction for the activation of chlorine via heterogeneous processes. As the

stratospheric temperatures decrease the solubility ofHCl in a liquid aerosol increases and

the two reservoir species react on the PSC surface producingCl2 andHNO3. Heteroge-

neous reactions such as the hydrolysis of chlorine nitrate (ClONO2 +H2O), the reaction of

HCl with N2O5 and the reaction ofHOCl with HCl (Figure 1.7) also contribute to chlorine

activation. As the productsCl2, HOCl andClNO2 are photolyzed rapidly, releasing reac-

tive chlorine atoms, the catalytic ozone depleting cycles become active.

When the sunlight returns after polar darkness, the temperature increases, PSCs no lon-

ger from and, as a result, the chlorine activation on the surface of PSCs ceases. Chlorine

species are then gradually deactivated by being transformed back to the reservoir species

HCl andClONO2.

However, due to the extensive PSC formation in the Antarcticstratosphere,HNO3 is re-

moved by sedimentation (denitrification). Therefore, lessHNO3 is available to deactivate

chlorine since the production ofNO2 via HNO3 photolysis is suppressed. Furthermore,

ozone can be destroyed almost completely during the Antarctic spring suppressingClO

formation, since the reactionCl + O3 → ClO + O2 cannot occur in the absence of ozone
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and thereby increasing stratospheric chlorine concentrations. As a result, the reservoir spe-

ciesHCl is formed via the reaction with methane (Figure 1.4). Both effects explain why

HCl is primarily responsible for deactivating chlorine in the Antarctic stratosphere.

In the more dynamically disturbed Arctic vortex, on the other hand, denitrification occurs

less frequently and less intensively such that moreHNO3 remains in the gas-phase. Howe-

ver, as the photolysis ofHNO3 is slow, the formation of the reservoir species is delayed due

to denoxification. The reservoir speciesClONO2 cannot be formed untilHNO3 is photo-

lyzed andNOx is freed up to react withClO. As soon as enough sunlight is available to

produce enoughNOx so thatCl atoms can be produced (viaClO + NO → Cl + NO2), the

HCl reservoir species can be produced.

ClO-Dimer Cycle

Heterogenous processes releasing chlorine in the form ofCl2 that photolyzes rapidly relea-

sing two chlorine atoms. Chlorine in its atomic form has a very short lifetime (Brasseur and

Solomon, 2005) as it destroys ozone immediately, forming chlorine monoxide (ClO). ClO

recombines with itself, forming theClO-dimer, chlorine peroxide (ClOOCl). The photoly-

sis ofClOOCl releases twoCl atoms that then react again with ozone.

Numerous Antarctic ground-based measurements ofClO and other trace gases (De Zafra

et al., 1987; Solomon et al., 1987; Farmer et al., 1987) suggested that elevatedClO abun-

dances are associated with the strong ozone loss observed inAntarctica. In 1989, Anderson

et al. showed that a strong anticorrelation between ozone and ClO within the polar vor-

tex exists and they concluded thatClO is the dominant contributor to stratospheric ozone

depletion via catalytic cycles. First, Molina and Molina (1987) proposed a catalytic cycle

involvingClO and its dimer, chlorine peroxide (ClOOCl), which is independent of atomic

oxygen concentrations and today is known as theClO-dimer cycle. The interaction bet-

weenClO andBrO within a catalytic ozone loss cycle (ClO-BrO cycle) was presented by

McElroy et al. (1986). These cycles become extremely efficient when highClO concentra-

tions are present in the lower stratosphere (which is the case after heterogeneous reactions

re-activate reservoir species as described in Section 1.3.3). TheClO-dimer cycle and the

reaction betweenClO andBrO are illustrated in Figure 1.8. Since the chlorine abundances

are much higher than bromine abundances in the polar stratosphere, theClO-dimer cycle is

the most destructive ozone loss process. This cycle is typically responsible for 55% to 70%

of the spring-time ozone depletion in the Antarctic stratosphere (SPARC, 2009). Neverthe-

less, as bromine is much more efficient than chlorine, theClO-BrO cycle is not negligible

and from trace gas measurements it was estimated that about 20-30% of the total ozone loss
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Figure 1.8:ClO-dimer cycle and the interaction ofClO andBrO.

observed at McMurdo during September 1987 and 1992 was due totheClO-BrO cycle

(Finlayson-Pitts and Pitts, 1999, and references herein).Both catalytic cycles require sun-

light to be active and to maintain the largeClO abundances via the photolysis of the dimer.

Therefore, the greatest ozone depletion can only occur whenthe polar air masses within the

vortex are both, cold and exposed to sunlight. These conditions are limited to the period of

late winter/early spring, coinciding with the period of observed ozone loss.

The rate of photodissociation of a molecule such as the dimerClOOCl is described by

the photolysis rateJ . As the photolysis rate of theClO− dimer (JClOOCl) is subject this

thesis (Chapter 3), a brief description of how to calculate the photolysis rate is given here.

The photolysis rateJ for a molecule takes into account the actinic fluxF (λ), the absorp-

tion cross-sectionσ(λ) of the molecule and the quantum yieldφ(λ) for photodissociation,

integrated over all wavelengths (λ) for which the molecule photodissociates, i.e.:

J =

∫

λ

φ(λ)σ(λ)F (λ)dλ (1.1)

The actinic flux represents the intensity of available lightfor absorption and photodissocia-

tion and depends on many factors, such as geographical location, the total amount of ozone

and the total amount of particles which scatter light traveling through the atmosphere. A

radiative transfer model is usually employed to determine actinic fluxes. The absorption

cross-sections of the molecule and quantum yields are usually taken from the Jet Propul-

sion Laboratory (JPL) recommendations.

Today, it is well established that surface emissions of ozone depleting substances are the

primary cause of the severe ozone depletion. In response, aninternational agreement to
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protect the ozone layer was signed in 1987 (the Montreal Protocol), and came into force

in 1989. The Montreal Protocol and its amendments and adjustments have strongly limi-

ted the production and emission of halogen source gases thatcontribute to the destruction

of stratospheric ozone. Consequently, the global production of these chemicals dropped

by about 90% in the late 1990s (Solomon, 2004) and stratospheric halogen levels are now

decreasing (WMO, 2007). However, due to the long lifetimes of the most important halo-

gen source gases (such as CFC-12 with a lifetime of about 100 years) the removal of the

ozone depleting substances from the atmosphere will take many decades. In the absence

of changes in other factors affecting ozone, ozone would return to unperturbed levels (e.g.

1960 levels) on a similar time scale (WMO, 2007; Austin et al., 2010a).

1.4 Uncertainties in projecting the future evolution of stra-

tospheric ozone

The future evolution of stratospheric ozone depends not only on future abundances of ozone

depleting substances, but also on climate change, brought about in part, by enhanced green-

house gas (GHG) concentrations (WMO, 2007). Elevated GHGs are expected to affect

ozone through GHG-induced stratospheric cooling, resultant changes in the stratosphe-

ric circulation, and changes in the abundances of reactive chemical species (Oman et al.,

2010). Changes in stratospheric temperatures affect ozoneconcentrations because the che-

mical reaction rates and the formation of PSCs are temperature dependent. Furthermore,

the BDC is expected to strengthen in a changing climate (SPARC-CCMVal, 2010) the-

reby affecting transport of chemically reactive trace species. On the other hand, changes

in chemical composition affect climate through radiative processes and thereby changing

temperatures and consequentially influence atmospheric dynamics. Therefore, to attribute

the full elevated impact of GHG concentrations on surface climate, it is becoming more

evident that interactions between changes in stratospheric ozone and changes in climate

must be considered (WMO, 2007; Eyring et al., 2010a; Austin et al., 2010b). This requires

the coupling of chemistry, radiation and dynamical atmospheric processes, including their

feedbacks, in models.

Coupled atmosphere-ocean general circulation models (AOGCMs, sometimes referred to

as coupled general circulation models, CGCMs), that simulate both atmospheric and ocean

processes, are currently used to attribute and quantify theresponse of the global climate

system to increasing GHG concentrations (IPCC, 2007). However, AOGCMs are most of-

ten not designed to simulate stratospheric changes, and ozone concentrations are usually

prescribed in 21st century simulations. Calculating ozone off-line instead of interactively
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in the simulations means that internal feedbacks, e.g. the interaction between changes in

temperature and changes in ozone, are missing. Therefore, AOGCMs cannot be used to

reliably project the future evolution of the ozone layer.

Coupled chemistry-climate models (CCMs) are currently themost appropriate tools for pro-

jecting the evolution of the ozone layer through the 21st century and its impact on climate.

CCMs are atmospheric general circulation models (AGCMs or AOGCMs) that are coupled

interactively to a detailed chemistry scheme. The AGCM describes radiative and dynami-

cal (transport) processes in the atmosphere including their feedbacks. The AGCM provides

input to the chemistry scheme e.g. temperature fields and some trace gas concentrations,

which are then processed by the chemistry scheme, generating chemical constituent fields.

The output from the chemistry scheme is then returned to the AGCM to be used to calculate

radiative forcings. The radiative forcing is defined as the change in the balance between in-

coming solar and outgoing terrestrial radiation (WMO, 2007). Radiative forcings induce

temperature changes while changes in temperature affect dynamics and therefore the trans-

port of trace gases.

To have confidence in the performance of a CCM it is necessary to assess and evaluate the

CCM output through model-model and model-observation comparisons. The chemistry-

climate model validation (CCMVal) activity (Eyring et al.,2005, 2008), established in

2005, aims to improve our understanding of CCMs through process-oriented evaluation of

CCMs so that reliable projections of stratospheric ozone and its impact on climate can be

conducted. The assessment and evaluation of CCM output within the CCMVal activity, and

additional model studies, revealed numerous sources of uncertainties in projections of the

stratospheric ozone layer through the 21st century (SPARC-CCMVal, 2010; Charlton-Perez

et al., 2010; Oman et al., 2010). Three sources of uncertainty, contributing to the overall

uncertainty in ozone projections, can be identified (Charlton-Perez et al., 2010): (i) model

uncertainty due to differences in the formulation of CCMs and an inaccurate representa-

tion of dynamical and/or chemical processes, (ii) internalvariability and (iii) uncertainty in

future emissions of GHGs and ozone depleting substances. Charlton-Perez et al. (2010) in-

dicate that the model uncertainty and uncertainties arising from future emissions scenarios,

are the dominant contributors to the overall uncertainty inthe projections of future ozone

abundances. They suggest that continued development and improvement of CCMs would

contribute to refined future ozone projections. In addition, to quantify the uncertainties in

future GHG emissions in a more robust way, a larger ensemble of models running at least

three different GHG emissions scenarios is required.
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CCMs are computationally very demanding and so are expensive to run. Due to the com-

plexity of dynamical, chemical and radiation processes in the atmosphere and their inter-

actions, several external forcings such as sea surface temperatures (SSTs), aerosols, GHG

emissions and emissions of ozone depleting substances haveto be prescribed in CCM si-

mulations. It is known that uncertainties in CCM simulations are in part a result of these

external forcings and their uncertainties (Morgenstern etal., 2010). For example, the fu-

ture stratospheric sulfate aerosol loading is uncertain due to unpredictable natural variabi-

lity (volcanic eruptions) and due to human-introduced changes in aerosol levels, e.g sulfur

geoengieneering3. Stratospheric sulfate aerosols act as condensation nuclei, so that enhan-

ced aerosol loading favours resulting in an enhancement of heterogeneous chemistry and

therefore accelerates stratospheric ozone depletion. CCMsimulations cannot account for

these aerosol-driven changes in ozone destruction as aerosols concentrations are prescri-

bed. Uncertainties in future GHG emissions contribute to the overall uncertainty in CCM

projections as enhanced GHGs affect stratospheric ozone via: (i) additionalHOx andNOx

production due to the expected increase inCH4 andN2O, (ii) GHG-induced stratosphe-

ric cooling as GHGs emit more long-wave radiation than they absorb in the stratosphere.

Furthermore, the induced changes in temperatures affect wave driving which influences the

strength of the BDC and therefore the transport of ozone and ozone depleting substances.

It was shown that the main forcing responsible for changes inthe BDC is an increase in

sea surface temperatures (SSTs) (Oman et al., 2009) resulting from enhanced GHGs. In

addition, changes in atmospheric lifetimes induced by changes in atmospheric dynamics or

chemistry can affect the projection of future concentrations of ozone depleting substances.

From this wide array of sources of uncertainty in projections of future ozone levels, three

have been selected as foci for in-depth investigation in this thesis.

First , Antarctic ground-basedClO measurements are used to test current values of

the kinetic reaction rates driving the effectiveness of theClO-dimer cycle during the

day. Obtaining reliable reaction rates, used in CCM chemistry scheme to simulate

ozone, is the first step in correctly projecting future polarozone abundances.

Second, this thesis aims to test the applicability of using AOGCM temperature fields

that include the climate change response of temperature to enhanced GHGs, as input

to a semi-empirical model to project the future evolution ofozone through the 21st

century. The semi-empirical model accounts for the effect of temperature on ozone

that is currently missing in AOGCMs. The sensitivity of the dates of return of ozone

3Manipulating Earth’s energy balance to off-set the human-driven climate change, e.g. due to injecting
light-scattering aerosols into the upper atmosphere (Keith et al., 2010).
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to historic values (e.g. 1960 and 1980 values) to enhanced GHG concentrations is

examined in this thesis.

Third , this thesis aims to test the applicability of a semi-empirical model, SWIFT, as

a diagnostic tool in assessing the representation of key chemical processes in CCMs.

SWIFT is first trained on satellite-based measurements to demonstrate that SWIFT

can reproduce the chemical processes driving polar ozone depletions and to provide

a set of fit-coefficients that can form the basis for using SWIFT as a diagnosing tool

to validate CCMs.





Chapter 2

Remote Sensing Measurements and

Retrieval Algorithm

Electromagnetic radiation emitted, scattered or transmitted by the atmosphere, is used in re-

mote sensing to observe atmospheric compositions using instruments on satellites, aircrafts,

balloons or ground-based instruments on the Earth’s surface. In this thesis, measurements

from a ground-based microwave radiometer installed at Scott Base, Antarctica, are used

to investigate the current understanding of key kinetic parameters that play a central role

in polar stratospheric ozone destruction (Chapter 3). Furthermore, atmospheric measure-

ments from the Microwave Limb Sounder (MLS) onboard the UARSand Aura satellite

as well as from the Atmospheric Chemistry Experiment Fourier Transform Spectrometer

(ACE-FTS) onboard the Canadian satellite SCISAT-1 are usedin this thesis to train semi-

empirical models that describe the rate of change of polar ozone loss (Chapter 4 and 5).

All instruments employ a passive remote sensing technique to measure atmospheric chemi-

cal species. Both, the ground-based radiometer and the MLS instrument observe millime-

ter and sub-millimeter-wavelength thermal radiation emitted by the atmosphere, while the

ACE-FTS instrument measures atmospheric infrared absorption spectra to derive vertical

profiles of atmospheric constituents, temperature, and pressure.

Spectroscopy studies the propagation of electromagnetic radiation through molecular gases

by observing and analyzing absorption and emission spectra. Section 2.1 describes the ba-

sics of spectroscopy in the microwave region, followed by anintroduction of the radiative

transfer theory used to describe the interactions of electromagnetic radiation and the atmos-

phere. The passive ground-based instrument measuring the thermal emission of chlorine

monoxide (ClO) is described in detail in Section 2.2. The observation of the Earth’s limb

using the passive UARS-MLS, Aura-MLS, and ACE-FTS instruments is presented in Sec-

tion 2.3. Retrieval algorithms, such as the optimal estimation approach, are used to estimate

23
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the atmospheric state, i.e. the distribution of the observed atmospheric substances, from the

measured absorption and emission spectra. An alternative application of optimal estimation

is presented in this thesis (Chapter 3) where the retrieval algorithm is employed to retrieve

key kinetic reactions rates that govern polar ozone depletion using ground-basedClO mea-

surements. Therefore, a general description of the optimalestimation method is given in

this chapter (Section 2.4).

2.1 Microwave Spectroscopy

Spectroscopy in the millimeter and sub-millimeter wavelength range is the study of propa-

gating electromagnetic radiation through molecular gasesassociated with transitions from

one energy state to another within the molecule. There are three different types of tran-

sitions between two excited states: transitions between electronic states, which typically

occur in the ultraviolet, vibrational transitions, which occur in the infrared, and rotational

transitions. Rotational energy changes are relatively small, and therefore the wavelengths

associated with transitions between pure rotational states lie within the microwave region

at wavelengths of1 to 100mm or at frequencies between 3 GHz and 300 GHz. Wavelength

is inversely proportional to frequency so that short wavelengths correspond to high fre-

quencies and vice versa. When describing microwave radiation it is most common to use

frequency rather than wavelength. Radiation, resulting from transitions, is emitted only

when an electron makes a transition from one state with energy Ei to a state with lower

energyEi−1. The emitted photon has an energy given by the difference between these two

states:

∆E = Ei −Ei−1 = hν (2.1)

whereh is Planck’s constant (h = 6.626 × 10−34 J s) andν is the frequency. The tran-

sition from Ei−1 to Ei, requires an absorption of a photon with the energyhν. Each

jump/transition between fixed energy levels results in the emission or absorption of a cha-

racteristic frequency or wavelength.

In the atmosphere, at altitudes below 60 km, where the pressure is high enough for mo-

lecular collision to occur sufficiently rapid, vibrationaland rotational energy transitions of

all radiatively active molecules are dominated by molecular collisions, inducing excitation

and de-excitation, and the gas is said to be in local thermodynamic equilibrium (LTE).

In LTE, the relative populations of the states with energiesEi andEj is described by the

Boltzmann distribution:
Ni

Nj

= e
−(Ei−Ej)

kbT = e
−hν
kbT (2.2)
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whereNi (Nj) is the number of molecules in the state of energyEi (Ej), kb is Boltzmann’s

constant (kb = 1.38×10−23JK−1) andT is the local absolute temperature inK. Therefore,

in LTE Planck’s function (see Section 2.1.1) can be used to represent the spectral radiance.

The equation of radiative transfer describes how the intensity of radiation is affected when

propagating through a medium which absorbs, emits and scatters the radiation. The follo-

wing section describes some aspects of electromagnetic radiative transfer in the atmosphere,

focussing on microwave radiation. Microwave and millimeter wave radiation is not affec-

ted by atmospheric aerosols and the intensity is only slightly reduced by clouds. Therefore,

scattering is negligible and only emission and absorption need to be considered. The law of

blackbody radiation is a component for understanding absorption and emission processes

in the atmosphere. Hence, blackbody radiation is introduced (Section 2.1.1) before the

radiative transfer equation is described (Section 2.1.2).

2.1.1 Blackbody Radiation

The term blackbody is used for a material/substance that completely absorbs all incident

radiation at all wavelengths. A blackbody is also a perfect radiator, and the radiation from

it is a function of temperature and wavelength alone. The radiation emitted by a blackbody

at temperatureT and frequencyν is given by Planck’s function:

Bν(T ) =
2hν3

c2
1

e
hν
kbT − 1

(2.3)

wherekb is Boltzmann’s constant andc is the speed of light. The Planck function described

the spectrum of intensityBν at frequencyν emitted from molecules at temperatureT . The

wavelengthλm of the Planck or blackbody radiance intensity at its maximumdecreases

with increasing temperature.

For frequencies in the microwave region, wherehν ≪ kbT is valid, the Rayleigh-Jeans

law gives an approximation of Planck’s law and equation 2.3 can be written as:

Bν(T ) ≃
2ν2kbT

c2
(2.4)

By using the relation between frequency and wavelength (ν = c
λ
) equation 2.4 can also be

expressed as:

Bλ(T ) ≃
2kbT

λ2
(2.5)
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Therefore, the blackbody radiance intensity is directly proportional to the physical tempe-

rature and the brightness temperatureTB can be defined:

TB =
c2Bν

2ν2kb
=

λ2Bν

2kb
(2.6)

The brightness temperature,TB, of a blackbody is equal to its temperature,T , in the milli-

meter wave region, i.e. where the Rayleigh-Jeans approximation to Planck’s law is valid.

2.1.2 The Equation of Radiative Transfer

The radiative transfer equation describes the interactions of radiation propagating through a

medium. Considering absorption and emission only, the change in the intensity (Iν ) inside

a pencil of radiation at a points along the path in the direction of propagation is given by

the differential radiative transfer equation:

dIν = −ανIνds
︸ ︷︷ ︸

loss

+ ενds
︸︷︷︸

gain

(2.7)

whereαν andǫν are the absorption and emission coefficients, respectively.

Introducing the source functionSν = εν
αν

, which describes the loss and gain of energy

into a given direction, equation 2.7 can be written as:

dIν
ανds

= −Iν + Sν (2.8)

This is the general radiative transfer equation, considering absorption and emission only.

In LTE, Kirchhoff’s law is valid which states that at a given temperature and frequency

the ratio of radiation emittance to absorption is constant and equal to the radiation of a

blackbody at that temperature and the emissionεν can be written as:

εν = ανBν(T ) (2.9)

whereBν(T ) is the Planck function (equation 2.3). Therefore, the source functionSν is

given by Planck’s function (Sν = Bν(T )) leading to the equation of radiative transfer in the

form:
1

αν

dIν
ds

= −Iν +Bν(T ) (2.10)

This equation is also known as Schwarzschild’s equation andis the most fundamental des-
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cription of radiative transfer in a nonscattering medium. The first term on the right hand

side of equation 2.10 indicates the reduction in intensity due to absorption. The second

term denotes the increase in the intensity arising from blackbody emission of the medium.

Equation 2.10 is integrated over the thicknessds from s0 to s by multiplying both sides

by the integrating factore−τν which leads to the solution of the radiative transfer equation:

Iν(s) = Iν(s0)e
−τν +

∫ s

s0

Bν(T (s))e
−τνανds (2.11)

Iν(s) is the intensity of radiation at frequencyν seen at the receiver. The first term on

the right hand side of equation 2.11 describes an exponential decrease with optical depth

of the incident intensityIν(s0), whereIν(s0) is the intensity of radiation at frequencyν

entering the atmosphere at positions0 along the line-of-sight. The second term describes the

intensity attenuated due to absorption by the medium and thecontribution to the intensity

increase due to emission by the medium along the line-of-sight from s0 to s. The optical

depthτ of the medium between two pointss0 ands on the line-of-sight is defined as:

τν(s, s0) =

∫ s

s0

α(s′)ds′ (2.12)

For microwave wavelengths, the Rayleigh-Jeans approximation implies that the intensityIν
is direct proportional to the so-called brightness temperatureTB. Therefore, the radiative

transfer equation can be written in brightness temperatureunits:

TB(ν) = TB0(ν)e
−τν(s) +

∫ s

s0

T (s)e−τν(s)αν(s)ds (2.13)

whereTB0 is the background brightness temperature and T(s) is the local temperature. This

form of the radiative transfer equation is commonly used in microwave remote sensing and

as described below, whereTB(ν) is the quantity seen by the receiver of the microwave

radiometer.

2.2 Ground-based ClO microwave radiometer - ChlOe

The ground-based millimeter-wave instrument for measuring stratospheric chlorine mo-

noxide (ClO) is described in this section. The instrument detects the thermally-excited

emission resulting from transitions between rotational energy levels in theClO molecule.

Stony Brook University and the National Institute of Water and Atmospheric research
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(NIWA) jointly operate a ground-basedClO microwave radiometer as part of the Network

for the Detection of Atmospheric Composition Change (NDACC) at Scott Base (77.85◦S,

166.75◦E), Antarctica. A millimeter-wave instrument was installed at the New Zealand re-

search station Scott Base to provide long-termClO measurements over the Antarctic and

has produced useful measurements since February 1996. The main periods where the ins-

trument was not operating were from mid-November 1996 to early February 1997, when

components of the instrument failed and were returned to theUnited States for repair, late

April to late June 1998, when the cryogenic system which cools the detector failed, and late

January to February 2007 when there were problems with the detector. Except for those

periods of downtime and excluding occasional days lost due to bad weather conditions and

minor equipment failures, the instrument has been in continuous operation (24 hours a day

and year around). A schematic of theClO millimeter-wave radiometer system is illustrated

in Figure 2.2 and the assembly/configuration of the instrument is described in Section 2.2.1,

followed by a detailed description of the observing method (Section 2.2.2). Ground-based

instruments for stratospheric measurements suffer from the disadvantage that tropospheric

water vapour attenuates the stratospheric signal. Therefore, a measurement of the tropos-

pheric attenuation must be made to calibrate the observed emission ofClO. Relating the

output of the spectrometer to the intensity of the line that is independent of observing condi-

tions such as atmospheric opacity, results in the observed intensity without any tropospheric

attenuation (Section 2.2.3). The high spectral resolutionof the instrument allows the mea-

surement of pressure-broadened line shapes, permitting the altitude profile ofClO to be

obtained from the shape of the observed spectrum using the retrieval algorithm described

in Section 2.4.

2.2.1 Microwave Radiometer

The ground-basedClO millimeter-wave instrument consists of a quasi-optical beam-forming

subassembly, a cryogenically cooled heterodyne receiver,operating at 278.6 GHz, and mul-

tichannel spectrometer (Figure 2.2). The purpose of the quasi-optical subassembly is to fo-

cus the millimeter wave signal coming from the sky and to prepare the incoming signal to be

accepted by the heterodyne receiver. The optical devices combine the incoming millimeter

wave signal with a signal coming from a local oscillator (LO). A polarization interferome-

ter and a wire polarization grid are used to rotate the polarization of the input signal and

the LO signal to that which is accepted by the mixer. The wire grid transmits the incoming

radiation if its polarization is orthogonal to the direction of the wires. If the polarization of

the incoming radiation is parallel to the direction of the wires, the grid reflects the incoming

radiation. Both signals, the incoming millimeter wave signal and the LO signal, are directed

through a parabolic mirror into the mixer feedhorn (Figure 2.2) with the same polarization.
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Figure 2.1: A schematic of theClO millimeter-wave instrument. The instrumental set-up
(switching technique), the optical layout within the cooled dewar and the conceptual design
of the filter-banks are shown.
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A combination of any two signals results in an addition and a subtraction. The addition is

called the upper sideband and the subtraction is called the lower sideband. When receiving

a signal, it is desirable to use only one sideband and therefore, the unwanted image sideband

is reflected into a V-shaped termination at 20 K (Figure 2.2).The optical layout described

above and shown in Figure 2.2 is essentially the same as presented in Parrish (1994).

After the incoming signal has passed the quasi-optics and was deflected into the feedhorn,

the signal is delivered to the heterodyne receiver. In a heterodyne receiver, the received

millimeter wave signal, called the radio frequency signal (RF), is converted to lower ‘in-

termediate’ frequency signal (IF), by mixing the RF signal with another, much stronger

signal, from a frequency-stabilized local oscillator (LO)before it is detected. The process

of ‘mixing’ the RF signal with the LO signal is termed as the first stage IF mix. The output

product is a signal whose frequency is the difference between the RF and LO frequencies.

The power in this output signal is proportional to the power in the RF signal, such that the

spectral information of the incoming signal is preserved. The mixer output is first connected

to a preamplifier (hereafter referred to as the preamp) before the output signal goes into an

amplifier with approximately 28 dB gain (first IF amplifier). The preceded preamp prepares

the signal for further amplification. The quasi-optic subassembly, the heterodyne receiver

and the first IF amplifier are cooled to∼20 K by a closed cycle helium refrigerator to mini-

mize receiver noise.

The IF output of the receiver varies within a band of 1.4-1.9 GHz. Further amplification

of the IF signal is provided in the two multichannel filter banks, using conventional elec-

tronic techniques. The filter banks are shown only conceptually in Figure 2.2 as there are

several more conversion stages and amplifiers than shown in Figure 2.2 (which are, for the

purpose of this instrument description, too complex to describe here in any detail). The

filter banks, taken together, cover a total bandwidth of 506 MHz, with 306 filter channels.

The filters have different resolutions and spacing because the information content of the

ClO line per unit frequency is much greater at the line center than at the wings. There

are 30 filter channels with a bandwidth of 5 MHz on the left sideof the line center (low-

frequency side), 256 channels of 1 MHz at the center, and 20 channels of 5 MHz on the

right side (high-frequency side). The signal output of eachfilter is detected/measured by

a diode-based square-law detector, and produces an output voltage which is very nearly

proportional to the input power. The output voltage is digitized by a voltage to frequency

converter and integrated by counting the output of the converter over a specific time inter-

val. The counters accumulate the data for all channels and the data are periodically stored

in the computer. The processing of the observedClO spectra is described in Section 2.2.4.
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2.2.2 Observing method

The observing method is the beam switching technique as described in Parrish et al. (1988).

The beam switching technique is employed to minimize nonlinearities (Parrish, 1994). The

thermal emission ofClO is measured in a zenith reference direction (R) and in a signal

direction (S) at a low and adjustable elevation angle (ranging between5◦ and28◦). Both

reference and signal beams pass through microwave windows in the sidewall of the obser-

vatory building and set at Brewster’s angle with respect to the beams to eliminate reflec-

tions. To eliminate reflections over a range of elevation angles, the window in the signal

direction is also curved. A flat mirror at a45◦ angle outside the building is used to de-

flect the reference beam from the zenith towards the instrument. The adjustable mirror in

the signal beam determines its elevation angle and therefore its the path length through the

troposphere. Switching between the signal beam and reference beam is accomplished by

a rotating semicircular mirror-surfaced chopper wheel. A lossy dielectric sheet (sheet of

plexiglas) is placed at Brewster’s angle in the reference beam path, acting as a gray-body

emitter to equalize the continuum intensity seen in the signal and reference beam. The ele-

vation angle of the signal beam is then continuously and automatically adjusted to keep the

continuum emission equal as the tropospheric opacity changes. The computer calculates the

difference between the signal and reference continuum and transmits pulses to a stepping

motor driving the elevation mirror to minimize the continuum difference. Since the eleva-

tion angle is a necessary parameter in the calibration procedure it is recorded periodically.

The computer integrates the detected signal intensity (thechopper wheel is not in the signal

path) and reference intensity (the chopper wheel is in the signal path) independently for a

preselected time period (usually 20 min) and then computes and stores the quantity (S-R)/R.

The intensity of the observed signal in the reference and signal direction is directly propor-

tional to the brightness temperature according to the Rayleigh-Jeans approximation. There-

fore, the intensity seen at the receiver is described by the radiative transfer equation written

in brightness temperature units (equation 2.13). To account for tropospheric attenuation

of the stratospheric signal (S and R) and to account for receiver noise, the observed inten-

sity must be related to a signal independent of any noise and tropospheric attenuation. To

accomplish this, calibration measurements, as outlined below, are performed.

2.2.3 Calibration procedure - determining the unperturbedsignal

The measured spectra must be calibrated independently of observing conditions, such as

atmospheric opacity and elevation angle of the signal beam,by measuring the thermal ra-

diation from blackbody sources at known temperatures. The blackbody calibration sources
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are made out of carbon-loaded epoxy. The calibration procedure determines the stratosphe-

ric line intensityT ∗, which is the intensity that would be observed in the zenith direction in

absence of tropospheric attenuation. The relationship between the observed intensity (mea-

surements in the signal and reference directions) andT ∗ are derived in the following.

Assuming that the observed species is only located in the stratosphere, and attenuated only

in the troposphere, the radiated intensity of an optically thin stratospheric emitter is linearly

proportional to the stratospheric path length (Parrish et al., 1988). The relationship between

the measured intensities in the signal and reference beam and T ∗ is then given by:

TS(ν) = T ∗Ase
−Atsτz + Tatm(1− e−Asτz) + TRX (2.14)

TR(ν) = T ∗Are
−Atrτze−τp + Tp(1− e−τp) + Tatm(1− e−Arτz)e−τp + TRX (2.15)

where

TS(ν), TR(ν) are the radiation temperatures of the spectral line seen during the signal

and reference observations

As,Ar represent the stratospheric air mass factors in the signal and reference direction

Ats, Atr are the air mass factors of the tropospheric absorbing layerin the signal and

reference direction

τz is the tropospheric opacity

Tatm is the atmospheric temperature

TRX is the receiver noise temperature

τp, Tp are the opacity and temperature of the dielectric absorber (plexiglas)

Knowing that the servomechanism continuously adjusts the elevation angle of the signal

beam to keep the continuum power levels equal (TS = TR) results in the balance equation:

Tatm(1− e−Atsτz) = Tatm(1− e−Atrτz)e−τp + Tp(1− e−τp) (2.16)

Substituting equation 2.16 into equation 2.15, which describes the intensity in the reference

beam, and knowing that the stratospheric signal (T ∗Are
−Atrτze−τp) is negligible compared

with (Tatm(1 − e−Atsτz) + TRX ), it follows that the measured signal (S − R/R) is related
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to the stratospheric line intensityT ∗ by the equation:

S −R

R
≃

(Ase
−Atsτz − Are

−Atrτze−τp)T ∗

TRX + Tatm(1− e−Asτz)

T ∗ =
TRX + Tatm(1− e−Asτz)

Ase−Atsτz − Are−Atrτze−τp
·
S − R

R
(2.17)

To obtain the stratospheric spectral intensityT ∗ by solving equation 2.17, the air mass fac-

torsAs, Ar, Ats, Atr, the receiver noise temperatureTRX and the opacity of the atmosphere

in the zenith direction (τz) have to be determined.

Air Mass Factor

The air mass factor is given by the optical path length through Earth’s atmosphere norma-

lized to the optical path length in the zenith and is obtainedfrom spherical trigometry. It

follows that the stratospheric air mass factor in the signaland reference direction is given

by:

A =
R + zsource

√

(R + zsource)2 − ((R + zobs)cos(θ))2
(2.18)

where isR the radius of the earth (R = 6378.1 km), zsource is the altitude of the source, i.e.

ClO, zobs is the altitude of the instrument, withzobs = 0 for Scott Base, andθ is the eleva-

tion angle in the reference (θ = 90◦) and signal (readout from adjustable mirror) direction

with respect to a horizontal plane at the instrument’s position.

Assuming a plane parallel atmosphere in which the curvatureof the Earth is ignored and

the atmosphere is regarded as highly stratified and homogeneous in the horizontal, the air

mass factor for small zenith angles (ξ) can be approximated with:

A = 1/cos(ξ) (2.19)

When the air mass factor is defined with the elevation angle, which is the angle between the

horizon and the signal, usingθ = 90◦ − ξ, the air mass factor can be written as:

A = 1/sin(θ) (2.20)

The plane parallel approximation is satisfied for the troposphere, therefore it follows that

the tropospheric air mass factors in the signal and reference directions are given by:

Ats = Atr = 1/sin(θ) (2.21)
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The tropospheric air mass factor in the reference directionis by definition (θ = 90◦): Atr=1

Receiver noise temperature

The receiver noise temperature (TRX ) is obtained from the calibration measurements, which

involve substituting of the thermal radiation from two blackbody sources (microwave ab-

sorbing materials) for the radiation from the sky.TRX is determined by placing a hot load

and a cold load in the antenna beam. The hot load has the ambient temperature, while the

cold load is cooled to∼77 K using liquid nitrogen. The relationship between the corres-

ponding measured detector output voltagesVh andVc and the corresponding temperatures

Th andTc is given by:
Vh

Vc
=

Th + TRX

Tc + TRX
(2.22)

with Vh = α(TRX + Th) andVc = α(TRX + Tc), whereα is the temperature to voltage

conversion factor.

If both voltages and the temperatures are known, then the receiver noise temperature (TRX )

is characterized as:

TRX =
ThVc − TcVh

Vh − Vc
(2.23)

Tropospheric opacity

Besides measuring radiation temperature of two blackbody sources, the tropospheric radia-

tion temperature is also measured during the calibration procedure and used to derive the

sky temperature (Tsky). Tsky is obtained by measuring the spectrometer outputsVh, Vc, and

V (Tsky) with the hot load atTh, cold load atTc, and sky atTsky in the signal direction,

respectively. Using these measured output voltages the skyradiation temperature is given

by:

Tsky =
V (Tsky)− Vc

Vh − Vc
(Th − Tc) + Tc (2.24)

The tropospheric opacity (τz) can be determined from the tropospheric sky radiation tem-

perature,Tsky, because, if the temperature structure of the gas is known, the absorption and

emission of a gas are related through the equation of radiative transfer (equation 2.13). The

lower part of the troposphere, where most of the absorbing water vapour is located, mainly

determines the tropospheric opacity. Assuming that this part of the troposphere is a nearly

isothermal absorbing layer, because the temperature changes only slightly, the equation of

radiative transfer (equation 2.13) reduces to:

Tsky(θ) = Tatm(1− e−
τz

sinθ ) (2.25)
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whereτz is the opacity at elevation angleθ andTatm is the atmospheric temperature. Equa-

tion 2.25 represents the relationship between the measuredsky temperature and the tropos-

pheric opacity which can be solved forτz leading to:

τz = −sin(θ) ln(1−
Tsky

Tatm
) (2.26)

The calibration procedure enables the determination of thereceiver noise temperature,TRX ,

and the tropospheric attenuation,τz, which can be used in equation 2.17 to calculate the in-

tensity without any noise and tropospheric attenuation. Inthis manner the pure stratospheric

emission line ofClO is obtained.

2.2.4 Day minus night analysis of measured ClO spectra

Millimeter-wave measurements, performed as described above, provide a stratospheric emis-

sion spectrum which represents the stratospheric emissionline ofClO, every 20 minutes of

the day. The derived information during the calibration procedure (see Section 2.2.3) is

used to account for tropospheric attenuation and receiver noise, so that the pure stratos-

phericClO spectra are obtained. As theClO molecule has a very weak line amplitude, it

is necessary to integrate the measured signals over some time period. Therefore, to gene-

rate the day-time and night-timeClO spectrum, theClO spectra measured in 20 minutes

time intervals, are averaged over the day-time and night-time period, respectively, where all

‘bad’ spectra are excluded beforehand. If, for example, thetropospheric opacity is greater

than a threshold value of 0.12, the spectrum is flagged as ‘bad’ and is not included in the

daily average. Day-time is defined as 3 hours after sunrise until 1 hour before sunset at

20 km altitude while night-time is defined as 4 hours after sunset until 1 hour before sun-

rise. The sunset and sunrise at 20 km altitude is defined by a solar zenith angle (SZA) of

94.5◦. Dusk and dawn are not included asClO is not in photochemical equilibrium during

that time of the day, and thereforeClO encounters a rapid change in its mixing ratio. In the

morning,ClO concentrations rapidly increase due to the photolysis of theClO dimer, while

in the evening a somewhat slower decrease occurs due to the formation of theClO dimer.

As an example, the generated day-time and night-timeClO spectra on 6 September 2005

are shown in Figure 2.2. The spectral line intensity is expressed in degrees Kelvin using the

Rayleigh-Jeans approximation (Section 2.1.2) for millimeter wavelengths.

In addition to theClO line at 278.6 GHz, the bandwidth of the spectrometer (506 MHz) also

includes emission lines of ozone and nitrogen dioxide (NO2). The ozone line at 278.5 GHz

is the strongest line in the spectrum (see Figure 2.2). Furthermore, the measuredClO spec-

trum also contains baseline artefacts of instrumental origin. Both the additional lines and



36 Remote Sensing Measurements and Retrieval Algorithm

0 100 200 300 400 500
Channel # (MHz)

-0.1

0

0.1

0.2

0.3

0.4

0.5

In
te

ns
ity

 [
K

]

Ozone
ClO

Ozone line center ClO line center

0 100 200 300 400 500
Channel # (MHz)

-0.1

0

0.1

0.2

0.3

0.4

0.5

In
te

ns
ity

 [K
]

Ozone

ClO line centerOzone line center

Figure 2.2:ClO day-time spectrum (left panel) and night-time spectrum (right panel) recor-
ded 6 September 2005. The 5 MHz channels (described in Section 2.1.1) are interpolated to
250 1 MHz channels which are then combined with the 256 1 MHz channels. This results
in a total number of 506 1 MHz channels.

artefacts, must be removed from the spectrum to obtain the pureClO line shape. Therefore,

the strong diurnal variation ofClO is used and the night-timeClO spectra are subtracted

from the day-time spectra to eliminate the interfering lines and artefacts (Solomon et al.,

1984; De Zafra et al., 1989). The day minus nightClO spectrum observed on 6 September

2005 is shown in Figure 2.3. During night-time almost all of theClO is in the form of

ClOOCl in the lower stratosphere and as a result, depending on the day of the year, night-

time ClO is less than∼ 20% of day-timeClO. Therefore, the night-timeClO signal is

much weaker and narrower. This substraction removes the interference from the additional

lines (primarily the ozone line) and removes the artefact almost completely, whereas almost

all of theClO day-time signal is preserved.
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Figure 2.3:ClO day minus night spectrum as derived for the 6 September 2005.
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Besides obtaining daily day minus nightClO spectra, the diurnal variation inClO can also

be determined from theClO measurements. Similar to the day-timeClO spectra, the in-

terfering ozone line and instrumental artefacts need to be eliminated from the measured

ClO spectra. Therefore, theClO spectra for the day-time hours and night-time hours are

determined, respectively. As hourlyClO spectra are going to be derived from the measu-

rements, the definition of the day-time and night-time is adjusted, including now dusk and

dawn. This adjustment enables to observe the rapid increasein ClO concentrations in the

morning as well as the slow decrease in the evenings. To account for dusk and dawn, the

day-time hours are defined now from 7 a.m. to 11 p.m. while the period between 12:30 a.m.

and 5:30 a.m. is considered as night-time, assuming that most of theClO is bounded in the

ClO dimer. To generate aClO spectrum for one hour of the day, the 3ClO spectra measu-

red in 20 minutes intervals are averaged over that hour. As theClO signal is very weak, this

average is not enough to generate an hourlyClO spectrum. Therefore, an average is calcu-

lated using the hourlyClO spectra from three consecutive days whereClO measurements

are available, i.e. to determine theClO spectrum at 7 a.m. on the 21 August 2005, the mean

of theClO spectra at 7 a.m. on 20, 21 and 22 August 2005 is calculated. This results in

17ClO spectra for the day-time and 5ClO spectra for the night-time. The night-timeClO

spectra are averaged over the 5 hours of the night, resultingin one night-timeClO spec-

trum per 2 hour period. As done with the dailyClO spectra, the night-timeClO spectrum is

subtracted from the hourly day-time spectra, respectively, to remove the interference of the

ozone line and artefacts. The resulting set of hourly day minus nightClO spectra represent

the diurnal variation ofClO. To derive hourlyClO spectra continuously,ClO measure-

ments on three consecutive days are required. Therefore, there are only a limited number

of diurnal measurements per season available.

In the lower atmosphere where the pressure is high, intermolecular collisions, which perturb

the radiative transitions of the emitting molecules and hence the frequency of the emission,

occur very frequently. This so-called pressure broadeningaffects the absorption/emission

lines and the measuredClO spectral emission lines are therefore said to be dominantly

pressure-broadened. Pressure broadening arises from the decrease in the lifetime of the

excited states of theClO molecule due to collision. The higher the pressure, the shorter

the time between collisions and therefore the shorter the lifetime of the excited states and

the greater the bandwidth of the radiated energy. Therefore, the signal in the wings of the

spectral line originates from molecules at higher pressure, or lower altitudes, while the mo-

lecules responsible for the signal close to the line center originate from lower pressure, or

higher altitudes. For more information on broadening of spectral lines see e.g. Liou (2002),

McCartney (1983) and Petty (2004). Because the measuredClO spectral line is pressure

broadened, its shape contains information on the altitude distribution of the emittingClO
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molecules and aClO altitude profile can be retrieved between about 15 and 40 km. The

vertical resolution of the retrievedClO profile is 8 to 10 km, however, the location of the

peak in theClO mixing ratio can be determined to an accuracy of 1 to 2 km (Solomon et al.,

2000, 2006).

The shape of the measured day minus nightClO spectra, as derived as described above,

are used to retrieve dailyClO mixing ratio vertical profiles. The optimal estimation method

described by Rodgers (2000) combines the measurements anda priori knowledge to make

the retrieval as described in Section 2.4. The ground-basedmeasuredClO profiles used in

this study (Chapter 3) are based on the derivedday minus night ClO spectra as described

above.

This thesis aims to investigate multiple sources of uncertainties in projecting future po-

lar ozone abundances. To accomplish this, the tools which were used in this thesis require

besides ground-basedClO measurements, other atmospheric measurements of chemical

species such asClO, HCl, HNO3, andClONO2 with a broad horizontal coverage. Instru-

ments onboard satellites provide these necessary measurements and below, these satellite

instruments are described.

2.3 Satellite observations

In addition to ground-based instruments, remote sounding from satellites provides measu-

rements of atmospheric substances. In this thesis, measurements of several atmospheric

chemical species from the Microwave Limb Sounder (MLS) and from the Atmospheric

Chemistry Experiment Fourier Transform Spectrometer (ACE-FTS) mounted on satellites

are used.ClO measurements were obtained from the passive microwave radiometer MLS

onboard the Upper Atmosphere Research Satellite (UARS), while HCl andHNO3 mea-

surements were provided by the MLS on the Aura satellite. As these MLS instruments

onboard UARS and Aura do not observe atmosphericClONO2 concentrations, these mea-

surements were obtained from the ACE-FTS instrument installed on the Canadian satellite

SCISAT-1. The UARS-MLS, Aura-MLS, and ACE-FTS instrument are briefly described in

this Section. A detailed description of the instruments andtheir measurements can be found

in Livesey et al. (2003), Santee et al. (2003), Waters et al. (2006), Santee et al. (2008a), and

Bernath et al. (2005) [and references therein].
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2.3.1 UARS Microwave Limb Sounder

The National Aeronautics and Space Administration’s (NASA) UARS satellite was laun-

ched on 12 September 1991 and designed to operate for three years. UARS exceeded its de-

signed operational lifetime and was finally decommissionedon 14 December 2005, after the

launch of Aura (see below). Despite the long life of the host satellite, MLS measurements

were only performed until August 1999, after which antenna problems precluded further

measurements. The MLS instrument, one of ten instruments onboard UARS, was prima-

rily designed to observe the millimeter- and sub-millimeter-wavelength thermal emission

of stratosphericClO (from ∼15-45 km),O3 (from ∼15-80 km),H2O (from ∼15-85 km),

temperature (from∼30-60 km), and pressure (from∼30-60 km) as shown in Figure 2.4.

At the time, UARS was the first satellite experiment using limb sounding techniques at

microwave frequencies (Barath et al., 1993). The UARS-MLS instrument field-of-view is

scanned through the limb of Earth’s atmosphere, i.e. the instrument views the atmosphere

tangentially. The simultaneous UARS-MLS measurements aremade globally and conti-

nuously during day and night.

The UARS-MLS instrument consists of three assemblies: spectrometer, power supply and

sensor. A three-mirror antenna system receives thermal radiation from the atmospheric

limb. The antenna system mechanically scans the atmospheric limb in the vertical plane.

The received signal is diverted to the three heterodyne radiometers measuring the stratos-

pheric microwave emission spectrum near 63, 205, and 183 GHz, respectively, that belong

to the sensor assembly. These radiometers operate at ambient temperature. The signal from

the atmospheric limb is combined with a local oscillator signal, employing an ambient tem-

perature Schottky diode, resulting in an intermediate frequency. Six identical filter-banks

that are part of the spectrometer assembly spectrally resolve the stratospheric emission lines

and produce an output spectrum which gets digitized to pass along to UARS for transmis-

sion to the ground.

Measurement coverage

The UARS orbit and MLS viewing geometry are such that MLS measurements were made

between 34◦ N and 80◦ S for a period of 36 days (referred to as one UARS month), which

was followed by a 180◦ yaw maneuver which changes the observing range to 80◦ N to 34◦ S.

As a result, MLS alternated between viewing the northern andsouthern middle and high

latitudes ten times a year. The MLS field of view is directed 90◦ from the UARS orbital

vector and a vertical scan of the Earth’s limb from 1 km to 90 kmaltitude is performed. A

complete vertical scan takes 65.636 s.
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Figure 2.4: The vertical ranges of the observed chemical species and temperature (T ) and
pressure (P ) by UARS-MLS. [Figure adapted from Barath et al. (1993)]

In mid-April 1993, stratosphericH2O and mesospheric ozone measurements ended due

to the failure of the 183 GHz radiometer. As a result of the degradation in the performance

of the antenna scanning mechanism and due to problems with the UARS power system, the

measurement coverage became more intermittent from late 1993 onwards. The frequency

of MLS observations continued to decrease and after the antenna scan problems intensified,

the instrument was placed in stand by mode in July 1999. The MLS daily data coverage

decreases from 100% from late 1991 through 1993, to 50% in 1994, and only a few tens of

measurements per day from 1995 onwards (Livesey et al., 2003).

2.3.2 Aura Microwave Limb Sounder

Most of the UARS measurements of atmospheric composition are being continued with the

NASA Aura satellite that was launched on 15 July 2004, with a designed operational period

of at least 5 years. The Earth Observing System MLS is one of four instruments onboard

Aura. UARS-MLS and Aura-MLS are very similar limb viewing instruments, with AURA-

MLS, however, measuring many more atmospheric chemical species such asOH, HO2,

H2O, O3, HCl, ClO, HOCl, BrO, HNO3, N2O, CO, HCN, CH3CN, and volcanicSO2 in

the region between∼8 km and∼90 km altitude.

The Aura-MLS instrument consists of three modules. The firstmodule, the GHz radiome-
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Figure 2.5: Chemical species observed by Aura-MLS. Solid lines indicate that the signal
on its own can be used for individual profiles and dotted linesindicate that zonal averages
are needed to obtain vertical profiles.[Figure adapted fromWaters et al. (2006)]

ter module, consists of five heterodyne radiometers operating at ambient temperature. The

radiometers cover the broad spectral regions centered near118, 190, 240, and 640 GHz.

Furthermore, the module includes the GHz antenna system, calibration targets, optical mul-

tiplexer and a switching mirror. The second module, the THz radiometer module, contains

two heterodyne radiometers centered at 2.5 THz. In addition, a switching mirror, calibration

targets, and the THz telescope are parts of the second module. The vertical ranges of all

chemical species measured by these radiometers is shown in Figure 2.5. The third module,

the spectrometer module, receives signals from the GHz and THz radiometers, detects and

digitizes them, and passes the digitized signals to the spacecraft for telemetry to the ground.

Measurement coverage

Aura is in a near-polar, sun-synchronous orbit at 705 km altitude. The Aura satellite travels

from the north to the south pole as the Earth rotates to the east underneath the satellite.

Therefore, Aura can cover the entire Earth’s surface with roughly 13 orbits per day. Sun-

synchronous satellites either ascends (north-going) in sunlight or descends (south-going) in

darkness or vice versa. In both cases the sunlit orbit occursover the same part of the Earth

at roughly the same local solar time each day. Aura samples the northern high latitudes

with ascending measurements near midday local time and the southern high latitudes by
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ascending measurements in the late afternoon. The ascending local solar equator crossing

time is 1:45 P.M. The Aura-MLS field of view looks in the forward direction of orbital

motion and vertically scans the limb in the orbital plane, leading to data coverage from

82◦ S to82◦ N latitude on each orbit. A complete vertical scan takes∼24.7 seconds and

every orbit has a fixed number of scans (240 scans per orbit) atessentially fixed latitudes,

resulting in roughly 3500 scans over the globe every 24 hours. The number of limb scans

in the Northern and Southern Hemisphere are the same. The Aura-MLS vertical resolution

is approximately 3 to 4 km, depending on chemical species andaltitude range.

2.3.3 ACE-FTS

The Atmospheric Chemistry Experiment (ACE) is a Canadian satellite mission for remote

sensing of the Earth’s atmosphere. On 12 August 2003 the SCISAT-1 satellite was launched

by NASA into a low earth circular orbit with high inclinationof 74◦ at 650 km altitude,

providing global coverage from85◦ S to85◦ N. Several atmospheric species such asH2O,

O3, NO2, CO, ClONO2, are measured with the main goal of investigating the chemical and

dynamical processes that affect stratospheric ozone depletion. The instruments mounted

on the satellite provide vertical profiles of atmospheric constituents from typically 10 to

100 km. The measurements are usually taken during solar occultation, i.e. the spectrum

of the sun is measured as sunlight passes through the Earth’satmosphere. Routine science

operation began in February 2004.

Instrument design and operation

The ACE high spectral resolution Fourier Transform Spectrometer (ACE-FTS) with a broad

spectral coverage, operating from 2.2 to 13.3µm, is the main instrument on SCISAT-1. The

FTS measures sequences of infrared absorption spectra during sunrise and sunset where a

maximum of 15 sunrises and sunsets per day can be observed. The measurements are car-

ried out in the limb viewing geometry with different slant paths and at a series of tangent

heights. In analyzing these measured spectra, the slant columns are combined and inver-

ted into vertical profiles of the atmospheric constituents.The ACE-FTS instrument records

measurements every 2 s below altitudes of about 150 km. The vertical resolution of the

instrument is 3-4 km. The measured sun spectra are divided byexo-atmospheric measure-

ments (solar measurements with no atmospheric attenuation) and therefore, the instrument

is self-calibrating.

When employing solar occultation instruments, the geographical coverage is non-uniform.

This results from the fact that the instrument requires sunlight to perform the measurements
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and sunlight is not available at all geographical locationsand all the time. For example, du-

ring the transition between polar day and night, the polar vortex is only partially exposed to

sunlight and as a result, the vortex is only partially sampled during the satellite overpass in

that period. When using measurements from solar occultation instruments and especially

when using vortex average concentrations of solar occultation data, these sampling effects

have to be taken into account (Manney et al., 2007). If measurements were taken close to

the vortex edge where mixing of mid-latitude air masses intothe vortex plays a role (es-

pecially in the Arctic vortex), then this might lead to an overestimation of the calculated

vortex average.

2.4 The Optimal Estimation Retrieval Method

The use of optimal estimation as the retrieval algorithm, ingeneral, is a standard technique

to derive the vertical distribution of atmospheric speciesinferred from the measured emis-

sion or absorption spectra of these species. Besides retrieving atmospheric profiles from

measurements, optimal estimation can be also employed to examine the effectiveness of

chemical reaction cycles driving polar ozone destruction as shown in Chapter 3. This sec-

tion describes the basics of the optimal estimation approach in general which then can be

individually applied to the purpose of interest, e.g. retrieving trace gas profiles from mea-

sured spectra. A more detailed description of the general optimal estimation method can

be found in Rodgers (1976, 2000), while the retrieval algorithm specifically applied to the

ground-basedClO measurements is described in detail in Solomon et al. (2000)and Parrish

et al. (1992). Livesey and Wu (1999) and Livesey et al. (2006)describe thoroughly the re-

trieval process algorithm for UARS-MLS and Aura-MLS measurements, respectively. The

retrieval algorithm employed to derive atmospheric vertical profiles of the spectra measured

by the ACE-FTS instrument is described in detail Boone et al.(2005).

2.4.1 Optimal Estimation

Optimal estimation is a algorithm that is used to process measurements together with a des-

cription of the measurement uncertainties, the relationship between the measurements and

the unknown state, as well as initial condition information(a priori). The retrieval process

consists of two main parts: the forward model and the retrieval model, also known as the

inverse model. To retrieve the vertical distribution of a target molecule from a measured

spectrum, the retrieval process requires an accurate understanding of the physics of the

measurement process. In practice, there are always uncertainties within the measurement

process and the underlying physics of the measurement may not always be fully understood.
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Therefore, the detailed physics must be approximated by theforward model F(x,b). The

forward modelF calculates estimates of radiances that would be observed ina given state

of the atmosphere. The forward model consists, in general, of modules describing spectro-

scopy, radiative transfer for a non-scattering atmosphere, and instrumental characteristics.

The second part of the retrieval algorithm, theretrieval model ‘inverts’ the forward model

calculations and deduces an atmospheric state using a givenset of atmospheric measure-

ments (i.e. measured spectra). Therefore, retrieving vertical profiles from measurements,

made from an instrument located on the ground or mounted on a satellite, is generally

known as inverse problems.

The atmospheric state which is to be determined, is represented by the unknown state vec-

tor x of lengthn. In case of the microwave radiometer measurements the statevectorx

represents vertical profiles of the atmospheric species of interest (e.g.ClO). The atmos-

pheric measurements (spectra) are described by the measurement vectory of lengthm and

the measurement errorǫ. The forward modelF relates the atmospheric statex, together

with forward model parametersb that are not intended to be retrieved but important, to the

measurements by:

y = F(x,b) + ǫ (2.27)

The forward model then calculatesClO spectra,̂y, which describe the radiances that the

instrument would observe if the atmosphere were in the staterepresented by the state vector,

x. The calculated spectrây are compared with the measured spectray. The difference

between the observed and modelled spectra is described by the cost function,χ2:

χ2 = (y− ŷ)TSe
−1(y− ŷ) (2.28)

Se in equation 2.28 is the covariance matrix of the measurementerrors and the exponents

-1 and T denote the inverse and the transpose, respectively.

There is an infinite set of state vectorsx that would form solutions for equation 2.27, re-

producing the measured spectra and therefore the inverse problem is ill-posed. However, as

there are more measurements than elements in the state vector (i.e. unknowns), the inverse

problem is also said to be over-constrained. Therefore, theretrieved state (the atmospheric

profile) cannot be obtained from the measurements alone anda priori information of the

state (xa) is required to determine a single solution of equation 2.27. Thea priori is the best

estimate of the atmospheric state before the measurements are made. Thea priori, anda

priori covariances, are generally taken from climatological values or, if climatological data

are not available, model output can be used as thea priori.
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The difference between the retrieved state of the atmosphere (̂x) and thea priori (xa) must

be considered in the cost function. Thus, the cost function given in equation 2.28 changes

to:

χ2 = (y − ŷ)TSe
−1(y − ŷ) + (x̂− xa)

TSa
−1(x̂− xa) (2.29)

whereSa is the covariance matrix ofxa. The first term in equation 2.29 represents how

well the modelledClO spectrum fits the measurements and the second term weights the

difference between the retrieved state anda priori state. The greater the measurement un-

certainty the more influence thea priori has on the retrieved profile. For small measurement

errors, the retrieved profile will be mostly determined by the measurements. It follows that

the retrieved values will be identical to thea priori values at altitudes where the measure-

ment error is too big, i.e. where the information content of the measurements is too low.

To minimize the cost function (equation 2.29), i.e. derive the optimal state of the atmos-

phere which matches the measured spectra, the standard Gauss-Newton method is applied

which iteratively calculates the state vectorx̂. The Gauss-Newton iterative equation can be

written as:

x̂i+1 = xa + (S−1
a +KT

i S
−1
e Ki)

−1KT
i S

−1
e (y− F(x̂i) +Ki(x̂i − xa)) (2.30)

whereK is am × n weighting function matrix, also known as the Jacobian, witheach

element representing the partial derivative of the modelled spectrum with respect to the

state vector element:

Kij =
∂Fi(x)

∂xj

(2.31)

The weighting function matrixK is determined by consecutively perturbing each state vec-

tor quantity and recalculating theClO spectrum using the forward model. The weighting

functions describe the sensitivity of the modelled spectrum to variations in the state vector.

The iteration of equation 2.30 stops when a prescribed convergence criterion is achieved,

i.e. whenx̂i+1 does not significantly differ from̂xi. The general structure of the described

retrieval algorithm is illustrated in Figure 2.6.
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Figure 2.6: A schematic illustrating the basics of the optimal estimation retrieval algorithm.

The described Gauss-Newton method is applied to non-linearproblems e.g. the retrieval

of vertical profiles of the species obtained from satellite measurements and the retrieval of

key kinetic reaction rates (Chapter 3). However, if the retrieval problem is linear because

changes in the emission line are linear to changes in the trace gas mixing ratios (which is

the case for the described ground-basedClO measurements) the solution of equation 2.30

can be written as:

x̂ = xa + SaK
T (KSaK

T + Se)
−1(y −K(xa)) (2.32)

Retrieval Resolution

The averaging kernel matrix,A, describes the relationship between the retrieved state and

the true state, i.e. the response of the retrieved state to changes in the true state and is given

by:

A =
∂x̂

∂x
= (KTSe

−1K+ Sa
−1)−1KTSe

−1K (2.33)

The averaging kernel matrix is a measure of how and where the retrieval x̂ is sensitive

to the true statex. For an ideal inverse method,A would be the identity matrix, and

thereforex̂ = x. In practice, the rows ofA are functions with a peak at the altitude

where the measurements provide information. At altitudes where the measurements do not

provide enough information, no significant peak at the corresponding altitude is present.

The rows ofA are called ‘averaging kernel’s’ or smoothing functions, asthey represent
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where the retrieval is sensitive to changes in the true profile. Each column ofA represents

the response of the retrieval at a given altitude to a perturbation of the true state vector at the

same altitude. Therefore, the columns ofA are a measure of how the retrieval is sensitive

to changes in the true state.

The width of the averaging kernels peak quantitatively describes the vertical resolution of

the retrieval. The narrower the width the better the resolution and vice versa. If the kernels

are well peaked and centered at the appropriate level then a good way to define the vertical

resolution is to determine the full width at half maximum of the averaging kernels (Connor

et al., 1995).

Retrieval Error

The total error of the retrieval, i.e. the difference between the retrieved state and the true

state, consists of three main components due to (1) uncertainties in the measurements, (2)

errors in the forward model and inverse model, and (3) smoothing, which accounts for the

influence of thea priori (Rodgers, 1990).

The error in the retrieval due to the total uncertainties in the measurementsǫ is descri-

bed by the retrieval noiseGyǫ. The contribution function matrixGy described the sen-

sitivity of the retrieval to changes in the measurements andǫ is the measurement error

(Gy = SaK
T (KSaK

T + Se)
−1). The covariance of the retrieval noise is given by:

Sm = GySeGy
T (2.34)

The covariance matrixSe is diagonal, if the measurementsy are determined independently.

The measurements errorsǫ are then uncorrelated.

The ‘smoothing’ of the retrieved profile using thea priori where the information content

of the measurement is poor introduces an error and the covariance of that error, using the

identity matrixI, is given by:

Ss = (A− I)Sa(A− I)T (2.35)

The last contribution to the total retrieval error is the error due to uncertainties in the forward

model parameters, represented byGyδy. δy describes the errors in the calibration of the

measurements or in the calculations of the modelled spectrausing the forward model. The
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forward model covariance can be formulated as:

Sf = GyKbSbKb
TGy

T (2.36)

whereSb is the error covariance matrix of the forward model parameter b andKb is the

forward model parameters weighting functions, i.e. the sensitivity of the forward model to

the forward model parameters (Kb = ∂F/∂b).

The overall retrieval error combines the described covariances corresponding to (1) errors

in the measurements, (2) smoothing error, and (3) errors resulting from the forward model

parameters and is described with the covariance of the retrieved atmospheric state (Ŝ) of

the last iteration:

Ŝ = Ss + Sm + Sf (2.37)



Chapter 3

Retrievals of key chlorine chemistry

kinetic parameters1

3.1 Introduction and Motivation

As stated in Chapter 1, an accurate understanding of polar stratospheric ozone depletion is a

prerequisite for reliably projecting the future evolutionof polar ozone and its impact on cli-

mate. Confidence in the ability to simulate ozone loss processes and projecting future polar

ozone abundances in numerical models depends on the understanding polar ozone loss pro-

cesses. Coupled chemistry-climate models (CCMs) are employed to simulate stratospheric

ozone changes and to project the evolution of stratosphericozone throughout the 21st cen-

tury. CCM are coupled interactively to an chemistry scheme that calculates an ozone field

using kinetic reaction rates that were determined in the laboratory and by means of field

measurements. These kinetic reaction rates are provided bythe JPL data panel (e.g. Sander

et al., 2003, 2006, 2009) or the IUPAC data panel (Atkinson etal., 2007). If these kinetic

reactions rates are incorrect the simulated ozone field by CCM will be inaccurate. Even the

corresponding uncertainties on the kinetic parameters recommended by these panels deter-

mine in part the uncertainty on projections of ozone loss (Kawa et al., 2009). Therefore,

it is crucial to reduce these uncertainties for an accurate representation of past and present

ozone abundances and for a better predictive capability of the future evolution of ozone

levels in stratospheric chemistry models.

1Part of this chapter has been published in: Kremser, S., Schofield, R., Bodeker, G. E., Connor, B. J.,
Rex, M., Barret, J., Mooney, T., Salawitch, R. J., Canty, T.,Frieler, K., Chipperfield, M. P., Langematz, U.,
and Feng, W.: Retrievals of chlorine chemistry kinetic parameters from Antarctic ClO microwave radiometer
measurements, Atmospheric Chemistry and Physics, 11, 5183-5193, 2011.
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The catalyticClO-dimer cycle, introduced in Chapter 1, is primarily responsible for the

severe ozone depletion occurring in the polar stratosphere. Therefore, the accuracy of mo-

delled ozone loss relies predominantly on the accuracy of the kinetic parameters used in the

model that govern the effectiveness of theClO-dimer cycle in depleting ozone. To reduce

the uncertainty on the kinetic parameters of theClO-dimer cycle, numerous laboratory,

field, and model studies have been performed. Many of these studies focused on the kinetic

parameters that govern the polar ozone depletion by theClO-dimer cycle, such as the dimer

formation rate (kf ), the absorption cross-section of the dimer which is directly related to the

photolysis rate (J), and the equilibrium constant (Keq). After the stratospheric air masses

within the polar vortex have been processed by PSCs (Chapter1) highClO concentrations

are present in the polar stratosphere and theClO-dimer cycle:

ClO + ClO +M
kf
⇋
kr
ClOOCl +M (R1)

ClOOCl + hν
J
→Cl + ClOO (R2)

ClOO +M →Cl + O2 +M (R3)

2× [Cl + O3 →ClO + O2] (R4)

Net : 2O3 + hν →3O2

becomes an extremely efficient ozone loss process.kr in reaction (R1) is the thermal disso-

ciation rate of theClO-dimer. The formation and the photolysis of theClO-dimer control

the effectiveness of the catalyticClO-dimer cycle. The key reactions in terms of ozone

destruction are the dimer photolysis (reaction (R2)) and the reaction of chlorine dioxide

(reaction (R3)) with any molecule, releasing chlorine (Cl) atoms that then react with ozone.

The photolysis of the dimer is the rate limiting step in this cycle. If ClOOCl decomposes

thermally rather than being photolyzed, or if the photolysis reaction producesClO, a null

cycle results, leading to no change in ozone concentrations.

Considering the self-reaction ofClO (reaction (R1)) three additional pathways for the com-

bination of the dimer are possible, producingCl2 + O2, OClO + Cl or ClOO + Cl, res-

pectively. However, laboratory studies report that the overall rate of these reactions is slow

(Molina and Molina, 1987, and references therein). Therefore, the dominant product of the

ClO self-reaction is theClO-dimer.
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During day-time, whenClOOCl loss occurs mainly by photolysis, the partitioning between

ClO andClOOCl, and the overall rate of the catalytic cycle, is controlled by the dimer

formation rate (kf ) and photolysis rate (J). The equilibrium betweenClO andClOOCl is

then given by the expression:
[ClO]2

[ClOOCl]
= J/kf (3.1)

During night-time, when no photolysis of the dimer takes place, the temperature dependent

thermal equilibrium constantKeq governs the partitioning betweenClO andClOOCl:

Keq =
kf
kr

=
[ClOOCl]

[ClO]2
(3.2)

Uncertainties in the values of these kinetic parameters (J , kf andKeq) contribute to diffe-

rences between measured and modelled polar stratosphericClO (e.g. Stimpfle et al., 2004),

affect our ability to accurately describe polar ozone destruction (e.g. Frieler et al., 2006;

von Hobe et al., 2007), and our ability to confidently projectthe response of polar ozone to

future changes in stratospheric chlorine loading (e.g. SPARC, 2009).

To calculate the photolysis rate of theClO-dimer,JClOOCl (equation (1.1)), the absorption

cross-sections are usually taken from the JPL or IUPAC panels. These recommended ab-

sorption cross-sections ofClOOCl typically fall between laboratory measurements by Hu-

der and DeMore (1995) (low range in photolytically active region, i.e. the region between

190 and 450 nm whereClOOCl photolyzes) and Burkholder et al. (1990) (high range). In

2007, Pope et al. publishedClOOCl absorption cross-sections that were considerably lower

than either the Sander et al. (2006) (hereafter: JPL06) or Atkinson et al. (2007) recommen-

dations. This smaller photolysis rate would make it impossible to quantitatively explain

observed polar ozone loss, suggesting that as yet unknown processes were active. More

recent laboratory studies by von Hobe et al. (2009), Chen et al. (2009), Papanastasiou et al.

(2009), and Wilmouth et al. (2009) concluded that the correction applied by Pope et al. to

account forCl2 contamination in theirClOOCl sample may have been too large. This in

turn would lead to cross-sections which are too small for wavelengths that control the pho-

tolysis of theClO-dimer in the atmosphere (>300 nm). That said, these studies published

in 2009 do not agree on the absorption cross-sections for thedimer, and so there remains

uncertainty on the photolysis rate for theClO-dimer, especially in the atmospherically most

important region. The laboratory measurements of the smallClOOCl cross-sections at wa-

velengths of interest (>300 nm) involve some difficulties such as the interference ofother

species (e.g.Cl2 andCl2O3) which are unavoidable and difficult to quantify (SPARC,

2009), and the fact that production ofClOOCl production in the laboratory is very challen-

ging. The correction for interfering species such asCl2 is the biggest source of uncertainty
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regarding the determination of theClO-dimer cross-section, resulting in large uncertainties

among the laboratory studies at atmospherically importantwavelengths (e.g. Burkholder

et al., 1990; Huder and DeMore, 1995; Chen et al., 2009).

As the ozone loss during day-time is controlled by the photolysis rate (J) and the formation

rate (kf ) of theClO-dimer, the determination ofkf has also been subject to a number of

laboratory studies (Trolier et al., 1990; Bloss et al., 2001; Nickolaisen et al., 1994; Boakes

et al., 2005). TheClO-dimer formation rate is known to be pressure- and temperature de-

pendent. A decrease in temperature leads to an increase inkf but also to a decrease in the

J/kf ratio which controls the partitioning ofClO andClOOCl during the day. TheClO-

dimer formation rates determined by the laboratory studiesagree very well for temperatures

above 240 K (von Hobe et al., 2007). However, as it is difficultto investigate the reaction

rates under stratospheric conditions in the laboratory, a large discrepancy among the deri-

vedkf values at stratospheric temperatures between 180 and 220 K exists (Figure 3.1). At

190 K, for example, the lowest reported value forkf by Trolier et al. (1990) is smaller by

about a factor of 1.8 than the highest reported value (Boakeset al., 2005). The JPL06 and

JPL09 recommendations forkf lie between these two values (Figure 3.1). The difference in

the determinedkf values results in part from the extrapolation of the dimer formation rate

to the low temperatures occurring in the polar stratosphere.
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Figure 3.1: TheClO-dimer formation rate (kf ) versus temperature as reported in previous
studies. The derivedkf values were calculated for temperatures occurring in the stratos-
phere.
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The equilibrium constantKeq controls the partitioning ofClO andClOOCl during night-

time when photolysis is negligible and sufficient time has passed so that equilibrium has

been reached.ClO andClOOCl are then said to be in thermal equilibrium. Numerous

laboratory studies have been carried out to determineKeq and its temperature dependence

(e.g. Cox and Hayman, 1988; Nickolaisen et al., 1994; Plengeet al., 2005). However, all

laboratory studies were performed at temperatures above those occurring in the winter po-

lar stratosphere and therefore extrapolation ofKeq to polar vortex conditions, as done by

the JPL panel, introduces uncertainties. The equilibrium constant as reported in previous

studies is shown in Figure 3.2, whereKeq was calculated for the temperature range 190 to

210 K. The largest reported value forKeq at 190 K by Nickolaisen et al. (1994) is about

23% larger than the JPL06 value, while the smallest value proposed by von Hobe et al.

(2005) is up to 90% smaller than recommended by JPL06. The discrepancies in the deri-

ved equilibrium constants from laboratory studies are accordingly large and field studies at

stratospheric temperatures are required to narrow down these discrepancies.
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Figure 3.2: The equilibrium constant (Keq) versus temperature as reported in previous stu-
dies. The derivedKeq values were calculated for temperatures occurring in the stratosphere.

Atmospheric measurements ofClO and its dimer are a useful tool to verify the precision

of the kinetics determined in laboratory studies as long as they are sufficiently accurate.

Several studies based on atmospheric ground-based, in situ, and satellite day-time and

night-time observations ofClO and/orClOOCl have been performed to investigate the

key kinetic parameters of theClO-dimer cycle. Ground-based day-time measurements of

ClO by Shindell and de Zafra (1996) and Solomon et al. (2002) suggested a higherJ/kf
ratio than recommended by JPL06 and the more recent JPL09 recommendation, resulting

in higher modelled day-timeClO abundances than derived from JPL kinetics. Stimpfle
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et al. (2004) presented the first measurements ofClOOCl which were used together with

ClO measurements to test understanding of the key kinetic parameters of theClO-dimer

cycle. Stimpfle et al. concluded that theirClO measurements can be reproduced by using

thekf value reported by Trolier et al. (1990) in combination with the photolysis rateJ re-

commended by JPL06. A larger value forkf as recommended bykf JPL06 agrees with the

observations only if largerClOOCl absorption cross-sections than recommended by JPL06

are used. Furthermore, night-time measurements ofClO andClOOCl by von Hobe et al.

(2007) and Stimpfle et al. (2004) and satellite measurementsof ClO by Santee et al. (2010)

indicate discrepancies in the equilibrium constantKeq compared to the JPL06 recommen-

dation, and the more recent JPL09 recommendation. The studyby von Hobe et al. (2007)

presented an additional a set of parameters which shows overall the best consistency with

their observations, namely the equilibrium constant as reported by Plenge et al. (2005), the

dimer formation rate as suggested by Nickolaisen et al. (1994) and a photolysis rate using

the absorption cross-section that lies between JPL06 and Burkholder et al. (1990). Howe-

ver, the optimal value ofKeq by Plenge et al. (2005) does not agree with the finding of the

latest and more recent studies by Santee et al. (2010) and Ferracci and Rowley (2010). All

these earlier studies suggest that there remain discrepancies in the key kinetic parameters

controlling polar ozone depletion. Examining the kineticsat stratospheric temperatures is a

prerequisite to reduce these discrepancies, and thereby reducing uncertainties in modelled

polar ozone loss.

This study presents two methods, both using day-timeClO microwave radiometer mea-

surements, to constrain the kinetic parameters governingClO chemistry in the polar stra-

tosphere. This work was motivated by the idea of using daily and hourly measurements

of ClO, made in Antarctica, to retrieve the key kinetic parameters(J , Keq, andkf ) gover-

ning the partitioning betweenClO and its dimer. During the course of this study it became

apparent, however, that the availableClO measurements are only weakly sensitive toKeq,

sinceKeq becomes important primarily for the night-time partitioning ofClO andClOOCl

(see equation 3.2). Because the measuredClO night-time spectrum is subtracted from the

day-time spectrum to obtain the measuredClO spectrum, almost all information aboutKeq

is removed from the measurements2. Therefore, it became apparent that the ground-based

measurements are not suitable to derive estimates forKeq and no attempt was made to re-

trievedKeq. Rather, to test the sensitivity of the results to a choice ofKeq, Keq was varied

within the uncertainty range recommended by JPL06 (see below).

2The data processing and retrieval algorithm of theClO measurements are described in detail in Chapter
2.
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During day-time, the equilibrium betweenClO and its dimer is governed by theJ/kf ratio

(equation 3.1). The partitioning betweenClO andClOOCl is close to equilibrium a few

hours after sunset to sunrise and shortly after sunrise to shortly before sunset. The transi-

tion from non-equilibrium to equilibrium provides information on J andkf individually.

However, as the non-equilibrium period is restricted to only a few hours of the day, the ap-

plication of remote sensing data to determineJ or kf individually is limited. Furthermore,

the transition period has been removed from the ground-based measurements because of

the day minus night subtraction. As a result,ClO measurements include hardly any infor-

mation on the individualJ andkf values and therefore no attempt was made to analyzeJ

andkf individually and the focus of this work is to retrieve optimal J/kf ratios from the

measurements. As the subtraction was also performed to derive hourlyClO profiles, no

additional information can be gained from these measurements. Consequently, the decision

was made to use only dailyClO measurements to investigate the applicability of ground-

basedClO measurements to retrieve key kinetic parameters which govern the partitioning

of ClO and its dimer during the day.

This work aims to provide a constraint on theJ/kf ratio based on dailyClO microwave

radiometer measurements from Scott Base (78.85◦ S, 166.75◦ E), Antarctica, made during

the late winter/early spring of 2005 (Section 3.2). First anoptimal estimation technique was

used to deriveJ/kf ratios for a range of prescribedKeq values (Section 3.4). Values ofKeq

up to 2 times larger than recommended by JPL06 were explored to test the sensitivity of the

J/kf ratio to changes inKeq. The optimal estimation forward model was a photochemical

box model that takesJ , kf , andKeq as inputs, together with a prioriClOx, ozone, tempe-

rature and pressure profiles. The photochemical box model was provided by R. Salawitch

and T. Canty who also calculated and provided the photolysisrates of theClO-dimer which

were used asa priori information in this chapter. The basic model-code for optimal estima-

tion using the box model as a forward model, was provided by K.Frieler and R. Schofield.

The SLIMCAT modelledClOx data which were used asa priori in optimal estimation were

provided by M. Chipperfield. Based on these tools provided, the model-code was extended

and adapted to be used with the AntarcticClO measurements from Scott Base in this chap-

ter.

In optimal estimation the JPL06 kinetics are used asa priori for kinetic of the ClO di-

mer cycle (J ,kf andKeq) and for all other chemistry in the forward model. Using the more

recent JPL09 kinetics asa priori results in insignificant differences in the retrieved valueof

J/kf . The JPL06 kinetics are most commonly used in recently published studies of polar

ozone photochemistry and therefore, these kinetic parameters are the point of reference for

this study. That said, in some cases, results are also compared with the more recent JPL09
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recommendation. The JPL09Keq value is 70% of the JPL06 value, whileJ/kf for JPL09

shows essentially no difference from JPL06. The derived kinetic parameters by employing

the optimal estimation method are presented and compared with results from previous stu-

dies in Section 3.6.

As a complement to optimal estimation, a second approach wasused to derive the optimal

kinetic parameters where the full parameter space ofJ , kf ,Keq andClOx was explored

(Section 3.5), within physically plausible limits, to find the minimum in differences bet-

ween measured and modelledClO profiles. The results from exploring the full parameter

space are presented and compared to the retrieved values from optimal estimation in Sec-

tion 3.7. The main findings of this study are summarized in Section 5.5 followed by the

conclusion of this study.

3.2 Observations

The Stony Brook University and NIWA jointly operate aClO millimeter wave radiometer

at Scott Base, Antarctica. The instrument providesClO measurements since 1996. The

instrument itself, the observing method and the data processing is described in detail in

Chapter 2. TheClO measurements as made between 21 August and 20 September 2005

were used in this study to investigate the kinetic parameters of theClO-dimer cycle. 2005

offered the most comprehensive data set. Due to bad weather conditions there were noClO

measurements available from 14 to 16 September 2005 (white bar in Figure 3.3) and there-

fore these days are not considered in the analysis. As a result, 28 days ofClO profiles on

20 altitude levels, from 11 to 30 km, derived from theClO day minus night spectra were

used. The 11 to 30 km altitude range was chosen as this is whereClO concentrations maxi-

mize (Figure 3.3). The dailyClO measurements which were used in this study, together

with their error estimate are shown in Figure 3.3. The measurement errors on theClO pro-

files were determined by applying the formalism of Rodgers (2000) (Chapter 2). The error

analysis for theClO measurements is described thoroughly in Solomon et al. (2000). The

seasonal behaviour ofClO is well presented by the measurements shown in Figure 3.3.

At the beginning of the season (late August) the peakClO mixing ratio occurs at around

22 km. In early September the peakClO mixing ratio shifts downwards, occurring at 20-

21 km. The highClO concentrations are restricted to altitudes between 17 and 25 km, since

this is the region where PSCs occur. PSCs are responsible foractivating chlorine through

heterogeneous processes (Chapter 1). At the beginning of the analysis period, chlorine

is mostly tied up in the chlorine reservoir species such asClONO2 andHCl. Therefore,
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relatively lowClO concentrations of about 1.2 part per billion (ppb) are observed at the be-

ginning of the analysis period. With an increase in available sunlight during the day more

chlorine can be activated through photodissociation of chemical compounds produced by

heterogeneous chemistry. Activated chlorine (Cl) destroys ozone via theClOx catalytic

cycle formingClO (Chapter 1). Therefore, stratosphericClO concentrations increase. The

maximumClO concentration during the 2005 season (2.3 ppb) was observedon 7 Septem-

ber 2005. The strong decrease inClO around day 251 (8 September 2005) is a result of

dynamical variability of the polar vortex. During the Antarctic late winter/early spring, the

ClO concentrations are high inside the polar vortex due to stratospheric chemical processes

as described in Chapter 1. Outside the polar vortex,ClO concentrations are very low. The

polar vortex is neither stationary nor centered on the pole but moves due to dynamical ac-

tivity. Therefore, the observation site can lie within or outside the polar vortex or at the

vortex edge, which determines the amount ofClO measured by the instrument. This mo-

vement of the polar vortex explains the drop in theClO measurements at Scott Base where

peak values of 0.8 and 0.6 ppb on day 251 (8 September) and 252 (9 September), respec-

tively, are observed. After this period of lowClO abundances, highClO concentrations

of 2.2 ppb were observed again, as the measurement site lies again within the polar vortex.

With temperatures increasing towards the end of the analysis period, fewer PSCs are for-

med, reducing the amount of chlorine that gets activated. Therefore, more and moreClO is

deactivated through the formation of reservoir species, which explains the decreasingClO

abundances from∼13 Sept onwards.
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Figure 3.3: DailyClO concentrations in ppb (panel a) as a function of altitude, observed
at Scott Base, Antarctica, during the period of 21 August (day 233 of the year) to 20 Sep-
tember 2005 (day 263 of the year). The corresponding error estimates on theClO altitude
profiles are shown in panel b.
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3.3 Model data - SLIMCAT 3D CTM

Output from the SLIMCAT three-dimensional off-line chemical transport model was used

to provide estimates of the abundance ofClOx (ClO + 2× ClOOCl),BrOx (BrO + BrCl),

and ozone over Antarctica. The model is described in detail in Chipperfield (1999, 2006).

Therefore, only a brief overview of SLIMCAT is given in this section. The SLIMCAT mo-

del contains a detailed stratospheric chemistry scheme, including heterogeneous reactions

on liquid and solid PSCs. The chemistry module uses a limitednumber of chemical fami-

lies for species which are in rapid photochemical equilibrium. Cl, ClO andClOOCl form

a family and the partitioning between these species is determined assuming instantaneous

photochemical equilibrium. All other inorganic chlorine species (e.g.OClO, HOCl etc.)

are integrated separately using a simple forward Euler integration scheme. SimilarlyBr

andBrO are treated as a family while all other inorganic bromine species are integrated

separately (e.g.BrCl). The run included a source of bromine from very short-livedspecies,

which contributed about 6 parts per trillion (ppt) in 2005 (Feng et al., 2007). Except for the

absorbtion cross-section ofClOOCl which was taken from Burkholder et al. (1990), the

photochemical data recommended by Sander et al. (2003) are used within the model. A

photochemical scheme based on Lary and Pyle (1991) is used tocalculated the photolysis

rates.

For this study, output was taken from run 509 of the SLIMCAT 3DCTM (509 is the refe-

rence number of this particular simulation). This run has a resolution of5.6◦ × 5.6◦ lon-

gitude/latitude with 32 levels from the surface to about 60 km, starting on 1 January 1977.

The model uses a hybridσ-θ coordinate system where isentropic surfaces (θ) are used in the

stratosphere and terrain-following hybrid surfaces (σ) are used near the surface. Diabatic

ascent and decent rates (heating rates) are calculated froma radiation scheme implemen-

ted in the model to account for vertical motion across the isentropic surfaces (surfaces

of constant potential temperature, Appendix A.2). The run was forced using horizontal

winds and temperatures from the European Centre for Medium-Range Weather Forecasts

(ECMWF) meteorological analyses (ERA-Interim after 1989), which are described in detail

in Uppala et al. (2005). Daily profile output from the model run was stored for the location

of Scott Base.

3.4 The optimal estimation method

The optimal estimation approach as described in detail in Rodgers (2000) and introduced

in Chapter 2, is employed to retrieve the optimalJ/kf ratio and the optimal dailyClOx
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profiles, that best represent the AntarcticClO measurements. The forward model,a priori

information, and the retrieval model used by optimal estimation are introduced and descri-

bed.

3.4.1 Forward model - Photochemical box model

The forward model describing the physics of the measurements is one of the essential com-

ponents of optimal estimation, as it relates the state of theatmosphere, together with ad-

ditional information, including ozone, temperature etc.,to the observed quantities. The

forward modelF (see equation 2.27) employed in this study, is a photochemical steady

state box model, based on polar ozone photochemistry and described in detail in Salawitch

et al. (1993). The photochemical box model includes the catalytic cycles involvingClOx

andBrOx species, while the chemistry ofNOx is neglected in the model. As this study

concentrates on catalytic ozone depleting cycles involving chlorine compounds, neglecting

NOx chemistry does not affect the results or conclusions. The model contains chemically

active species such as ozone,O, ClO, ClOOCl, OClO, HOCl, BrO, BrCl, andHOBr. The

box model, as employed here uses the JPL06 recommendations (Sander et al., 2006) for

all reaction kinetics for the chemical reactions implemented unless overwise noted. The

photolysis rates for the different species, such asClOOCl, BrCl, HOBr are calculated as

described in Chapter 1 (1.1). JPL06 recommendations for theabsorption cross-sections and

quantum yields are used to derive the photolysis rates. The radiative transfer model that was

used to calculate the actinic fluxes, uses a constant value ofsurface albedo appropriate to

an ice or snow covered surface (0.8) and the same temperature, pressure and ozone profiles

which were used as required input parameter to the photochemical box model (see below).

The forward model parameter (termed asb in equation 2.27) including ozone, tempera-

ture andBrOx (BrO + BrCl) profiles, are used to constrain the photochemical box model.

The dailyBrOx profiles were obtained from the SLIMCAT (Section 3.3). Because verti-

cal ozone profiles from ozonesondes were not available for each day of the analysis period,

ozone profiles were extracted from the SLIMCAT simulation. The difference between mea-

sured (ozonesonde) and modelled ozone (SLIMCAT) profiles were calculated on days were

ozonesonde measurements (taken from Hassler et al., 2008) were available. These diffe-

rences were linearly interpolated for the analysis period (21 August to 14 September 2005)

applying a kriging interpolation technique. The interpolated differences were then added to

the SLIMCAT ozone profiles to generate what are hereafter referred to as ‘corrected’ ozone

profiles. BesidesBrOx and ozone profiles the forward model also required temperature and

pressure profiles as input variables. These profiles have been extracted from the National

Centers for Environmental Prediction, NCEP (Kalnay et al.,1996) reanalysis data using



60 Retrievals of key chlorine chemistry kinetic parameters

bilinear interpolation. The same temperature and pressureprofiles were used to derive the

day-timeClO profiles from the measuredClO spectra as described in Chapter 2.

To calculate the dailyClO abundances, the forward model also requires the total amount of

activated chlorine,ClOx, (ClOx that is estimated here from the abundances ofClO and its

dimer;ClOx=ClO+2×ClOOCl) available in the polar stratosphere above Scott Base. As

there are no measurements of AntarcticClOx concentrations available, the SLIMCAT mo-

delledClOx profiles between 11 and 30 km altitude are used. TheClOx, BrOx and ozone

mixing ratios specified as inputs to the model are converted into number densities in the

forward model at each altitude level (between 11 and 30 km) using:

[X ] = χx ·
p

1.38 · 10−19 · T
(3.3)

where [X] refers to the number density of the species in molecule/cm3 (i.e. ClOx, BrOx,

ozone),χx is the mixing ratio (number of molecules per unit volume) of the species of in-

terest,p is the pressure in hPa andT is the temperature in K. Therefore, as altitude is used

as vertical coordinate in this study, the corresponding temperature and pressure values are

required to calculate the number density of the species at a given altitude.

The temperature and pressure profiles provided as input to the forward model are the same

as the profiles used within the data processing of theClO measurements, i.e. the retrieval

of ClO profiles from measuredClO spectra, and were provided by NCEP (see above). Ho-

wever, the temperature and pressure profiles used within SLIMCAT are different, i.e. the

measuredClO mixing ratio at 21 km corresponds to a pressure level of 181 hPa while within

SLIMCAT, the mixing ratio given at 21 km corresponds to the 184 hPa pressure level, re-

sulting in a vertical altitude offset as described below. Using the example ofClO measured

and modelled on 7 September 2005, the altitude shift within theClO profiles is illustrated

in Figure 3.4.1. Due to the differences between actual and modelled pressure profiles, using

altitude as the vertical coordinate, as it is the case in the box model, introduces uncertainties

in the modelled SLIMCAT species when converting them into number densities (equation

3.3). To correct for this, the SLIMCAT species such asBrOx andClOx were interpolated

to the pressure levels used by the forward model. This correction reduces the differences

between the altitude of the peak inClO mixing ratio between SLIMCAT and observations

(shown in Figure 3.4.1). However, this correction does not eliminate the vertical offset

completely for all days of the analysis period. Following the correction, the SLIMCAT

modelled species correspond to the same pressure levels as used within the forward model.

This correction was not applied to the modelled ozone profiles from SLIMCAT since these

profiles were corrected with ozonesonde measurements as described above.
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Figure 3.4: MeasuredClO profile (orange) as observed on the 7 Sept. 2005 compared to the
modelledClO profile (green) from SLIMCAT for the same day. The altitude shift between
the peak measured and modelledClO mixing ratio is illustrated. The correctedClO profile
from SLIMCAT is indicated by the blue line (for details see text).

Using the input parameters described above, the Salawitch et al. (1993) photochemical box

model calculatesClO for altitudes levels between 11 and 30 km at 30 minutes resolution

for the 28 day period considered. Daily day minus nightClO profiles, hereafter referred to

as modelledClO (ŷ), are calculated from the 30 minute resolution output of thebox model,

using the same definitions of the day-time (night-time) as for the measuredClO profiles

(Chapter 2) to provide compatibility with the measurements.

3.4.2 A priori

Optimal estimation requiresa priori information about the state of the system to solve the

inverse problem. Specifically, a best first guess of the atmospheric state is required to make

the inverse problem well-posed. Thea priori also includes the ensemble covariance of the

state. Optimal estimation depends on both the measurementsand thea priori. The extent

to which the retrieved state will be influenced by thea priori depends on the information

content of the measurements. As described in Chapter 2, at altitudes where the informa-

tion content of the measurements is insufficient, the retrieved value at this altitude will be

dominated by thea priori. On the other hand, at altitude levels where the measurements

contain enough information, the retrieved values are less affected by anya priori and will

be almost entirely determined by the measurements. Therefore, the solution provided by

optimal estimation (e.g. the retrieved atmospheric state)is optimal with respect to thea

priori. It is important to note that for a differenta priori the same solution of the inverse
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problem will not be optimal. Thea priori provides a constraint of the retrieval and has to

be independent of the measurements. Using thea priori to constrain the retrieval is critical

in solving an inverse problem and the set up of thea priori, together with the uncertainties,

is not straightforward. It is possible that thea priori constraint is too loose, too tight or just

wrong and care has to be taken when setting up thea priori.

The goal of this chapter is to use optimal estimation to retrieve the best set of kinetic pa-

rameters which govern the partitioning ofClO and its dimer during the day. The retrieved

set of parameters optimize the agreement between the measuredClO profiles and profiles

generated by the optimal estimation forward model. The amount of availableClO not only

depends on the kinetic parameters but also on the amount of availableClOx (by definition

ClOx =ClO + 2×ClOOCl) and therefore, the optimal dailyClOx profiles are also quantities

to be retrieved. Therefore, the atmospheric state is described by the kinetic parametersJ ,

kf andKeq and the vertical distribution ofClOx using an independent atmospherica priori

state vector (xa). The state vectorxa describes the overall quantities to be retrieved. Rather

than working withJ , kf andKeq explicitly, they are specified as scalings (multiplicative

factors) relative to the JPL06 recommendations. The first three entries ofxa, representing

the a priori values forkf scale, Keq scale andJscale, are all set to unity so that thea priori

for the kinetics are the JPL06 recommendations. A set of 28ClOx profiles, corresponding

to each day of measurement, is represented by the subsequententries of thea priori state

vectorxa. As there are no measurements ofClOx concentrations available, the SLIMCAT

output provides the requiredClOx profiles.

3.4.3 A priori covariance -Sa

The a priori state vectorxa describing the best estimate of the atmospheric state was

constructed by using the JPL06 recommendation forJ , kf , andKeq, as well as 28ClOx

profiles modelled by SLIMCAT (see above). The resulting state vector has 563 elements, 3

kinetic parameters plus 28 days× 20 altitudes ofa priori ClOx. The uncertainties on the

elements ofxa are expressed along the diagonal of a covariance matrixSa. The diagonal

elements ofSa are the variances ofxa and the assumption is made that the uncertainties of

xa are uncorrelated. Therefore, the off-diagonal elements ofSa are set to zero. Selection of

theSa settings requires some subjective judgement noting that ifexcessively small values

are chosen, the retrieval will be constrained too tightly. In this case the retrieval will make

little use of the information provided by the measurements and will differ little from the

prescribeda priori xa. On the other hand, if excessively large values forSa are chosen, this

results in an unrealistic retrieval where the measurement noise is interpreted as information.

Furthermore, if the constraint is too loose, the retrieval trusts the measurements completely
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and the retrieval tries to fit the measurements exactly. Therefore no convergence will be

achieved. Here,Sa is used as a tuning parameter to retrieve the maximum information and

minimal error. The uncertainties for the kinetic parameters and for thea priori ClOx va-

lues were determined separately, following a L-curve method described in Schofield et al.

(2004). Using the L-curve method the size of the diagonal elements ofSa is determined

by rerunning the retrieval several times varying theSa values from a very low to a very

high value. The root mean square (RMS) difference between the retrievedClO profiles and

the measurements is determined for every retrieval run and theSa values are chosen where

a further increase results in no further improvement in the measurement fit. The optimal

Sa values were selected where the change in the RMS values is small but also where the

uncertainties on the retrieved values are small. This method resulted in the variances of

Jscale andkfscale on the diagonal ofSa of σ2
kfscale

= 0.043 andσ2
Jscale

= 0.173, respectively.

The Sa value corresponding to the equilibrium constantKeq was set close to zero since

the equilibrium constant is not retrieved and therefore theretrieval trusts theKeqscale value

completely. The L-curve method cannot be applied on its own in determining the uncer-

tainties on thea priori ClOx concentrations. Additional information on the atmospheric

state is required, as the best RMS, i.e. the best fit of the measurements, is obtained using a

large uncertainty in theClOx values. However, this large uncertainty also results in unrea-

listic retrievedClOx mixing ratios which exceed the total amount of inorganic chlorine. In

determining the size ofSa for ClOx mixing ratios, the fact thatClOx concentrations cannot

exceed the total amount of inorganic chlorine in the stratosphere (Cly) must be accoun-

ted for. Rather than using a single percentage for the uncertainties on thea priori ClOx

concentrations, it was determined that using a higher uncertainty at lower altitudes than at

higher altitudes results in a better fit of the measurements.Therefore, theSa values for the

a priori, which were numerically determined as described above, were set to 70% of the

daily maximumClOx value at altitudes from 11 to 13 km and to 20% at altitudes above

13 km, individually for each day.

3.4.4 SLIMCAT ClOx profiles

The a priori ClOx profiles consist of dailyClO and ClOOCl profiles as modelled by

SLIMCAT. Early in this study it became apparent that using the SLIMCAT modelledClOx

concentrations asa priori would involve some difficulties as the model overestimates the

ClO concentrations at the beginning of the analysis period and underestimatesClO at the

end of the analysis period. In particular, SLIMCAT overestimates the peak amount ofClO

at the beginning of the period by about 0.5 ppb. The concentration ofClO in the stratosphere

above Scott Base depends on the occurrence of PSCs and on the availability of sunlight.

Furthermore, the dimer formation rate is temperature dependent and the photolysis rate of



64 Retrievals of key chlorine chemistry kinetic parameters

theClO-dimer depends on the solar zenith angle (SZA). These kinetic parameters control

the partitioning ofClOx during the day. For low temperatures and high SZAs, as the case at

the beginning of the season, most of theClOx is in the form ofClOOCl. Through the course

of the season, as more sunlight becomes available and SZA decreases theClO-dimer can

be photolyzed over a longer time period and for lower SZA theClO-dimer gets photolyzed

more quickly. Therefore, later in the season most of theClOx is in the form ofClO du-

ring the day. Therefore, an incorrect temperature and/or photolysis rate of theClO-dimer

in SLIMCAT could be one explanation for incorrect representation ofClO mixing ratios

in SLIMCAT. The SLIMCAT model uses temperatures from the ECMWF meteorological

reanalyses which are known to have a cold temperature bias inthe Antarctic stratosphere

(Parrondo et al., 2007). As reported in Parrondo et al. (2007), this cold bias leads to an

overestimation of the PSC area. This could, in part, explainwhy SLIMCAT overestimates

the amount ofClO compared to the observations. However, the NCEP reanalysisdata used

to retrieve theClO profiles are known to have a warm temperature bias (1.51 K) in the Sou-

thern Hemisphere. So both reanalysis data set do have their uncertainties which have to

be accounted for then using them. Nonetheless, using incorrect temperatures in SLIMCAT

has a greater effect on the uncertainty of the modelledClO concentrations than using in-

correct temperatures within the retrieval algorithm used for the determination of theClO

profiles from ground-basedClO measurements. This results from the fact that SLIMCAT

calculatesClO using a chemistry scheme with temperature dependent kinetic reaction rates

and SLIMCAT calculations are not constrained by any observations. The retrieval of the

ClO profile, on the other hand, is constrained by the measured spectrum and does not in-

clude any chemical processes and reaction rates. Therefore, using incorrect temperatures in

SLIMCAT has a greater effect on the uncertainty of the modelledClO concentrations than

using incorrect temperatures within the retrieval algorithm used for the determination of the

ClO profiles from ground-basedClO measurements. In this study, however, no quantitative

estimate can be made of the sensitivity of modelledClO to changes in temperature since the

output data required to conduct such a test are not available. Therefore, the possible causes

of uncertainties in the modelledClO profiles can be discussed but not verified. In addition,

there might be additional sources of uncertainty within SLIMCAT that are responsible for

an overestimation or underestimation ofClO concentrations compared to the observations.

However, it is not the purpose of this study to investigate the SLIMCAT uncertainties and

to validate SLIMCAT.

From the comparison of the available SLIMCATClO data to theClO observations, two

assumptions can be made. Either the modelledClOx abundances are correct but the par-

titioning of ClO and its dimer, and therefore, theJ/kf ratio is incorrect, or theJ/kf ratio

within the model is correct but the amount ofClOx simulated by SLIMCAT is overestima-
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ted due to the cold temperature bias, leading to an overestimation of the PSC area. Based

on several previous studies (e.g. Parrondo et al., 2007), itseems more likely that the latter

assumption is valid. Furthermore, the fact that most of the peak day-timeClO mixing ra-

tios are also overestimated by SLIMCAT towards the end of theanalysis period confirms

the latter assumption, since most of the day-timeClOx is in the form ofClO towards the

end of the period. This result suggests that more chlorine isactivated within the model than

expected from the observations. The study by Santee et al. (2010) confirms that SLIMCAT

overestimates theClOx concentration by about25% in the Antarctic.

Using SLIMCAT modelledClOx profiles asa priori within the optimal estimation to re-

trieve the optimal set of kinetic parameters would not be an issue if only theJ/kf ratio

within SLIMCAT is incorrect, as the method used in this study, requires an independent

ClOx profile (independent of theJ/kf ratio). The retrieved optimal parameters then des-

cribe the partitioning ofClOx, corresponding to the measurements, and the parameters can

be different from the set of parameters which were used in producing theClOx profiles.

However, because the parameters depend on the amount of availableClOx, using an incor-

rectClOx profile can result in higher uncertainties on the retrieved parameters, i.e. the same

J/kf ratio results in differentClO/ClOOCl concentrations using differentClOx profiles.

Early in this study it became apparent that using the SLIMCATClOx asa priori within

the optimal estimation resulted in unrealistic high concentrations of the retrievedClOx on

some days of the analysis period. The retrievedClOx concentrations exceeded the amount

of availableCly at some altitudes. Consequently, a different approach to generate the requi-

redClOx profiles was investigated. As mentioned above, there are reasons to assume that

SLIMCAT modelledClOx concentrations might be incorrect. However, there is a higher

confidence in the SLIMCATClOx/ClO ratio (see above). Therefore, this ratio was used to

generatea priori ClOx profiles by using:

ClOx =
SLIMCATClOx

SLIMCATClO
×measuredClO (3.4)

TheClO measurements were scaled with the SLIMCATClOx/ClO ratio to generate a more

realisticClOx profile. During the course of this study, however, it became apparent that the

generatedClOx profiles (equation 3.4) are not independent of the kinetic parameters used

within SLIMCAT. During the day, theJ/kf ratio determines the partitioning betweenClO

andClOOCl, depending on the total amount of availableClOx. TheClOx/ClO ratio from

SLIMCAT depends on theJ/kf ratio used within SLIMCAT and therefore the partitioning

of ClO and its dimer is prescribed, i.e. by using this ratio it is known how much of the given

ClOx is represented in the form ofClO. This portion ofClO depends mainly on the pho-
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tolysis rateJ used in SLIMCAT, i.e. the higher the photolysis rate the bigger is the portion

of ClO in ClOx. As the goal of this study is to retrieve theJ/kf ratio, the retrieval would

become circular and the retrieved ratio would be similar to the ratio used in SLIMCAT. This

precludes the use of the generatedClOx (equation 3.4) profiles as thea priori in the optimal

estimation to retrieve the kinetic parameters. For the purpose of this study it is very impor-

tant to usea priori ClOx profiles that are independent of the kinetic parameters suchas

theJ/kf ratio. The only independentClOx profiles available for this study are the model-

ledClOx mixing ratios from SLIMCAT. Therefore, in the end, SLIMCAT modelledClOx

profiles were used as thea priori in the optimal estimation, acknowledging the possible

uncertainties of the modelled profiles (see above). Thea priori ClOx mixing ratios for the

altitudes between 11 and 30 km and the 28 day analysis period,are shown in Figure 3.4.4.

TheClOx mixing ratios maximize (≥2.2 ppb) between 15 and 25 km as it is within that alti-

tude range that PSCs are formed. The fast chlorine activation within SLIMCAT leads to the

maximumClOx mixing ratio of about 3.4 ppb at the beginning of the analysisperiod. As a

result of chlorine deactivation, the amount ofClOx decreases towards the end of the season.

As the SLIMCATClOx profiles were used asa priori within the optimal estimation the

issue remains that the unrealistically highClOx concentrations were retrieved on two days

of the analysis period. However, these elevatedClOx abundances can be explained and

are of dynamical origin. As detailed above the polar vortex shifted during the observation

period and as a result, Scott Base was situated outside the vortex or close to the vortex

edge during the analysis period. SLIMCAT shows some reduction inClOx over this period

(Figure 3.4.4) but the reduction is not commensurate with the observed reduction inClO

apparent in the disagreement between measured and modelledClO profiles on these days.

With the given resolution of the SLIMCAT run (Section 3.3), the model cannot capture the

observed strong gradients at the edge of the vortex. As such,the a priori ClOx profiles

provided by SLIMCAT are too high on those two.

3.4.5 Retrieval model

The retrieval model, the second essential part of optimal estimation in addition to the for-

ward model (see above), determines the atmospheric state using the atmospheric measu-

rements, i.e. theClO observations. The quantities to be retrieved from theClO measure-

ments, which are described by the measurement vector (y), areJ/kf andClOx. The state

vectorx represents these quantities, together withKeq as multiplicative scale factors relative

to the JPL06 recommendations.Keq is not intended to be retrieved. Hereafter, all quantities

subscripted with scale refer to scaling with respect to JPL06. The relationship between the

ClO measurements (y) and the state vector is described by a forward model (F) that calcu-
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Figure 3.5: SLIMCAT modelledClOx mixing ratios from 21 August to 20 September 2005
between 11 and 30 km altitude. As there were noClO measurements available from day 257
to 259 of 2005, SLIMCATClOx mixing ratios were not considered on these days (white
bar).

latesClO as a function of the state vectorx and other parametersb (see equation 2.27). The

forward model calculates day minus nightClO profiles (̂y) compatible with theClO mea-

surements. Furthermore, the weighting function matrixK which describes the sensitivity

of the modelledClO values to changes in the state vector, are derived by the forward mo-

del. TheClO profiles computed with the forward model are then compared tothe measured

profiles (y) and the difference between them is minimized by applying the standard Gauss-

Newton method which iteratively calculates the state vector x̂ (equation 2.30). In order to

calculate the optimal state vectorx̂ which minimizes the difference between measured and

modelledClO, the covariance matrix of the measurement error (Se) is a required parameter

besides thea priori (xa), its covariance (Sa), the weighting functions (K) and the measure-

ments (y). Se is constructed by placing theClO measurement errors as given in Solomon

et al. (2000) along the diagonal, and set to zero everywhere else, i.e. the measurement er-

rors are uncorrelated. As the measurement uncertainties donot include the smoothing error

(Solomon et al., 2000) a comparison of theClO measurements to modelled and/or high-

resolution measurements cannot be made without accountingfor the ’smoothing’ of the

measured profile. However, the smoothing error can be eliminated from such a comparison

by using the averaging kernels (Connor et al., 1995). Beforecomparing the model calcula-

tion and the measurements, the quantityxameas +Ameas(xm − xameas) is computed, where

xm is theClO profile produced by the forward model,Ameas andxameas are the averaging

kernels and thea priori from the measurements, respectively. The calculated quantity is
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then compared to the measuredClO profile. Without applying this convolution procedure

one would introduce an error because the measuredClO concentration at e.g. 20 km was

derived by using information from the measurements at 19, 20, and 21 km. It would be in-

appropriate to compare the measuredClO at 20 km with the high-resolution modelled value

at 20 km, because the measuredClO at 20 km results from a weighted average of values at

20 km and above and below that level. Therefore, theClO profile calculated by the forward

model is convolved withAmeas andxameas before comparing it to the measurements.

3.4.6 Retrieval output parameter

The retrieval model combined with the forward model determines the optimal atmospheric

parameters, i.e. the kinetic parameters and theClOx profiles which minimize the difference

between the modelled and measuredClO mixing ratios. This optimal state is represented

by the retrieved state vector,̂x, containing the optimal set of kinetic parameters and the

required optimalClOx concentrations. The uncertainties on the retrieved state vector are

described by its covariancêS. The off-diagonal elements of̂S provide information on

whether the uncertainties of the elements inx̂ are correlated or uncorrelated. Correlation

describes the relationship between quantities, i.e. here the uncertainties of thêx elements.

If the correlation between the errors is greater zero (i.e. off-diagonal elements are greater

zero), then they are positive correlated, meaning that as one increases, the other increases

as well. The errors are negative correlated, i.e. if one increases, the other decreases, if the

correlation is smaller than zero. The errors are uncorrelated if the off-diagonal elements

are zero. If the latter is the case, then the elements on the diagonal ofŜ represent the

uncertainties of the retrieved state. If the errors are correlated it is important not to ignore

the off-diagonal elements and to take them into account whendetermining the total error

on the retrieved state. The off-diagonal elements of the calculated covariances of the 19

optimal estimation runs, show that the errors on the retrieved kinetic parameters are positive

correlated and that the retrieved errors on theClOx profiles are uncorrelated. Therefore, to

derive the total error on the retrievedJscale/kfscale ratio described byσ Jscale
kfscale

, the following

equation for combining correlated errors was applied:

σ Jscale
kfscale

=

√

σ2
Jscale

k2
fscale

+
J2
scale

k4
fscale

σ2
kfscale

− 2
Jscale

k3
fscale

RJscale kfscale
σJscaleσkfscale

(3.5)
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where

σ2
Jscale

is the variance ofJscale

σ2
kfscale

is the variance ofkfscale

σJscale is the uncertainty onJscale

σkfscale
is the uncertainty onkf scale

R is the correlation coefficient ofJscale andkfscale

The optimal retrieved state vectorx̂ is then used to calculate the finalClO concentrations

(ŷ) employing the forward model one more time. The retrieved state vector together with

its uncertainties from all 19 optimal estimation runs is presented and discussed in Section

3.6.

Summary

In summary, optimal estimation is used as a method to solve aninverse problem and consists

of two main parts, the forward model and the retrieval model.A photochemical box model

is employed as the forward model that calculates daily day minus nightClO concentra-

tions between 11 and 30 km, compatible with theClO measurements, as a function of the

state vectorx and other parametersb, which includeBrOx, ozone, temperature, and pres-

sure profiles. The required input parameters represented byb, such as the dailyBrOx and

ozone profiles were obtained from the SLIMCAT (Section 3.3).However, the ozone pro-

files provided by SLIMCAT were first scaled to match coincident ozonesonde profiles. The

temperature and pressure profiles were provided from NCEP. Besides theClO profiles, the

forward model also computes the weighting function matrixK which is a necessary input

parameter for the retrieval model. The retrieval model calculates the optimal state vectorx̂

that minimizes the differences between the measured and themodelledClO profiles using

the iterative Gauss-Newton method (equation 2.30). The other input parameters, besides

K, are thea priori state vectorxa, its covarianceSa and the covariance matrix of the mea-

surement errorsSe. xa was constructed by inserting multiplicative scale factorsfor kfscale,

Keqscale andJscale, all set to 1.0 so that thea priori for the kinetics are the JPL06 recom-

mendations. Furthermore, a set of 28a priori ClOx profiles, corresponding to each day of

measurement, obtained from SLIMCAT is included in thea priori state vector. Using the

optimal estimation approach, the optimalJscale/kfscale ratio and the optimalClOx concen-

trations are retrieved, but no attempt is made to retrieveKeq. Rather, to test the sensitivity of

the results to the choice ofKeqscale, the optimal estimation is done 19 times varyingKeqscale

from 0.2 to 2.0×KeqJPL06
in steps of 0.1.
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3.5 Exploring the full parameter space

Optimal estimation is a numerically highly efficient approach for solving an inverse pro-

blem and to determine the absolute minimum of the cost function, i.e the absolute minimum

in the sum of the squares of the differences between measuredand calculated/modelledClO

concentrations by the forward model. In addition, optimal estimation provides quantitative

estimates of the uncertainties on the derived parameters given by the covariance matrix,

which accounts for the uncertainties on the measurements, the a priori and the retrieval

noise. Optimal estimation depends on thea priori information so that for a givena priori

it can compute the best optimal solution. However, for a differenta priori the solution

might look different. Furthermore, if the problem to be solved has more than one absolute

minimum or if more than one solution exists which gives the best answer where the RMS

values are of a similar magnitude, then, defining the N dimensional field (where N is the

number of variable parameters) rather than determining theabsolute minimum of the cost-

function, would provide the full ‘picture’ of the possible solutions. In such a case optimal

estimation might not be the best numerical approach for solving the problem. One way to

determine the morphology of the N dimensional space is to explore the whole parameter

space (hereafter referred to as ‘the sampling method’) for all variables of interest. This

method, however, is computationally very demanding.

In this chapter, it was computationally possible to sample the 4D space by varyingJ , kf ,

Keq andClOx scale factors within physically plausible limits.Jscale was varied between

0.1 and 2.5 whilekfscale was varied between 0.4 and 1.6. The chosen ranges forJ andkf
are based on the values reported in previous studies, such that the computational burden

was not too high. An upper bound ofKeqscale=1.6 was used since JPL09 and most other

studies (with the notable exception of Nickolaisen et al. (1994) and Ferracci and Rowley

(2010)) suggest aKeq value smaller than JPL06. Furthermore, to estimate the dependence

of the kinetic parameters to changes in the prescribedClOx profile, theClOx profile was

scaled between 0.5 and 1.0 times thea priori ClOx profile used in the optimal estimation

approach, in steps of 0.1. Because scalings above 1.0 resulted inClOx concentrations oc-

casionally exceeding theCly concentrations, only scalings smaller than 1.0 were used in

this study. Furthermore, theClOx values were scaled on all days and at all altitude levels

equally because scaling theClOx individually for every day would make it even more com-

putationally expensive.

The photochemical model described in Section 3.4.1, using the same input variables such

asBrOx, ozone, temperature and pressure, calculates daily day minus nightClO profiles

compatible with the observations for every possible combination of those four parameters,
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resulting in 31500ClO profiles. Using these calculatedClO profiles, the RMS values of the

differences between modelled and measuredClO were determined. The results are com-

pared with the kinetic parameters retrieved from the 19 optimal estimation runs and with

previous publications in the following section.

3.6 Kinetic parameters retrieved from optimal estimation

TheClO profiles calculated using the forward model, initialized with the optimal retrieved

kinetic parameters and with the optimal retrievedClOx profiles, match the measuredClO

profiles quite well. The derived root mean square (RMS) differences between measured and

modelledClO ranges from 0.063 to 0.066 ppb, which is smaller than the maximum error of

theClO measurements.

The results from the retrievals performed as described in Section 3.4, expressed as scale

factors relative to the kinetic parameters recommended by JPL06, are shown together with

1σ uncertainties in Figure 3.6. AJscale/kf scale value of 1.0 refers to the JPL06 recommen-

dations (red symbol in Figure 3.6), where the photolysis rate of the dimer (J) is calculated

using the absorption cross-sections recommended by JPL06.The values ofJ/kf andKeq,

relative to JPL06, obtained in previous studies are indicated with vertical bars along the

Y-axis (J/kf ) and with blue dots along the X-axis (Keq) in Figure 3.6. Furthermore, the

JPL06 recommendation with the given uncertainty range and the more recent JPL09 recom-

mendation including the uncertainties are displayed in Figure 3.6. The JPL09 values and

their uncertainty ranges, as shown in Figure 3.6, are scaledto the recommended JPL06 va-

lues, to be better comparable with the results obtained in this study. As detailed above, the

JPL06 recommendations are the primary focus reference values. Tests were JPL09 kinetics

were used as thea priori in optimal estimation showed that the retrievedJ/kf ratios were

only slightly different (±2%) from the results presented in Figure 3.6.

The derived RMS values for the 19 optimal estimation runs vary only by ∼5%, but the

change in the retrievedJscale/kfscale ratios over the prescribedKeqscale range (0.2 to 2.0)

is significant. The ratio retrieved by prescribingKeqscale of 2.0 is about 1.6 times smal-

ler than theJscale/kfscale ratio retrieved for the smallestKeqscale (0.2) used in this study.

Furthermore, the RMS values obtained from the optimal estimation runs are elevated as

a result of the inclusion of two days of measurements between7 and 8 September 2005

where the peakClO concentration dropped from∼2.3 ppb to∼0.8 ppb before increasing

back to∼2 ppb on 10 September 2005 (Figure 3.3). As detailed above, the suppressed va-

lues ofClO over this two day period are caused by dynamical variabilityof the polar vortex.
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Figure 3.6: Black dots with error bars: the retrievedJscale/kfscale ratios and corresponding
1σ uncertainties resulting from the 19 optimal estimation runs whereKeqscale was varied
within the uncertainty range given by JPL06. Vertical lineson the right hand side: Results
from earlier studies forJscale/kfscale at 190 K. Blue symbols along the X-axis:Keqscale

relative to JPL06 determined from earlier studies. Note that the derivedKeqscale values
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210 K). The red symbols indicate the scalings for JPL06 and JPL09, respectively. Light
grey area: JPL06 uncertainty range onKeq andJ/kf . Hatched area: JPL09 uncertainty
range onKeq andJ/kf (for more details see text).
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The value ofJscale/kfscale is determined by the partitioning ofClO andClOOCl on all

days and is not determined separately for each day. The amount of ClOx, on the other hand,

can vary independently for each day within the given uncertainty range which is determined

by the prescribeda priori uncertainty. The selection of the elements ofSa determines the

freedom of the optimal estimation, i.e. how well constrained optimal estimation is. The

selected uncertainties on thea priori ClOx profile are likely to be too small for these two

days and therefore the optimal estimation is constrained too tightly. The retrieval does not

have enough freedom to modulateClOx, for the givenJscale/kfscale, to reproduce the mea-

surements. The combination ofJscale/kfscale with higher amount ofClOx leads to more

ClO than observed and thereby contributes to the higher RMS values. While excluding

these two days from the analysis reduces the RMS such that it is smaller than the mea-

surement uncertainty at every altitude level, the retrieved Jscale/kfscale increases slightly,

from 1.35±0.14×J/kfJPL06
(all data points) to 1.44±0.18×J/kfJPL06

(8 and 9 September

excluded), ifKeq = KeqJPL06
. The difference between the two calculations is not statisti-

cally significant. Since there is no valid scientific reason for excluding these two days, and

because they have only a small effect on the retrieved value of Jscale/kfscale, these two days

were retained in the following analyses.

The optimal dailyClOx profiles retrieved from the 19 optimal estimation runs exceeded

the amount ofCly on two days of the analysis period (7 and 10 September 2005). The

amount ofClOx required to reproduce the measuredClO concentrations lies above 4.5 ppb.

There are two causes for these unrealistically high values.First, since 7 September 2005

is the day where theClO concentration maximizes the realClOx value needed to explain

theClO measurements is probably very close toCly. Adding the retrieval ‘noise’ leads to

values exceedingCly. On the other hand, the SLIMCATa priori ClOx concentrations are

maximize at the beginning of the analysis period. From 3 September 2005 onwardsClOx

concentrations decrease (Figure 3.4.4). As mentioned above, Jscale/kfscale depends on all

days of the season and it might well be that the ratio derived for all days is too small in

combination with the decreasingClOx concentrations on 7 and 10 September 2005. The-

refore, optimal estimation has to increaseClOx to explain the measurements on these days.

Within optimal estimation there is no constraint which would stopClOx concentrations ex-

ceedingCly. Therefore, the optimalJscale/kfscale ratio for all days of the analysis period

requiresClOx values larger thanCly to explain the observedClO mixing ratios on 7 and 10

September 2005. As the average over all retrievedClOx profiles does not exceedCly, these

high values are maintained in this study as they can be explained.
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The salient features of the findings (retrievedJscale/kfscale ratios) of this study, summarized

in Figure 3.6, are the negative slope and the asymptotic behaviour of Jscale/kfscale at high

Keqscale.

Negative slope:An increase inKeq can be obtained either by increasingkf , decreasingkr,

or both, or decreasingkf andkr but decreasingkr relatively more. Thekr values associated

with the prescribedKeqscale shown in Figure 3.6, decrease with increasingKeqscale as does

Jscale/kfscale, while thekf values increase. The combination of increasingkf scale and de-

creasingkr shifts the equilibrium towardsClOOCl, reducing the calculated concentration

of ClO. To restore the equilibrium such that the measuredClO is obtained, the photoly-

sis of the dimer,J , must increase. The observed decrease inJscale/kfscale can then only be

achieved ifkf scale increases more thanJscale. The causes for that behaviour ofJscale/kfscale,

i.e. increasingKeqscale results in decreasingJscale/kfscale ratios, are not yet well understood.

Asymptotic behaviour of Jscale/kfscale at high Keqscale: The results show that the retrie-

ved values ofJscale/kfscale do not vary much at high values ofKeqscale, 1.6 to 2.0, used in

the analysis. An increase inKeqscale requireskf scale to increase (see above). However, the

measuredClO imposes a limit on the amount ofClOOCl that results from the increase

in kf scale. If much of the availableClO is transformed intoClOOCl, a further increase in

kf scale affectsClOOCl concentrations less than if larger abundances ofClO were available.

Once the amount ofClOOCl maximizes, the photolysis rate also encounters a threshold

within optimal estimation, such thatJscale/kfscale plateaus at high values ofKeqscale. Addi-

tional increases inKeqscale are then achieved within the model by changingkr. This result

suggests a lower limit forJscale/kfscale of ∼1.24±0.12, in combination with high values of

Keqscale, to explain the Antarctic measurements ofClO.

TheJscale/kfscale values obtained from all 19 optimal estimation runs agree with most of the

values reported in previous studies (Figure 3.6). Except for Keqscale values smaller than 0.4,

the retrievedJscale/kfscale ratios lie within the given uncertainty ranges onKeq andJ/kf
reported by the JPL panels. The results indicate that to explain the Antarctic measurements

of ClO made in 2005, it is unlikely that theJ/kf ratios are smaller than currently recom-

mended and this would exclude the lower uncertainty range onJ/kf as recommended by

the JPL panels. The JPL recommended parameters forJ/kf andKeq can be used within

the given uncertainty range as suggested by JPL06 and the more recent JPL09 recommen-

dation to explain the AntarcticClO measurements made in 2005. However, at the same

time, the derived results suggest a greaterJ/kf ratio than recommended by JPL. This can

be accomplished by either a faster photolysis ofClOOCl, a slower dimer formation rate, or

some combination of these two perturbations.
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The best fit to theClO measurements, i.e. the smallest RMS of the difference between mo-

delled and measuredClO, is obtained atKeqscale=2.0. In this caseJscale/kfscale is 1.23±0.11.

In contrast to previous studies, the results presented heresuggest that to best represent the

ClO measurements,Keqscale must lie towards the upper end of the prescribed range (0.2 to

2.0), in agreement with the recent laboratory study of Ferracci and Rowley (2010). Ho-

wever, the derivedKeq values in Ferracci and Rowley were obtained at higher tempera-

tures (256.5<T<312.65 K) than the stratospheric temperatures observed in this study. Cal-

culation of theKeq value derived by Ferracci and Rowley for stratospheric temperatures

as shown in Figure 3.6, results in aKeq value of∼1.05×Keq JPL06. To explain theClO

measurements, the results presented here do not preclude higherKeq values than currently

recommended, even for stratospheric conditions. That said, the decrease in RMS from

Keqscale=0.2 to 2.0 is small (5%), suggesting thatKeq is not well enough constrained by the

measurements ofClO to make a robust evaluation ofKeq.

Solomon et al. (2000) used measurements from the sameClO microwave radiometer at

the same site to deriveJscale/kfscale values which best reproduce their measurements. The

measurements they used were taken from a different period (1996-2000) when stratospheric

temperatures were, on average, 4 K lower than in 2005. The formation rate of the dimer is

known to be temperature dependent. Therefore, it is somewhat surprising that the retrie-

ved Jscale/kfscale ratio of 1.39 interpolated to theKeq obtained by Solomon et al. (2000)

(Keqscale=0.86 relative to JPL06), agrees very well with theJscale/kfscale ratio obtained by

Solomon et al. (Figure 3.6). A decrease in temperature leadsto an increase in the dimer

formation ratekf (Figure 3.1), which in turn leads to a decrease in theJ/kf ratio. Ho-

wever, Solomon et al. used the JPL97 functional form for the temperature dependence of

kf , which is different to the JPL06 expression used here. The difference between JPL97

and JPL06 then partially offsets the effect of the temperature difference between the two

studies.

3.7 Kinetic parameters derived from exploring the para-

meter space

In contrast to the optimal estimation approach, thekfscale, Jscale, andKeqscale parameter

space was explored to derive the optimalClO-dimer cycle kinetic parameters required to

explain the measuredClO. Exploring the parameter space is accomplished by varying the

kinetic parameters within a given range that is based on the results presented in previous

studies and based on the JPL06 recommendations. Noting, however, that theClOx concen-

trations obtained from SLIMCAT may be uncertain, sensitivity to ClOx was also explored
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by scalingClOx from 0.5 to 1.0. The photochemical box model calculates daily day minus

night ClO profiles for every possible combination of those four parameters. From these

profiles the RMS values of the difference between measured and modelledClO concentra-

tions were determined. The results will be presented in thissection.

The results from the sampling method would be best represented in a 4D plot. Howe-

ver, a 4D plot is far to complex and impossible to show on 2D paper and for the purpose of

this study it is sufficient and necessary to display the results in two dimensions. Therefore,

in terms of analyzing the output data, the RMS values calculated for everyKeqscale were

examined separately. For a givenKeqscale value, the minimum RMS value for every com-

bination ofkfscale andJscale corresponding to one of the 6ClOx scalings was determined.

The minimum RMS values (derived from the 6 possibleClOx scalings) are shown for each

combination ofkfscale andJscale and forKeqscale=0.4, 0.8, 1.2, and 1.6 in Figure 3.7. In all

cases the lowest RMS values are found forClOxscale =1.0 (unshaded regions in Figure 3.7)

and the absolute minimum RMS values are obtained for the highestKeqscale value which

agrees with the results derived from optimal estimation. While lower RMS values might

have been found forClOxscale >1.0, this would be physically unrealistic for the reasons

detailed above. As shown in Figure 3.7, the optimal combination of the kinetic parame-

ters does not results in just one set ofJ , kf , Keq, andClOx. Different combinations of

kfscale andJscale can reproduce theClO measurements with a fairly small RMS value. The

minimum RMS values define a valley in everyJscale–kfscale plane as shown in Figure 3.7,

where the magnitude of the RMS values within that valley are not significantly different.

The calculated minimum RMS value in theJscale–kfscale plane, for eachKeqscale, shows lit-

tle dependence onKeqscale, confirming again that the AntarcticClO measurements do not

provide a strong constraint onKeq.

WhenKeqscale is held constant and ifkfscale increases,kr must also increase (see equa-

tion 3.2). However, the resultant increase inkr is insufficient to produce enoughClO to

match the measurements and henceJscale too must increase. This explains the orienta-

tion of the valley of minimum RMS values seen in Figure 3.7. The angle that this valley

makes with the X-axis decreases slightly with increasingKeqscale indicating a decrease in

Jscale/kfscale with increasingKeqscale, in agreement with the results from the 19 optimal es-

timation runs described in Section 3.4.1. TheClO measurements only give information on

J/kf , not on these parameters individually. Therefore, theJ/kf ratio that best explains the

ClO measurements can be derived from the orientation of the valley with an uncertainty

constrained by the width of the valley. For higherKeqscale values (panels b–d in Figure 3.7),

the orientation of the valley suggests aJscale/kfscale ratio smaller than 1 which would disa-

gree with the optimal estimation result. However, optimal estimation retrieves the optimal
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Figure 3.7: Scale factors forJ andkf with the corresponding RMS minimum derived from
exploring the whole parameter space by varyingkfscale, Jscale, Keqscale, andClOxscale . The
derived RMS minimum values are shown forKeqscale of 0.4 (a),Keqscale of 0.8 (b),Keqscale

of 1.2 (c), andKeqscale of 1.6 (d). The hatched area shows the RMS values where theClOx

scale factor was not equal to 1 (details see text).

kinetic parameters that correspond to the absolute minimumdifference between retrieved

and observedClO profile. Therefore, to compare the results from exploring the parameter

space with the results from optimal estimation, the kineticparameters derived from ex-

ploring the parameter space that correspond to the absoluteminimum RMS value have to

be determined. Therefore, taking the absolute minimum RMS in each panel, the corres-

pondingJscale/kfscale values agree well with the results from the optimal estimation runs.

The derivedJscale/kfscale values from the sampling method are summarized together with

the optimal estimation results in Table 3.1. However, the resulting valley of RMS minima

using thisJscale/kfscale ratios of 1.66 and 1.25 (Table 3.1) would requireClOx scale values

smaller than 1, leading to an increase of the angle that this valley makes with the X-axis.

The range ofJscale andkfscale values which correspond to the optimal derivedJscale/kfscale
ratio retrieved using the optimal estimation approach would form a valley with a greater

angle between that valley and the X-axis than that valley formed by the results from explo-

ring the full parameter space. TheClOx concentrations are not fixed and can be changed

from day to day and from one altitude to another within optimal estimation which contrasts

with the treatment ofClOx in sampling of the whole parameter space. Due to the high com-

putational demands of the sampling method,ClOx was not varied for every day individually
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sampling method optimal estimation Keqscale
Jscale
kfscale

Jscale
kfscale

1.66 1.62±0.24 0.4
1.66 1.40±0.16 0.8
1.66 1.32±0.13 1.2
1.25 1.27±0.28 1.6

Table 3.1:Jscale/kfscale corresponding to the absolute RMS minimum as derived from the
sampling method compared to the retrievedJscale/kfscale ratios from optimal estimation for
a selected number ofKeqscale values

i.e. the parameter space exploration scalesClOx values on all days and at all levels equally.

This can partially explain the differences in the slope of the valley when comparing optimal

estimation and the sampling method since the kinetic parameters are not independent of

the amount of availableClOx. Furthermore, the RMS values obtained from exploring the

whole parameter space are more than twice as large as those resulting from optimal estima-

tion. Therefore, the results from the optimal estimation approach lead to a better fit to the

ClO measurements than the results from exploring the whole parameter space, primarily

becauseClOx cannot change from day to day or from one altitude to another while explo-

ring the whole parameter space. It would require too much computing power to allowClOx

values to change from day to day and from one altitude level toanother while sampling the

parameter space. This shows clearly the limitation of the sampling method.

3.8 Discussion and Conclusions

Two methods, both using ground-basedClO measurements made in Antarctica, to derive

the key kinetic parameters that govern the day-time partitioning betweenClO andClOOCl

were presented. Due to the data processing of theClO measurements, where night-time

ClO measurements were subtracted from day-time measurements,the day-timeClO pro-

files only contain information aboutJ/kf and not for these parameters individually. There-

fore, based on the available AntarcticClO measurements, the bestJ/kf ratio was deduced,

representing the optimal fit to the measurements. This retrievedJ/kf ratio then provides a

range of combinations ofJ andkf that are consistent with theClO measurements. Further-

more, the equilibrium constantKeq was prescribed to values between 0.2 and 2.0×KeqJPL06
,

to allow a sensitivity study of the derivedJ/kf ratios to changes inKeq.

First, the optimal estimation was applied to retrieve the optimal J/kf ratio that correspond

to the minimum of the differences between measured and calculatedClO concentrations

by the forward model was presented. To confirm the results from the optimal estimation,
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and to test how much more information can be derived when sampling the whole parame-

ter space one run was performed where the kinetic parametersand theClOx profiles were

varied within physically plausible ranges to determine thecombination of these parameters

that minimizes the sum of the square of the differences between the modelled and the mea-

suredClO profiles.

The results retrieved from the 19 optimal estimation runs and from the exploring the whole

parameter space agree very well within the given uncertainties of optimal estimation. Com-

parison of the results from the two methods shows that optimal estimation is a faster way to

derive the optimalJ/kf consistent with the measurements. The retrievedJ/kf ratios reflect

a range of combinations ofJ andkf values which are consistent with the measurements and

which are in agreement with the results obtained from sampling the whole parameter space.

As optimal estimation is also able to vary theClOx concentrations from day to day and

from one altitude level to another, the retrieved values also lead to a better representation

of theClO measurements, i.e. smaller RMS values. Overall the optimalestimation is a

reliable method and a much faster approach compared to exploring the parameter space, to

derive the kinetic parameters which govern the partitioning ofClO and its dimer.

The derivedJ/kf ratios from optimal estimation provide a range of possible combinations

for J , kf andKeq to explain the AntarcticClO measurements, i.e. there is not only one

optimal combinationJ , kf andKeq. Using the kinetic parameters derived in pervious labo-

ratory and field studies, and the kinetic parameters currently recommended by JPL06, Table

3.2 summarizes the combination of parameters that correspond to the retrievedJ/kf ratios

derived from optimal estimation. The results presented in Table 3.2 are discussed below.

dimer formation rate photolysis rate equilibrium constant
kf J Keq

Trolier et al. (1990) JPL06 Cox and Hayman (1988)
JPL06 > JPL06 Plenge et al. (2005)

< JPL06 JPL06 Plenge et al. (2005)
Nickolaisen et al. (1994) Burkholder et al. (1990) Plenge et al. (2005)

> 0.58× JPL06 Burkholder et al. (1990) 0.2× JPL06
> 1.2× JPL06 Burkholder et al. (1990) 2.0× JPL06

0.6 to 0.95× JPL06 JPL06 JPL06

Table 3.2: Possible combinations ofkf andJ values for the derivedJscale/kfscale ratios
from optimal estimation. These given combinations ofJ , kf , andKeq can reproduce the
AntarcticClO measurements.
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If the value ofkf recommended by JPL06 is correct and well known, then the findings of

this study indicate that the photolysis rate of theClOOCl dimer is larger than currently re-

commended by JPL06 and JPL09. However, previous laboratoryand field studies showed

that there are still discrepancies in the derived temperature dependentkf values, especially

at temperatures encountered in the polar stratosphere. Thelargest reported value forkf by

Boakes et al. (2005) is about 20% larger than recommended by JPL06 (for temperatures

between 190 K and 210 K) and the smallest published value by Trolier et al. (1990) is about

34% smaller thankf given in JPL06. Thekf value determined by Boakes et al. (2005) can

be used to explain the AntarcticClO measurements of this study, only if a greater photolysis

rate of theClO-dimer than recommended by JPL is used. If the photolysis rate recommen-

ded by JPL06 is used then smaller values forkf , such askf reported by Trolier et al. (1990),

are needed to explain the AntarcticClO measurements. This finding is in agreement with

the results presented by Stimpfle et al. (2004).

Using a combination of theJ value obtained from the Burkholder et al. (1990) absorp-

tion cross-sections, which agrees with the value ofJ found using cross-sections of the more

recent study by Papanastasiou et al. (2009), requires akf scale value greater than 0.58 combi-

ned with the lowestKeqscale value at 0.2, to be consistent with theClO measurements. This

lower limit for kfscale increases with larger values ofKeqscale, resulting inkf ≥1.2×kfJPL06

for prescribingKeqscale to 2.0 and assuming that the Burkholder et al. absorptions cross-

sections are correct. An increase in bothJ andkf relative to the JPL recommendations

would lead to an increase in the calculated ozone loss by theClO dimer cycle, because

chlorine is cycled more quickly through the various steps ofthe cycle. A slower photolysis

rate as recommended by JPL06/09 and as derived by Huder and DeMore (1995), would

require also a lowerkf value between 0.2 and 1.0×kfJPL06/09
, considering the givenKeqscale

values used in this study.

Prescribing theKeq value derived by Cox and Hayman (1988), results in aJscale/kfscale
ratio of 1.54±0.21. This ratio would also include such a combination ofJ andkf as men-

tioned above, i.e.JJPL06 andkfTrolier
, to explain theClO measurements. This result is in

agreement with Stimpfle et al. (2004) who concluded that the laboratory measurement of

Keq from Cox and Hayman (1988) agrees best with theirClO andClOOCl observations

(190<T<200 K). One of the largestJ/kf ratios (1.75±0.51×(J/kf)JPL06) derived in this

study requires a prescribedKeq value as reported by Plenge et al. (2005) for stratosphe-

ric temperatures. This result suggests that the photolysisrate of the dimer is higher than

currently recommended and lies within the range of 1.25 to 2.25×JJPL06 if the kf recom-

mended by JPL06 is correct. If the photolysis rate determined by JPL06 is used, thenkf
has to be smaller than currently recommended (between 45% and 80% ofkfJPL06

). Fur-
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thermore, theKeq value obtained by Plenge et al. can be combined with the photolysis rate

calculated with the Burkholder et al. (1990) cross-sections and the dimer formation rate as

reported by Nickolaisen et al. (1994) to explain theClO measurements, which is in agree-

ment with WMO (2007).

The suggested uncertainty range onKeq by JPL06 encompasses all results for prescribing

Keq to values between 0.5 to 1.9×KeqJPL06
while the uncertainty range onKeq given in

the more recent JPL09 recommendation only encompasses the results whereKeq was pres-

cribed to values between 0.6 to 1.7×KeqJPL09
. RetrievedJscale/kfscale ratios for lower and

higherKeqscale values fall outside the uncertainty range given in the JPL panels. This would

exclude theKeq derived by von Hobe et al. (2005) and the photolysis rate reported by Pope

et al. (2007) from being correct. Most of the previous laboratory and field studies imply

a smallerKeq value than recommended by JPL06 (Plenge et al., 2005; Bröske and Zabel,

2006; Avallone and Toohey, 2001). However, this result depends on the temperature that

was used to calculateKeq and it is very likely that the givenKeq values from these previous

studies would be closer to the JPL recommendations for higher temperatures sinceKeq is

known to be temperature dependent (e.g. Santee et al., 2010). A lowerKeq value than re-

commended by the JPL panels implies that the thermal dissociation of the dimer occurs

faster than currently thought, resulting in higherClO concentrations during the night. If

Keq is fixed to JPL06, on the other hand, aJ/kf value of 1.35±0.14×(J/kf)JPL06 is obtai-

ned using the described optimal estimation approach. Applying theJJPL06 photolysis rate

requires a smallerkf value than currently recommended and the results show thatkf must

lie in the range of 0.6 to 0.95×kfJPL06
to explain the measurements (Table 3.2). This range

of the dimer formation rate includes the results determinedby Bloss et al. (2001), Trolier

et al. (1990) and Nickolaisen et al. (1994) and together withthe JPL06 recommendation for

J andKeq, these values are consistent with theClO measurements used in this chapter.

Results from this chapter do not preclude anyKeq value between 0.2 and 2.0×KeqJPL06

from being correct. However, the best fit to the measurementsis accomplished for greater

Keq values than recommended by JPL06. That said, the RMS values from all 19 optimal

estimation runs are not significantly different in magnitude, suggesting thatKeq is not well

constrained by the measurements ofClO as the night-time measurements were subtracted

from the day-time measurements.

Day-time and night-time measurements ofClO are required to determine a reliable value

of Keq. Although this study does not provide a tight constraint onKeq, the retrievedJ/kf
obtained here is robust against the uncertainty inKeq. Furthermore, stratospheric tempera-

tures above Scott Base during the period ofClO measurements, and over the altitude range
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whereClO concentrations maximize, varied from 183.7 K to 217.6 K. In contrast, most of

the earlier studies took place in conditions with temperatures above 190 K. Schofield et al.

(2008), for example, examined ArcticClO measurements made at temperatures between

200 and 207 K and found a very smallKeq value of 0.2×KeqJPL06
. The differences in the

underlying temperature fields could, in part, explain whyKeq values higher than currently

recommended (JPL06/09) and previously published (Santee et al., 2010) can be used to

reproduce the AntarcticClO measurements used in this chapter. For temperature to be par-

tially responsible for the differences inKeqscale across these studies, the formulation of the

temperature dependence (i.e. exp(B/T)) would need to be incorrect. This highlights the

need for a greater number of laboratory and field studies at the low temperatures typical

of the Antarctic stratosphere. The retrieval of day-time and night-timeClO profiles from

Antarctic ground-based measurements separately is currently under investigation. These

ground-basedClO measurements could be used in a future study to investigate the kine-

tic parameters individually and would contribute to the need for field and laboratory studies

determining these kinetic parameters, especiallykf andKeq, under stratospheric conditions.

Night-timeClO measurements were used in the past to determine the equilibrium constant

(e.g., Stimpfle et al., 2004; Santee et al., 2010). Given these studies and studies performed

in the laboratory (e.g., Plenge et al., 2005) it is more likely thatKeqscale lies between 0.27

and 0.5 than being far greater than recommended by JPL06. Furthermore, the study by

von Hobe et al. (2007) found that their stratosphericClO observations were described well

using a similarKeq as reported in Plenge et al. (2005). The JPL09 recommendation also

provides a smallerKeq value (0.7×KeqJPL06
) than previously recommended in JPL06. The

range ofKeqscale between 0.27 and 0.7, together with the results from optimalestimation,

suggest thatJ/kf values lie between 1.75±0.29 and 1.44±0.17×(J/kf)JPL06. The analy-

sis presented in this chapter shows that using these combinations of the kinetic parameters

would includeJ andkf values which are consistent with the JPL06 recommendationswi-

thin the given uncertainty ranges. Furthermore, this result would precludeJ values smaller

than currently recommended (e.g., Pope et al., 2007).

The results from this chapter are in basic agreement with earlier field and laboratory studies.

It has been shown that it is crucial to reduce the uncertaintyon these kinetic parameters, to

investigate these kinetics under stratospheric conditions and therefore to improve unders-

tanding of the stratospheric chemical processes.



Chapter 4

Projections of the evolution of Antarctic

ozone under different greenhouse gas

emissions scenarios

4.1 Introduction

The Montreal Protocol and its amendments and adjustments has significantly reduced emis-

sions of ozone depleting substances (ODSs) to the atmosphere and halogen levels are now

decreasing (WMO, 2007; Newman et al., 2006). The ozone layerover polar regions is ex-

pected to respond to these changes in stratospheric halogenloading. However, stratospheric

ozone is not only affected by changes in ODSs but also by stratospheric changes induced

by enhanced greenhouse gases (GHGs). As a result, the futureevolution of stratospheric

ozone and the timing of ozone, returning to historic levels (e.g. 1960 or 1980) remain un-

certain (WMO, 2007). Numerous model studies have been performed to investigate the

influence of changing ODSs and changing GHG concentrations on the stratospheric ozone

layer through the 21st century.

In 2006, Newman et al. presented an approach to project the date of return of Antarctic

ozone to 1980 values, based on estimated future chlorine andbromine abundances. Equiva-

lent effective stratospheric chlorine (EESC) is used todayas a measure of ozone depleting

chlorine and bromine abundances (WMO, 2007; Newman et al., 2007). EESC is estimated

from ground-based halogen observations where transit times into the stratosphere, the grea-

ter effectiveness of bromine compared to chlorine, and the destruction rates of halocarbons

in the stratosphere are accounted for (Newman et al., 2006, 2007). Newman et al. (2006)

calculated an Antarctic EESC that was used together with stratospheric temperatures in a

83
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parametric model to determine the ozone hole area. Using future levels of Antarctic EESC

and assuming a constant stratospheric cooling of about 0.25K decade−1, they concluded

that the Antarctic ozone hole will return to 1980 levels by 2068. This date of return is about

16 years later than the multi-model estimate (which is basedon coupled chemistry-climate

model (CCM) simulations) of the return dates of total columnAntarctic ozone reported in

SPARC-CCMVal (2010). This difference in the return dates isrelated to different sources

of uncertainties which are discussed in the following.

The projections presented by Newman et al. (2006) are based on a constant stratosphe-

ric cooling rate (see above) which is uncertain because of the uncertain magnitude of the

cooling related to uncertainties in the future emissions ofGHGs. The approach presented

by Newman et al. (2006) does not include projections of the date of return of Antarctic

ozone using future temperature trends based on different GHG emissions scenarios. Fur-

thermore, the estimates of Antarctic EESC are based on a constant mean age-of-air (i.e.

constant transport times). The stratospheric circulationis expected to strengthen in a chan-

ging climate (SPARC-CCMVal, 2010), resulting in an increase in transport rates which in

turn modifies the fractional release (i.e. the fraction of the chlorine and bromine source

gases that are dissociated in the stratosphere). As reported in a subsequent study by New-

man et al. (2007) uncertainties in the mean age-of-air result in an uncertainty in the return

dates ranging from 2056 to 2077. To account for future temperature changes, which in

turn alter the dynamical and chemical processes, numericalmodels that include the various

feedbacks need to be employed.

CCMs are the tools traditionally used to project future changes in ozone and their cou-

pling to climate change (Chapter 1). The latest model studies by Eyring et al. (2010a) and

Austin et al. (2010a) investigated the return of ozone to historic levels (1980 and 1960) as a

function of latitude, using state-of-the art CCMs from several modelling groups. CCM si-

mulations of Antarctic ozone abundances through the 21st century show a large inter-model

spread in the CCMs used in these studies. The simulations indicate that Antarctic ozone

is projected to return to 1980 levels more slowly than in the Arctic. The studies by Eyring

et al. (2010a) and Austin et al. (2010a) suggest that the decrease in ODSs is the dominant

factor in determining the return of Antarctic ozone to historic levels. As a result, both

ODSs and stratospheric ozone return to 1980 levels between 2045 and 2060. In contrast,

Arctic total column ozone is projected to return to 1980 levels around 2026, well before

the total inorganic stratospheric chlorine abundances (Cly) return to 1980 values (∼2046)

(SPARC-CCMVal, 2010; Eyring et al., 2010a; Austin et al., 2010a). These results indi-

cate that, climate change will affect Arctic ozone abundances more than Antarctic ozone

abundances (Eyring et al., 2010a) due to GHG-induced stratospheric cooling and changes
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in transport (SPARC-CCMVal, 2010; Eyring et al., 2010a). Shepherd (2008) found that in

a changing climate, the strengthening stratospheric circulation transports more ozone into

the Arctic than into the Antarctic. Furthermore, the study by Shepherd (2008) suggest a

dynamically-induced warming of the Arctic stratosphere inthe future. A return of stratos-

pheric ozone to 1960 values occurs around 2041 in the Arctic stratosphere (Eyring et al.,

2010a) while Antarctic ozone returns to 1960 values shortlybefore the end of this century

(SPARC-CCMVal, 2010; Austin et al., 2010a). These simulations, however, are based on

only one GHG and one ODSs emissions scenario. Therefore, these simulations cannot ac-

count for the full range of uncertainties resulting from therange of possible GHG and ODSs

scenarios.

In a second study, Eyring et al. (2010b) analyzed CCM simulations of the 21st century

based on different GHG scenarios. Their results indicate that climate change plays a si-

gnificant role in the evolution of ozone through the 21st century and has to be considered

when projecting future stratospheric ozone abundances. They found that the impact of the

different GHG scenarios on the ozone return dates is similarfor the Antarctic, Arctic and

mid latitudes, which vary by∼10 years. This result indicates that the uncertainty in the

ozone return dates arising from different GHG scenarios is comparable or smaller than the

uncertainty related to the known model differences Eyring et al. (2010b). However, a range

of CCM simulations using different GHG scenarios are required to derive a more solid

conclusion.

Charlton-Perez et al. (2010) investigated the sources of uncertainty in projections of fu-

ture stratospheric ozone abundances by separating the contributions from GHGs and the

contributions from the differences in the CCMs. They concluded that for the first two thirds

of the 21st century (until and after ozone returns to 1980 values) the differences between

CCMs are a significant source of uncertainty regarding future ozone levels. Towards the end

of this century, the uncertainty resulting from the different GHG scenarios is likely to be

the dominant contributor to the uncertainty in the projections. However, the quantification

of uncertainty in the ozone projections was not optimal as different models used different

GHG scenarios.

The studies summarized above reveal that for an assessment of the uncertainty in ozone

projections, more GHG sensitivity simulations need to be performed to untangle the un-

certainties resulting from different models and from different GHG scenarios. As stated in

Chapter 1, CCMs are computationally very demanding so that sensitivity studies of stratos-

pheric ozone changes to changes in GHGs are limited. Atmosphere-ocean general circu-

lation model (AOGCM) are designed to examine how changes in GHGs affect the global
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climate system, thereby taking different GHG emissions scenarios as input. However, de-

pending on the AOGCM, ozone concentrations are either set constant or are calculated

off-line and then prescribed in the model simulations. Therefore, ozone concentrations are

not affected by GHG-induced temperature changes. Consequently, the use of AOGCMs

to investigate the sensitivity of ozone changes to changes in GHGs is precluded. Howe-

ver, temperature trends simulated by AOGCMs could be used toassess the sensitivity of

ozone to changes in GHG emissions. As a complement to CCM studies, this chapter aims

to test the applicability of semi-empirical models, using temperature trends based on dif-

ferent GHG emissions scenarios as simulated by a state-of-the-art AOGCM (the Hadley

Centre coupled Model; HadCM3), to conduct fast and inexpensive projections of the fu-

ture evolution of Antarctic ozone. Using the presented semi-empirical models to project

future ozone abundances provide an approach that accounts for the effect of temperature

changes on ozone which is currently missing in AOGCM simulations. The semi-empirical

models describe the time rate of change in activated chlorine and its relation to ozone des-

truction in the Antarctic stratosphere. A first version of the semi-empirical models was

developed by Huck (2007). In this chapter these semi-empirical models were modified and

then applied to project the future evolution of chlorine andozone depletion in the Antarctic

stratosphere. Huck (2007) used the ozone mass deficit, defined as the mass of ozone des-

troyed everywhere over Antarctica with respect to 1980 background levels, as a metric to

quantify Antarctic ozone depletion. In this chapter a new metric is introduced,∆O3>70◦,

which provides a direct measure of the change in ozone averaged over the Antarctic vortex

core region, relative to 1960 (see below).

The semi-empirical models require daily values ofCly, the amount of activated chlorine

(ClOx), the vortex average extent of polar stratospheric clouds (PSCs) and solar illumina-

tion as inputs. To estimate the vortex coverage by PSCs, stratospheric temperatures are

required. These were taken from the National Centers for Environmental Prediction and

the National Center for Atmospheric Research (NCEP/NCAR) reanalyses for the period

1960 to 2009. Three simulations performed by HadCM3, based on the A1b, A2, and B1

GHG emissions scenarios, provided the stratospheric temperature trends used in this chap-

ter to generate future temperature time series (Section 4.5.2) that were used to project future

changes in Antarctic ozone. Besides the temperature trends, no additional meteorological

fields from the model simulations of the future climate are required.

In the latest Assessment of ozone depletion (WMO, 2007) the return of ozone to pre-1980

levels was considered as one important milestone in the future development of Antarctic

ozone. However, more recent CCM studies suggest than ozone depletion due to man-

made ODSs occurred before 1980 (SPARC-CCMVal, 2010). Therefore, in this chapter,
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the change in chlorine, and the change in ozone, through the 21st century is investigated

with respect to a 1960 reference date. The assumption is madethat ozone in 1960 was

essentially unaffected by ODSs and the anthropogenicCly concentration was set to zero.

To provide a baseline for ozone against which a return to 1960values can be assessed, a

total column ozone background was derived by employing a regression model together with

available ground-based and satellite-based ozone observations (Section 4.4.1).

This chapter is organized as follows: Section 4.2 gives a brief overview of the different

GHG emissions scenarios, followed by a short description ofthe AOGCM used in this

chapter. The two semi-empirical models employed are described thoroughly, together with

the required input parameters in Section 4.3 and Section 4.4. The application of the semi-

empirical models to project the future evolution of Antarctic chlorine and ozone is presen-

ted in Section 4.5. The derived results are compared with previous studies and discussed in

Section 4.6, followed by a conclusion of this chapter in Section 4.7.

4.2 GHG emissions scenarios and AOGCM description

The state of knowledge of the future changes in the climate system due to human-induced

perturbations (i.e. climate change) is summarized regularly in assessment reports published

by the Intergovernmental Panel on Climate Change (IPCC). For the most recent Assessment

Report (AR4 published, in 2007) 23 state-of-the-art AOGCM,produced comprehensive si-

mulations of the past, present and future climate. In addition, different climate change sce-

narios based on different GHG emissions scenarios as definedby the IPCC Special Report

on Emissions Scenarios (SRES) were used by all AOGCMs. The World Climate Research

Programme (WCRP) organized a Coupled Model Intercomparison Project (CMIP) with the

objective to collect and analyze the results from the simulations performed for the AR4

IPCC report, including the control run, 1%CO2, and 20th-, 21st-, and 22nd-century. The

CMIP multimodel dataset is collected, organized, and archived by the Program for Climate

Model Diagnostics and Intercomparison (PCMDI).

In this chapter, simulation of the 21st century climate as performed by HadCM3 taking

different emissions scenarios as input were used to investigate the effect of GHGs on the

ozone return dates. The model data were downloaded from the WCRP CMIP3 multi-model

dataset archived by PCMDI. This chapter concentrates on three GHG emissions scenarios,

ranging from low to high GHG concentrations by the end of the 21st century (see below).

As the emissions scenarios are described in detail in the IPCC SRES (Nakic̀enovic̀ and

Swart, 2000), only a brief overview is given in the followingsection.
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4.2.1 GHG emissions scenarios

The purpose of the different emissions scenarios is to explore alternative pathways for fu-

ture changes in climate depending on future human activities, i.e. future GHG emissions.

The scenarios are divided into four groups (A1, A2, B1 and B2), where A1 is subdivided

into three additional groups, A1b, A1FI, A1T. Of these sevenscenarios, three ‘marker sce-

narios’ (B2, A1b, and A2) where used in this chapter. The three scenarios were chosen as

they provide the lowest, the medium and the highest concentration of GHGs by the end of

the 21st. The scenarios are based on different assumptions on population growth, economic

structures and technology development, resulting in different future GHG emissions sce-

narios. The projected future evolution of atmosphericCO2 concentrations, corresponding

to the three scenarios used in this study, are shown in Figure4.1. The assumption that the

CO2 concentration reaches about 700 ppm by the end of the twenty-first century was made

in SRES A1b. TheCO2 concentration is forced to increase to 820 ppm by 2100 in the

A2 scenario. The lowestCO2 concentration is obtained in the more ecologically friendly

scenario B1, where concentrations of 550 ppm are reached by 2100. These three scenarios

present different path ways for the future evolution of GHG concentrations that can be used

to assess the question if the timing of the ozone return to historical levels depends on GHGs,

i.e. if the ozone return is delayed, accelerated or not influenced at all by GHG emissions.
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Figure 4.1: Future development ofCO2 concentrations for three GHG emissions scenarios.
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4.2.2 Atmosphere-ozone general circulation model - HadCM3

In preparation for the IPCC AR4, the Hadley Centre performedclimate change simulations

based on different SRES scenarios using the Hadley Centre coupled Model (HadCM3). As

the HadCM3 model is described in detail in Gordon et al. (2000), only a brief overview of

the model is given in this section.

HadCM3 was modified and improved from the earlier model version HadCM2. The model

was developed as a fully coupled ocean-atmosphere system, that does not need adjustments

of the fluxes that couple the atmosphere to the oceans to prevent excessive climate drifts

(Gordon et al., 2000). The spectral horizontal resolution of the atmospheric model com-

ponent is T42, comparable to 2.5◦ × 3.75◦ on a transformed longitude-latitude grid. In the

vertical, the atmospheric component of the model consists of 19 layers, using hybrid verti-

cal coordinates. The model extends in the vertical to approximately 5 hPa (∼39 km). The

radiative effects of minor GHGs, as well asCO2, water vapour and ozone, are represented

by the radiative scheme incorporated in the model (Edwards and Slingo, 1996). The ocean

component of HadCM3 has a horizontal resolution of 1.25◦ × 1.25◦ on a longitude-latitude

grid. The 20 layers in the vertical are distributed such thatenhanced resolution close to the

surface is obtained. For more information on HadCM3 see alsoJohns et al. (2003).

The climate change experiments using HadCM3 were made assuming all GHGs (such as

CO2,CH4,N2O, and halocarbon species) are well mixed without any spatialvariation. Tro-

pospheric and stratospheric ozone trends were calculated off-line and separately on every

model level as zonal averages. The stratospheric ozone concentrations, obtained as des-

cribed below, are independent of the performed climate change experiment with HadCM3.

The three-dimensional chemical transport model STOCHEM (Collins et al., 1997) was em-

ployed to calculate the tropospheric and stratospheric ozone trends for a selected number

of years (1990, 2030, 2060 and 2100). These values were linearly interpolated to obtain the

ozone trends for the intermediate years. The calculated ozone trends were then added to a

baseline climatology following Li and Shine (1995) but witha number of alterations (Johns

et al., 2003). Future stratospheric ozone abundances were estimated by assuming that chlo-

rine and bromine concentrations are decreasing, followingthe Montreal Protocol. A simple

box model is then used to calculate EESC concentrations (EESC = Cl + 40× Br). As-

suming that it takes three years forCl andBr to get transported from the troposphere into

the stratosphere, and assuming that dependence of ozone depletion on EESC is linear, the

stratospheric ozone abundances can be calculated as a function of height, longitude and

month (Johns et al., 2003). Within HadCM3, stratospheric ozone loss peaks in 2002. From

2060 onwards, stratospheric ozone concentrations should have stabilized to preindustrial
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values. However, due to a software error in HadCM3, ozone continues to increase, resul-

ting in a small positive forcing of+0.17W/m2 from stratospheric ozone at the end of the

21st century (Johns et al., 2003).

4.3 Semi-empirical model for chlorine activation

The model approach to project future ozone changes presented in this chapter consists of

two semi-empirical models. First a simple equation is needed to describe the vortex ave-

raged time range of change ofClOx before the amountClOx can be related to the vortex

averaged time rate of change of ozone (Section 4.4). When calculating these vortex ave-

rage values a constant location of the vortex edge is used as the future development of the

Antarctic vortex is unknown and very uncertain. The latitude of 62◦ S is a valid proxy for

the average location of the Antarctic vortex edge (Bodeker et al., 2002) and therefore the

vortex averagedClOx abundances, the predictors, are calculated poleward of 62◦ S geogra-

phical latitude. On the other hand, to calculate vortex average ozone abundances, the vortex

edge is places at 70◦ S equivalent latitude (see Appendix A for the definition of equivalent

latitude). This equivalent latitude was taken as this chapter aims to project the change of

vortex average ozone in the well mixed vortex core region. Asa result, the poleward of

62◦ S true latitudeClOx concentrations are used to predict the poleward of 70◦ S equivalent

latitude ozone abundances (Section 4.4). The 70◦ S equivalent latitude vortex edge location

for ClOx could not be used in this chapter as the future potential vorticity fields, which are

required to determine the equivalent latitudes, were not available. In a vortex average sense

the assumption is made that the polar vortex air masses are well mixed and isolated from

mid latitude air masses. It has been shown that transport or mixing of mid latitude air across

the polar vortex edge is negligible (e.g. Knudsen et al., 1989; Rex et al., 2002; WMO, 2007)

and does not affect significantly the chemical compositionswhen averaged over the polar

vortex. As a result, the semi-empirical models do not account for horizontal mixing across

the vortex edge.

The semi-empirical model for chlorine activation solves a first order differential equation

that describes the time rate of change of activated chlorine, that is collectively described as

ClOx. The change inClOx abundances depends on i) the total amount of available stratos-

pheric chlorine (Cly), ii) the extent of PSCs within the polar vortex, iii) solar illumination,

and iv) the deactivation ofClOx due to chemical reactions forming inert reservoir species.

In the sunlit polar stratosphere, active chlorine in the form of Cl reacts rapidly with ozone.

As a result, active chlorine compounds are mainly present inthe form of chlorine monoxide

(ClO) and its dimer,ClOOCl. Therefore, the total amount of activated chlorine can be ap-



4.3 Semi-empirical model for chlorine activation 91

proximated byClOx ≃ ClO + 2× ClOOCl.

In the springtime polar stratosphere, activated chlorine is primarily in the form ofClO

during the day (e.g. Brasseur and Solomon, 2005) and day-time measurements ofClO can

be used as an approximation of day-timeClOx abundances. During night-time, when the

photolysis is negligible,ClOOCl is the most abundant active chlorine species.

The sinks for stratosphericClOx are reactions ofClO with NO2 orHO2, or reactions invol-

ving chlorine atoms and methane, forming inactive chlorinereservoir species as described

in Chapter 1. During wintertime,NO2 is tied up asHNO3 in PSC particles, leading to an

enhancement ofClO levels. Therefore, the rate at which the reservoir speciesClONO2

is formed is limited by the chemical loss processes ofHNO3. During the course of the

season, as stratospheric temperatures increase, PSCs evaporate and chlorine is no longer

re-activated, resulting in a decrease in stratosphericClOx abundances.

The evolution of day-timeClOx abundances on a given pressure surface can be described

by a first order differential equation in the form of:

dClOx

dt
= α · ((Cly − Cly1960)− ClOx) · FAP · FAS − β · ClOx · (1− FAP ) (4.1)

whereα andβ are fit-coefficients derived by fitting equation 4.1 to observations ofClO

(assumingClOx ≈ ClO) as described in Section 4.3.3.Cly concentrations were derived as

described in Newman et al. (2006) and were provided by P. Newman. The approach by

Newman et al. (2006) requires information about the mean age-of-air and the age-of-air

spectrum width. For this study, the calculation ofCly is based on the assumption that the

mean age-of-air is 5.5 years and the age-of-air spectrum width of 2.75 years is prescribed.

Cly1960 in equation 4.1, refers to the total stratospheric chlorineloading in 1960, which is

the reference date for all the calculations performed in this chapter (see Section 4.1). The-

refore, the 1960Cly abundances were subtracted from theCly time series, assuming that

ozone was not affected by anthropogenic chlorine compoundsat that time. Hence, the rate

of change ofClOx is calculated with respect to its 1960 background.FAP in equation

4.1 is the fractional area of the vortex covered with PSCs andis derived from stratospheric

temperature fields (see Section 4.3.1). Chlorine activation requires sunlight and therefore

the amount of available sunlight is characterized byFAS, the fractional area of the vortex

that is exposed to sunlight (details see Section 4.3.2).

The first term on the right hand side of equation 4.1 describesthe conversion ofCly to

ClOx which depends on the total amount of stratospheric chlorine, the occurrence of PSCs
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to convert inert reservoir species, and on solar exposure ofthe polar vortex for photodis-

sociation. The second term describesClOx deactivation that accounts for the release of

NO2 as soon as PSCs sublimate andHNO3 in its gas-form is available for photodisso-

ciation. However, sedimentation ofHNO3 containing particles (denitrification) presents a

permanent loss ofNOx. Therefore, the chlorine deactivation path viaHCl becomes more

important then the deactivation viaClONO2 in the Antarctic stratosphere. This might lead

to imperfect fitting of the deactivation term (β coefficient) in equation 4.1.

4.3.1 Calculation of FAP

The fractional area of the polar vortex that is covered with PSCs (FAP ) was derived from

temperature fields that were taken from the NCEP/NCAR reanalyses for the historical per-

iod (1980 to 2009). To calculate futureFAP time series, future temperature fields were

generated that account for the temperature trends from three climate change experiments

simulated by HadCM3 (details are given in Section 4.5.2). These stratospheric temperature

fields were then used to calculate FAP values on a given pressure surface. First, the PSC

area within the polar vortex (referred to asPSCarea) was determined by summing the areas

of grid boxes between 62◦S and 90◦S (as mentioned above an average vortex edge location

of 62◦S was used) where the temperature falls below a threshold ofTNAT=195 K.TNAT of

195 K provides an approximate estimate for the threshold that describes type I PSCs occur-

rence and the onset of heterogeneous processes (Chapter 1).Dividing the derivedPSCarea

by the constant vortex area (area between 62◦S and 90◦S):

FAP =
PSCarea

Vortexarea
(4.2)

results in the requiredFAP values at a given pressure surface.FAP values vary between

0 and 1; if the vortex is completely covered with PSCs,FAP is equal 1 and if no PSCs are

formed,FAP will be equal to zero.

4.3.2 Calculation of FAS

The available sunlight for photochemical processes is described byFAS which is defined

as the fractional area of the polar vortex that is exposed to sunlight. The solar zenith angle

(SZA) is used to determine the availability of sunlight for chlorine activation. At Earth’s

surface, SZA<90◦ indicates that the sun is above the horizon. In the upper atmosphere,

however, sunlight is available for SZA greater than 90◦ due to refraction and scattering of

the incident solar radiation. Therefore, to determine the regions of the polar vortex exposed



4.3 Semi-empirical model for chlorine activation 93

to sunlight (referred to asSunarea), SZA<95◦ was used to determine whether an area is

exposed to sunlight or not. Similar toFAP , Sunarea is calculated by summing up the areas

of grid boxes (0.1×0.1◦) between 62◦S and 90◦S where SZA<95◦. The SZA and therefore

theSunarea, was determined for every grid box at every minute of the day.Sunarea is then

divided by the total vortex area:

FAS =
Sunarea

Vortexarea
(4.3)

By averaging the derivedFAS values over each 24 hour period, dailyFAS values were

obtained. Because the vortex area is assumed to not change through the year or from year

to year,FAS is the same for every year of the analysis. The calculated daily FAS values

are shown in Figure 4.2. Similar toFAP , FAS varies between 0 and 1; if the whole vortex

area is exposed to sunlight,FAS will be 1 and if the polar vortex is in complete darkness

for 24 hours,FAS will be zero.
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Figure 4.2: Daily values of the fractional area of the polar vortex that is exposed to sunlight
(FAS).

4.3.3 Determination ofClOx model fit-coefficients

The fit-coefficientsα andβ were derived by fitting theClOx semi-empirical model (equa-

tion 4.1), with the required inputs ofFAP , FAS, andCly, to day-timeClO measurements.

In this chapter, AntarcticClO measurements from the Microwave Limb Sounder (MLS) on-

board the Upper Atmosphere Research Satellite (UARS, see Chapter 2) were used to train

theClOx model. MiddayClO abundances, averaged over the polar vortex, on the 520 K

surface, were provided by M. Santee for the period 1992 to 1997. Only measurements made
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between 11:00 and 14:00 local solar time with a SZA smaller than 88◦ were included in the

vortex mean amounts. The measurements, used here, are described in detail in Santee et al.

(2003). The AntarcticClO measurements from MLS onboard Aura (Chapter 2) could not

be used for this chapter as AntarcticClO measurements are always made in the late after-

noon (17:00 local solar time). Therefore, the assumption thatClOx can be approximated by

ClO day-time measurements would no longer be valid, as in the afternoon, at higher SZA,

ClOx is also present in the form ofClOOCl.

The aim of this chapter is to derive vortex averageClOx concentrations on 8 pressure levels

(200, 150, 100, 70, 50, 30, 20 and 10 hPa) corresponding to altitudes between∼12 and

30 km. The 12 to 30 km altitude range was chosen to cover the range where most PSCs

occur (Brasseur and Solomon, 2005). However, asClO observations provided on the 520 K

potential temperature surface were the only measurements available, the fit-coefficientsα

andβ were derived for one altitude level only. Assuming that the coefficients are altitude

independent, these coefficients were then applied to the remaining 7 pressure levels (see

below). Tests, where output from a CCM was used to derive these fit-coefficients, showed

this assumption is valid as only small differences in the fit-coefficients were derived.

The 50 hPa pressure surface is the closest pressure level to the 520 K potential tempera-

ture surface. Therefore, dailyFAP values were derived from the daily mean NCEP/NCAR

stratospheric temperature fields at 50 hPa by applying equation 4.2. A fourth order Runge-

Kutta method (Press et al., 2007) was used to solve the first order differential equation

describing the temporal evolution ofClOx (equation 4.1). A combination of interval hal-

ving and least squares fitting, that minimizes the sum of the square of the residuals, was

used to find the best set of parameters that optimally fits theClO measurements. The aim

of the fitting procedure is to derive theα andβ fit-coefficients so that the solution of equa-

tion 4.1, best describes theClO measurements (assumingClOx ≃ ClO). To determine

these coefficients, a mapping procedure is applied (interval halving), where a reasonable

estimate of starting valuesαi andβj and a step size∆αi and∆βj are made. In this study,

the coefficients are incremented by±2∆αi, and±∆αi and by±2∆βj , and±∆βj , respec-

tively. This results in ten different starting values forα andβ (e.g. [αi,βj ], [αi +∆αi,βj],

[αi,βj + ∆βj ], [αi + ∆αi], [βj − ∆βj ]...). For each of the 25 combinations of [αi, βj]

equation 4.1 is solved using the Runge-Kutta method andχ2 is calculated as:

χ2 =
∑

[ClOmeas − ClOxmodel(αi, βj)]
2 (4.4)

The combination ofαi andβj which results in the smallestχ2 value is then used in the

next iteration as new starting parameters, where the step sizes∆αi and∆βj are reduced by

20%. This procedure is iterated up to 100 times, until the minimum ofχ2 is found with the
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Figure 4.3: ClO measurements and the best semi-empirical model fit.

corresponding parametersαi andβj . The derived fit-coefficientsαi andβj then represent

the best set of parameters that reproduce the measurements.

The values forα andβ derived in this way are 3.3767 and 1.2461, respectively. TheClO

measurements together with theClOx abundances modelled by the first semi-empirical mo-

del using the derived fit-coefficients, are shown in Figure 4.3 for the period 1992-1997. The

model reproduces theClO measurements fairly well with a root mean square (RMS) of the

differences between theClO measurements and modelledClOx abundances of 0.2466 ppb.

Therefore, the activation and deactivation of chlorine is captured well by the model and the

derived fit-coefficients can be used to calculateClOx abundances for the observation period

1960 to 2009 and to project future chlorine levels for the period 2010 to 2100 (Section 4.5).

4.4 Semi-empirical model for the change in ozone

The total amount of activated chlorine within a partial column extending from 200 hPa to

10 hPa was derived from modelled vortex meanClOx time series (see below) calculated

for every pressure level (200, 150, 100, 70, 50, 30, 20 and 10 hPa) by applying equation
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4.1 and then related to the time rate of change of ozone by a second semi-empirical model.

As stated above, the vortex averaged ozone is calculated within the area poleward of 70◦ S

equivalent latitude (referred to asO3>70◦) and the change in the vortex averaged ozone

is hereafter denoted as∆O3>70◦ . The semi-empirical model consists of two terms, one

describing ozone destruction due to catalytic cycles involving active chlorine compounds

and the other describing in-situ production through the Chapman chemistry:

d∆O3>70◦

dt
= [A ·MAC2 +B ·MAC]× (1− R)

︸ ︷︷ ︸

ozone destruction

−C ·∆O3>70◦ · Fact
︸ ︷︷ ︸

ozone production

(4.5)

whereA, B, andC are the fit-coefficients that are derived by fitting the equation to ob-

servations of∆O3>70◦ . ∆O3>70◦ in DU is the ozone change with respect to 1960 ozone

abundances (∆O3>70◦ = O3
1960

>70◦ −O3
year

>70◦ ; see Section 4.4.1).

MAC in equation 4.5 is the total mass of activated chlorine in kg.To calculateMAC,

first, the mass of chlorine (massCl) is calculated for every layer between the given pressure

levels:

massCl = ClOx ·
MCl

Mair
· A · [p2 − p1] ·

1

g
(4.6)

whereClOx is the modelledClOx mixing ratio between pressure levelp1 and p2 given

in pascals,MCl is the molecular mass of chlorine (35.45 g mol−1), Mair is the molecular

mass of dry air (around 29 g mol−1), A is the area of the polar vortex inm2 andg is the

gravitational acceleration of the Earth (9.81 m s−2). Summing the mass of chlorine over

all 7 layers, results in the total mass of chlorine (referredto asTotalMassCl) within the

partial column extending from 200 hPa to 10 hPa. In making this calculation the assumption

was made thatClOx is equally distributed over the whole polar vortex. However, since

sunlight is essential to activate chlorine the total mass ofactivated chlorine is calculated by

multiplying the total mass of chlorine byFAS. MAC is then given by:

MAC = TotalMassCl · FAS (4.7)

The term (1−R) in equation 4.5, withR =
∆O3>70◦

O3
1960
>70◦−150

, accounts for saturation effects. This

term will be zero if ozone is destroyed completely within thepartial column where activated

chlorine is found. Below and above this partial column ozoneis not depleted and therefore,

the total column ozone abundance averaged over the polar vortex cannot get smaller than

150 DU, which is the lowest estimated vortex average ozone determined by Bodeker et al.

(2002). Therefore,∆O3>70◦ is limited to values smaller than or equal to (O3
1960

>70◦ − 150).

Furthermore, the saturation term (1−R) restrains the ozone depletion. Despite the fact that

ozone is destroyed immediately within each grid box when chlorine is available, ozone is
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destroyed more slowly if the vortex average amount of ozone is considered, as there are

grid cells within the vortex where no chlorine is present andtherefore, no ozone destruc-

tion takes place within that grid cell. Both grid cells with and without chlorine have to be

accounted for when considering vortex average ozone loss.

Fact in equation 4.5 is an approximation for the time rate of change of ozone resulting

from the in-situ production via the Chapman chemistry (Chapter 1). The actinic flux is the

quantity of light available to molecules at a particular location for absorption and photodis-

sociation. To calculate the actinic flux, first the area of thepolar vortex exposed to sunlight

(SZA<=90◦) was determined and is denoted asSunarea. The actinic flux of the direct solar

irradiance can then be approximated by:

Fact = cos(SZA)× e
( −1
cos(SZA)

)
× Sunarea (4.8)

where the solar irradiance incident at the top of the atmosphere scales ascos(SZA) and the

air mass, that describes the optical path length through Earth’s atmosphere, is approximated

by 1/ cos(SZA) for small SZA. In this chapter, equation 4.8 is applied to larger SZA so that

the approximation for the optical path length introduces some uncertainties. However, these

uncertainties are minimal. Furthermore, for the use ofFact in equation 4.5 it is assumed

thatFact is unitless as the fit-coefficients are accounting for any type scalings. As the polar

vortex area is a constant, the actinic flux is the same for every year of the analysis period.

The dailyFact values as derived in this chapter are shown in Figure 4.4.
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Figure 4.4: DailyFact values used as an approximation for in-situ ozone production.



98 Projections of the evolution of Antarctic ozone

The time rate of change of ozone is equal to the rate limiting time steps of the catalytic

destruction cycles (Anderson et al., 1991). TheClO-dimer cycle (Chapter 1 and 3) is the

dominant contributor to the overall ozone loss, followed bytheClO-BrO catalytic cycle

(Chapter 1). The catalytic cycle involvingClO andHO2 and the cycle involvingClO and

O represent a minor loss of ozone in the Antarctic lower stratosphere as each of those cycle

contributes less than 5% to the total loss of ozone (Andersonet al., 1991; Salawitch et al.,

1993). Barrett et al. (1988) and Salawitch et al. (1993) showthat the rate limiting time step

of theClO-dimer cycle is the dimer formation rate, and that the rate ofozone destruction is

therefore given by:
d[O3]

dt
= −2k[ClO]2[M ] (4.9)

where the terms in brackets denote concentrations,[M ] is the air density andk is the dimer

formation rate. Therefore, the effect of theClO-dimer cycle on ozone is quadratic inClO.

However, more recent study by Harris et al. (2010) state thata nearly linear relationship

between ozone loss andClOx exist. Therefore, to account for both, the linear and quadratic

dependence are included in the semi-empirical model (equation 4.5) and the fit-coefficients

A andB provide the information of the degree of the linear or quadratic dependence of

ozone on activated chlorine.

The semi-empirical model for the change in ozone was fitted toobservations of∆O3>70◦

for the period 1980 to 2009 to derive the fit-coefficientsA, B, andC (see Section 4.4.1).

To derive∆O3>70◦ values, the 1960 ozone background has to be determined and this is

described in the following section, before the fitting method and the derived fit-coefficients

are presented.

4.4.1 Calculation of 1960 ozone baseline

In this analysis we require a measure of Antarctic ozone depletion that is referenced to a

time when ozone was not significantly affected by anthropogenic enhancement of stratos-

pheric halogens. Specifically we want to quantify the degreeto which ozone has chan-

ged from levels typically of 1960, i.e. this 1960 baseline needs to be representative of

the ozone climatology around 1960. This is functionally equivalent to determining 1960

Antarctic vortex average ozone abundances when the temperature is neither anomalously

warm nor anomalously cold. To quantify this baseline a regression model was employed to

untangle the contribution of chlorine-induced ozone changes and of temperature-induced

ozone changes to the overall change in ozone. The regressionmodel is regressed against

vortex averaged ground-based and satellite-based total column ozone abundances for the

period 1960 to 2009. The calculation of the vortex average total column ozone from the
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observations is described in the following before the regression model is introduced.

The first long-term comprehensive observations of Antarctic total column ozone abun-

dances became available from satellite-based measurements in late 1978. Before that,

only sporadic ground-based measurements of ozone were madeat different locations in

the Antarctic using Dobson and Brewer spectrophotometers.These sparse ozone measure-

ments cannot be used on their own as an estimate of total column ozone abundances within

the polar vortex in the period before satellite-based measurements were available (1960 to

1978). If the available Antarctic ground-based measurements would be used as represen-

tative vortex averaged ozone abundances from 1960 to 1978 a large sampling bias would

be introduced. Therefore, an approach was developed to derive an estimate for the vortex

averaged ozone abundances from 1960 and 1978, using the ground-based measurements

but also the satellite-based measurements from 1978 onwards (more details are given be-

low). The calculation of the vortex averaged ozone abundances derived from satellite-based

measurements is described in the following before the approach which was used derived an

estimate for vortex averaged ozone values from 1960 to 1978 is presented as the satellite-

based measurements are required to derive this estimate.

As stated in Section 4.3, the area poleward of 70◦ equivalent latitude was taken to represent

the well mixed stratospheric air of the inner vortex that is subject to the severe Antarctic

ozone depletion. Therefore, for the area poleward of 70◦ S equivalent latitude, the total

column ozone area weighted mean was calculated from daily satellite-based total column

ozone measurements from 1979 to 2009. The vortex average total column ozone abun-

dance is hereafter denoted byO3>70◦. The total column ozone measurements were taken

from a combined total column ozone data-base, which is described in detail in Bodeker et al.

(2005). Briefly, the data-base combines measurements from anumber of different satellite-

based instruments such as the Total Ozone Mapping Spectrometer (TOMS) instruments, re-

trievals from the Global Ozone Monitoring Experiment (GOME) instruments, Solar Backs-

catter Ultra Violet (SBUV) instruments and data from the Ozone Monitoring Instrument

(OMI). Offset and drifts between the different datasets have been removed through compa-

risons with the global ground-based World Ozone and Ultraviolet Data Center (WOUDC)

Dobson and Brewer spectrophotometer network. This resultsin a global homogeneous total

column ozone data set that combines the advantages of good spatial coverage from satellite

measurements with the long-term stability of ground-basedmeasurements Struthers et al.

(2009).
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Figure 4.5: Zonal mean total column ozone as a function of equivalent latitude for 1 October
of the years 1979 to 2009 derived from a combined total columnozone data-base Bodeker
et al. (2005).

To calculate the dailyO3>70◦ values, equivalent latitude is used to determine if the measure-

ments were made inside or outside of the polar vortex. The equivalent latitude coordinates

were derived from the potential vorticity (PV) fields on the 550 K potential temperature

surface as described in detail in Appendix A, resulting in a PV versus equivalent latitude

relationship. The required PV fields were taken from the NCEP/NCAR reanalyses. Before

the area weighted total column ozone mean is calculated, theozone measurements extracted

from the total column ozone data-base were remapped from a longitude/latitude coordinate

system into an equivalent latitude coordinate system. The PV value at 550 K potential tem-

perature surface is extracted using bilinear interpolation from the NCEP/NCAR fields at the

location of the ozone measurement. Given the PV value, the associated equivalent latitude

can be determined from the PV versus equivalent latitude relationship. Applying this me-

thod, the equivalent latitude corresponding to the daily total column ozone measurements

can be determined. Then, the total column ozone measurements were averaged along each

equivalent latitude. As an example, total column ozone zonal mean by equivalent latitude

are shown in Figure 4.5 for each 1 October of the years 1979 to 2009.

Using the described method, dailyO3>70◦ were calculated for the period 1979 to 2009.

Unfortunately, there are missing total column ozone measurements poleward of 70◦ S equi-

valent latitude on some days. Especially during polar nightand if the polar vortex is cen-

tered around the pole, no satellite-based or ground-based spectroscopic measurements can
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be made at the higher equivalent latitudes due to the lack of sunlight. If the area weighted

mean was calculated using only the available ozone measurements poleward of 70◦ S equi-

valent latitude, for example, if only two measurements out of 10 are available, a sampling

bias would likely be introduced. Therefore, in case of missing measurements poleward of

70◦ S equivalent latitude a bias correction was applied. First,the monthly mean meridional

profile of ozone by equivalent latitude was calculated. However, monthly mean values also

suffer from spatial sampling bias. To correct for this, it isassumed that if the monthly mean

ozone values have an anomaly of some DU with respect to the climatological mean for

the period 1979 to 2009 at equivalent latitudei, then this monthly mean anomaly holds at

all equivalent latitudes poleward ofi. Therefore, the climatological mean for every month

for every equivalent latitude was calculated. If the monthly mean total column ozone is

not available at a given equivalent latitudei, the ozone anomaly (i.e. deviation from the

climatological mean) is calculated for the monthly mean at equivalent latitudei − 1. The

calculated anomaly is then added to the climatological meanat equivalent latitudei and to

all equivalent latitudes poleward ofi. This procedure is applied to every missing monthly

mean value within the analysis period, resulting in a complete data set of monthly mean

total column ozone values. This complete monthly mean data set can then be used for the

spatial sampling bias correction of the daily data. A correction factor (Fc), using the filled

monthly mean total column ozone data set was calculated:

Fc =
M

mo

y,incomplete

M
mo

y,complete

(4.10)

whereM
mo

y,incomplete refers to the area weighted mean calculated by sampling the monthly

mean meridional profile only at those equivalent latitudes where daily data are available.

The termM
mo

y,complete refers to the area weighted mean calculated using the complete monthly

mean total column ozone data set. This correction factor is then applied to the area weigh-

ted total column ozone mean on days where data gaps poleward of 70◦ S equivalent latitude

exist. Applying this correction results in a filled daily data set ofO3>70◦ .

Antarctic ground-based measurements

As stated above, to generateO3>70◦ values for the period 1960-1978 only sporadic ground-

based total column ozone measurements made in the Antarcticare available. These mea-

surements cannot be used on their own to representO3>70◦ as there are only a few measu-

rements per day from available, sometimes even none and therefore an large sampling bias

would be introduced when averaging measured ozone abundances over the vortex area. Ho-

wever, they can be used, as described below, to estimate of how much more or less ozone

was observed before comprehensive satellite measurementswere available. In this chapter,
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Brewer and Dobson measurements from 8 Antarctic stations (see Table 4.1) which were

provided by WOUDC, were used to derive an estimate ofO3>70◦ for the period before

satellite measurements were available. The method of how the estimate was obtained is

illustrated in Figure 4.6 and is described below.

Antarctic station Latitude Longitude
Admundsen Scott (South Pole) 90◦ S 0◦ W

Byrd 80◦ S 120◦ W
Halley 75.4◦ S 26.3◦ W
Hallet 72.2◦ S 170.1◦ E

Base King Baudouin 70.5◦ S 24.3◦ E
Syowa 69◦ S 39.4◦ E

Faraday/Vernadsy 65.2◦ S 64.2◦ W
King George Island 62◦ S 58.2◦ W

Table 4.1: Antarctic stations from which ground-based total column ozone measurements
were used in this chapter.

First, the equivalent latitude of each total column ozone measurement at each of the 8 An-

tarctic stations was calculated in the same manner as for thesatellite-based measurements.

To estimate the ozone amount inside the vortex, only Antarctic measurements made pole-

ward of 65◦ S equivalent latitude were used. Furthermore, if more than one ozone measu-

rement per station and day was available, the daily total column ozone mean was calculated.

To generateO3>70◦ for e.g. 1 October 1960, the Antarctic measurements on that day made

at equivalent latitudes poleward of 65◦ S were used to estimate of how much more or less

ozone was observed than in a chosen ‘target year’. The targetyear was picked from the

1979 to 2009 period where satellite-based measurements exist, under two conditions. The

first condition is that the calculatedO3>70◦ derived from satellite measurements on e.g. 1

October must exist and secondly, the total column ozone satellite-based measurements at

the same equivalent latitude of total column ozone measurement from the Antarctic station

must be available. For example, if there are three Antarcticmeasurements available on 1

October 1960 (black crossed in Figure 4.6) and the picked target year is 1980 (solid line in

Figure 4.6) then the deviation between the Antarctic ground-based measurements and the

satellite-based measurements at the same equivalent latitude made in 1980 (orange dots in

Figure 4.6) is calculated. The mean deviation of these threemeasurements is then added to

O3>70◦ of the target year 1980, resulting in an estimate of theO3>70◦ for the 1st October

1960. This method was applied to estimateO3>70◦ for every day from 1960 to 1978.
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Figure 4.6: Schematic to illustrate how the Antarctic ground-based measurements (black
crosses) were used to estimateO3>70◦ before 1979 (for details see text).

Regression model

This filled time series of dailyO3>70◦ for the period 1960 to 2009 is then used to esti-

mate the ozone abundances that represent 1960 ozone values by employing a regression

model. Similar to the ozone loss semi-empirical model (equation 4.5) a quadratic and li-

near dependence of ozone depletion on chlorine, here represented byCly, is included in

the regression model. Furthermore, the model accounts for temperature-induced changes in

ozone. Using the regression model allows the separation of the contribution of chemistry-

induced changes from contribution of temperature-inducedchanges to the overall evolution

of ozone and therefore, the 1960O3>70◦ baseline representing ozone values irrespective of

wether 1960 was anomalously warm or cold. The regression model is formulated as:

O3 = A× Cl2y +B × Cly + C × T ′ +D (4.11)

where the fit-coefficients (A, B, C, andD) were determined independently for every day

of the year. These fit-coefficients, the total amount of chlorine (Cly) and the temperature

anomaly (T ′), calculated by subtracting the annual mean temperature (1960-2009) from the

area mean temperature for a given day of a given year, are assumed to describe the evolution

O3>70◦ from 1960 to 2009. It might be noted, that when applying the regression model fit to

the observations, the estimatedO3>70◦ between 1960 and 1978 are assigned lower weights

than theO3>70◦ values derived from satellite measurements (from 1979 onwards).

The fit-coefficients derived for every day of the year are shown in Figure 4.7. The non-

zero value ofA indicates a non-linear dependence of ozone onCly. The primarily positive

A coefficient counteracts the ozone depletion induced by chlorine compounds suggesting

that the dependence of ozone onCly is less than linear. Especially during winter, where the
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severe ozone depletion occurs (between day∼240 and∼280), theA coefficient reaches its

maximum. A test where theCly concentrations between 1990 and 2010 were reduced sho-

wed that the dependence of ozone onCly gets less than linear due to the saturation effect,

i.e. ozone is destroyed almost completely. Therefore, no matter how much chlorine gets

activated, no additional ozone will be depleted. The period1990 to 2010 was chosen as

this is whereCly maximized. TheB coefficient is primarily negative, indicating the linear

dependence of ozone on the chlorine compounds.

The temperature-induced change in ozone is represented by the fit-coefficientC. Dynamical-

induces ozone changes (transport) and natural-induced changes in ozone (e.g. solar cycle,

and volcanic eruptions) are accounted for in the fit-coefficientC as long as these distur-

bances are reflected in the temperature, i.e. volcanic eruptions lead to a stratospheric co-

oling and therefore enhanced ozone depletion. Therefore, the third term on the right hand

side of equation 4.11 represents a proxy for dynamical and natural processes. TheC co-

efficients are mainly positive until day 346 (around 12 December), i.e. ozone responds to

temperature as expected, i.e. lower temperatures result inless ozone.

The D fit-coefficient represents the 1960 ozone that would have been available ifCly
concentrations were zero in that year.

The regression model fit to the measuredO3>70◦ time series for 1 October is shown as

an example in Figure 4.8.O3>70◦ decreased by∼160 DU over a∼50 year period. The

regression model tracks the changes in ozone fairly well forthe period 1979-2009. Because

less confidence lies in estimatedO3>70◦ abundances from 1960 to 1978, these values act

only as a guide for the regression model and the model does notaim to track the variability

in theseO3>70◦ exactly.

The question stated above of how much ozone would have existed in 1960, irrespective

of wether it was a warm or cold year (C=0), can now be answered by calculating the 1960

ozone values using the derived fit-coefficientsA, B, andD, together with the given amount

of Cly in 1960. These daily total column ozone values are representative for the vortex

average ozone abundances in 1960 (O3
1960

>70◦) and are referred to as the 1960 ozone base-

line (black line in Figure 4.9). TheO3
1960

>70◦ show a clear annual cycle but with short-term

variability. Towards the end of the year ozone increases from around 340 DU to about

400 DU which is unrealistic and cannot be explained with any chemical process. To re-

duce the physically unrealistic intra-annual variability, a 2nd order Fourier expansion to the

daily values was used to create the smoothed time series shown as a red trace in Figure

4.9. Ozone departures from the 1960 baseline are then calculated independently for each
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Figure 4.8: MeasuredO3>70◦ for the period 1960 to 2009 (black line) and regression model
fit (red line).
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day for the period 1980 to 2009 (hereafter referred to as ozone anomalies∆O3>70◦) (Fi-

gure 4.10). This period was chosen as theO3>70◦ values before 1980 are only estimates

(see above) and not very reliable and thereforeO3>70◦ values from 1960 to 1979 were not

used to train the semi-empirical model for the change in ozone. Negative ozone anomalies

∆O3>70◦ in Figure 4.10 indicate that there was more ozone available than in 1960 due to

natural variability or due to transport processes that are not reflected in stratospheric tem-

peratures. Furthermore, the∆O3>70◦ values appear to have an offset of about 20 DU, i.e.

1960 ozone levels are not reached during anytime of the year.This offset most likely results

from gas phase chemistry involving chlorine compounds (Chapter 1) that does not require

PSCs. With an increase in ozone depleting substances, more chlorine is available to destroy

ozone via the catalyticClOx cycle and therefore the offset increases. To estimate the off-

set, the∆O3>70◦ which are nonzero at the beginning of each year where no heterogeneous

chemistry occurs were extracted from the∆O3>70◦. Then the regression model (equation

4.11) was employed to model these offset∆O3>70◦ values (indicated by the red line in Fi-

gure 4.10). As the semi-empirical model, applied in this chapter, only accounts for ozone

destruction via heterogeneous chemistry, this offset was subtracted from the∆O3>70◦ time

series. This time series of the change in ozone with respect to 1960 is used as the input to

the fitting of equation 4.5.
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Figure 4.10: Derived ozone anomalies (∆O3>70◦) in DU with respect to 1960 levels based
on satellite and ground-based observations (black). The red line indicates the offset (the
deviation from∆O3>70◦=0), resulting most likely from gas phase chemistry.



108 Projections of the evolution of Antarctic ozone

4.4.2 Determining the fit-coefficients for the semi-empirical model des-

cribing the change in ozone

In addition to the time series of the change in ozone, the inputs required to fit equation

4.5 areMAC and the actinic flux (Fact) which were calculated as described above. Be-

cause the semi-empirical model only accounts for ozone depletion induced by chlorine

compounds activated on the surface of PSCs, the fit of∆O3>70◦ is started on the day where

MAC first becomes non zero. This first order differential equation is solved by applying

the Runge-Kutta method and the same fitting method as for the chlorine activation model

(Section 4.3.3) is applied. The algorithm determines an optimal set of parameters that re-

sults in the smallest difference between the modelled and observed∆O3>70◦ values. The

fit-coefficientsA, B, andC derived by the fitting algorithm, are 61.12, 4.93, and 0.0032,

respectively. The calculatingA × MAC2 (first term right hand side of equation 4.5) and

comparing this term toB × MAC, indicates that the quadratic dependence of ozone de-

pletion on chlorine is the dominant effect of chlorine chemistry on changes in ozone. The

in-situ production (represented by coefficientC ×∆O3>70◦ × Fact) plays a minor role in

describing the variability of∆O3>70◦ through the year and from year to year.

The measured∆O3>70◦ time series and the semi-empirical model output are shown in

Figure 4.11. The model tracks the changes in total column ozone anomalies very well,

especially towards the end of the analysis period, including the anomalous years e.g. 2002

(which was included in the fitting). The correlation coefficient (R2 value) between the mea-

sured and semi-empirical modelled∆O3>70◦ values was found to be 0.909 and the slope

of the linear fit 0.95. This shows that the model fits the measurements very well, descri-

bing 90.9% of the variance. In the first decade (1980 to 1990) the model underestimates

∆O3>70◦ in the polar stratosphere. This result suggests that the calculated total mass of ac-

tivated chlorine underestimates the ozone depletion in that period. However, the generally

good agreement of the semi-empirical modelled and observed∆O3>70◦ values allows this

model to be applied to project future changes in stratospheric ozone and to estimate the

timing of the return of Antarctic ozone to historic values.
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Figure 4.11: Vortex averaged total column ozone loss (∆O3) in DU as derived from obser-
vations (black line) compared to the semi-empirical model output (red line) for the period
1980 to 2009.
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4.5 Evolution of Antarctic chlorine and ozone anomalies

4.5.1 Evolution of Antarctic chlorine

The semi-empirical model for chlorine activation was employed to calculate the vortex

meanClOx concentration from 1960 to 2100 using theα andβ fit-coefficients obtained by

fitting equation 4.1 to observations. TheClOx time series were calculated at eight pressure

surfaces to encompass the whole altitude range where PSCs activate chlorine. An estimate

of Cly from 1960 to 2100, together with dailyFAS values, were derived as described in

Section 4.3. Besides these input quantities, the semi-empirical model also requires daily

FAP values at every pressure level to calculate dailyClOx abundances. To calculate these

dailyFAP values (equation 4.2), daily stratospheric temperature fields at every pressure le-

vel of interest are required. For the historic period 1960 to2009, daily mean NCEP/NCAR

temperature fields were calculated and used to derive dailyFAP values at all eight pressure

levels by applying equation 4.2. For the future period 2010 to 2100, daily mean tempera-

ture fields, that account for the future temperature trend assimulated by HadCM3, were

generated as described in Section 4.5.2. The future temperature trends were extracted from

the monthly mean temperature fields modelled by HadCM3 for the period 2000 to 2100, at

eight pressure levels, based on three SRES scenarios. The vortex average (using the same

location of the vortex edge as for the observations, i.e. 62◦ S) annual mean HadCM3 tempe-

ratures on eight pressure levels for three SRES scenarios, respectively, are shown in Figure

4.12. The HadCM3 model simulates stratospheric warming throughout the 21st century at

all pressures below 20 hPa. CCM simulations of the future evolution of stratospheric tem-

peratures also simulate a positive temperature trend below20 hPa. However, a difference of

up to 0.8 K decade−1 between the modelled HadCM3 and the modelled temperature trends

from CCMs exists which is further discussed in Section 4.6. The evolution of the HadCM3

temperature time series is driven by changes in ozone abundances, changes in GHGs, and

changes in dynamics. The strong warming simulated by HadCM3at pressure levels below

20 hPa is likely to be associated with the prescribed ozone increase in the three SRES si-

mulations. This temperature increase seems to overwhelm the stratospheric cooling from

enhanced GHGs. After the prescribed ozone stabilizes in 2060 (Johns et al., 2003) the

GHG-induced changes in temperature become more apparent. From 2060 to 2100, stratos-

pheric temperatures increase further, however, the temperature trends are far smaller than

simulated for the 2000 to 2060 period. This further increaseresults in part from a software

error in HadCM3 where ozone continues to increase slightly,resulting in a small positive

feedback on stratospheric temperatures Johns et al. (2003).
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Changes in stratospheric temperatures due to enhanced GHG concentrations induce changes

of the stratospheric circulation. Model simulation suggests a strengthening stratospheric

circulation in a changing climate related to enhanced GHGs (SPARC-CCMVal, 2010). The

CO2 concentrations in the A2 scenario are about 120 ppm higher than in A1b, such that

the stratospheric circulation is expected to be stronger inthe simulations based on the A2

scenario. This could in part explain why the stratospheric temperatures are higher towards

the end of this century at pressure levels below 20 hPa in simulations based on the A2

scenario than those based on the A1b scenario, as a stronger stratospheric circulation is

related to higher temperatures over the polar regions (Chapter 1). However, to what extent

increased ozone, enhanced GHGs and changes in dynamics contribute to the temperature

increase/decrease cannot be analysed in this study, as the ozone fields used within HadCM3

were not available. Otherwise, a regression model could have been used to determine the

contributions of ozone, GHGs and dynamics, respectively, to the simulated temperature

trend.

4.5.2 Generating future temperature time series

To generate future temperature in this chapter, daily mean temperature fields calculated

from NCEP/NACR reanalyses for the period 1960 to 2009 and monthly mean temperature

fields from HadCM3 from 2000 to 2100 are available. The overlap period where both ob-

servations and HadCM3 temperature fields are available (2000 to 2009) is referred to as the

‘observation period’ in the following. The sub-period ‘future’ extends from 2010 to 2100.

Rather than using the monthly mean HadCM3 temperature fieldsto calculate future FAP

time series, the temperature trends from HadCM3 are used. Using the temperature trends

instead of the modelled temperature fields has the advantagethat the results do not depend

on one fixed temperature scenario. As a result, daily future temperature fields are genera-

ted by using NCEP/NCAR temperature fields from 2000 to 2009 that are evolved into the

future by adding the simulated temperature trends from HadCM3 for the period 2010 to

2100 to these NCEP/NCAR fields. Furthermore, the Monte Carlomethod is employed to

account for future temperature variability. How the futuredaily temperature fields at eight

pressure levels were generated, which were then used to calculate dailyFAP time series

for the period 2010 to 2100, is described below.

First, to extract the temperature trends for the 21st century from the monthly mean tem-

perature fields modelled by HadCM3, a Fourier expansion was fitted to the simulated tem-

perature fields, separately for every GHG emissions scenario.
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The Fourier expansion in the form:

T (t) = A0 +

3∑

i=1

Ai · sin(2 iπ t) +Bi · cos(2 iπ t)

+ C0 · t+

2∑

j=1

Cj · t · sin(2 jπ t) +Dj · t · cos(2 jπ t) (4.12)

+ E0 · t
2 + E1 · t

2 · sin(2 π t) + F1 · t
2 · cos(2 π t)

was applied separately to each grid box (2.5◦×3.75◦) between 62◦ S and 90◦ S and at every

pressure level, resulting in 15 fit-coefficients. The parameter t is the time in decimal years.

The first terms on the right hand side (A andB coefficients) model the mean annual cycle

in the temperature time series, while the second (C andD coefficients) and third (E andF

coefficients) terms model the linear and non-linear trend inthe annual cycle, respectively.

The derived fit-coefficients are now used to derive daily future temperature fields that ac-

count for the temperature trend modelled by HadCM3.

Equation 4.12 was employed in a second step to derive temperature anomalies (∆T ) by

subtracting the calculated daily temperature (T (t)) at a given grid point (longitude/latitude)

of every year during the observation period (yobs=2000, 2001, ..., 2009) from the calculated

daily temperature at the same grid point of every year in the future (ytarget =2010, 2011,

..., 2100):

∆T yobs
ytarget = TEq.4.12

ytarget − TEq.4.12
yobs

(4.13)

Then, to generate the future daily temperature (T future
ytarget ) at that given grid point, the tem-

perature anomalies are added to the daily mean NCEP/NCAR temperature at that location

from the observation period:

T future
ytarget = TNCEP/NCAR

yobs
+∆T yobs

ytarget (4.14)

Equation 4.13 and 4.14 are applied to every grid point between 62◦ S and 90◦ S for all days

of the years 2010 to 2100, resulting in nine possible temperature fields per day for each year.

To generate the temperature field for a given target year in the future, there are 9 possible

temperature fields to chose from. Using a Monte Carlo method,1000 different temperature

time series for the period 2010 to 2100 were obtained and usedfor further analysis. For any

target year in the future (e.g. 2020), a year between 2000 and2009 was randomly picked

(e.g. 2005) and the temperature field calculated via:

T future
2020 = T

NCEP/NCAR
2005 +∆T 2005

2020 (4.15)
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was chosen to be part of the new generated temperature time series. For every month of

the target year a new year from the observation period is randomly picked. This is done for

every year between 2010 and 2100, resulting in 1000 statistically equivalent temperature

times series. Overall there are990 possible combinations of temperature fields which can

be used to generate future time series. The 1000 time series of daily temperature fields for

each of the three GHG emissions scenarios were then used to derive FAP time series on

each of the 8 pressure levels using equation 4.2. The August to November meanFAP va-

lues at 70 hPa for the observation period together with the generatedFAP values averaged

over all 1000 Monte Carlo runs for each SRES scenario are shown in Figure 4.13.
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Figure 4.13: Calculated August to November meanFAP time series based on
NCEP/NCAR temperature fields (black) for the period 1960 to 2009. For the period 2010
to 2100 the generatedFAP values were averaged over all Monte Carlo simulations and are
shown for three SRES scenarios; A1b (red), A2 (blue) and B1 (green). The dotted lines
represent the 1σ uncertainty range derived from the Monte Carlo simulations. The vertical
grey line indicates theFAP value in 1980. 1980 has been used as the benchmark for return
dates of Antarctic ozone (WMO, 2007).

The annual meanFAP values through the observation period (1960-2009) indicate that

stratospheric temperatures at 70 hPa increased from 1960 tothe 1980, resulting in fewer

PSCs. A long-term warming trend in the Antarctic lower stratosphere from 1960 to 1980

was also reported in Chapter 4 of the 2006 Ozone Assessment (WMO, 2007). In this period

of stratospheric warming less chemical ozone loss can occuras less chlorine is activated
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due to heterogeneous chemistry. This temperature influencecan obscure ozone depletion

due to halogen chemistry prior to 1980. From 1980 onwards, stratospheric cooling leads to

an increase in the area of the vortex covered by PSCs. Dynamical variability of the Antarc-

tic vortex led to higher temperatures and therefore lower FAP values in some of the years

during the observation period (e.g. 2002, 2004) (WMO, 2007).

The big gap between the observations (2009) and the beginning of the futureFAP va-

lues (2010) as shown in Figure 4.13 results from the continuous positive temperature trend

within all three SRES simulations of HadCM3 from 2000 onwards (Figure 4.12). In 2010,

adding e.g. the positive temperature trend from 2000 to 2010to the NCEP/NCAR tempe-

rature field of 2000, results in higher temperatures and therefore lowerFAP values. The

decrease inFAP values from 2010 to 2060 is also related to the positive temperature trend

modelled in HadCM3 ( 5 K at 70 hPa). Once the prescribed ozone in HadCM3 stabilized

(Section 4.5.1)FAP increases for the A1b scenario corresponding to the simulated cooling

trend on HadCM3 (Figure 4.12).FAP values at 70 hPa for the A2 scenario, which is the

scenario with the highestCO2 concentration, do not increase much from 2060 onwards

which corresponds to the simulated stratospheric warming (1.3 K from 2060 to 2100 at

70 hPa). The fact that the scenario with the highestCO2 concentration does not lead to the

strongest cooling effect of the stratosphere can, in part, be explained with a strengthening

stratospheric circulation with enhances GHGs (Section 4.5.1 and Chapter 1). TheFAP va-

lues for the B1 scenario continue to decrease after 2060 and by the end of this century, the

lowestFAP values, associated with the highest stratospheric temperatures, are obtained

this scenario.

The variability in theFAP values (indicated by the magnitude of 1σ uncertainty range

in Figure 4.12) is a result of the variability in the NCEP/NCAR temperature fields from

2000 to 2009. And as these NCEP/NCAR temperature fields were used for every SRES

scenario, the magnitude of 1σ is expected to the similar for every SRES scenario.

The calculatedFAP time series from 1960 to 2100 at eight pressure levels can nowbe

used as a input to the chlorine activation semi-empirical model (equation 4.1). Given the

amount ofCly and the amount of available sunlight, FAS, the semi-empirical model is used

to calculateClOx times series for the observations period (1960-2009) on eight pressure

levels. The model then is used to project the future evolution of ClOx (2010-2100) based

on three SRES scenarios. As indicated above, theCly concentrations are with respect to

1960 levels.
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The Antarctic vortex mean (62◦S to 90◦S) modelledClOx time series were used to calcu-

late the total mass of activated chlorine (MAC) within a partial column from 200 to 10 hPa.

Equation 4.7 was applied to derive MAC time series from 1960 to 2009, where MAC is

zero in 1960 per construction and to derive 1000 MAC times series for each of the three

SRES scenarios from 2010 to 2100. The results indicate that activated chlorine levels were

already elevated with respect to 1960 values by 1980 (MAC=0.025×108 kg).

The contribution to the total amount of MAC from each of the 7 layers are shown in Fi-

gure 4.14 for a selected number of years (2000, 2020, 2050 and2099). MAC values for

2000 are based on observations, while the MAC values for the future period were averaged

over all Monte Carlo simulations based on one SRES scenario (B1). The atmospheric layers

between 150 and 70 hPa contribute the largest amount to the total mass of activated chlo-

rine, a result which is independent of the year and SRES scenario. The MAC values peaked

in 1998 (not shown) and are now decreasing in response to the reduction in ozone depleting

substances. By the end of this century, maximum values of MACless than 0.05×108 kg

will be reached under the B1 scenario. The results show that independent of the SRES

scenario, MAC does not return to 1960 levels by the end of thiscentury.

4.5.3 Future evolution of Antarctic ozone depletion

The derived MAC abundances were then used as input to the ozone anomaly (∆O3>70◦)

semi-empirical model (equation 4.5). Using the fit-coefficients derived by fitting to obser-

vations, together with MAC andFact, the evolution of Antarctic ozone can be estimated for

the full period from 1960 to 2100. As MAC was derived for threeGHG emissions scena-

rios, the semi-empirical model can be applied to conduct projections of Antarctic ozone for

these scenarios, through the 21st century. These ozone anomaly projections can be used

to provide estimates of the return of Antarctic ozone loss tohistoric levels e.g. 1960 or

1980 levels. Uncertainties of the ozone anomaly projections are captured through the 1000

MAC Monte Carlo generated time series. As the Monte Carlo method creates the same

uncertainties for each SRES scenario by construction as theuncertainty is coming from

randomly ‘picking’ a NCAEP/NCAR temperature field from the 2000 to 2009 observation

period. These underlying temperature fields are the same forevery scenario. Therefore it

is expected that the uncertainty in the ozone anomaly projection is similar for every SRES

scenario.

The August to November∆O3>70◦ mean from 1960 to 2100, evaluated using equation

4.5 based on real-world MAC to 2009, and thereafter the MAC time series for three SRES

scenarios and averaged over the 1000 Monte carlo simulations are shown in Figure 4.16.
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Figure 4.14: Contribution of every layer between 200 and 10 hPa to the total MAC for
the 2000, 2020, 2050, and 2099. MAC values for 2000 are based on observations, while
MAC abundances for the future years were obtained by averaging the 1000 Monte Carlo
simulations based on SRES B1. The interannual variability in the future years is smoothed
due to the calculated of the average.



118 Projections of the evolution of Antarctic ozone

Histograms of the probability density function (PDF) of thereturn dates to 1980 levels from

the 1000 Monte Carlo simulation are also shown in Figure 4.14, separately for each SRES

scenario. The salient features of Figure 4.16 are:

(i) The∆O3>70◦ in the Antarctic stratosphere maximizes in the late 1990s and thereafter

slowly decreases.

(ii) Antarctic ∆O3>70◦ returns to 1980 levels between 2030 and 2040 depending on the

SRES scenario.

(iii) Enhanced GHGs delay the return of∆O3>70◦ to 1980 values by about 2 years.

(iv) Antarctic∆O3>70◦ does not return to 1960 levels in the 21st century.

The sharp increase in ozone depletion from 1960 to its maximum in 1998 as shown in

Figure 4.16 coincides with the period of increasing stratospheric chlorine. In 1998 about

49% from the 1960 ozone values was destroyed via catalytic cycles involving chlorine

compounds. Traditionally, 1980 ozone abundances were usedas the benchmark for return

dates for Antarctic ozone and the ozone hole area was the primary metric to estimate the

severity of the Antarctic ozone depletion (e.g WMO, 2007). The ozone hole area is cal-

culated from the area where total column ozone values are less than 220 DU. The 220 DU

was chosen because it is lower than the pre-1980 observed total column ozone abundances.

Therefore, the ozone hole area is by construction zero in 1980. The size of the ozone

hole is mainly controlled by catalytic ozone deleting cycles involving chlorine and bromine

compounds (Newman and Nash, 2004). However, as the results of this chapter show, chlo-

rine compounds were present before 1980 and therefore Antarctic ozone was affected by

the catalytic cycles prior to 1980. About 15% from the 1960 ozone values was destroyed

before 1980 (Figure 4.16). Using the ozone hole area as a metric underestimates the seve-

rity of Antarctic ozone depletion due to catalytic cycles. More recent model simulations

also suggest that ozone was affected by ozone depleting substances prior to 1980 (SPARC-

CCMVal, 2010). After stratospheric chlorine levels peak, ageneral moderate downward

trend in ozone depletion is observed from the maximum depletion to the end of the obser-

vation period (2009). The deviations from this overall decrease in ozone loss in some years

such as 2002, 2004, and 2006 is a result of dynamical variability (WMO, 2007). The 2002

and 2004 Antarctic winters were unusual warm due to higher wave activity, resulting in an

early break up of the vortex (WMO, 2007). On the other hand, in2006, the polar vortex

was unusually cold as a result of lower wave activity (Yang etal., 2008). The strong polar

vortex lasted longer than usual, resulting in more ozone depletion (Yang et al., 2008).
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Figure 4.15: August to November averaged∆O3>70◦ from 1960 to 2100, where the August
to November mean∆O3>70◦ values from 2010 onwards are averaged over the 1000 Monte
Carlo runs for each SRES scenario. The green line represent the SRES B1 scenario, red
represents the results from the A1b scenario and the blue line corresponds to the derived
results based on A2 scenario. The three histograms display the PDF of the∆O3>70◦ return
dates to 1980 levels for the three SRES scenarios. The total column ozone loss from 1960
values in percent is also indicated (y-axes on the right handside).
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As discussed in Section 4.5.2, the gap between the observed∆O3>70◦ and the modelled

∆O3>70◦ values based on NCEP/NCAR temperature fields and HadCM3 temperature trends

(Figure 4.16), results from the continued positive temperature trend simulated by HadCM3

from 2000 onwards. As the positive temperature trend is added to the NCEP/NCAR tem-

perature fields, less ozone is depleted in 2010 and thereafter than during the observation

period (2000 to 2009). The overall downward trend in ozone depletion continues through

the 21st century, independent of the SRES scenario (Figure 4.16).

The Monte Carlo simulations performed for all three SRES scenarios indicate that∆O3>70◦

returns to 1980 values between 2030 and 2040 (Figure 4.16). Based on the SRES A1b sce-

nario∆O3>70◦ returns to 1980 values in 2032±2.3. This return date is the earliest among

the three SRES scenarios and corresponds to the largest temperature trend simulated by

HadCM3 to 2060 (Figure 4.12). The majority of the 1000 Monte Carlo simulations project

a return date of 2031 and 2032 as shown is the PDF in Figure 4.16. The range of return

dates derived from the A1b scenario overlaps with the returndates projected from the cal-

culations based on the B1 and A2 scenarios. The simulations based on the B1 scenario

indicate that∆O3>70◦ returns to 1980 levels in 2033±2.3 (Monte Carlo mean), where the

majority of the Monte Carlo simulations suggest a return date of 2033 and 2034 (Figure

4.16). The latest return date is obtained from the Monte Carlo simulations based on the A2

scenario (2034±2.4). From 2000 to 2050, HadCM3 simulates a positive temperature trend

of 0.57 to 0.81 K decade−1 at 100 and 70 hPa, respectively. However, for the A1b and B2

scenarios, HadCM3 simulates larger trends (details see Section 4.6). As the 100 to 70 hPa

region most contribute to MAC abundances (Figure 4.14) moreozone is destroyed which

keeps the∆O3>70◦ longer at higher levels. However,∆O3>70◦ returns to 1980 levels only

1 and 2 years later than under the B1 and A1b scenario, respectively. The majority of the

Monte Carlo simulations based on A2 scenario suggest that∆O3>70◦ returns in 2034 and

2035. The general result that can be drawn from this analysisis that the timing of the return

of Antarctic ozone to 1980 values is largely insensitive to GHG emissions. Furthermore,

Cly used in this chapter does not return to 1960 levels by the end of the 21st century. As a

result ozone is affected by ozone depleting substances beyond the end of the 21st century

and therefore Antarctic∆O3>70◦ is projected not to return to 1960 levels by the end of the

21st century.
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4.6 Discussion

The derived return dates of∆O3>70◦ to 1980 levels from this study for the three SRES

scenarios compared to return dates determined in earlier studies, are summarized in Figure

4.16. The return date ofCly to 1980 levels, as derived from theCly time series used in

this study, is also included in Figure 4.16. It should be noted that the metrics used to de-

rive the dates of return of Antarctic ozone are different. Austin et al. (2010a) and Eyring

et al. (2010a) used October means of the vortex averaged total column ozone (62◦ to 90◦ S),

while Newman et al. (2006) used the ozone hole area as the metric to derive return dates.

2025

2030

2035

2040

2045

2050

2055

2060

2065

2070

2075

2080

2085

O
zo

n
e 

re
tu

rn
 d

at
es

Eyring et al. (2010a)

Newman et al. (2006)

Cly

SRES A1b
SRES A2 SRES B1

Aug-Nov mean60S - 90S
Oct

Austin et al. (2010a)

Figure 4.16: Dates of return of∆O3>70◦ to 1980 levels as derived from previous studies
compared to the results of this study. The error bars on the return dates from Austin et al.
(2010a) and Eyring et al. (2010a) show the uncertainties from climate noise and from in-
ternal model variability while the error bars on the return dates from this chapter show the
uncertainties from climate noise only. The error bars on thereturn dates derived by Newman
et al. (2006) include the uncertainty arising from the uncertainties in the mean age-of-air.
The date of return to 1980 levels ofCly (as used in this study) is indicated by the magenta
square.

Previous studies by Austin et al. (2010a) and Eyring et al. (2010b) suggested that Antarc-

tic total column ozone abundances return to 1980 values between 2045 and 2060 (Figure

4.16). This return date is up to∼ 25 years later than the results presented in this chap-

ter. This difference in the projections can be explained with (i) the positive temperature

trend modelled by HadCM3 and (ii) with the missing feedback of temperature on ozone

and ozone on temperature in AOGCMs (hereafter denoted as temperature↔ozone feed-

back). The temperature tends from 2000 to 2049 and from 2050 to 2099 (at pressure levels

where the contribution to MAC maximizes (Figure 4.14)) simulated by HadCM3 for all

three SRES scenarios are summarized in Table 4.2. For the pressure levels that contribute
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the most to MAC, the temperature trend is positive, irrespective of which SRES scenario is

used. CCM simulations of the future evolution of stratospheric temperatures, based on the

A1b scenario, also simulate a positive temperature trend below 30 hPa (multi model mean)

(SPARC-CCMVal, 2010). The results from the CCM studies indicate that the tempera-

ture trend at the pressure levels 150, 100, 70 hPa is smaller than 0.4 K decade−1 (2000 to

2049), and smaller than 0.2 K decade−1 (2050 to 2099). The temperature trends simulated

by HadCM3 are overestimated compared to the results derivedfrom CCM simulations. As

less ozone is destroyed at higher temperatures, this overestimation, especially from 2000

to 2049 is most likely the reason why the results presented inthis chapter suggest a much

earlier ozone return date for the Antarctic than projected by various CCM studies.

SRES scenario pressure level [hPa] 2000 to 2049 2050 to 2099
B1 150 0.30 K/decade 0.10 K/decade

100 0.66 K/decade 0.22 K/decade
70 1.02 K/decade 0.25 K/decade

A1b 150 0.42 K/decade 0.09 K/decade
100 0.84 K/decade 0.13 K/decade
70 1.22 K/decade 0.11 K/decade

A2 150 0.28 K/decade 0.18 K/decade
100 0.57 K/decade 0.30 K/decade
70 0.81 K/decade 0.36 K/decade

CCM 150 ≤0.4 K/decade ≤0.2 K/decade
A1b 100 ≤0.4 K/decade ≤0.2 K/decade

70 ≤0.4 K/decade ≤0.2 K/decade

Table 4.2: Temperature trends from 2000 to 2049 and from 2050to 2099 averaged over
September-October-November for all SRES scenarios considered in this chapter and from
the CCM simulations (SPARC-CCMVal, 2010).

The positive temperature trend simulated by HadCM3 resultspartly from the increase in

ozone abundances, a effect that is also present in CCMs, as more ozone results in more

absorption of UV radiation and therefore, leading to a warmer stratosphere. However, the

difference between HadCM3 and CCMs is that in HadCM3 the temperature↔ozone feed-

back is missing. Changes in stratospheric temperatures induce changes in stratospheric

ozone chemistry leading to more or less ozone depletion in a changing climate. This effect

of temperature-induced changes on ozone are not consideredin HadCM3, which explains

the overestimation of the temperature trends. HadCM3 does not include any chemistry

and ozone was calculated off-line. It might also be that the ozone time series, prescribed

in HadCM3, was overestimated. But more likely is that the missing temperature↔ozone

feedback results in the ozone and temperature trends in HadCM3 being elevated above what

would have been the case with the feedback included. The temperature↔ozone feedback is

included in CCMs. This most likely explains why the results from this chapter are different
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to those obtained from CCM studies. This result indicates that considering the coupling

of temperature and ozone depletion delays the return of Antarctic ozone to 1980 levels by

≥2 decades.

Cly returns to 1980 levels in 2054 which is more 20 years later than ∆O3>70◦ returns to

1980 values, independent of the GHG emissions scenarios (Figure 4.16). It should be noted

that the derived results show a similar behaviour than ozonereturning to 1980 levels in the

southern mid latitudes. The∆O3>70◦ return dates derived in this chapter are comparable

with the return dates in the southern mid latitudes (Eyring et al., 2010a). In the southern

mid latitudes ozone returns faster thanCly by about 15 years.

∆O3>70◦ is projected not to return to 1960 levels within the 21st century, independent of

the SRES scenario. By the end of the 21st century, ozone depletion induced by catalytic

cycles involving chlorine compounds persists as a result ofthe long atmospheric life-time

of the chlorine source gases such as CFCs.

The results presented above indicate that the evolution of∆O3>70◦ throughout the 21st cen-

tury shows a small sensitivity to changes in GHG concentrations. Contrary, the CCM study

by Eyring et al. (2010a) suggested that the ozone return dates in the Antarctic stratosphere

vary by∼10 years, depending on the GHG emissions. This result cannotbe confirmed by

the results of this chapter. The return dates in this work only vary by up to 2 years. The in-

sensitivity of the ozone return dates on GHGs emissions can be explained with the missing

temperature↔ozone feedback in HadCM3. Due to the missing feedback the stratosphe-

ric warming induced by increased ozone concentrations offsets the stratospheric cooling

due to enhanced GHG concentrations. As the temperature↔ozone feedback in HadCM3 is

missing, irrespective of how cold the stratosphere due to enhances GHG would get, ozone

increases further as it is unaffected by stratospheric temperature changes. In CCMs, howe-

ver, the temperature↔ozone feedback is included and therefore GHG-induces temperature

changes affect ozone. This results suggest that if the temperature↔ozone feedback is consi-

dered in numerical models than, ozone is longer kept at lowervalues resulting in a delay of

a return to historic levels.

Newman et al. (2006) estimated that the ozone hole area returns to 1980 levels in 2068,

which is the latest return date reported in previous studies. However, this result assumes

that the Antarctic lower stratosphere cools by about 0.25 K decade−1 through the 21st cen-

tury. In contrast, both CCM and HadCM3 simulated increases in Antarctic stratospheric

temperatures (between 150 and 30 hPa) through the 21st century. The return date derived

by Newman et al. (2006) is insensitive to temperature changes induced by changes in ozone
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and changes in GHGs and therefore, the method presented by Newman et al. might not be

the most reliable approach to estimate the Antarctic ozone recovery.

In this chapter, the uncertainties in the return dates of∆O3>70◦ consists of uncertainties

in the modelled temperatures and uncertainties in the evolution of future ozone depleting

substances, as well as uncertainties arising from the semi-empirical model approach. The

evolution of future stratospheric temperatures depends onozone, GHGs, and stratosphe-

ric dynamics. The uncertainties on the HadCM3 simulated temperature trends used in this

chapter were already discussed above. Furthermore, this chapter is based onCly estimated

by the approach presented in Newman et al. (2006), using a mean age-of-air of 5.5 years

and a constant fractional release value. However, future changes in climate are expected to

change the stratospheric circulation which is turn changesthe mean age of air and fractional

release values. Therefore, changes in both mean age-of-airand fractional release contribute

to the uncertainties in Antarctic ozone return dates derived in this chapter.

4.7 Conclusions

A semi-empirical model approach to project the time rate of change of∆O3>70◦ with res-

pect to 1960 levels has been implemented. The semi-empirical models were trained on

satellite observations ofClO and on observed∆O3>70◦ with respect to 1960 levels, based

on satellite and ground-based measurements. The model results agree well with the obser-

vations which confirms the applicability of semi-empiricalmodels. Therefore, the semi-

empirical models were used to project future changes in activated chlorine and∆O3>70◦

in the Antarctic stratosphere. The evolution of activated chlorine depends strongly on the

availability of PSCs, and hence on temperature. The temperature trends, as simulated by

HadCM3, were used to approximate future formation of PSCs inthe Antarctic stratosphere.

The ozone tendency follows the change inMAC by construction of the semi-empirical

models. Therefore,MAC and∆O3>70◦ maximized in 1998 and are now moderately de-

creasing. The projections of the return dates of Antarctic∆O3>70◦ using different GHG

emissions scenarios suggest that∆O3>70◦ values return to 1980 levels ahead ofCly by up

to ∼20 years. The results presented above indicate, that the decrease in∆O3>70◦ is domi-

nated byCly, however, the differences in theCly return date and the return date of∆O3>70◦

is modulated by temperature.
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The results presented above suggest that ozone returns to 1980 values about 5 to 28 years

earlier than previously reported. This difference in the ozone loss projections most likely

results from the prescribed temperature trend used in this chapter. The HadCM3 model

simulated a higher positive temperature trend through the 21st century compared to CCM

simulations. Less chlorine is activated in a warmer stratosphere and as a result, ozone pro-

jected in this chapter returns earlier to 1980 levels than would otherwise be the case. This

result suggests that the missing temperature↔ozone feedback in HadCM3 accelerates the

return of ozone in the Antarctic stratosphere. The temperature↔ozone feedback is inclu-

ded and considered in CCMs. Therefore, CCM simulations are the most appropriate way

to assess the question of ozone recovery dates and a continuous improvement of CCMs is

needed to reduce uncertainties in projections of future ozone. The results presented above

indicate that to reliably project future ozone levels the temperature↔ozone feedback has to

be included in numerical models.

To derive a more robust conclusion about the sensitivity of the return dates on∆O3>70◦

to changes in GHG emissions this analysis can be applied to different AOGCM model

outputs. Furthermore, the knowledge about the ozone time series that is prescribed in

AOGCMs would allow a more detailed study of the individual contributions of changes

in ozone, GHGs, and dynamics to the future evolution of stratospheric temperatures. Be-

sides the uncertainty in GHG emissions, there are also uncertainties in the future evolution

of ozone depleting substances (WMO, 2007). The question of how the uncertainties in the

future emissions of ODSs affects the timing of the ozone return dates was not assessed in

this chapter and remains an open question for future work. The semi-empirical model ap-

proach can easily be used to conduct projections under several ozone depleting substance

emissions scenarios to account for the full range of uncertainties.

The aim of this chapter was to test the applicability of usingAOGCM temperature trends,

that include the effects of climate change, to project future ozone levels in the Antarctic

stratosphere and to estimate the sensitivity of the date of return for Antarctic ozone to his-

toric levels, on GHG emissions. It was found that it is not very reliable to use AOGCMs

temperature trends together with a semi-empirical model approach to conduct projections of

the future ozone levels. The temperature↔ozone feedback is not included in the AOGCM

and it is not included in the semi-empirical models either. Therefore, both tools separa-

tely cannot be used to reliably conduct projections. However, coupling the AOGCM to the

semi-empirical models would provide a powerful tool to conduct fast and inexpensive pro-

jections of the future evolution of Antarctic ozone and the sensitivity of the return dates on

GHG emissions could be reliably assessed.





Chapter 5

A semi-empirical diagnosis of polar

chemistry in a chemistry-climate model

5.1 Introduction

The previous chapter presented an application of semi-empirical models to simulate reactive

chlorine abundances and Antarctic ozone anomalies. In thischapter semi-empirical models

are employed for a different purpose i.e. as a means of diagnosing, assessing and vali-

dating the polar heterogenous chemistry schemes employed in chemistry-climate models

(CCMs) in the Antarctic as well as in the Arctic. The chemistry-climate model validation

activity of SPARC (CCMVal; Eyring et al. (2008)) has highlighted the importance of pro-

cess orientated validation of CCMs. While the CCMVal reportof 2010 (SPARC-CCMVal,

2010) presented an analysis of polar ozone chemistry, this was primarily a comparison of

HCl, HNO3 andH2O concentrations with climatologies of those quantities derived from

observations. As such, it was not a process oriented validation. This chapter outlines how

such a process oriented validation might be undertaken using a semi-empirical model as a

diagnostic tool.

The semi-empirical models used in Chapter 4 are not suitablefor assessing individual key

chemical processes that govern the activation and deactivation of chlorine and therefore to

determine the extent of polar ozone depletion. Only one of the two main pathways for chlo-

rine deactivation, i.e. formation ofClONO2, was considered in the semi-empirical model

of chlorine activation and deactivation. In addition, the deactivation path is independent

of HNO3 concentrations. As a result, the semi-empirical models used in Chapter 4 can-

not capture the interhemispheric differences in chlorine deactivation. The effectiveness of

individual chemical reactions for chlorine activation anddeactivation also depends on the

127



128 A semi-empirical diagnosis of polar chemistry

availability/concentration of individual chemical species such asNOx, Cl, and ozone. To

include these processes, additional terms are required. Tothat end, the semi-empirical mo-

dels used in Chapter 4 are significantly expanded to describee.g. the tendencies inHNO3,

HCl, ClONO2 and ozone.

This new semi-empirical model, referred to as SWIFT (Semi-empirical Weighted Itera-

tive Fit Technique), describes the time rate of change of keyquantities driving chlorine

activation and deactivation. The basic equations for SWIFTwere obtained from M. Rex

(personal communication) and were then adapted for this chapter by (i) training SWIFT on

ozone observations instead of ozone loss rates, (ii) including diabatic descent rates when

calculating the chemical ozone depleting and (iii) applying SWIFT to the Arctic and Antarc-

tic separately. As for the semi-empirical model employed inChapter 4, SWIFT accounts for

heterogeneous polar chemistry only. The correct representation of the chlorine partitioning,

i.e. how much chlorine is present in its reactive forms (Cl, ClO, ClOOCl) compared to the

abundances of chlorine present in the reservoir species (HCl andClONO2) is essential in

accurately simulating ozone loss in the polar stratosphere.

Section 5.2 describes the set of first order differential equations that comprise SWIFT. The

training of SWIFT on observations is described in Section 5.3 followed by a discussion of

the fit-coefficients and their interpretation. When it came to applying SWIFT to a state-

of-the-art chemistry climate model, in this case the EMAC-FUB (MA-ECHAM5/MESSy

model system with the FUBRad radiation parameterizations), a number of issues were re-

vealed that complicated the use of SWIFT as a diagnostic tool. Some of these issues are

common across all CCMs e.g. SWIFT makes the assumption that little or no exchange of

air occurs across the vortex boundary whereas, as shown by Struthers et al. (2009), CCMs

tend to have more permeable vortex boundaries than is found in reality. Other issues were

specific to the EMAC-FUB simulation when used as an example ofSWIFT diagnosis. It

was found that in many winters the formation of PSCs in EMAC-FUB was underestimated.

This was traced to a bug in the PSC subroutine in EMAC-FUB which has subsequently been

fixed. The fact that SWIFT could not be easily applied to EMAC-FUB output shows that

this semi-empirical approach to CCM validation is likely toprovide a very robust means

of revealing deficiencies in CCMs. Therefore, this chapter focusses on fitting SWIFT to

observed time series of the key trace gases in the polar stratosphere to provide the set of

SWIFT fit-coefficients which can then act as the standard against which future application

of SWIFT to CCMs can be compared. While a first look at the fitting of SWIFT to EMAC-

FUB is presented in Section 5.4, this is only a preliminary study of the use of SWIFT in

assessing EMAC-FUB. The chapter concludes with Section 5.5which provides an outlook

for further development and in particular how SWIFT might beapplied to CCM validation
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in the future. The EMAC-FUB data interpolated onto isentropic levels which were used in

this chapter were provided by M. Kunze.

5.2 The semi-empirical model - SWIFT

SWIFT simulates the vortex average evolution of ozone,HCl, ClONO2, gaseousHNO3,

HNO3 (liquid/solid phase), andClOx on a chosen isentropic surface. Similar to the semi-

empirical models described in Chapter 4, SWIFT is driven by daily values of the fractional

area of the vortex covered by PSCs (FAP ) and daily values of the 24 hour average frac-

tional area of the vortex exposed to sunlight (FAS). Likewise, SWIFT makes the same

assumptions about vortex isolation as were made for the semi-empirical models used in

Chapter 4. However, unlike Chapter 4, all quantities in SWIFT are vortex averages calcu-

lated within the dynamical boundary demarcating the vortexedge. Therefore, in addition

to temperature fields, wind and potential vorticity (PV, definition is given in Appendix A)

fields on the chosen potential temperature surface are also required. Using daily wind and

potential vorticity fields, the vortex edge can be determined by employing the method des-

cribed in Nash et al. (1996). First the meridional impermeability (see Appendix A) at each

equivalent latitude (κ) is calculated by multiplying the meridional gradient in potential vor-

ticity with the horizonal wind speed. The vortex edge is thenlocated at the meridional

maximum inκ. The detailed calculation of equivalent latitude andκ, as well as the defini-

tion of vortex existence, is described in detail in AppendixA.

As stated above, SWIFT describes the tendency (time rate of change) of key chemical

compounds in the polar stratosphere. The first order differential equations that comprise

SWIFT assume that these tendencies result from the effects of heterogeneous chemistry

only. Homogeneous chemical ozone depletion is assumed to benegligible as is mixing

across the vortex edge (Schoeberl et al., 1992). Because Chapter 4 dealt with vertically in-

tegrated quantities, no consideration of the contributionof diabatic descent (see Chapter 1)

to the trace gas tendencies was required. SWIFT, however, isapplied on isentropic surfaces

and as such, the effects of diabatic descent need to be corrected for. The tendency of some

speciesX at a given isentropic surface should therefore be considered as:

d[X ]

dt
=

∂[X ]

∂t
︸ ︷︷ ︸

chemical change

+
∂[X ]

∂θ
·
∂θ

∂t
︸ ︷︷ ︸

diabatic descent

(5.1)

The chemical change, described by∂[X ]/∂t, is what SWIFT focusses on. The second term

on the right hand side of equation 5.1 describes the contribution of vertical diabatic trans-
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port ofX to the time rate of change inX, where∂[X ]/∂θ is the vertical gradient of species

X with respect to potential temperature and∂θ/∂t is the change in potential temperature

with time.

It is usually only ozone which is sufficiently long-lived andwhich has a large enough verti-

cal gradient that a correction for the contribution from diabatic descent (equation 5.1) needs

to be applied. The lifetimes for reservoir species such asHCl, ClONO2, HNO3 are much

shorter than for ozone and the tendency in these species is dominated by chemical effects

such that
∂[X ]

∂t
≫

∂[X ]

∂θ
·
∂θ

∂t
(5.2)

and so equation 5.1 reduces to just the first term on the right hand side.

The chemically induced changes in ozone and related species, which are described by the

first term on the right hand side of equation 5.1 (∂[X ]/∂t), are not independent of each

other. Therefore, SWIFT consists of a set of coupled differential equations which must be

fitted simultaneously to derive the fit-coefficients.

5.2.1 The ozone tendency equation

SWIFT is primarily designed to describe the tendency in ozone concentrations. Given the

concentration of activated chlorine in the polar stratosphere, the expectation might be that

∂[O3]/∂t would depend on the square of the active chlorine concentration (see equation

4.9). Harris et al. (2010) showed thatVPSC, the volume of polar air cold enough for pos-

sible PSC existence, is a good proxy for chlorine activationand a number of other studies

(Rex et al., 2004; Tilmes et al., 2004; Harris et al., 2010) found a nearly linear relationship

between ozone loss andVPSC. Harris et al. (2010) also showed that the relationship bet-

ween ozone loss and the amount of activated chlorine (ClOx) is close to linear. Finally, the

study by Tilmes et al. (2004) showed that the vortex average ozone loss is also an almost a

linear function of the fraction of the time the air mass is exposed to sunlight. Therefore, the

overall time rate of change in ozone can be formulated as:

d[O3]

dt
= −D · [ClOx] · FAS +

∂[O3]

∂θ
·
∂θ

∂t
(5.3)

whereD represents the empirical fit-coefficient,ClOx is the vortex average concentration

of activated chlorine described further below, andFAS represents the fractional area of

the vortex that is exposed to sunlight. As in Chapter 4,FAS was calculated by applying

equation 4.3, although it is now calculated as the fractional area with the dynamical vortex

boundary, and not the area poleward of 62oS as was done in Chapter 4, that is exposed to
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sunlight. The change in ozone due to diabatic transport is represented by the second term

on the right hand side of equation 5.3.

To apply equation 5.3, the evolution ofClOx (ClOx = Cl + ClO + 2×ClOOCl) through

the winter/spring has to be determined. The amount ofClOx available to destroy ozone

depends on partitioning of the total inorganic stratospheric chlorine loading (Cly = ClOx

+ HCl + ClONO2), i.e. the portion ofCly in the form ofClOx compared to the portion

of Cly in the form of non-ozone destroying reservoir species such as ClONO2 andHCl,

where most of the inorganic chlorine resides (Santee et al.,1996). The minor reservoir

speciesHOCl is not considered in SWIFT as the catalytic cycle involvingClO andHO2

contributes less than 5% to the total loss of ozone (Salawitch et al., 1993). For an accu-

rate representation of chlorine activation within the vortex, SWIFT needs to represent the

key processes that convert the reservoir species into reactive chlorine and vice versa. Once

the reservoir species have been calculated by SWIFT, the amount of reactive chlorine is

calculated by:

[ClOx] = [Cly]− [HCl]− [ClONO2] (5.4)

whereCly is the total concentration of all inorganic chlorine species and whereHCl and

ClONO2 time series are generated by first order differential equations described in sections

5.2.2 and 5.2.3 below.Cly is assumed to be constant inside the vortex during winter/spring.

SWIFT accounts for several key mechanisms that control the balance betweenClOx and

the reservoir species,ClONO2 andHCl, which can be broadly divided into chlorine ac-

tivation and deactivation. The chemical reactions involved in these processes, and their

implementation in SWIFT, are described below. The equations that are implemented in

SWIFT are colored in the following sections so that they can be attributed to the terms

given in Figure 5.1, which summarizes all equations incorporated in SWIFT.

5.2.2 Chlorine activation

A detailed discussion of the heterogeneous chemistry underlying ozone depletion was pre-

sented in Chapter 1. A brief precise of that material, relevant to the specific formulation of

the SWIFT equations, is provided here. Heterogeneous reactions on the surface of solid and

liquid particles that involveClONO2, H2O, andHCl provide two effective mechanisms to

activate chlorine. The hydrolysis ofClONO2 results in the formation ofHOCl andHNO3:

ClONO2(g) + H2O(s, l) → HOCl(g) + HNO3(s, l) (R1)
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where (g) refers to the gas phase and (s,l) to the solid or liquid phase, respectively.HOCl

is quickly photolyzed, releasing chlorine and hydroxyl radicals. The effectiveness of reac-

tion R1 depends strongly on the composition of the particlesinvolved in the heterogeneous

reactions. As described in Chapter 1, these particles include (depending on the particle

type),HNO3, sulfuric acid and/or water. At higher sulfuric acid concentrations, or at lower

temperatures, more of theH2O is taken up onto the particles to be used in reaction R1. Ac-

cordingly, reaction R1 becomes more important at very low temperatures. The hydrolysis

of ClONO2 is implemented in the model by:

ClONO2hydro = −H · [ClONO2] · FAP ′ (5.5)

whereH is the fit-coefficient. TheClONO2 hydrolysis (reaction R1) is only triggered when

reaction R2 (see below) becomes sufficiently slow i.e. when the coverage of the vortex by

PSCs exceeds some threshold. TheFAP ′ term in equation 5.5 accounts for this threshold

sensitivity ofClONO2 hydrolysis by being defined asFAP − yy, whereyy is also a model

fit coefficient.FAP ′ is set to have a minimum value of zero. As in Chapter 4,FAP was

calculated by applying equation 4.2, although it is now calculated as the fractional area with

the dynamical vortex boundary, and not the area poleward of 62◦ S as was done in Chapter 4.

The uptake ofHCl onto liquid PSC particles increases the reactivity ofClONO2. As stra-

tospheric temperatures decrease, the solubility ofHCl increases and the reaction:

ClONO2(g) + HCl(s, l) → Cl2(g) + HNO3(s, l) (R2)

becomes faster than the hydrolysis ofClONO2 (reaction R1).Cl2 is rapidly photolyzed in

the sunlit atmosphere, releasing two chlorine atoms. As a result, Cl2 cannot build up in

significant quantities. Accordingly, in SWIFT, the photolysis ofCl2 is ignored and reaction

R2 together with the photolysis ofCl2 is equivalent to a system that directly produces

ClOx. WhenHCl concentrations are low, reaction R2 is limited by the uptakeof HCl onto

the PSC particles and the effectiveness depends not only on the concentration ofClONO2

but also on theHCl concentrations. Furthermore, for lowHCl concentrations, reaction

R1 dominates the chlorine activation, representing a sink for ClONO2. The efficiency

of chlorine activation via reaction R2 (i.e. the reaction ofClONO2 with HCl, hereafter

referred to asClONO2wHCl) is implemented in the SWIFT model by:

ClONO2wHCl = −A · [ClONO2] · [HNO3] · FAP (5.6)
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and for very lowHCl concentrations (HCl ≤10 ppt)

ClONO2wHCllow = −A · [ClONO2] · [HCl] · [HNO3] · FAP (5.7)

whereA is the fit-coefficient and the term[HNO3] ·FAP acts as a proxy for the availability

of reactive surfaces. Reactions 5.6 and 5.7 drive changes inboth theClONO2 andHCl.

The photodissociation ofClONO2 is also a source of reactive chlorine because the primary

end products areCl andNO3. The photodissociation is represented in SWIFT by:

ClONO2photo = −G · [ClONO2] · FAS (5.8)

where the fit-coefficientG describes the efficiency of the photodissociation.

5.2.3 Chlorine deactivation

ClONO2 is one of the most important chlorine reservoir species in the polar stratosphere

and is formed by the three body process:

ClO + NO2 +M → ClONO2 +M (R3)

where the third bodyM is a collision partner needed for conservation of momentum.This

reaction provides an effective mechanism to convert reactive chlorine into the chemically

inert reservoir speciesClONO2. However, reaction R3 is limited by the amount of available

NO2. As the winter polar lower stratosphere is heavily denoxified (Chipperfield et al.,

1997), i.e. removal of gaseous nitrogen oxide (NOx) by convertingNOx species intoHNO3

(Chapter 1), the recovery ofClONO2 is driven by the release ofNO2 from the photolysis

of HNO3.

HNO3 + hν → OH+NO2 (R4)

However, the amount of gaseousHNO3g is suppressed by the uptake ofHNO3g onto PSCs

particles which inhibits the reformation ofClONO2. When temperatures rise and PSCs

evaporate, gaseousHNO3g is released and reaction R4 producesNO2. This is followed by

the fast reaction withClO which deactivates reactive chlorine.

WhenClO concentrations are high, reaction R3 is fast and it can be assumed made that

ClONO2 is directly produced from reaction R4. The photolysis ofHNO3 as a source of

ClONO2 is presented in SWIFT as:

HNO3photo = B · [HNO3](g) · FAS (5.9)
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whereB is the fit-coefficient andHNO3g is provided by a separate first order differential

equation described further below. For very lowClOx concentrations (ClOx ≤ 0.2 ppb) and

therefore lowClO concentrations, the production ofClONO2 via reaction R3 is limited and

depends on the amount of available reactive chlorine:

HNO3photo low = B · [ClOx] · [HNO3](g) · FAS (5.10)

An alternative pathway for the deactivation of chlorine is provided by the production of

HCl, with the most important source reactions being:

ClO + OH → HCl + O2 (R5)

Cl + CH4 → HCl + CH3 (R6)

Unless ozone concentrations are very low, the formation of the relatively inert reservoir

speciesHCl plays a secondary role in deactivating chlorine as the timescale of reforming

HCl is about the same as the timescale forHNO3 photolysis (Santee et al., 1996, and

references therein). As a result, reactions R5 and R6 are much slower than the deactivation

of chlorine compounds via the formation ofClONO2 (reaction R3) and both reactions R5

and R6 can be ignored when calculating vortex average ozone.When ozone decreases to

very low values, e.g. during the formation of the Antarctic ozone hole, the main loss process

for chlorine:

Cl + O3 → ClO + O2 (R7)

cannot occur and theCl concentration increases. As a result, reaction R6 becomes very fast,

and chlorine is primarily deactivated by forming the reservoir speciesHCl. The chlorine

deactivation byHCl production is implemented in SWIFT by:

Chorineprod = C · [ClOx] · FAS ·
1

O3
+ F · ClOx · FAS2 (5.11)

whereC andF are the fit-coefficients and the term [ClOx] · FAS describes the photolysis

of ClO andClOOCl, both of which release chlorine atoms that can react with methaneCH4

(reaction R6) contributing to theHCl recovery.

The chemical reactions described above drive chlorine deactivation and activation, and the-

reby control the balance betweenClOx and the reservoir speciesClONO2 andHCl. For

reactions R2 and R4,HNO3g is required. As the denoxification of the lower stratosphereis

completed within the first few weeks during winter, the assumption is made that totalHNO3

has no source. Therefore, all nitrogen containing species,exceptClONO2, (NOy = NOx

+ HNO3) are present in the form ofHNO3, i.e. NOy = HNO3. The production ofHNO3
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via reaction R2 can be neglected as theClONO2 abundances are relatively small (about

2 ppb) compared to theNOy concentrations (between 8 and 18 ppb). Based on this assump-

tion, the change in the vortex average totalHNO3 concentration is primarily determined

by photolysis and denitrification. However, the photolysisof HNO3 is slow during winter

and can be neglected in SWIFT. The microphysical processes that describe the formation,

growth, and sedimentation of PSC particles are very complexand cannot be captured in any

detail in this simple semi-empirical model approach. To describe the details of nucleation,

growth and sedimentation a Lagrangian microphysical modelthat calculates the temporal

changes inHNO3 along trajectories, accounting for growth, evaporation and transport, is

needed. However, althoughHNO3 concentrations are needed for the chemistry in activa-

ting and deactivating chlorine, it is not a key species and a rather simple description of

denitrification is sufficient to describe the chemical processes. Therefore, denitrification

as implemented in SWIFT only depends on the size of the PSC area, i.e. FAP . Gravi-

tational sedimentation ofHNO3 containing PSC particles provides an efficient process to

denitrify the stratosphere, however, particles sizes of many micrometers (10 to 20µm) are

required before denitrification sets in. PSC particles growrapidly if the temperature falls

below the ice frost point, since water ice can then accumulate on these particles. Depen-

ding on the lifetime of PSC particles, they can also grow if their trajectories stay within

the area of the vortex where the temperature is belowTNAT . A prerequisite for these two

processes are large values forFAP . Therefore, in the model, denitrification is triggered if

FAP exceeds a threshold valueyy and then the fraction greater than the threshold is scaled

with the amount of available totalHNO3. In SWIFT, the effectiveness of denitrification is

represented by:

HNO3denit = −E · [HNO3] · FAP ′ (5.12)

whereE is a fit-coefficient.FAP ′ is zero ifFAP is smaller than the thresholdyy and

otherwiseFAP ′=FAP − yy as was the case for the hydrolysis ofClONO2.

From the total amount ofHNO3 calculated by SWIFT, the gaseousHNO3 is computed

by:

[HNO3](g) = [HNO3](t) · (1− FAP ) + zz · [HNO3](t) · FAP

wherezz is a fit-coefficient. Other than when PSCs exist, i.e.FAP=0,HNO3 total is equal

to gas phaseHNO3 (HNO3(g)) while when PSCs exist,HNO3g is a scaling ofHNO3(t).
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Figure 5.1: SWIFT model equations where the individual terms are color coded correspon-
ding to the equations given in Sections 5.2.2 and 5.2.3. (individual processes are described
in text).

5.3 Empirical determination of the fit-coefficients

The first step towards using SWIFT as a means of validating thepolar heterogeneous

chemistry in CCMs, is to fit SWIFT to real world observations to obtain the set of fit-

coefficients against which coefficients derived from fittingto the CCM can be compared.

Here, the SWIFT equations are fitted to satellite observations of ozone,HCl, and gaseous

HNO3 (all obtained from the AURA-MLS instrument) and toClONO2 (obtained from the

ACE-FTS instrument). The satellite instruments are described in Chapter 2. Vortex ave-

rage concentrations of these trace gases were provide on the460 K (∼20 km) surface by M.

Santee. This surface was chosen as this is where polar ozone loss maximizes (e.g. Konopka

et al., 2004). When calculating those vortex mean values, rather than using the PV value

demarcating the vortex edge on each day, the median value derived separately for each

winter was used. To remain consistent with the calculation of the observed trace gas time

series, theFAP andFAS values required were also calculated over the dynamical vortex

area demarcated by seasonally constant PV values. For the Arctic, the 35.6 PVU (potential

vorticity unit) contour is used while for the Antarctic the 31.2 PVU contour is used to mark

the vortex edge. As described in Appendix A, the existence ofthe vortex is based on the

seasonal behaviour ofκ which requires PV and wind fields as input. These fields, together
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with temperature fields, were obtained from the latest reanalyses of the European Center

for Medium-Range Weather Forecasts (ECMWF), ERA-interim.

Before being used to establish the fit-coefficients, the contribution of diabatic descent to

the ozone tendency must be determined (right hand term in equation 5.1). Diabatic descent

rates for the 460 K surface, representative of the Arctic andAntarctic stratosphere, were

extracted from Rosenfield et al. (1994) who also show that theinterannual differences in

the diabatic descent rates in the Arctic and Antarctic vortex are relatively small. While the

values taken from Rosenfield et al. (1994) were for years different from those used here, the

small interannual variability, and the fact that SWIFT tracks the increase in ozone early in

the season (see below), suggests that using these values to correct for the effects of diabatic

descent is valid. The assumption of insignificant interannual variability may introduce un-

certainties, especially in the dynamically more active Arctic vortex. The vertical gradient

in ozone (∂[O3]/∂θ) was derived from a seven year climatology of HALOE (HalogenLimb

Occultation Experiment) and UARS-MLS vortex average ozoneobservations. This ozone

gradient, together with the diabatic descent, is used to estimate the vortex average vertical

ozone transport.

Fitting the SWIFT equations to observations during one Arctic winter (2004/2005) and

one Antarctic winter (2006) results in two sets of 10 fit-coefficients derived separately for

the Arctic and Antarctic. The differential equations (Figure 5.1) are solved by employing a

fourth order Runge-Kutta method (Press et al., 2007). As wasdone with the semi-empirical

models used in Chapter 4, a combination of the interval halving method and the non-linear

least squares fitting method, that minimizes the sum of the squares of the residuals, is used

to find the best set of parameters that optimally fits the measurements (for details see Chap-

ter 4). The sum of the squares of the residuals is calculated individually for all species and

is then accumulated into a total sum. The optimization procedure described in Chapter 4

minimizes the total sum to derive the fit-coefficients. Because the ACE-FTS measurements

of ClONO2 are less reliable (see Chapter 2), the sum of the squares of the residuals from

theClONO2 fitting is weighted by 0.3 compared to those from the other fits. On the other

hand, because the fit to ozone is deemed to be the primary output from SWIFT, the sum of

the squares of the residuals from the ozone fit is weighted by 3.

To simplify the fitting procedure, to allow the seasonal evolution of the different trace gases

to be displayed in the same figure, and to allow the fit-coefficients to be directly compared,

all measurement time series to which SWIFT was fitted were normalized by dividing each

time series by the value on the first day of the season (see Table 5.1). SWIFT is initialized

on the first day whenFAP becomes non-zero, e.g. PSC formation starts, and ozone,Cly,
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Species Arctic Antarctic
HNO3g 11.8 ppb 10.6 ppb
ClONO2 1.8 ppb 2.4 ppb
HCl 1.8 ppb 2.4 ppb
O3 2.9 ppb 2.6 ppb

Table 5.1: Scaling factors as used to compare the normalizedmodel concentrations with
satellite observation.

andHNO3 are set to unity. Further, it is assumed thatCly is only present in the form of

HCl, ClONO2 andClOx. Since within the model no chlorine activation can occur without

the presence of PSCs, the initial value forClOx is set to zero and, as a result, the ratio of

HCl to Cly and the ratio ofClONO2 to Cly can be derived from the observations at the

beginning of the simulation. Therefore, according to the satellite measurements, the initial

value forClONO2 is set to∼30% ofCly and to∼70% ofCly for HCl.

As the time rate of change in totalHNO3 depends only onFAP and is therefore inde-

pendent of the concentration of the other key species controlling chlorine activation and

deactivation, the fit-coefficientsE, yy, andzz can be derived independently of the other

SWIFT equations. The fitting of theHNO3 tendency equation is described in Section 5.3.1

below. Once this fit has been completed, the remaining 7 fit parameters are derived as

described in Section 5.3.2.

5.3.1 Fitting the HNO3 equation

To determine the fit-coefficientsE, zz, andyy, SWIFT calculates the evolution of total

HNO3 from whichHNO3g is derived. The sum of the squares of the differences betweenthe

SWIFT modelledHNO3g and the Aura-MLSHNO3g observations is minimized, resulting

in two optimal sets of parameters for the Arctic and Antarctic. The derived fit-coefficients

are summarized in Table 5.2. The modelled totalHNO3 andHNO3g using the derived

fit-coefficients, together with the MLSHNO3g observations are shown in Figure 5.2.

Fit-coefficient Arctic Antarctic
E 0.26 0.02
zz 0.81 0.48
yy 0.58 0.35

Table 5.2: Derived fit-coefficients for the Arctic and Antarctic by applying SWIFT to gas
phaseHNO3 Aura-MLS observations.



5.3 Empirical determination of the fit-coefficients 139

As shown in Figure 5.2, the model simulates higher rates of denitrification for the Antarctic

than for the Arctic as expected due to the larger PSC extent (greaterFAP values) in the

Antarctic. The uptake ofHNO3g onto PSC particles occurs rapidly, as soon as PSCs form,

resulting is a relatively steep decrease inHNO3g at the beginning of the Antarctic winter.

TheHNO3g concentration minimizes with the maximum inFAP . As temperature and solar

radiation increases, PSCs evaporate as represented by decreasingFAP values, andHNO3g

is released. As soon asFAP falls below the threshold for denitrification (representedby

yy), totalHNO3 concentrations stay constant. With the completed disappearance of PSCs,

HNO3g equalsHNO3 total.

As Arctic temperatures are not as low as in the Antarctic, fewer PSCs are formed resulting

in a smaller rate of denitrification than in the Antarctic. This interhemispheric difference is

reproduced by SWIFT, where the concentration ofHNO3 total is reduced by 60% during

the Antarctic winter while the denitrification in the Arcticresults in a reduction of about

50% in these particular winters. The uptake ofHNO3g at the beginning of the winter oc-

curs about as rapidly as in the Antarctic as soon as PSCs are formed, resulting in about the

same slope of theHNO3g decrease as in the Antarctic. The ratio ofHNO3 total toHNO3g

is smaller in the Arctic than in the Antarctic and therefore lessHNO3g is tied up in PSC

particles in the Arctic winter. As in the Antarctic, as soon as FAP values fall below the

threshold for denitrification,HNO3 total remains constant and with the disappearance of

PSCs,HNO3g concentrations increase.

An initial examination of theHNO3 fit-coefficients in both hemispheres might lead one

to conclude that the efficiency of the denitrification process is higher in the Arctic than in

the Antarctic. It should be noted however that the denitrification process in the Arctic is

triggered at higherFAP values than in the Antarctic. The difficulty here is that the sea-

sonal evolution ofHNO3 andHNO3g results from the combined effects of multiple terms

whose fit-coefficients are correlated. Rather than comparing the individual fit-coefficients,

a better test of the complementarity of the coefficients is touse the coefficients derived for

one hemisphere in the equations for the other hemisphere. When the Antarctic coefficients

are used in the Arctic, a reasonable fit to the observations isobtained (red dashed line right

hand panel of Figure 5.2). This suggests that when comparingresults from SWIFT fitted

to observations with SWIFT fitted to CCMs, rather than comparing the fit-coefficients, it is

more meaningful to use the coefficients from one system in theequations for the other and

then compare the quality of the fits. Because of the interdependence of the fit-coefficients,

a similar evolution inHNO3 can be modelled for quite dissimilar fit-coefficients. Alternati-

vely, if fit-coefficients are derived simultaneously for twosystems (e.g. Arctic and Antarc-

tic, or reality and a CCM) and are found to provide equally acceptable quality of fits in both
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Figure 5.2: ModelledHNO3 total (green line) andHNO3 gas phase (red line) compared
to MLS observations of gaseousHNO3 (black symbols) for one Antarctic and one Arctic
winter. The dashed red line in the right panel represent the SWIFT modelledHNO3 gas
phase using the derived fit-coefficients from the Antarctic observations. The calculated
FAP (blue line) andFAS (orange line) are also included in this figure.

systems, the behaviour of the two systems can be taken to be comparable. The strategy then

is to fit SWIFT to both systems separately (obtaining two setsof fit-coefficients) and then

simultaneously (obtaining a single set of fit-coefficients). If the sum of the squares of the

differences between the fits and the data being fitted changessubstantially between these

two approaches, the systems are fundamentally different.

It should also be noted that the fits derived above are for a single Antarctic winter and

a single Arctic winter. Anomalous behaviour is one of these cases might produce fit-

coefficients that are not generally representative of that hemisphere. Future analysis will

extend this work to multiple years. In spite of these caveats, the results presented above

indicate that the denitrification process is captured fairly well by SWIFT so that the derived

evolution ofHNO3 total andHNO3g can be used to model the vortex average evolution of

the remaining species.

5.3.2 Simulating chlorine activation and deactivation

The SWIFT equations were fitted to observations of vortex averaged ozone,ClONO2 and

HCl to derive the remaining fit-coefficients. The resulting fits,together with theHNO3g

fit, are shown, together with the observed vortex averaged trace gas concentrations, for the

Antarctic vortex in Figure 5.3 and for the Arctic vortex in Figure 5.4. The corresponding
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fit-coefficients, that provide a measure of the importance ofthe individual chemical reac-

tions driving chlorine activation and deactivation, are summarized in Table 5.3.

Fit-coefficient Arctic Antarctic see equations
A 0.31 0.25 5.6, 5.7
B 0.35 0.21 5.9, 5.10
C 0.00 0.0061 5.11
D 0.063 0.032 5.3
F 0.39 0.45 5.11
G 0.11 0.38 5.8
H 0.60 0.00 5.5

Table 5.3: Derived fit-coefficients by applying SWIFT to Aura-MLS and ACE-FTS measu-
rements.

In 2006, the Southern Hemisphere lower stratosphere was cold enough so that 50% and

more of the polar vortex was covered by PSCs from mid-June to the end of September.

With the formation of PSCs, particles take upHNO3g , andHCl and heterogenous pro-

cesses convert the reservoir species into reactive chlorine. As a resultHCl concentrations

decrease and together withClONO2, reactive chlorine is formed leading to an increase in

ClOx concentrations (Figure 5.3). The observed strong decline in HCl at the beginning of

the winter is well reproduced by SWIFT. The minimum inHCl coincides with the maxi-

mumFAP values at the beginning of August. In contrast to the measurements, modelled

HCl concentrations drop almost to zero by the end of July/beginning of August. During

that period,ClONO2 concentrations increase slightly and do not drop below∼0.16 ppb.

Furthermore, the reactive chlorine concentrations peak bythe end of July and decrease the-

reafter. As soon asFAP values no longer increase,HCl andClOx concentrations reverse

their previous trends.

With the onset of PSC evaporation, and therefore decreasingFAP values, theHCl concen-

trations start to increase. This increase results from the release ofHCl due to the eva-

poration of PSC particles but also from the reaction of chlorine with methane (reaction

R6), where the latter contribution to theHCl recovery becomes more important with lo-

wer ozone abundances towards the end of the winter. With the increase inHCl, reactive

chlorine is deactivated, as seen in the decline inClOx. The decline inHNO3g slows once

FAP maximizes and lessHNO3 is taken up onto PSC particles. As a result, moreHNO3g

is available for photodissociation (reaction R4) which, however, is slow. The small rise in

ClONO2 concentrations is a result of the photolysis ofHNO3g . The photodissociation of

HNO3g does not produce enoughNOx that can combine withClO to deactivate chlorine via

reaction R3. As a result, chlorine is kept active longer and ozone concentrations decrease

further, even though the activation of chlorine on PSC particles is reduced. With the decline
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Figure 5.3: Evolution of vortex averageClONO2 (black line),HCl (orange line),HNO3g

(red line), ozone (green line) andClOx (purple line) concentrations together with calculated
FAP values (blue line) as simulated by SWIFT and as observed by Aura-MLS (ozone,
HCl, HNO3g) and ACE-FTS (ClONO2) for the Antarctic winter 2006. The vortex average
concentrations are calculated within a constant potentialvorticity contour of 31.2 PVU.
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Figure 5.4: Evolution of vortex averageClONO2 (black line),HCl (orange line),HNO3g

(red line), ozone (green line) andClOx (purple line) concentrations together with calculated
FAP values (blue line) as simulated by SWIFT and as observed by Aura-MLS (ozone,HCl,
HNO3g) and ACE-FTS (ClONO2) for the Arctic winter 2004/2005. The vortex average
concentrations are calculated within a constant potentialvorticity contour of 35.6 PVU.
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in ozone, more chlorine atoms can build up and the reaction R6becomes an effective deacti-

vation mechanism for chlorine. This explains the rapid reformation ofHCl at the end of the

winter. The preferential reformation ofHCl in the Antarctic is also represented in the coef-

ficientsB andF (Table 5.3). As represented by the fit-coefficientF , the photodissociation

of ClOx that releases chlorine atoms, plays the dominant role in deactivating chlorine by

reformingHCl while the smaller coefficientB indicates that the reformation ofClONO2

via reaction R3 plays a minor role in chlorine deactivation.The observed steep rate of

increase inClONO2 at the end of the winter is not reproduced by SWIFT. However, this

increase most likely results from an ACE-FTS sampling artifact (Santee et al., 2008b) (see

Chapter 2) rather than from chemistry. Furthermore, the photolysis ofClONO2 dominates

the overall tendency inClONO2 (represented in fit-coefficientG). This photodissociation

causes the steep decline inClONO2 in October which is related to the stagnantClOx de-

cline during that time. The hydrolysis ofClONO2 does not contribute to chlorine activation

at all as theH coefficient is zero. This indicates that theHCl concentration does not go low

enough so that reaction R1 becomes important. By the end of the analysis period, all inor-

ganic chlorine is in the form ofHCl and therefore the dominant chlorine reservoir species

at the beginning and at the end of Antarctic winter isHCl.

The overall vortex average evolution of ozone is well captured by SWIFT. At the begin-

ning of the winter, ozone concentrations increase due to downward vertical transport across

potential temperature surfaces. This ozone supply partially masks the ozone depletion due

to catalytic cycles as shown in Figure 5.5. In the Antarctic winter, diabatic descent ceases

by the end of July (Rosenfield et al., 1994). As a result, no vertical transport of ozone oc-

curs and only chemical processes contribute to the ozone tendency (Figure 5.5). At 460 K,

the ozone concentration decreases by about 70% from its initial value. However, without

any vertical transport of ozone, almost all ozone would havebeen depleted at that potential

temperature as shown in Figure 5.5.

In the dynamically more disturbed Arctic vortex, temperatures in the lower stratosphere

are higher than in its southern counterpart and the vortex iscovered by PSCs for a shorter

time period. Furthermore, PSCs cover less of the vortex compared to the Antarctic such

thatFAP values exceeding 0.5 occur over a time period of only 1.5 months (mid Decem-

ber to the end of January) compared to 3-4 months in the Antarctic. Because ACE-FTS

samples outside or near the vortex edge in December 2004 (Santee et al., 2008b), no ACE-

FTSClONO2 measurements inside the vortex are available before the beginning of 2005.

However, the onset of chemical processes that activate chlorine starts with the formation of

PSCs, and therefore the model is initialized from the first day of PSC occurrence, regardless

of whether measurements exists or not.
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Figure 5.5: SWIFT modelled vortex average ozone concentrations (green) for the Antarctic
winter 2006 and the Arctic winter 2004/2005. The dark green line indicates vortex average
ozone concentrations if no chemical destruction would occur and the red line indicates
vortex average ozone concentrations if there was no diabatic descent inside the vortex.

SWIFT reproduces the vortex averaged evolution ofHCl very well in the Arctic winter.

The measurements and the model show a continuous decrease inHCl as soon as PSCs are

formed and until PSCs evaporate, starting in mid February. Even when stratospheric tempe-

ratures increase,HCl remains suppressed, whereasClONO2 increases rapidly (Figure 5.4).

ClONO2 hydrolysis, whose effectiveness is represented byH, is the most effective reaction

for chlorine activation in the first few weeks at the beginning of the winter, resulting in the

strong decrease inClONO2. However, this decrease does not last long, as with the uptake of

HCl onto PSCs particles, reaction R2 is favored for chlorine activation. The steep increase

in ClOx changes to a more moderate increase due to reaction R2. The uptake ofHNO3g

onto PSCs particles is less than observed in the Antarctic. Therefore, moreHNO3g is avai-

lable, and as soon as enough sunlight is available (beginning of January) small amounts of

NOx are released leading to the formation ofClONO2, even though chlorine activation via

reaction R2 still takes place.

Once heterogeneous processes slow, a strong increase inClONO2 is observed, which is

well reproduced by SWIFT. This early deactivation of chlorine, by the end of January,

prevents severe ozone depletion in the Arctic. From the end of January onwards to the be-

ginning of March,ClONO2 is the dominant reservoir species and the equilibrium between

ClONO2 andHCl slowly recovers at the end of the winter. Contrary to the Antarctic winter,

whereFAP values well above 0.5 were present, andHCl concentrations were increasing,

HCl concentrations do not increase until PSCs evaporate at the end of February. This result,
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together with the more moderate increase inHCl at the end of the winter, indicates that the

formation ofHCl via reaction R6 is suppressed due to the lack of chlorine atoms. This inter-

hemispheric difference in chlorine deactivation is represented in the fit-coefficients (Table

5.3).

In the Arctic winter, the evolution of vortex averaged ozoneis also well represented by

SWIFT. The amount of ozone reduces by about 20% during the winter (light green trace

in right-hand panel of Figure 5.5). Without vertical transport of ozone, chemical ozone

destruction would have caused a reduction in ozone of about 60% (red trace in right-hand

panel of Figure Figure 5.5). This difference is larger than was observed for the Antarctic

because of the stronger diabatic transport in the Arctic vortex than in the Antarctic vortex.

This large influence in the Arctic highlights the importanceof considering diabatic descent

when determining the chemical ozone loss within the Arctic vortex. It also highlights the

need for diabatic descent rates to be produced as an output from CCMs if SWIFT is to be

used as a diagnostic for those CCMs.

The results presented above show that SWIFT reproduces the observed vortex average evo-

lution of the key species for polar ozone loss well. This demonstrates that SWIFT is able

to capture the key sensitivities of ozone loss to chlorine activation and deactivation.

5.4 Application of SWIFT to EMAC-FUB

To test SWIFT as a diagnostic tool for assessing the heterogeneous chemistry in CCMs,

output from the EMAC-FUB CCM was used to derive the SWIFT fit-coefficients. The

EMAC-FUB model is described in Section 5.4.1. Because a number of issues were revea-

led when applying SWIFT to EMAC-FUB, only preliminary results (i.e. only theHNO3

fits) are presented in Section 5.4.2. In Section 5.5 a brief overview is given on the issues

in EMAC-FUB, and in CCMs in general, that prevent direct application of SWIFT. This is

followed by an outlook on how SWIFT might be adapted to betterdeal with known defi-

ciencies in CCMs.

5.4.1 Model description - EMAC-FUB

EMAC-FUB is based on the 5th generation European Centre Hamburg GCM, ECHAM5

(Roeckner et al., 2003) that is coupled to the Modular Earth Submodel System (MESSy)

(Jöckel et al., 2005). The EMAC-FUB model includes a spectrally resolved short-wave ra-

diation routine (Nissen et al., 2007) as well as the atmospheric chemistry module MECCA1
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(Sander et al., 2005) that can be used for tropospheric and stratospheric chemistry calcula-

tions. The chemistry module includes stratospheric homogeneous and heterogeneous ozone

chemistry involving the basic ozone,CH4, HOx, andNOx chemistry and the main chlorine

and bromine reactions in the stratosphere. The module also accounts for the ozone related

chemistry of the troposphere, including non-methane hydrocarbon chemistry. The kinetic

reaction rates, as recommended by Sander et al. (2003), are used in the chemistry scheme.

In the vertical, the model consists of 39 levels on a hybrid-pressure grid, extending from

the surface to the uppermost layer centered at 0.01 hPa (∼80 km). Therefore, the model

not only includes the troposphere but also the stratosphereand mesosphere. The enhanced

vertical resolution near the tropopause is 500 m. The spectral horizonal resolution of T42

was chosen for the model, i.e. 42 wave numbers are used to describe all of the fields in

the model. The corresponding quadratic Gaussian grid has a resolution of approximately

2.8◦× 2.8◦ in latitude and longitude. Gravity wave drag, which, in part, drives the meri-

dional circulation in the middle atmosphere, is parameterized following Miller et al. (1989).

For this chapter, EMAC-FUB data were extracted from the CCMVal-SCN2d sensitivity

simulation covering the period from 1960 to 2100. This simulation includes anthropogenic

and natural forcings. Greenhouse gas (GHG) concentrationsare taken from the SRES A1b

scenario IPCC (2001) and ozone depleting substances (ODSs)are based in the adjusted A1

scenario from WMO (2007). Natural variability due to solar variability, the quasi biennial

oscillation (QBO) and volcanic activity is considered in the simulation. The lower boundary

conditions such as sea surface temperatures (SSTs) and sea ice were simulated externally

by an AOGCM based on the SRES A1b GHG scenario and then prescribed in the SCN2d

simulation.

5.4.2 Preparation of EMAC-FUB input

Output from EMAC-FUB from four Arctic winters (1960/1961, 1999/2000, 2049/2050,

2099/2100) and four Antarctic winters (1961, 2000, 2050, and 2100) were used in this

study. Because the SWIFT model is designed to capture key processes in the polar stratos-

phere, the model fit-coefficients are not expected to be time dependent; all time dependence

is captured through the year-to-year changes inCly, FAS andFAP . Theoretically, the

SWIFT fit-coefficients should be traceable to fundamentals of the chemistry such as reac-

tion rate coefficients and/or photolysis coefficients.
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To calculate the vortex averages of the key chemical speciesobtained from EMAC-FUB,

first the location of the vortex edge must be determined. For this purpose, wind fields were

extracted from EMAC-FUB simulations and potential vorticity (PV) fields were calculated

from the required EMAC-FUB output and provided by M. Kunze. Both wind and PV fields

were used to calculate the location of the vortex edge by applying the method described in

Nash et al. (1996) and Appendix A. On days when the vortex exists, PV values demarcating

the vortex edge are determined. These daily values were usedto calculate the yearly median

PV value demarcating the vortex edge for each winter. The derived median PV values for

the Arctic and Antarctic winters are summarized in Table 5.4. These values are not dissi-

milar to those calculated from for the observations, indicating that EMAC-FUB generates

a dynamical vortex of realistic area. To quantify the seasonal evolution of all trace gases,

the area weighted mean within the given median PV contour demarcating the vortex edge

is calculated for each species. Furthermore, similar to theobservations,FAS andFAP

values were also derived based on the location of the vortex edge. The temperature fields

required for the calculation ofFAP were also extracted from EMAC-FUB and provided

by M. Kunze.

Fit-coefficient Year median PV [PVU]
Arctic 1960/1961 29.3

1999/2000 35.4
2049/2050 33.2
2099/2100 29.7

Antarctic 1961 -32.1
2000 -33.5
2050 -32.4
2100 -30.4

Table 5.4: Calculated median vortex edge potential vorticity (in PV units) as derived from
EMAC-FUB model output.

5.4.3 Fitting theHNO3 equation

When applying SWIFT to the EMAC-FUB output, the same assumptions are made as for

the observations. As shown below, known model deficiencies may at times lead to a break-

down in these assumptions which complicates the fitting of SWIFT to the model output.

As was done with the observations, the fit-coefficients describing the efficiency of the deni-

trification within EMAC-FUB are first derived by applying SWIFT to the vortex averaged

concentrations ofHNO3g . As in the case of the observations, the EMAC-FUB vortex ave-

rage trace gases are divided by the values given in Table 5.5 to produce time series that have

a normalized initial value. The SWIFT model is initialized on the first day when PSCs are
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formed, i.e. whenFAP is greater than zero. The resultant SWIFT fits for the four Antarctic

and Arctic winters are shown in Figure 5.6 and Figure 5.7, respectively. The corresponding

fit-coefficients are summarized in Table 5.6.

Year scale factorHNO3g

Arctic 1960/1961 9.88
1999/2000 9.72
2049/2050 10.25
2099/2100 9.77

Antarctic 1961 8.67
2000 8.87
2050 8.95
2100 7.60

Table 5.5: Scale factors applied to EMAC-FUB modelledHNO3g concentrations.

Year E yy zz
Arctic 1960/1961 0.037 0.18 1.0

1999/2000 0.014 0.00 1.0
2049/2050 0.088 0.26 0.98
2099/2100 0.011 0.00 1.0

Antarctic 1961 0.037 0.38 0.92
2000 0.063 0.50 0.84
2050 0.014 0.006 0.65
2100 0.012 0.00 0.57

Table 5.6: Scale factors as applied to EMAC-FUB modelledHNO3g concentrations to be
comparable to SWIFT model output.

The fit-coefficients show clear interannual variability. However, as cautioned above, a more

meaningful assessment of the degree of agreement between SWIFT fits to two different

systems is whether the fit-coefficients derived from one system can provide an adequate fit

when applied in the second system. To this end, the fit-coefficients derived from reality

(see Table 5.2) for the Antarctic and Arctic were used in the EMAC-FUB HNO3 tendency

equations to generate the time series shown with red dashed lines in Figure 5.6 and Figure

5.7, respectively. The quality of the Arctic fits is compromised by the fact that this version

of the EMAC-FUB simulation contained a bug in the PSC code (which has subsequently

been fixed) which resulted in no PSCs forming in the Arctic stratosphere (see further dis-

cussion below). The Arctic fits are therefore excluded from this discussion. In spite of the

fact that the same bug was present in the code used to simulatePSCs in the Antarctic, using

theHNO3 fit-coefficients derived from reality for EMAC-FUB in the Antarctic results in

broadly similar behaviour in 1961 and 2000, and very similarbehaviour in 2050 and 2100.

This suggests that EMAC-FUB shows a seasonal evolution in gas phaseHNO3 that is quite
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consistent with that found in reality. A test with output from the revised version of EMAC-

FUB is expected to lead to even better agreement between the fits.

The Antarctic lower stratospheric temperatures modelled by EMAC-FUB are sufficiently

low that more than half of the polar vortex is covered by PSCs for about 4 months in

every winter of the analysis period. The EMAC-FUBHNO3g concentrations show a steep

increase in the first weeks of the winter. This increase is present in all four winters and indi-

cates that the denoxification is not completed by the beginning of the winter and/or vertical

transport within the polar vortex provides a source forHNO3g . Therefore, the production

of HNO3g is greater than the uptake ofHNO3g onto PSC particles. When the polar vortex is

denoxified, PSC particles take upHNO3g and its concentration rapidly decreases. Once the

FAP values maximize, the steep decline changes to a more moderate decrease inHNO3g .

Even when temperatures increase and PSCs evaporate,HNO3g does not increase but rather

levels off at a constant value. Due to the large PSC extent resulting from the EMAC-FUB

temperatures, and the high uptake rate ofHNO3g , a high rate of denitrification (between

60% and 80%) is simulated by SWIFT. Furthermore, for the firsttwo winters (1961 and

2000)HNO3g and totalHNO3 simulated by SWIFT are nearly the same which is also re-

presented in the empirical fit-parameterzz.

It is not expected that SWIFT should perfectly fit theHNO3g concentrations modelled by

EMAC-FUB as the microphysical processes are so complex and are not included in SWIFT

(see above). However, the steep increase at the beginning ofthe winter needs further inves-

tigation. The next step would be to extract theNOx data from the CCM simulation. The

NOx data from EMAC-FUB are readily available and so extending the analysis in this way

can be done in a future study. If the vortex average concentration of NOx is greater than

zero, the polar vortex is not completely denoxified. During polar night, the production of

HNO3g primarily occurs via the heterogeneous reaction on aerosoldroplets (H2SO4/H2O

solutions):

N2O5(g) + H2O(s, l) → 2× HNO3(g) (R8)

Reaction R8 is very fast and has no strong temperature dependence (Peter, 1997). The-

refore, this reaction provides a very effective way to produce HNO3 as the gas-phase

conversion ofNO2 to HNO3g is very slow (Brasseur and Solomon, 2005). Therefore, if

for example, aerosol surfaces within EMAC-FUB are too small, an incomplete denoxifica-

tion at the beginning of the winter can result. Another reason for incomplete conversion of

nitrogen species intoHNO3g could be that the reaction rates for the heterogeneous chemis-

try are too slow or the modelled temperatures are too high, sothat the uptake ofH2O onto

sulfate aerosols (H2SO4) and therefore reaction R8 are delayed. If EMAC-FUB shows that

the vortex average concentrations ofNOx are not zero at the beginning of the winter, this
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would indicate that one of the processes discussed above is not well represented in EMAC-

FUB.

One solution to this problem would be to useNOy = NOx + HNO3 instead ofHNO3g

to fit the equation in SWIFT. As one assumption in SWIFT is thatall NOy is in HNO3

the fit-coefficients derived from the observations would be still comparable with the coeffi-

cients derived from EMAC-FUB data. This correction should eliminate the steep increase

in HNO3g at the beginning of the winter (Figure 5.6). If, however, thevortex is completely

denoxified at 460 K, this would suggest that vertical transport provides a source forHNO3g

and, depending on the diabatic descent rate in the model, this source can cause the steep

increase inHNO3g as shown in Figure 5.6. If the latter is the case, an additional term ac-

counting for diabatic descent needs to be included in SWIFT so that this source ofHNO3g

is considered. Without any further investigation it is not possible to judge which process

within EMAC-FUB is causing the increase inHNO3g . As a result, the denitrification pro-

cess is difficult to quantify and it is very difficult to interpret the derived fit-coefficients and

to compare these coefficient to the observations.

EMAC-FUB simulates much higher temperatures in the lower stratospheric in the Northern

Hemisphere compared to the Southern Hemisphere, so that fewer PSCs are formed in the

Arctic winters. For all four Arctic winters,FAP values stay below 0.5 and the variation

in theseFAP values is higher than in the Antarctic as a result of the more dynamically

variable Arctic vortex. The smaller extent of PSCs affects the denitrification in the Arctic

as lessHNO3g is taken up by PSCs particles. The overall rate of denitrification is reduced

compared to the Antarctic and SWIFT models a reduction ofHNO3 total between 15 and

30%. The further decrease inHNO3g after PSCs evaporate indicates the loss ofHNO3g due

to photolysis (reaction R4) or due to vertical transport inside the polar vortex. For all Arc-

tic winters, the concentration ofHNO3g simulated by SWIFT is identical to that for total

HNO3. This result is somewhat surprising and is investigated further below.

As in the Antarctic,HNO3g concentrations increase at the beginning of each winter. The

increase is not as steep as in the Antarctic but the increase takes place over a longer period.

The differences in the slope of theHNO3g increase indicates that the denoxification pro-

cess is not completed in the Arctic and Antarctic at the beginning of the winter. If vertical

transport would cause that increase, it would be expected that the gradient is greater in the

dynamically more disturbed Arctic vortex, as the diabatic descent rates are greater there

than in the Antarctic (Rosenfield et al., 1994).

As indicated from the results presented above, one possiblecause for the increase inHNO3g

is the incorrect representation of lower stratospheric temperature fields in EMAC-FUB. Ho-
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Figure 5.6: Modelled vortex averageHNO3g concentrations from EMAC-FUB (black sym-
bols) compared to SWIFT modelled concentrations ofHNO3g (red solid line) andHNO3(t)
(green line) for the Antarctic winters 1961, 2000, 2050 and 2100. The dashed red line pre-
sents the SWIFT modelledHNO3g using the fit-coefficients derived from the observations.
The blue line indicatesFAP values calculated from EMAC-FUB temperature fields.



5.4 Application of SWIFT to EMAC-FUB 153

9 : ;< =>
? @AB =C
D @EF GE

HH IJH IKH ILH IMH INH IOH IPH IQH IRJJ IJ STUVWXYTZ[XW\

9 : ;< =>
? @AB =C
D @EF GE

HH IJH IKH ILH IMH INH IOH IPH IQH IRJJ IJ STUVWXYTZ[XW\

] ^_`a _ ba c` d^efg
hiefge

] ^_`a _ ba c` d^jhf
fijehh

9 : ;< =>
? @AB =C
D @EF GE

HH IJH IKH ILH IMH INH IOH IPH IQH IRJJ IJ STUVWXYTZ[XW\

9 : ;< =>
? @AB =C
D @EF GE

HH IJH IKH ILH IMH INH IOH IPH IQH IRJJ IJ STUVWXYTZ[XW\

] ^_`a _ ba c` d^jhk
fijh lh

] ^_`a _ ba c` d^eff
fijhhh

Figure 5.7: Modelled vortex averageHNO3g concentrations from EMAC-FUB (black sym-
bols) compared to simulated concentrations ofHNO3g (red solid line) andHNO3(t) (green
line) from SWIFT for the Arctic winters 1960/1961, 1999/2000, 2049/2050 and 2099/2100.
It should be noted that SWIFT modelledHNO3g is identical to SWIFT modelledHNO3 to-
tal and therefore the red and green lines overlap. The dashedred line presents the SWIFT
modelledHNO3g using the fit-coefficients derived from the observations. The blue line
indicatesFAP values calculated from EMAC-FUB temperature fields.
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wever, this possibility seems to be very unlikely as theFAP values used here were derived

from the EMAC-FUB temperature fields. A rather more likely possibility is that the PSC

formation temperature in EMAC-FUB is different from the formation temperature used

here. If, for example, a lower PSC formation temperature is used in EMAC-FUB than

in SWIFT, the heterogenous chemistry would start earlier inSWIFT than it does in the

EMAC-FUB model as SWIFT producesFAP earlier than EMAC-FUB. As a result, the

simulated evolution of the trace gas species would not agreewith the evolution simulated

by EMAC-FUB. Even more so, the derived fit-coefficients wouldbe reduced solely because

of the lower PSC formation temperature in EMAC-FUB and this could lead to a incorrect

interpretation of the key processes in the CCM. As a different PSC formation temperature is

not uncommon in CCMs because of known temperature biases anddifferent microphysical

schemes, this possible cause of uncertainties has to be considered when applying SWIFT

to CCMs.

BesidesHNO3g , EMAC-FUB also providesHNO3(nat) data which represents the amount

of the totalHNO3 taken up into PSC particles. It transpired that EMAC-FUB didnot pro-

duce any, or only very little,HNO3(nat) in the Arctic winter 1960/1961 and 1999/2000, and

even in the Antarctic, theHNO3(nat) concentrations were very low. This result strongly in-

dicates that the PSC formation temperature in EMAC-FUB is lower than the temperature

threshold used to calculateFAP here. It was later found that an error in the PSC subroutine

in EMAC-FUB caused deficiencies in the simulation of PSC formation, because even if the

simulated temperatures were very low, no PSCs were formed. This could be one expla-

nation for why EMAC-FUBHNO3g increases at the beginning of the winter, as shown in

Figure 5.6 and Figure 5.7.

The results presented above show that SWIFT is not directly applicable to EMAC-FUB

output. Some behaviour issues such as the steepHNO3 increase at the beginning of the

Antarctic and Arctic winter need further detailed investigation and additional model output

to find the actual causes for that increase. Furthermore, using the example of differences

in the PSC formation temperature between EMAC-FUB and SWIFTit was shown that it

is very likely that model deficiencies will affect the SWIFT calculations. SWIFT does not

account for any model deficiencies and therefore further development is required to apply

SWIFT to CCM output. The issues mentioned above need to be resolved first, before the

rest of the parameters can be determined because otherwise acorrect assessment of the re-

sults is not possible. As a result, EMAC-FUB output was not used to derive the remaining

7 parameters. Instead, an outlook for future work is presented in the following section.
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5.5 Conclusion and Outlook

The main differences between CCM simulations of the atmosphere and the real atmos-

phere result from internal model deficiencies. The CCMVal initiative focusses on process-

oriented validation of CCMs to assess their performance andreliability. A comparison of

CCM model output with observations and other models allows identification of model defi-

ciencies. Therefore, while model deficiencies are often known, they are also often difficult

to quantify. SWIFT, as it stands, does not accommodate any model deficiencies. Therefore,

if SWIFT applied to CCM output produces different results toSWIFT applied to observa-

tions, it is difficult to identify if the differences result from a dynamical deficiency, which

may then violate some of the assumptions in SWIFT, or from an inability of the CCM to

accurately simulate the chemical process under consideration. This section will provide a

general discussion of where CCMs, in general, currently have short-comings and how these

might be problematic for the application of SWIFT.

As reported in SPARC-CCMVal (2010), large differences among CCMs exist regarding

PSC formation, PSC types, and PSC particle sizes. Traditionally, the PSC formation tem-

perature,TNAT , is calculated according to Hanson and Mauersberger (1988)and depends

onHNO3 mixing ratios,H2O mixing ratios and pressure, whileTICE is calculated accor-

ding to Marti and Mauersberger (1993). However, due to knownpolar temperature biases

(SPARC-CCMVal, 2010) it is not uncommon that PSC formation temperatures deviate

from the formation temperature calculated by applying the expressions given in Hanson

and Mauersberger (1988) and Marti and Mauersberger (1993) in CCMs. The PSC forma-

tion temperature used to calculateFAP in SWIFT was calculated based on Hanson and

Mauersberger (1988) using a prescribedH2O andHNO3 profile. Using a PSC formation

temperature in SWIFT that is different to that used in CCMs leads to an incorrect repre-

sentation of the chemical processes as the timing of chlorine activation and deactivation

depends on the occurrence of PSCs. Therefore, before applying SWIFT to CCM output,

the PSC formation temperature used in the CCM needs to be known to reliably assess the

processes in CCMs.

SWIFT, as is stands, does not account for any production ofHNO3 as it is assumed that

the polar vortex is denoxified at the beginning of the SWIFT integration. Only denitri-

fication can changeHNO3 concentrations in SWIFT. However, it is known thatHNO3 is

transported downward by diabatic descent in the polar vortex (Arnold et al., 1998). Diabatic

heating rates and therefore the vertical velocity in the polar vortex varies among the CCMs.

As a result, the degree to whichHNO3 is transported vertically depends on the CCM. To

account forHNO3 production in SWIFT, the CCM modelled diabatic descent rates should
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be included in theHNO3 equation as it was done for ozone in this chapter. Another ad-

vantage of implementing the diabatic descent is that it allows for the investigation of the

processes leading to anHNO3 increase at the beginning of the winter, i.e. it could be inves-

tigated if theHNO3 increase results from an incomplete denoxification at the beginning of

the winter or if theHNO3 increase is caused by vertical transport across isentropicsurfaces.

In applying SWIFT to observations, it is assumed that the airmasses inside the vortex

are well isolated from mid latitude air masses and horizonalmixing is negligible. However,

as shown in the study by Austin et al. (2010b), in some CCMs mixing across the vortex

edge occurs and is usually too high. Therefore, applying SWIFT to CCM output without

accounting for horizontal mixing processes can result in anunderestimation of catalytic

ozone depletion as mixing across the vortex edge provides a source/sink for trace gases.

Without accounting for mixing, one could conclude that the key processes leading to chlo-

rine activation and deactivation are not well represented in the CCM. To prevent such an

incorrect conclusion, horizontal mixing needs to be included in SWIFT before it can be ap-

plied to CCMs. One possible solution could be to determine the concentration of the trace

gas outside of the polar vortex. Knowing the trace gas concentration inside the vortex and

outside, an additional ‘mixing parameter’M could be introduced in SWIFT:

(TraceGasinside − TraceGasoutside) ∗M (5.13)

SWIFT would model the trace gas concentration inside the vortex and the concentration

outside the vortex is assumed to be constant.M is a empirical fit-coefficient accounting for

meridional mixing. Including this term (equation 5.13) into the SWIFT equations would

provide a measure of how much mixing across the vortex edge occurs in CCMs and to what

extent mixing affects the chemical processes could be estimated. Future tests are required

to investigate the applicability of such an additional termin SWIFT.

The ability of SWIFT to simulate the key chemical processes leading to chlorine activation

and deactivation was demonstrated in this chapter. As theseprocesses are well represented,

SWIFT simulated the Antarctic and Arctic evolution of ozonevery well. To investigate

the applicability of SWIFT as a diagnostic tool to evaluate chemical processes in CCMs,

further development of the SWIFT equations, and an assessment of possible model defi-

ciencies that affect the polar ozone chemistry in CCMs, is required. Accounting for model

deficiencies in SWIFT and then applying SWIFT to CCM output would not only provide

a tool to assess the representation of key chemical processes driving ozone depletion but

it would also provide a tool to quantify the effect of model deficiencies on chemical pro-

cesses driving ozone depletion. Therefore, possible causes for the inaccurate representation

of polar ozone loss in CCMs can be assessed by applying SWIFT to CCM output. Knowing
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which process is poorly represented in CCMs or knowing the effect of model deficiencies

on polar ozone chemistry, is a first step to improve the CCMs.





Chapter 6

Conclusion and Outlook

The aim of this thesis was to assess sources of uncertaintiesin model simulations of polar

stratospheric ozone levels and model projections of the future of the Antarctic ozone hole.

This thesis focussed on three sources of uncertainty arising from: (i) uncertainties in key

kinetic reaction rates used by CCMs to calculate ozone depletion, (ii) uncertainties in future

emissions of GHGs and (iii) uncertainties in the representation of key processes, such as

chlorine activation and deactivation, driving polar ozonedepletion in CCMs. Ground-based

and satellite-based measurements of key trace gases involved in polar ozone destruction

were used to investigate these uncertainties.

To reliably model stratospheric ozone loss it is essential to reduce the uncertainties on the

key kinetic parameters governing the effectiveness of theClO-dimer cycle (Kawa et al.,

2009) which is the most important contributor to overall polar ozone loss (SPARC, 2009).

Using Antarctic day-timeClO profile measurements, this thesis presented two approaches

to derive the key kinetic parameters which control the day-time partitioning ofClO and its

dimer and therefore polar ozone depletion. It was found thatthe derivedJ/kf ratios are in

overall agreement with previous studies and the results indicate that the lower uncertainty

range on this ratio recommended by JPL06 and JPL09 could be excluded. Furthermore, the

results suggest that ifKeq lies in the range of the derived values from previous studies(e.g.

Plenge et al., 2005; Stimpfle et al., 2004; Santee et al., 2010), then the retrievedJ/kf ratio

would lie in the upper half of the given uncertainty range reported by JPL06 and JPL09. As

the study was limited by the information content provided bytheClO measurements, since

only day-time measurements were available, is was not possible to individually quantifyJ

andkf .

To explore the full set of parameters (J , kf , andKeq) individually, additional informa-

tion is required such as day-time and night-time measurements as well as hourly measu-

159



160 Conclusion and Outlook

rements describing the diurnal evolution ofClO during the day and night. This highlights

the importance of developing an approach to separately extract the day-time and night-

time information from measuredClO spectra. Such an approach requires finding a way to

remove baseline artefacts, and most importantly, to removethe interference of the ozone

and nitrogen dioxide lines in the measuredClO spectrum. Such an approach is currently

under investigation (Brian Connor, personal communication) and therefore, if successful,

day-time and night-timeClO measurements can be used in a future study to investigate the

drivers of day-time and night-time partitioning ofClO andClOOCl individually.

Day-time and night-timeClO measurements from the Arctic and Antarctic would allow

an investigation of interhemispheric differences in the effectiveness of theClO-dimer cycle

for depleting ozone. The Arctic vortex is dynamically more disturbed than its southern

counterpart resulting, on average, in about 10 K higher stratospheric temperatures than in

the Antarctic. The kinetic reaction rateskf andKeq are known to be temperature dependent;

an increase in temperature results in a decrease inkf , i.e. a slowing of the dimer forma-

tion, and therefore a decrease inKeq, i.e. ClOOCl decomposes andClO is favored during

night-time. Therefore, using Arctic and Antarctic night-time measurements ofClO to de-

rive estimates ofKeq could reveal information about the temperature dependenceof the

equilibrium constant and could reduce the current uncertainty range onKeq. Furthermore,

the analysis of day-time Arctic and Antarctic measurementsof ClO tests theJ/kf ratio

temperature dependence (assumingJ is well know) and its implication for the effective-

ness of theClO dimer cycle. UsingClO measurements from both the Arctic and Antarctic

can therefore be used to derive estimates of the relationship between temperature and the

effectiveness of theClO-dimer cycle in both hemispheres.

Most of the field studies recently performed to investigate the kinetics of theClO-dimer

cycle focussed onClO and/or ClOOCl measurements made in the Arctic. The study pre-

sented here highlights the need for more studies examining the key kinetic parameters under

stratospheric conditions observed in the Antarctic. It wasshown previously that ClOOCl

measurements can be made in the Arctic stratosphere (Stimpfle et al., 2004; Wetzel et al.,

2010) and that these measurements provide a useful additionto ClO measurement to test

the reliability of theJ/kf ratio andKeq derived in the laboratory. Therefore, in addition

to AntarcticClO measurements, Antarctic measurements ofClOOCl would provide use-

ful means of investigating interhemispheric differences,and to reduce the uncertainties on

the kinetics, and to improve our understanding of theClO-dimer cycle and its effectiveness.

ClO and its dimer are in thermal equilibrium during most of the day-time and night-time

and the day-time partitioning betweenClO and ClOOCl is then driven by theJ/kf ratio.
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Only for a few hours after sunrise and a few hours after sunset, areClO andClOOCl in

non-equilibrium conditions and it is during this time of theday when information aboutJ

andkf individually can be obtained. This highlights the need for in-situ and/or ground-

based measurements during this non-equilibrium period to test the fidelity of the kinetics

separately. The ability to extract hourlyClO profiles without subtracting the night-time

measurement is a prerequisite for investigatingJ andkf during this non-equilibrium condi-

tion betweenClO and its dimer. The use of satellite measurements (e.g. from UARS-MLS,

AURA-MLS) is precluded for such a study as the overpass of thesatellite is limited to two

times a day which does not necessarily coincide with dusk anddawn.

Another technique to assess our understanding of polar chemical processes and their role

in ozone depletion is to formulate a semi-empirical model that describes these processes.

This thesis presented such a semi-empirical model, SWIFT, that describes the key pro-

cesses of chlorine activation and deactivation in the polarstratosphere. Instead of using

kinetic reactions rates, empirical fit-coefficients were used that describe the effectiveness of

the chemical reactions driving ozone destruction in the Arctic and Antarctic. This model

was trained on satellite measurements of key trace gases involved in chlorine activation and

deactivation. It was shown that SWIFT describes the these key processes and the resultant

ozone loss well, including the interhemispheric differences of chlorine deactivation at the

end of the winter.

Knowing that SWIFT correctly describes the atmospheric processes driving polar ozone

chemistry, this thesis aimed to test the applicability of SWIFT as a diagnostic tool for in-

vestigating the representation of these key processes in coupled chemistry-climate models

(CCMs). However, when applying SWIFT to CCM output, a numberof issues were re-

vealed which complicated the application of SWIFT. CCMs areknown to have deficiencies

such as excessive mixing across the vortex edge. The formulation of SWIFT does not ea-

sily accommodate such model deficiencies. Dynamical deficiencies in the CCM, which

may then violate some of the fundamental assumptions in SWIFT (such as large mixing

across the vortex edge), may prevent the use of SWIFT to identify chemical deficiencies.

This thesis showed that to use SWIFT as a diagnostic tool, additional terms have to be

incorporated in the SWIFT equations which account for CCM deficiencies. SWIFT could

then provide a powerful tool not only to assess the chemical processes represented in CCMs

but also to quantify the contribution of model deficiencies to the overall performance of the

key processes controlling ozone depletion in CCMs. The preliminary results presented here

suggest that with further development SWIFT can provide a powerful diagnostic tool for

assessing and validating CCMs.
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Another source of uncertainty in projections of ozone through the 21st century is that that

arises from GHG and ozone depleting substance emissions scenarios. As the atmosphere-

ocean general circulation models (AOGCMs) currently used to project future changes in

the global climate system are not suitable for assessing thefuture evolution of stratospheric

ozone and an alternative approach, complementary to CCMs, was presented in this the-

sis. This approach consists of semi-empirical models that describe the evolution of vortex

average activated chlorine concentrations that can be related to the vortex average evolu-

tion of total column ozone loss, with respect to 1960 levels,in the Antarctic stratosphere.

The models are driven by vortex averaged PSC coverage, that can be calculated from any

temperature field, and by solar illumination. Using NCEP/NCAR temperature fields, these

models were trained on satellite measurements. It was shownthat the semi-empirical mo-

dels reproduce the observations of activated chlorine and ozone loss well including the

interannual variability.

Future ozone projections were conducted for three different GHG emissions scenarios

where the corresponding temperature trends were extractedfrom the output of a state-of-

the-art AOGCM, HadCM3. The semi-empirical models togetherwith a temperature time

series that includes the simulated temperature trends obtained from HadCM3, were then

employed to simulate the future evolution of activated chlorine and ozone loss averaged

over a constant vortex area for the period 2010 to 2100. 1000 Monte Carlo simulations were

performed for each GHG emissions scenario to account for variability in the future tempera-

ture fields. It was found that using the modelled temperaturetrend from HadCM3, Antarctic

ozone returns to 1980 levels about 20 years earlier thanCly returns to 1980 levels. Further-

more, ozone return dates derived here were about 25 years earlier than previously suggested

by various CCM studies (Austin et al., 2010a; Eyring et al., 2010a). It was shown that the

primary cause for the early return can be traced back to the missing temperature↔ozone

feedback in HadCM3. The results presented here show that if the temperature↔ozone

feedback is broken, the return dates of Antarctic ozone to historic levels (i.e. 1980 and

1960) are largely independent of GHG emissions. Independent of the GHG emissions sce-

nario, the increase in stratospheric temperatures due to increasing ozone overwhelms the

cooling effect of enhanced GHGs within HadCM3. However, as the temperature↔ozone

feedback is not accounted for in HadCM3, the GHG-induced stratospheric cooling cannot

affect ozone, i.e. no matter how cold the stratosphere will get due to enhanced GHGs, ozone

increases further as it was calculated off-line and in HadCM3 ozone changes are unaffected

by changes in temperature. In CCMs, on the other hand, the temperature↔ozone feedback

is included. Therefore, GHG-induced cooling affects ozonevia temperature, as lower tem-

peratures results in more PSCs and therefore more chlorine activation. In CCM simulations

the ozone is kept longer at lower values due to that temperature↔ozone feedback and the-
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refore ozone returns to historic levels 25 years. Based on these results, it can be concluded

that to reliably project the future of the stratospheric ozone layer and to assess the changes

in stratospheric ozone due to changes in GHGs, the temperature↔ozone feedback has to be

included in model simulations.

The results of this thesis emphasis the importance of the temperature↔ozone feedback

when projecting the future evolution of stratospheric ozone. If the feedback is broken then

reliable ozone projections cannot be conducted and the return of ozone to historical levels

cannot be precisely estimated. AGCMs do not include the temperature↔ozone feedback

and neither does the semi-empirical model presented here. Based on the study presented

here, extending the functionality of an AOGCM to have some representation of polar stra-

tospheric chemistry, through the use of a semi-empirical model that takes the AOGCM

temperature fields as input does not solve the temperature↔ozone feedback problem. Ho-

wever, coupling the semi-empirical model to an AOGCM in sucha way that both models

run parallel so that the temperature fields from the AOGCM drive the polar ozone chemis-

try, and then in turn the derived ozone radiatively forces changes in temperature, would

provide a powerful tool to conduct accurate simulations of the future evolution of stratos-

pheric ozone. The AOGCM generates temperature fields based on dynamical and radiative

processes as well as trace gas concentrations which provideinput to the semi-empirical mo-

dels. The semi-empirical model then generates ozone fields and feeds them back into the

AOGCM. The AOGCM used these ozone fields in the next time step to generate new tem-

perature fields. This semi-empirical model and AOGCM coupling would provide a tool to

assess the uncertainties in ozone projections due to uncertainties in future GHG emissions.

Furthermore, this coupling could also be used to investigate the contribution of existing

uncertainties in the emissions of ozone depleting substances to the overall uncertainty in

ozone projections.

Projections of future ozone changes by employing the semi-empirical model presented in

this thesis is only applicable in the Antarctic stratosphere. To apply the model in the dy-

namically more disturbed Arctic stratosphere, additionalterms would have to be included.

Expanding the applicability of the semi-empirical models to the Arctic would provide a

tool to examine the interhemispheric differences in the ozone return dates. Furthermore, it

would allow an assessment of interhemispheric differencesin the sensitivity of the ozone

return dates to enhanced GHGs, i.e. the question ‘Do GHGs have a greater influence on the

evolution of stratospheric ozone in the dynamically disturbed Arctic than in the Antarctic?’

could be addressed.
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This thesis, further, emphasizes the importance of atmospheric measurements of trace gases.

Atmospheric measurements are essential and useful to test our current understanding of

chemical key reactions driving polar ozone loss but also to evaluate the performance of nu-

merical models. Especially long-term measurements are indispensable for addressing key

questions in stratospheric ozone behaviour over the last decades.



Appendix A

A.1 Potential temperature

The potential temperature of an air parcel is defined as the temperature that a parcel of

dry air at pressurep and temperatureT would have if it were adiabatically compressed

or expanded to a standard pressurep0 (1013 hPa). Potential temperature can be calculated

using:

θ = T · (
p0
p
)

R
cp (A.1)

whereR is the gas constant for dry air andcp is the specific heat at constant pressure. For

dry airR/cp is 0.286. Surfaces of constant potential temperature are referred to as isentropic

surfaces. The potential temperature is a conserved quantity for adiabatic motions and air

parcels following the motion move along an isentropic surface (surface of constantθ).

A.2 Potential vorticity and calculation of equivalent lati-

tude

Potential vorticity (PV) is an important diagnostic tool for stratospheric dynamical pro-

cesses. One use is used to describe the location of the polar vortex edge (see below).

Potential vorticity is the sum of the curl of the wind field (vorticity) and the planetary vor-

ticity (also known as the Coriolis parameter) due to Earths’s rotation multiplied by vertical

‘stretching’ or horizonal compression (‘shrinking’) of anair column and is written as:

PV = −g · (f + ζθ) ·
∂θ

∂p
(A.2)

whereg is the acceleration due to gravity andf = 2Ωsinφ is the Coriolis parameter where

Ω is the angular velocity of the Earth andφ is the latitude.ζθ = ∂v
∂x

− ∂u
∂y

is the vertical
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component of the curl of the wind field (relative vorticity) on a given isentropic surface

whereu andv are the zonal- and meridional wind components, respectively. Further,∂θ
∂p

is

change potential temperature (θ) with respect to pressurep.

In the absence of friction in an adiabatic flow potential vorticity is a conserved quantity.

Because the Coriolis parameter increases with latitude, PVon an isentropic surface in the

stratosphere generally increases from the equator to the pole. The PV value is normally

negative in the south and positive in the north.

Potential vorticity is usually quoted in potential vorticity units (PVU), where

1PV U = 10−6K ·m2

s · kg
(A.3)

Because PV is a dynamically quasi-conserved property of theatmosphere, lines of constant

PV tend to follow dynamical structures in the atmosphere. Therefore, a PV can be used to

define a new dynamically sensitive coordinate viz; equivalent latitude (see below). Using

the equivalent latitude as meridional coordinate gives thepolar vortex-centered view (Nash

et al., 1996; Butchart and Remsberg, 1986), i.e. equivalentlatitudes are zonally symmetric

arranged around the pole. As equivalent latitude is a usefulquantity in describing vortex

behaviour, the calculation of equivalent latitude is described in the following.

A.3 Equivalent latitude

Equivalent latitude (φe) is defined as the geographic latitude that encloses the samearea as

a PV contour. The equivalent latitude is derived from an isentropic potential vorticity PV

field. The calculation ofφe is performed separately for the northern and southern hemis-

phere.

To derive theφe for the northern or southern hemisphere, the maximum and minimum PV

values for the chosen hemisphere are first determined. The range between the maximum

and minimum value is divided into 100 PV values, equally spaced, so that the first PV value

corresponds to the minimum and the hundredth PV value corresponds to the maximum. For

every PV contour of those 100 PV values, the geographical area enclosed by each contour

is calculated (hereafter referred to asAPVi
, for 1 ≤ i ≤ 100 ). Starting, for example, at the

equator, for every grid box (latitude/longitude) with a corresponding PV value, the area of
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this box is calculated.

Agridbox =
2π × E2

R × [sin(SLat)− sin(NLat)]

NumLong
(A.4)

whereER is the radius of the earth (6371000 m),SLat is the latitude of the southerly boun-

dary andNLat is the latitude of the northerly boundary in radians.NumLong is the total

number of longitudes of the underlaying PV field which depends on the horizontal resolu-

tion of the PV field.

The PV value of the grid box is attributed to one of the 100 PV values (referred to asi).

For example, if the PV value of that grid box corresponds to the 10th value of the 100 PV

values, i.e.i=10, then the calculated area of that grid box is added to the area enclosed by

the 10th PV contour, i.e. the area is added toAPV10 and to all lower order (the cell area

is added toAPV1 to APV10 . This is done for every grid box between in the hemisphere,

resulting in PV contours with a corresponding area. The areacorresponding to the first PV

value (minimum) should be the area of the whole hemisphere and the area corresponding

to the last PV value (maximum) should be zero. The equivalentlatitude can be calculated

from these calculated areas by applying:

φe(i) = arcsin(1−
APVi

2π ×E2
R

); (A.5)

whereAPVi
is the calculated area enclosed by theith PV value of the total 100 PV values.

This process results in 100 equivalent latitudes (from 0 to 90o) corresponding to 100 PV

values. The potential vorticity versus equivalent latitude is shown in Figure A.1. The

location of the highest horizontal gradient of PV can be usedas an indicator for the location

of the vortex edge (see below). The transformation from the two dimensional geographical

grid (longitude/latitude) to one dimension equivalent latitude has the advantage that the

area enclosed by the equivalent latitude is conserved, following dynamical structures. As a

result, for a fixed geographical location, the equivalent latitude changes with time.
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Figure A.1: Schematic of potential vorticity versus equivalent latitude (red line) together
with the meridional impermeabilityκ (blue line). The location of the polar vortex edge is
located at the maximum ofκ.

A.4 Using equivalent latitude to define the vortex edge

The boundary of the polar vortex and mid-latitude air is indicated by the position of the

strong horizontal gradient of PV on an isentropic surface. The vortex edge can be cal-

culated by employing the method described in Nash et al. (1996). First, the meridional

impermeability (κ) is calculated:

κ =
dPV

dφe
× |v| (A.6)

wheredPV
dφe

is the potential vorticity gradient with respect to equivalent latitude andv is the

horizontal wind speed on a given potential temperature surface. The wind speed is averaged

along each PV contour.

The value ofκ is a measure of the strength of the barrier to horizontal mixing. Low values

of κ indicate regions of high meridional mixing, while high values ofκ indicate regions

of high impermeability and low meridional mixing. The location of the dynamical vortex

edge can then be determined by finding the maximum ofκ (Figure A.1)

Calculatingκ for every day of the Antarctic or Arctic winter period and determining the

daily maximumκ can also be used to estimate the longevity of the vortex. In the Antarctic

winter, if the daily maximumκ is greater than 10% of the winter’s maximumκ, then the

polar vortex is assumed to exists (Bodeker et al., 2005). As the Arctic vortex is dynami-

cally more variable than the Antarctic vortex, the threshold criterion for vortex existence

was increased to 20% of the winter maximumκ.
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Abbreviations

ACE-FTS Atmospheric Chemistry Experiment - Fourier Transform Spectrometer

AGCM Atmospheric general circulation model

AOGCM Atmosphere-ocean general circulation model

BDC Brewer Dobson Circulation

CCM Coupled chemistry-climate model

CCMVal Chemistry-climate model validation activity

CFCs Chlorofluorocarbons

CGCM Coupled general circulation model

CMIP Coupled Model Intercomparison Project

DU Dobson unit

ECMWF European Centre for Medium-Range Weather Forecasts

EESC Equivalent effective stratospheric chlorine

FAP Fractional area of the vortex covered by polar stratospheric clouds

FAS Fractional area of the polar vortex that is exposed to sunlight

GHG Greenhouse gas

HALOE Halogen Limb Occultation Experiment

IUPAC International Union of Pure Applied Chemistry

IPCC Intergovernmental Panel on Climate Change

JPL Jet Propulsion Laboratory

MLS Microwave Limb Sounder

NCAR National Center for Atmospheric Research

NCEP National Centers for Environmental Prediction

NDACC Network for the Detection of Atmospheric CompositionChange

NIWA National Institute of Water and Atmospheric Research

ODS Ozone-depleting substance

PCMDI Program for Climate Model Diagnostics and Intercomparison

ppb part per billion = 10−9

ppm part per million = 10−6

ppt part per trillion = 10−12

PSC Polar stratospheric cloud

PV Potential vorticity



SST sea surface temperature

SRES Special Report on Emissions Scenarios

SWIFT Semi-empirical Weighted Iterative Fit Technique

SZA Solar zenith angle

UARS Upper Atmosphere Research Satellite

UV Ultraviolet

WCPR World Climate Research Programme

WMO World Meteorological Organization

WOUDC World Ozone and Ultraviolet Data Center
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