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Abstract

The severe ozone depletion observed in cold winters in the gtratosphere results from
the release of man-made ozone depleting substances subloasflaorocarbons (CFCs),
halons and other halogenated gases such as HCFCs. Thectiestnf the stratospheric
ozone layer is one example of how human activities can atieatomposition of the atmos-
phere with a significant impact on the Earth’s environmeit thie surface climate. Nume-
rous laboratory, field, and model studies have been pertoenprove our understanding
of the underlying chemical processes responsible for odestuction. This knowledge is
required to reliably project the future development of tetspheric ozone in a changing
climate. In particular, the future evolution of the Antacabzone hole has been the focus
of a number of model studies as it is very likely that incregsstratospheric ozone abun-
dances will have a significant impact on the Antarctic swgfaelomate through changes in
the radiative balance. Today, there remain open scientistipns regarding stratospheric
chemistry and projecting the future of the Antarctic ozonkhemains challenging. This
thesis investigates a number of sources of uncertainty \whegacting the future of the An-
tarctic ozone hole. These include uncertainties in theti@acates of the important ozone
depleting catalytic chain reactions, uncertainties t@syfrom different future greenhouse
gas (GHG) emissions, and uncertainties resulting fronrmalemodel parameterizations,
e.g. different chemistry schemes that are incorporatedupled chemistry-climate mo-
dels (CCMs).

Despite the fact that the destruction of stratospheric ezand in particular the forma-
tion of the Antarctic ozone hole due to halogen induced chahneactions, is well unders-
tood, uncertainties in the key kinetic reactions ratesindg\polar ozone depletion remain.
Numerical models rely on accurate kinetic reaction rateseliably simulate the timing
and extent of ozone depletion, which in turn is crucial tofmently assess future ozone
abundances. Atmospheric measurementslof and/orCIOOCI provide a means to quan-
titatively test the key kinetic parameters determined anl#boratory. This thesis presents
two methods, both using ground-bagel{) measurements, to investigate the key kinetic
parameters.[/ky) that control the day-time partitioning ¢f10 and CIOOCI and there-



fore ozone loss. It was found that the derived kinetic patamseare in general agreement
with earlier studies. The results confirm that rather a higlaéue of .J/k, than currently
recommended and used in model simulations is necessarpl@rehe atmospheric mea-
surements. These findings highlight the need for long-teémospheric measurements of
day and night-tim&’10 andC1OOCI and the need to investigate model performance under
stratospheric conditions. Because the scope of this thedigled the making of’ 10 mea-
surements in Antarctica by the candidate (including anwisés to Antarctica to refurbish
and calibrate th€’10 microwave radiometer) and because of the need to quanafyrh
certainties in th&’10 measurements used to derive kinetic parameters, thistimesides

a description of how o€10 microwave radiometer measurements are made in Antarctica
and the retrieval of’10 profiles from measured spectra.

Enhanced GHG emissions are expected to affect global ozmmalances through the pro-
duction of species that are part of catalytic ozone chaicti@as and through GHG-induced
temperature changes in the stratosphere. Uncertaintiesure emissions of GHGs exist
and contribute to the uncertainty in future projections tot®spheric ozone. CCMs are
used to simulate stratospheric ozone changes and to pfajert ozone over the 21cen-
tury. However, due to their high computational expense, GQ@snnot explore the full
range of uncertainty that arises from the uncertainty inreiilGHG emissions in the future
evolution of stratospheric ozone. This thesis presentsva-empirical model approach
which is used to investigate the evolution of stratosphaeto/ated chlorine concentrations
and related changes in Antarctic ozone depletion in a chgngimate. The sensitivity of
the return dates of Antarctic ozone to historic levels (1§60 or 1980) to GHG emis-
sions scenarios is examined. It was found that the retumidaargely insensitive to GHG
concentrations. More importantly, this study shows thaettight coupling between ozone
and temperature plays an important role in determining ¢hérm date of Antarctic ozone
and therefore it is imperative that the ozone-temperatoupling is included in numerical
models used to project future ozone abundances.

To have confidence in CCM simulations of spring-time polasreez loss and projections
of the future evolution of stratospheric ozone it is necessa validate CCMs using a
process-oriented approach rather than only comparing tteehend-products with atmos-
pheric observations. This thesis presents a semi-emipimodel that provides a tool to
assess and evaluate the key processes driving polar ozpletioie in CCMs. The semi-
empirical model, SWIFT, describes the time rate of changkegftrace gases governing
chlorine activation and deactivation. SWIFT is trained tm@spheric observations of trace
gases, providing a set of empirical fit-coefficients. Wheplypg SWIFT to CCM output,
and comparing the derived fit-coefficients with those olgdim reality, the ability of the



CCM to faithfully simulate key chemical processes can besssd. Because a number of
issues where revealed when applying SWIFT to CCMs, thigshm@esents only prelimi-
nary results from the application of SWIFT to a selected CEMAC-FUB. It was found
that known model deficiencies in CCMs complicate the direse af SWIFT as a diag-
nostic tool. Nevertheless, SWIFT reproduces the key peasefor chlorine activation and
deactivation very well and therefore, if accounting for Wmomodel deficiencies, SWIFT
can provide a powerful tool not only to evaluate key procedsg also to estimate the
importance of the model deficiencies on the key processesgmolar ozone depletion.






Zusammenfassung

Der gravierende Ozonabbau in der winterlichen polarert@phare wird durch die Frei-
setzung von anthropogenen Ozon zerstorenden Substamediluerchlorkohlenwassers-
toffe (FCKW), Halogene und andere Halogenkohlenwasdérstbindungen verursacht.
Dieser starke Ozonabbau ist ein Beispiel dafur, wie mditdeh Aktivitaten erhebliche
Auswirkungen auf die Umwelt und das Klima haben konnen. Ursen Verstandnis von
den ursachlich mit dem Ozonabbau im Zusammenhang stehehgenischen Prozessen
zu verbessern, wurden zahlreiche Labor- und Modellstusbene Messkampagnen durch-
gefuhrt. Aufbauend auf diese wissenschaftlichen Studliemen sowohl die zukinftige
Entwicklung des stratospharischen Ozons als auch die #asmgen auf das Klima zu-
verlassig abgeschatzt werden. Insbesondere auf daskfisthe ‘Ozonloch’ konzentrie-
ren sich verschiedene Modellstudien, die zeigen, dass msteigende stratospharische
Ozon und die damit verbundene veranderte Strahlunggbitaib grosser Wahrscheinli-
chkeit erhebliche Auswirkungen auf das antarktische Klimahen werden. Es gibt auch
gegenwartig noch ungeklarte wissenschaftliche Fragen Ablauf der ozonabbauenden
Prozesse, so dass die Prognose zur zukiunftigen Entwigkles Antarktischen Ozonlochs
weiterhin eine Herausforderung bleibt. Die vorliegendéé&ir untersucht eine Reihe von
Unsicherheitsfaktoren in den Prognosen zur weiteren Ektuing des Antarktisches Ozon-
lochs. Dazu zahlen die Unsicherheiten in den Reaktiom$g@sdigkeiten der katalyti-
schen, ozonzerstorenden Zyklen, die Unsicherheitennrzdkiinftigen Treibhausgasemis-
sionen (engl. greenhouse gas, GHG) sowie die Unsichemelie sich aus der internen
Modell-Parametrisierung ergeben, z.B. unterschiedli€hemiemodule, die in gekoppel-
ten Klima-Chemie Modellen eingebaut werden (engl. chegydimate-models, CCMs).

Die katalytischen Reaktionszyklen und ihre Auswirkungahdas stratospharische Ozon
sind heute bekannt und gut verstanden. Dennoch verbleibsitherheiten zu den kine-
tischen Reaktionsgeschwindigkeiten der katalytischeakRenszyklen, die fur den Abbau
des polaren Ozons verantwortlich sind. Numerische Modstid auf genaue Angaben zu
kinetischen Reaktionsgeschwindigkeiten angewiesen, emzeitlichen Verlauf und die

Intensitat der Ozonzerstorung verlasslich simuliemekonnen, was eine wichtige Voraus-
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setzung ist um eine realistische Beschreibung zukumf@g@nkonzentrationen ableiten zu
konnen. Mit Hilfe von atmospharischen Messungen von Gi@&oder CIOOCI wurden die
Labormessungen der kinetischen Reaktionsgeschwindegkeuantitativ getestet.

Die vorliegende Arbeit stellt zwei Methoden fur die Errhitig der kinetischen Reaktions-
geschwindigkeiten vor, welche die Aufteilung zwischen Gled CIOOCI wahrend des
Tages kontrollieren{/kf). Bei beiden Methoden werden bodengebundende CIO Mes-
sungen verwendet. Die Ergebnisse dieser Arbeit stimmen lige/einen gut mit den
Ergebnissen von friheren Studien Uberein. Ebenso tiggstadie gewonnen Ergebnisse,
dass im Vergleich zu den derzeit empfohlenen und verwendetetischen Parametern
ein eher groBerer Wert fur/ky benotigt wird, um die atmospharischen Messungen von
CIO erklaren zu konnen. Die Resultate dieser Arbeit wiédchen die Notwendigkeit
von langfristigen atmospharischen Tag- und Nachtmessuagn CIO und CIOOCI sowie
die Notwendigkeit, die kinetischen Parameter unter s$gattarischen Bedingungen zu un-
tersuchen. Eingeschlossen in die vorliegende Arbeit weeggrlmallige atmospharische
Messungen einschlief3lich jahrlicher Arbeitsaufenthatt der Antarktis zur Instandhal-
tung und Kalibrierung des CIO Mikrowellenradiometers. Ura Wnsicherheiten der er-
mittelten kinetischen Parameter, die von der Genauiglaitverwendeten CIO Messun-
gen abhangen, besser beurteilen zu konnen, beinhadte dirbeit eine ausfuhrliche Bes-
chreibung des Mikrowellenradiometers und des Messprangipvie eine Beschreibung der
Retrieval-Methode, welche zur Ermittlung atmospharsdblO Profile von den gemesse-
nen Spektren verwendet wird.

Es wird erwartet, dass die zukunftig zunehmenden Emissiater GHGs die globalen
stratospharischen Ozonkonzentrationen beeinflussetewgedenn mit ansteigenden GHGs
werden zusatzliche chemische Substanzen freigesetzandilen katalytischen Reaktions-
zyklen beteiligt sind. Des Weiteren verursachen ansteiggBHGs eine Temperaturab-
nahme in der Stratosphare und tragen damit zu verstar&eomabbau bei. Aus diesen
Grunden bleiben die Unsicherheiten tiber zukinftige GE@issionen bestehen, die wie-
derum zu den Unsicherheiten in den Prognosen zur zukénftientwicklung des Ozons
fuhren. Komplexe CCMs werden heutzutage verwendet, umVeli@nderungen im stra-
tospharischen Ozon zu simulieren und um Prognosen zwnftigén Entwicklung des
Ozons im 21. Jahrhundert zu erstellen. Diese Simulationfendern jedoch einen sehr
hohen Rechenaufwand und konnen jeweils nur ein bis zwei &rsions-Szenarien zur
Erstellung von Prognosen auswerten. Somit kann unter deveévelung von CCMs nicht
die komplette Bandbreite aller genannten Unsicherheibgreschatzt werden. Diese Ar-
beit stellt einen semi-empirischen Modellansatz vor, uenehtwicklung stratospharischer
Chlor-Konzentrationen und die damit verbundene Veramagim antarktischen Ozon un-
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ter den Aspekten des Klimawandels zu prognostizieren. Dalele das Problem der Ozo-
nerholung auf historische Werte (z.B. von 1960 oder 198@dhangigkeit verschiedener
GHG-Emissions-Szenarien berticksichtigt. Die Untersagen machten den Einfluss des
Temperatur-Ozon-Feedbacks deutlich: wird dieser nichiidiesichtigt, dann ist der Zeit-
punkt der Ozonerholung grof3tenteils unabhangig von deibfausgasentwicklung. Die
Ergebnisse dieser Arbeit verdeutlichen die Bedeutung migere Kopplung zwischen Tem-
peratur und Ozon und ihre entscheidende Rolle bei der Enstevon Prognosen zur Ent-
wicklung der Ozonkonzentration in der Antarktis.

Um den CCM-Simulationen des polaren Ozonverlusts und degridsen zur zukuinftigen
Entwicklung des stratospharischen Ozons vertrauen nadd, ist es erforderlich, neben
dem Vergleich der Modell-Ergebnisse mit den Beobachtumiyech eineUberpriifung der
CCMs mit Hilfe von Prozess-orientierten Methoden anzus@an. Das in dieser Arbeit
vorgestellte semi-empirische Modell kann zur Evaluierdegwichtigsten CCM Prozesse
verwendet werden, die die Ozonzerstorung antreiben. eBigsemi-empirische Modell,
SWIFT, beschreibt die zeitliche Veranderung von Spursagadie die Aktivierung und
Deaktivierung von Chlor regulieren. SWIFT wird an atmaapschen Messungen verschie-
dener Spurengase trainiert, woraus empirische Fitkoefffien hervorgehen. Wenn SWIFT
dann auf CCM Daten angewendet wird, kdnnen die berechrigtkoeffizienten mit den
Koeffizienten die aus den Beobachtungen gewonnen werdegljoheen werden. Dieser
Vergleich ermoglicht es abzuschatzen, wie genau die Cdibishemischen Prozesse simu-
lieren konnen. Bei der Anwendung von SWIFT auf Ergebnisse ®CM Laufen wurden
einige potentielle Probleme aufgedeckt. Aus diesem Grurthé&n hier nur vorlaufige
Ergebnisse vorgestellt werden, die die SWIFT-Anwendunigestu ausgewahltes CCM,
namlich EMAC-FUB, betreffen. Es wurde gezeigt, dass dihandenen Modelldefizite
in CCMs die direkte Anwendung von SWIFT auf CCM Daten ersalene Jedoch lasst
diese Arbeit die deutliche Schlussfolgerung zu, dass SWiETUr den polaren Ozonab-
bau wichtigen chemischen Prozesse sehr gut reproduziaran Rus diesem Grunde wird
mit SWIFT ein Tool zur Verfugung gestellt, das unter Besichtigung der Modelldefi-
zite nicht nur zur Evaluierung von Schlisselreaktione@@Ms verwendet werden kann
sondern auch fur die Abschatzung des Einflusses der Miafedite auf diese Schliissel-
reaktionen.
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Chapter 1

Introduction

1.1 Overview of stratospheric ozone

The word ozone is derived from the Greek wa@rd . meaning ‘to smell’ and ozone was
first produced in the laboratory in 1839 and discovered iratheosphere in 1867 by Chris-
tian F. Schonbein. Atmospheric measurements were rafjtareéetermine the total amount
of atmospheric ozone and its vertical distribution. The Bectroscopic measurements of
the total column amount of ozone (i.e., the vertically img#gd ozone concentration) were
made by Fabry and Buisson (1921). Later, in the mid-19208|.E&. Dobson designed
a Féry photographic spectrometer which provided regular gdsbased measurements of
total column ozone. The spectrophotometer developeddudtso by Dobson (Dobson,
1931), now called the Dobson Ozone Spectrophotometel)lisstd to provide the most
accurate total column ozone measurements. Dobson madedhgldibal scale measu-
rements of atmospheric column ozone, from which limitedinfation on the latitudinal
distribution of ozone could be derived. In honor of Dobste, anit in which total column
ozone is measured is named the Dobson unit (DU). A column amafuozone of e.g.
300 DU corresponds to a layer 3 mm thick when compressedndatd temperature {(C)
and pressure (1013 hPa). Today, atmospheric concensaifmrone are measured by va-
rious ground-, balloon-, airplane-, and satellite-basetruments. In addition to column
amounts many of these measurements provide informatiohendrtical distribution of
ozone. These long-term measurements of atmospheric oeoeaed that ozone is not dis-
tributed uniformly around the globe but varies with altigythtitude, longitude, and season.
About 90% of ozone in the atmosphere resides in the stragosptine atmospheric layer ex-
tending from the tropopauseo about 50 km. Maximum concentrations of ozone are found

1The tropopause is the boundary that separates the tropesipbe the stratosphere. The tropopause is
characterized by the minimum temperature observed betwaed 16 km, depending on latitude.

1



2 Introduction

Total column ozone zonal mean climatology: 1979 to 2010
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Figure 1.1: Total column ozone climatology as a functionatitlilde and month. The data
were taken from the NIWA combined total column ozone datal{Bedeker et al., 2005)
for the period 1979 to 2010.

in the lower stratosphere, forming the commonly known ‘cztayer’ at altitudes between
20 and 25km. The stratospheric ozone is important in stmglthe Earth from harmful
incoming solar ultraviolet (UV) radiation as it absorbs theoming solar radiation at wa-
velengths smaller than 320 nm. The absorption of UV radidiypozone is responsible for
the increase in temperature with altitude above the tropegpanaintaining a dynamically
stable layer where vertical motions are inhibited. Thisgemature inversion characterizes
the stratosphere. The troposphere, that is the lowest p&amh’'s atmosphere, contains
the remaining 10% of atmospheric ozone which is primarityrfed in reactions caused by
human-made pollutant gases. High surface levels of oz@leamful to humans, animals,
and plants.

The long-term measurements of atmospheric ozone sinceith&980s provide a picture
of the meridional distribution of ozone as illustrated igtiie 1.1. The main features of the
global ozone distribution shown in Figure 1.1 are:

() The strong latitudinal gradient, with lower values irettropics (between 250 and
270DU) and higher values over the mid and high latitudes ¢80 DU).
(i) Seasonality: ozone builds up in the extra-tropics dgnvinter and decreases during
summer.
(iif) Severe ozone loss in the Antarctic, resulting in ozabendances around 150 DU.
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These features of the ozone distribution are caused by arplay of dynamics, i.e. trans-
port processes on a variety of timescales, and atmosphemistry, involving ozone pro-
duction and ozone destruction. These processes are dabanilnletail in the following
Sections 1.2 and 1.3.

1.2 Dynamical control of ozone

The polar vortex that develops in the stratosphere duriegaimter in both hemispheres,
plays an important role in explaining the low ozone abundamabserved in cold Arctic

and Antarctic winters (Figure 1.1). With the onset of polarkehess, the sunlight incident
on the polar stratosphere decreases and the emission wighediation leads to radiative
cooling of the upper stratosphere. As a result, the polamasses sink, leading to a low
pressure system in the upper stratosphere. At mid and lowdas, where the sun is shi-
ning, the stratospheric air is warmer and the pressure tsehigTherefore, a meridional
pressure gradient develops and the air flows away from theprgssure system to the low
pressure system. The air is deflected to the right as it maw#is and to the left as it moves
south due to the coriolis force, that results from the rotabf the Earth. This deflection

of the air flow leads to a circumpolar belt of westerly wind®if west to east), called the
polar night jet or polar vortex. The strong westerly windsagca dynamical barrier against
meridional transport and hence the air within the polaresoremains isolated from air

masses at lower latitudes. The potential vorticity (AppeiAg is a convenient quantity to

describe the polar vortex edge, as it is the analog to atnesgpéngular momentum and as
such a conserved quantity following the motion. Potentmaticity increases with latitude

and reaches its maximum in the center of the polar vortexhénSouthern Hemisphere
potential vorticity is generally negative, while it is ptrge in the Northern Hemisphere.
Potential vorticity together with the equivalent latitudeordinate system (that is derived
from the potential vorticity) can be used to define the vostieMcture and to determine the
vortex edge and its meridional impermeability as describetétail in Appendix A.

Meridional mixing across the polar vortex edge is usualbuiced by planetary wave ac-
tivity. During winter the westerly mean flow in the stratospé enables planetary waves,
excited in the troposphere due to topography and land-sea#i differences, to propagate
vertically into the middle atmosphere. The dissipation lainptary waves in the stratos-
phere leads to momentum exchange with the mean zonal flow|atating the westerly
winds. The deceleration, in turn, results in a meridiondéward motion, driving stratos-
pheric circulation. This wave-driven large scale strabhasjr circulation is known as the
Brewer-Dobson Circulation (BDC). The BDC transports aiwapd in the tropics (tropical
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upwelling), poleward from low to high latitudes and downdsaat high latitudes. Where
air is transported upwards (tropical stratosphere) ati@leapansion results in adiabatic
cooling which in turn drives the temperatures below rade&quilibrium. Therefore, so-
lar radiation is absorbed, leading to a diabatic ascentetrbpical air masses (radiative
heating). At high latitudes, where air masses descend diretsupply of mass, adiabatic
compression results in adiabatic warming which in turn ekithe stratospheric tempera-
tures above radiative equilibrium. Therefore, the air reasslease radiation, leading to a
diabatic decent of the polar air masses (radiative coaling)

The upward transport in the tropics is the main pathway fduna and anthropogenic
chemical species to enter the stratosphere, while the dawhtkansport of stratospheric
air masses contributes to tropospheric ozone levels atigirdes. The global distribution
of stratospheric ozone with the strong latitudinal gratd{&mgure 1.1) is strongly linked to
the BDC, as ozone is transported from its main source regiopi¢s) to the extra-tropics.
Dobson suggested such a meridional circulation in ordexpdaén the meridional distri-
bution of ozone, based on the early atmospheric ozone nmezasuts made in 1929. The
existence of such a circulation was later confirmed by Bréd/@49) based on stratospheric
water vapour concentrations.

During summer, the easterly mean flow in the stratospheribitaithe propagation of
planetary waves into the stratosphere and the BDC is therefeaker in summer. This
seasonality of the BDC explains the variation in 0zone abuands with season in the extra-
tropics (Figure 1.1). Furthermore, due to the differencesund-sea distribution between
the Northern and Southern Hemisphere, planetary waveitgaswgreater in the Northern
Hemisphere than in the Southern Hemisphere. This resulissinonger BDC during the
northern winter than during the southern winter and exgl#ie higher extra tropical ozone
abundances during boreal winter relative to austral wigiigyure 1.1). In addition, the lar-
ger wave activity in the Northern Hemisphere disturbs theti&rvortex more frequently
than its southern counterpart. Therefore, the Antarctiarpmrtex is far stronger and more
stable than the Arctic vortex. This implies at the same tina¢ the Antarctic air is generally
more isolated from the heat and momentum flux supplied froaidiaiand low latitudes
than Arctic air. As a result, the Antarctic stratospherimperatures in the interior of the
vortex are lower than in the Arctic (Figure 1.6 in Section.3)3which is a prerequisite for
the formation of the Antarctic ozone hole (details below).
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1.3 Chemical control of ozone

The stratospheric ozone abundances and its meridionabdisbn is not only affected by
dynamical processes (see above) but also by chemical pex;aavolving photochemical
ozone production and ozone destruction by catalytic cydlbs theory of 0zone production
and destruction is described by the Chapman cycles (Seti®h). However, this cycle
is insufficient to describe the observed distribution odtstspheric ozone. First, Bates and
Nicolet (1950) pointed out the role of hydrogen in the catalgestruction of ozone. In
the early 1970s, Crutzen (1970, 1971) proposed that bekds<ycles involving hydro-
gen, ozone loss cycles including nitrogen species also twabe considered. In 1974,
Stolarski and Cicerone showed that additional ozone destrutakes place with chlorine
acting as a catalyst. First, Molina and Rowland (1974) ar@©ne et al. (1974) reported
the importance of man-made chlorofluorocarbons (CFCs) aajarsource for the ozone-
depleting chlorine. They proposed that the photolysis o€€h the upper stratosphere
releases chlorine atoms which destroy ozone in a chlom@t@hdic chain reaction, resul-
ting in ozone loss rates exceeding the natural sinks of 0Zbhis suggestion by Cicerone
et al. (1974) was later validated when a dramatic reductoozone abundances was re-
ported by Farman et al. (1985). Total column ozone measurena¢ the British Antarctic
Survey station Halley Bay, showed a decrease by more thdroh#ie total amount of
ozone during the Antarctic spring-time. The severe dembetif the Antarctic ozone layer,
forming the Antarctic ‘ozone hole’, was confirmed by satelineasurements which sho-
wed spatially that the ozone depletion encompasses a lkeggarover Antarctica.

Since then, great effort has been focused on understartagnchemical and photochemi-
cal processes underlying polar ozone depletion. Numeehgatory, field, and modelling
studies, have been carried out in the past three decadesy,Tibe processes leading to
stratospheric ozone depletion are well understood andriheap chemistry controlling
stratospheric ozone abundances is described in the folgpgactions.

1.3.1 Pure oxygen chemistry - Chapman chemistry

The theory of formation and destruction of stratospheranezinvolving only oxygen reac-
tions was originally proposed by Sir Sydney Chapman (1930)ese reactions, known
today as the Chapman reactions, are driven by the photochkeprocesses illustrated in
Figure 1.2. In a first step, highly energetic solar UV radiatbreaks an oxygen molecule
(O,) apart, resulting in two oxygen atom&(@). The two resulting oxygen atoms combine
with oxygen molecules in a second step to form two ozone nut#s(203). The third
bodyM is a collision partner needed for conservation of momen#srsolar UV radiation
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ozone production ozone loss

. ozone molecule ~ oxygen molecule @ oxygen atom

Figure 1.2: Stratospheric ozone production and destmittyathe Chapman cycle.

is a prerequisite in forming ozone, most of the ozone is predun the tropical stratos-
phere. The fast photolysis ¢¥; leads to the formation of molecular and atomic oxygen.
Through the formation and photolysis of ozone, a photochah@quilibrium betweei®
andOj; is established, and a steady-state ozone concentratichiesvzad. The recombina-
tion of ozone with atomic oxygen, forming two oxygen molexsylprovides a loss of an
atom and arOD3; molecule (odd-oxygen). The reaction rates of the Chapmale depend
strongly on temperature (Brasseur and Solomon, 2005). 8dation rate of the ozone pro-
duction prod, O + Og I@id 0O3) increases with decreasing temperature, while the reactio
rate of the loss termk(,s, O3 + O Flogs O3 + O,) decreases with decreasing temperature.
As a result, a decrease in temperature leads to higher oomemtrations in the stratos-
phere, considering the Chapman chemistry only.

The ozone produced and depleted via the Chapman chemiernsdiom what is observed.

The Chapman theory alone overestimates the ozone abursdartte lower stratosphere.

Today, it is well known that additional ozone loss processest as discussed in Sections
1.3.2 and 1.3.3 below. Numerous laboratory, field and modeliss have lead to an im-

proved understanding of the chemical processes in th@spia¢re and today the catalytic
ozone depleting cycles involving hydrogen, nitrogen, ghke, and bromine radicals are
well understood. A radical can be recycled many times withiming consumed by the

chemical reactions of the catalytic cycle. Therefore, lgiitacycles can be very efficient

in destroying ozone, even if the concentration of the catagymuch smaller than that of
ozone. The most relevant ozone depleting catalytic cyalesdascribed in more detalil

below.
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1.3.2 Gas-phase chemistry

The catalytic cycles presented below are driven by atomygenr densities as oxygen is
required to keep the catalyst active. The atomic oxygenitjedscreases rapidly with

decreasing altitude and therefore these cycles are lesstamp in the lower stratosphere.
Other cycles, that are not limited by the availability ofraio oxygen, become more impor-
tant in the lower stratosphere. These cycles are describ®ddtion 1.3.3.

Hydrogen and nitrogen catalytic cycles
The catalytic cycles involving reactive hydrogen speclé®( = H + OH + HO,; collec-

tively called odd hydrogen) and reactive nitrogen sped&s, (= NO + NO,; called odd
nitrogen) are illustrated in Figure 1.3 and are describéovbe

HOx catalytic cycle NOx catalytic cycle O

O+ Q )

T®- 07

pe

Figure 1.3: A schematic of the main catalytic cycles invotyhydrogen¥ O,) and nitrogen
(NO,) species.

Stratospheric odd hydrogeHQ,) is formed from the stratospheric break down of methane
(CHy), water vapour i[;0), and molecular hydrogert() transported from the tropos-
phere. In the stratosphere water vapour reacts with elacally excited oxygen atoms,
producing hydroxyl radicalg1,0 + O('*D) — 2 OH. Another source of hydroxyl radicals
is molecular hydrogenH,) because it also reacts rapidly with an electronically texti
oxygen atomH, + O(*D) — H + OH. The importance of the hydroxyl radical is twofold,
as it reacts with atomic oxygen (important at altitudes &9 km) and as it reacts with
ozone. In both cases the reactions produce hydroper&ixy X which in turn also destroys
ozone as illustrated in Figure 1.3. These three reactianpat of the hydrogen catalytic
cycle (so-calledO,-cycle). This cycle is one of the most effective photocherhioss
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processes for odd oxygen in the upper stratosphere atd@sitoetween 40 and 50 km (Os-
terman et al., 1997).

The kinetic reaction rates of the ozone production and detstn of the Chapman che-
mistry together with the reaction rates of tHé),-cycle are still too small to explain the
observed ozone loss at altitudes between 30 and 35km. @r(t8&0) reported that the
missing link in determining stratospheric ozone abundauce the reactions with oxides
of nitrogen as shown in Figure 1.3. The presence of nitrogémhes (NO,) in the middle
stratosphere results primarily from the dissociation @rfonis oxide N,O) by reaction with
an excited oxygen atom (Brasseur and Solomon, 2005 + O('D) — 2NO. N,O,
produced by biological processes, originates in the trppere and is transported to the
stratosphere by troposphere-stratosphere exchangeoghlitrdioxide NO,) can also be
injected into the lower stratosphere by aircraft enginesdéy normal conditions, cataly-
tic cycles involving nitrogen monoxideNQ©) and NO, (Figure 1.3) provide a major loss
process for odd oxygen at altitudes betwe&2b and 38 km (Lary, 1997; Osterman et al.,
1997).

The hydrogen and nitrogen oxides cycles interact formitrggen containing species, such
as nitric acid HNO3) which represent a nitrogen ‘reservoir’. TRHENO3; molecule is for-
med by a three body process, involviodl, NO, and any other moleculkl, as illustrated
in Figure 1.3. The chemical reaction formikgNO3 provides a sink for th&lO and OH
catalysts. The primary loss process fOKNO5 is photolysis which releasésO, so that it
can return to participate in the catalytic cycle. Howevie photolysis ofHINO; is very
slow which suggests th&INO; is an effective reservoir fakO,.. Hence NO, is removed
from the ozone destruction cycle through the formatiofdfO3; which will eventually be
transported from the stratosphere to the tropospheresfetddy rainout and washout (de-
nitrification).

Catalytic cycles involving halogen compounds
Additional ozone destruction takes place through reastiovolving reactive halogen gases
such as fluorine, chlorine, bromine, and iodine, that acagaysts. The main source gases

of stratospheric halogens are ozone depleting substa(@BsSs) emitted at the surface.

lodine-containing source gases, iodocarbons such as hietlye, CICH,I and CH,1Br,
are emitted into the troposphere by primarily biologicabgesses in the oceans. The

20zone depleting substances are chlorofluorocarbons (CHgd)ochlorofluorocarbons (HCFCs), ha-
lons, carbon tetrachloride, 1,1,1-trichloroethane (iylethloroform), and methyl bromide (WMO, 2007).
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carbon-halogen bond is very week and photochemically e¢tinlayson-Pitts and Pitts,
1999; Solomon et al., 1994). As a result, active iodine isaséd rapidly from source
gases in the troposphere and therefore, the atmosphenuacdeand photochemical life-
time of iodine compounds is very short and the amount of ied@aching the stratosphere
is very limited. Solomon et al. (1994) suggested that iodiompounds could be trans-
ported by deep convective events from the lower tropospioeitee upper troposphere and
lower stratosphere. If iodine atoms are released abovedpepause they react with ozone,
releasing the iodine monoxide radical. lodine monoxideratts with other halogen gases
such as chlorine monoxid€’{0) and bromine monoxiddé3rO), forming chlorine, bromine
and iodine atoms and therefore, these reactions could mala@ga contribution to ozone
destruction in the lowermost stratosphere (Brasseur atahtem, 2005; Finlayson-Pitts
and Pitts, 1999). However, total stratospheric iodine danges as large as 1 part per tril-
lion (ppt) are required to significantly influence the stsmioeric ozone depletion (Solomon
et al., 1994). Field studies by Wennberg et al. (1997), Pehdt. (1998), and Butz et al.
(2009) suggest that undetectable low amounts of iodineespeeside in the stratosphere.
Therefore, it seems to be unlikely that sufficient iodineratances reach the stratosphere
to make a significant contribution to the overall ozone deston.

The fluorine atoms released in the stratosphere from fludsocasource gases are removed
by reacting withCH, andH,O rapidly, forming hydrofluoric acidHF. The bond strength
between the hydrogen atorH)Y and the fluorine atomK), forming HF, is very strong so
that essentially all fluorine in the stratosphere is irrei@e and rapidly ‘neutralized’ as
HF (Brasseur and Solomon, 2005). Therefore, the effects ofiflaachemistry on ozone
destruction is negligible.

ClOx catalytic cycle g

c’d CIONO;
NO?

C'!{ E HOCI
HO;

(o))
S HCl

inert chlorine
CH™  cHY  reservoir species

Figure 1.4: A schematic of the main catalytic ozone losseyahvolving chlorine C10,)
species.

The release of chlorine atoms from the photolysis of CFCaursently the main source
of anthropogenic stratospheric chlorine. In the uppetas@here, the high energy UV ra-



10 Introduction

diation above the ozone layer can break the CFC bonds, mejeelslorine atoms that are
converted intdC1O mainly by destroying ozone via the catalytic cycle illugddin Figure
1.4. CIO undergoes reactions with atomic oxygen to reform atomioraié that in turn
destroys ozone. As the effectiveness of these catalytiesytepend on the availability
of atomic oxygen, these reactions constitute an importacieahat destroys odd-oxygen
primarily in the upper stratosphere at altitudes betweeartD50 km (Lary, 1997). In the
lower stratospher&;10 reacts withNO to reform chlorine atoms (not shown). This reaction
represents an important coupling between the chlorine drahen cycles. There are seve-
ral reactions that transform reactive chlorine into ines@arvoir species, reducing the rate of
the chlorine catalytic reactions. The methane moleculehgiidogen and nitrogen oxides
interfere with chlorine monoxide, deactivating the reaethlorine species into nonreactive
reservoir species hydrogen chlorid&{l), hypochlorous acidHOCI), and chlorine nitrate
(CIONO,) as shown in Figure 1.4. The loss processedifor are the reactions withH,
O('D), O(®P), and photolysis.HOCI and CIONO, are mostly destroyed by photolysis,
producing atomic chlorine which can return to participate¢he chlorine catalytic cycle.
The reservoir gases therefore can be reconverted intoicelatoms by gas-phase stratos-
pheric chemistry. Therefore, the amount@fand CIO available to participate in ozone
destructing catalytic chemistry depends on the partitigf chlorine between these active
chlorine radicals and the non-ozone-destroying ‘resestoi

N

BrO d BrONO
NOS ' NO;

@ @ <2
Bro( a HOBr OHQ)
HO, O

Br \ HBr
’ bromine reservoir
(o)

HO; species

BrOx catalytic cycle

Figure 1.5: A schematic of the ozone depleting catalytidecyrovolving bromine BrO,)
species.

The major sources of stratospheric inorganic bromine camgs Br, = BrCl + HOBr

+ Br + BrO etc.) are anthropogenic Halon-121QRrCIF,), Halon-1301 CBrF3), and
methyl bromine CH3Br) which has both natural and anthropogenic sources. Once the
bromine-containing organics reach the stratosphere treegliasociated by UV photolysis
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at wavelengths shorter than 280 nm, releasing bromine attmthe case of methyl bro-
mine, reactions with water, the hydroxyl radical, and cimlerions also generate bromine-
containing organic radicals. The production of brominaregwia photolysis of halons is
followed by reaction with ozone to produce bromine monoxideO) (Figure 1.5). Des-
pite its short chemical lifetimeé3rO is the most abundant inorganic bromine compound in
the stratosphere below 40 km (Lary, 1996). In the uppercgpdtere, where ground-state
oxygen atom concentrations are higher, the main lod3rof is through its reaction with
atomic oxygen as shown in Figure 1.5. In the sunlit lowertssijghere the main destruction
of BrO is by photolysis, and reaction witkO,. Similar toClO, BrO can react withNO,
andHO, to form reservoir species such BSONO, andHOBr, respectively (Figure 1.5).
Contrary to the reservoir species of chlorine compoundsspecie3rONO, andHOBr

are rapidly photolyzed and hence have very short lifetihasy, 1996).HBr is the longest
lived reservoir since the photolysis 8iBr in the stratosphere is slow because it involves
shortwave ultraviolet light. The lifetime diiBr in the sunlit lower stratosphere is about
one day, decreasing to one hour in the upper stratosphere.

Bromine is about 50 times more efficient, per atom, in degtigpyzone than chlorine
since catalytic cycles involving reaction of reactive bimen(BrO andBr) with C10, NO,
andHO, do not require free oxygen atoms to destroy ozone. Thergdfugse reactions can
occur in the lower stratosphere where only a few oxygen asmmsavailable. Furthermore,
BrONO, andHOBTr are very easily photolyzed, so that bromine is present moits ica-
talytically active forms rather than in its nonreactiverfi. However, the abundances of
total man-made stratospheric bromine are about 300 timeflesnthan those of chlorine
(SPARC, 2009).

1.3.3 Chemistry in the cold polar stratosphere

The severe ozone loss observed over the Antarctic in lateevi@arly spring and the large
ozone depletion observed in cold Arctic winters, cannotdmaened purely with gas phase
chemistry (homogeneous processes), as described abopelainregions, where tempe-
ratures are very low (Figure 1.6), additional processes fdice leading to accelerated
ozone loss. The formation of polar stratospheric cloud<Cg)&t very low temperatures
is key to explaining the severe ozone loss in the polar Spdtere. As already suggested
in 1986 by Solomon et al., inactive chlorine reservoir spe@an react on the surface of
PSCs (heterogeneous chemistry) leading to an incregsk¥imbundances so that additio-
nal catalytic cycles involving’10 andBrO must be considered in the chemical destruction
of ozone. Before these additional cycles and the heteragsn@ocesses are described, the
formation of the key ingredients, the PSCs, is discusseladridllowing section.
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Polar stratospheric Clouds

PSCs as observed in the cold winter polar stratosphere foattitudes between 12 and
26 km and are a condensation product of water vapor, suléatesals and nitric acid. De-
pending on the composition of PSCs, two classes of PSCs cddifférentiated: Type | and
Type Il PSCs.

First, Toon et al. (1986) and Crutzen and Arnold (1986) satggkthat PSC particles might
consist of nitric acid trinydrate (NAT). The important irglients for NAT particles to form
are the stratospheric sulfate aerosols (SSA) that occweeetthe tropopause andB0 km,
forming the so called Junge layer (Finlayson-Pitts andsPit©99). The importance of
stratospheric aerosols is threefold:

(i) The uptake of water and nitric acid onto SSA, forming P&iples, i.e. SSA serve
as nuclei for PSC formation.

(i) Several heterogenous chemical reactions occur onutfaece of SSA.

(iif) SSA grow as they cool and take up water and nitric acidede particles can grow big
enough so that they sediment, removing water and nitricfaoid the polar stratos-
phere, thereby causing dehydration and denitrificatiosylteg in an enhancement
of ozone destruction.

The SSA consist mainly of sulfuric acidi{SO,4) and exists mostly in the liquid state.
These particles take up water and nitric ad¢idNQO3) as the temperature falls, and at tempe-
ratures between 195 and 215 K sulfuric acid tetrahydiatd'(= H,SO, - 4 H,0O) freezes
out. As temperatures decrease more water is taken up arehfa@zosol becomes primarily
a HNO3-H,O mixture. When the temperature drops below 195K, NAT freergsf the
solution. As a result, PSCs composed of NAT particles cam faell above the ice frost
point. However, this process of the formation of solid NATrtpes is not satisfactorily
understood as laboratory studies indicate that partidetamingH,SO,, H,O, andHNO;
remain liquid even at very low temperatures (e.g. Beyer.etlbB4). Particles that consist
of a liquid solution ofHNO3/H,SO,/H,0 are termed supercooled ternary solution (STS).
These PSC particles that can be both liquid and solid are Rresamype | PSCs. Type |
PSCs are subdivided into type la PSCs (solid-phase of NAD Jygre Ib PSCs (liquid STS).

PSCs that are composed mainly of water ice particles formnvthe temperature falls
below the ice frost point temperature189 K). These PSCs are known as type Il PSCs.
Due to the relatively large sizes of type Il particles (diaenef typically 1-30um), they
sediment rapidly, leading to a dehydration of the polatssphere. Type Il PSCs are quite
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often observed in the Antarctic as the temperature oftepdbe@low the threshold tempe-
rature in each winter (Figure 1.6). In the Arctic, on the oth@nd, where the stratosphere
is more often disturbed by dynamical variability, ice PS@sanly occasionally observed.

Therefore, dehydration occurs more frequently in the Astiastratosphere than in the Arc-

tic.

The minimum temperatures for the Antarctic and Arctic agerhover the period 1978
to 2004 together with the temperature thresholds for fogrype 1l PSCs T;..) and for
forming type | PSCsTyar) are shown in Figure 1.6. In the polar vortex the Antarctic
air masses are-10K cooler than air masses in the Arctic vortex. Furthermanethe
Antarctic, minimum temperatures fall below bdily,+ andT;.., and remain below these
temperatures for quite some time (June to September), sB8s are frequently formed.
In the warmer Arctic vortex, on the other hand, temperatbedew theT;.. threshold are

a very rare occurrence and even temperatures be&loyw do not occur in every winter.
Even wherl'y 1 temperatures are encountered, the PSC period is much sbom@ared

to the Antarctic (Figure 1.6). Therefore, the heterogesqmocesses as described below,
are much more effective in the Antarctic than in the Arctiatar.

A more recent study by Drdla and Muller (2010) indicate ttfabrine activation via hete-
rogeneous processes is dominated by reactions on cold S8&lgs without the require-
ment of PSCs. While the formation temperature for type | P& ends on stratospheric
H,O andHNO3 concentrations, the chlorine activation temperature dd 8&A particles
depends oiH,0O and sulfate aerosol loading. If correct, this study suggsit enhanced
stratospheric aerosol concentrations, e.g. due to larpame eruptions, resulting in an
enhancement of chlorine activation and ozone loss well albog temperature threshold
for forming type | PSCs. Therefore, SSA would play a more iicgmt role in chlorine
activation and thereby in polar ozone depletion than cdgrénought.

Heterogeneous chemistry

The most important heterogeneous reactions on the surfa@8@s and aerosol particles
(solid or liquid) are shown in Figure 1.7. The chemical read illustrated in Figure 1.7 are
very slow in the gas phase but occur rapidly in liquid phase@mnsolid particle surfaces.
Therefore, the inert chlorine reservoir speci€d{NO,, HCI) become highly reactive on
the surface of cloud and aerosol particles. The reservecisp are converted into less
stable, more active forms such @s, (chlorine activation). The produé€tl, is released as
a gas and is photolyzed rapidly in sunlit air, freeing up tyitoane atoms that efficiently
destroy ozone, releasin@glO. Furthermore, heterogeneous reactions suppress thesstrat
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Figure 1.6: 50 hPa daily minimum polar temperature betwed®&hNZnd 90N (top) and
between 505 and 90S (bottom) from the National Centers for Environmental Rred
tion/National Center for Atmospheric Research (NCEP/NGAdRanalysis. The mean an-
nual cycle for the period 1978 to 2004 (Northern Hemisphéhd)j and 1979 to 2005
(Southern Hemisphere (SH)) (black line) is included. Treklnee shows the NH winter
2004-2005 and SH winter 2005. For the SH the anomalous wW20@2 is also shown (blue
line). The maximum (minimum) values of the 27 years obsemaperiod are indicated
with thin black lines. The dark gray shading shows the 30 t& f@obability of obser-
vations, the light gray areas show the 10 to 90% probabilitye threshold temperatures
for the formation of PSCs are indicated by the horizontakgriénes (Figure from WMO

(2007)).
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CIONO; ¢ N2Os )

(g) gas-phase
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Figure 1.7: A schematic of the main heterogeneous reactioosrring on the surface of
polar stratospheric clouds (PSCs) and on aerosols.

phericNO, concentrations by converting,O5 into HNO3 which remains in the solid or
liquid phase (Figure 1.7). The removal ¥, from the stratosphere is known as denoxi-
fication and this conversion keeps chlorine active since(#® is tied up in theCIONO,
reservoir. Under normal conditions, the reactiord®NO, with HCI (Figure 1.7) is the
most effective reaction for the activation of chlorine vietdrogeneous processes. As the
stratospheric temperatures decrease the solubilitydfin a liquid aerosol increases and
the two reservoir species react on the PSC surface prodadingnd HNO3. Heteroge-
neous reactions such as the hydrolysis of chlorine nitfat@N O, + H,0), the reaction of
HCI with N, O3 and the reaction dffOC1 with HC1 (Figure 1.7) also contribute to chlorine
activation. As the productSl,, HOCI andCINO, are photolyzed rapidly, releasing reac-
tive chlorine atoms, the catalytic ozone depleting cyckesome active.

When the sunlight returns after polar darkness, the tenyrerancreases, PSCs no lon-
ger from and, as a result, the chlorine activation on theaserbf PSCs ceases. Chlorine
species are then gradually deactivated by being transtbiraek to the reservoir species
HC1 andCIONOQO,.

However, due to the extensive PSC formation in the AntasttiatospherelINOj; is re-
moved by sedimentation (denitrification). Therefore, [H38; is available to deactivate
chlorine since the production &fO, via HNOj3 photolysis is suppressed. Furthermore,
ozone can be destroyed almost completely during the Amtaspting suppressing10
formation, since the reactiodl + O; — ClO + O, cannot occur in the absence of ozone
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and thereby increasing stratospheric chlorine conceomistAs a result, the reservoir spe-
ciesHCI is formed via the reaction with methane (Figure 1.4). Bofeat$ explain why
HCl is primarily responsible for deactivating chlorine in thatarctic stratosphere.

In the more dynamically disturbed Arctic vortex, on the ethand, denitrification occurs
less frequently and less intensively such that nibkeO; remains in the gas-phase. Howe-
ver, as the photolysis ¢iNOj; is slow, the formation of the reservoir species is delayesl du
to denoxification. The reservoir speci@8ONO, cannot be formed unttiNO; is photo-
lyzed andNO, is freed up to react witl’l0. As soon as enough sunlight is available to
produce enoughlO, so thatCl atoms can be produced (MaO + NO — Cl 4+ NO,), the
HCI reservoir species can be produced.

CIO-Dimer Cycle

Heterogenous processes releasing chlorine in the for,adhat photolyzes rapidly relea-
sing two chlorine atoms. Chlorine in its atomic form has gnsrort lifetime (Brasseur and
Solomon, 2005) as it destroys ozone immediately, formirigrate monoxide C10). C10
recombines with itself, forming th€lO-dimer, chlorine peroxide{lOOCI). The photoly-
sis of CIOOCI releases tw@’l atoms that then react again with ozone.

Numerous Antarctic ground-based measurementslOf and other trace gases (De Zafra
et al., 1987; Solomon et al., 1987; Farmer et al., 1987) sstgdehat elevated10O abun-
dances are associated with the strong ozone loss obserathrctica. In 1989, Anderson
et al. showed that a strong anticorrelation between ozode“&n within the polar vor-
tex exists and they concluded thHalO is the dominant contributor to stratospheric ozone
depletion via catalytic cycles. First, Molina and Molin®8I7) proposed a catalytic cycle
involving C10O and its dimer, chlorine peroxid€{OOCI), which is independent of atomic
oxygen concentrations and today is known as@h@-dimer cycle. The interaction bet-
weenClO andBrO within a catalytic ozone loss cycl€10-BrO cycle) was presented by
McElroy et al. (1986). These cycles become extremely efftashen highClO concentra-
tions are present in the lower stratosphere (which is the atier heterogeneous reactions
re-activate reservoir species as described in SectioB)1.8he ClO-dimer cycle and the
reaction betweef10 andBrO are illustrated in Figure 1.8. Since the chlorine abundsince
are much higher than bromine abundances in the polar gptaos, theC10-dimer cycle is
the most destructive ozone loss process. This cycle isdifpiesponsible for 55% to 70%
of the spring-time ozone depletion in the Antarctic strptee (SPARC, 2009). Neverthe-
less, as bromine is much more efficient than chlorine (tlie-BrO cycle is not negligible
and from trace gas measurements it was estimated that ab@W%2 of the total ozone loss
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Figure 1.8:Cl1O-dimer cycle and the interaction 61O andBrO.

observed at McMurdo during September 1987 and 1992 was dthee t061O0-BrO cycle
(Finlayson-Pitts and Pitts, 1999, and references her8iobh catalytic cycles require sun-
light to be active and to maintain the lar§&O abundances via the photolysis of the dimer.
Therefore, the greatest ozone depletion can only occur wWiegpolar air masses within the
vortex are both, cold and exposed to sunlight. These camditare limited to the period of
late winter/early spring, coinciding with the period of ebged ozone loss.

The rate of photodissociation of a molecule such as the dith@OCl1 is described by
the photolysis rate/. As the photolysis rate of th€lO — dimer (Jo0001) 1S Subject this
thesis (Chapter 3), a brief description of how to calculbeeghotolysis rate is given here.

The photolysis rateg/ for a molecule takes into account the actinic flkix\), the absorp-
tion cross-sectiom(\) of the molecule and the quantum yietd\) for photodissociation,
integrated over all wavelengths)(for which the molecule photodissociates, i.e.:

J= A SNV F(A)dA (1.1)

The actinic flux represents the intensity of available ligintabsorption and photodissocia-
tion and depends on many factors, such as geographicaldogtte total amount of ozone
and the total amount of particles which scatter light trengethrough the atmosphere. A
radiative transfer model is usually employed to determictener fluxes. The absorption

cross-sections of the molecule and quantum yields are lysa&ken from the Jet Propul-

sion Laboratory (JPL) recommendations.

Today, it is well established that surface emissions of eziepleting substances are the
primary cause of the severe ozone depletion. In responsetemational agreement to
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protect the ozone layer was signed in 1987 (the MontrealbPobdy, and came into force
in 1989. The Montreal Protocol and its amendments and adprgs have strongly limi-
ted the production and emission of halogen source gasesdh#tbute to the destruction
of stratospheric ozone. Consequently, the global prodnati these chemicals dropped
by about 90% in the late 1990s (Solomon, 2004) and stratospheogen levels are now
decreasing (WMO, 2007). However, due to the long lifetimiethe most important halo-
gen source gases (such as CFC-12 with a lifetime of aboutd#@)the removal of the
ozone depleting substances from the atmosphere will takey @@cades. In the absence
of changes in other factors affecting ozone, ozone wouldmeb unperturbed levels (e.g.
1960 levels) on a similar time scale (WMO, 2007; Austin et20.10a).

1.4 Uncertainties in projecting the future evolution of stra-
tospheric ozone

The future evolution of stratospheric ozone depends ngtamfuture abundances of ozone
depleting substances, but also on climate change, brobght & part, by enhanced green-
house gas (GHG) concentrations (WMO, 2007). Elevated GH&sx@pected to affect
ozone through GHG-induced stratospheric cooling, resulthanges in the stratosphe-
ric circulation, and changes in the abundances of reacheencal species (Oman et al.,
2010). Changes in stratospheric temperatures affect czmmeentrations because the che-
mical reaction rates and the formation of PSCs are temperdependent. Furthermore,
the BDC is expected to strengthen in a changing climate (SR&RMVal, 2010) the-
reby affecting transport of chemically reactive trace sggcOn the other hand, changes
in chemical composition affect climate through radiativegesses and thereby changing
temperatures and consequentially influence atmospheniardics. Therefore, to attribute
the full elevated impact of GHG concentrations on surfacaate, it is becoming more
evident that interactions between changes in stratogpbedne and changes in climate
must be considered (WMO, 2007; Eyring et al., 2010a; Audtad.e2010b). This requires
the coupling of chemistry, radiation and dynamical atmesjghprocesses, including their
feedbacks, in models.

Coupled atmosphere-ocean general circulation models K& sometimes referred to
as coupled general circulation models, CGCMs), that sitaddath atmospheric and ocean
processes, are currently used to attribute and quantifyetygonse of the global climate
system to increasing GHG concentrations (IPCC, 2007). heww&OGCMs are most of-
ten not designed to simulate stratospheric changes, anteaamcentrations are usually
prescribed in 21 century simulations. Calculating ozone off-line insteddnteractively
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in the simulations means that internal feedbacks, e.g. nfegaction between changes in
temperature and changes in ozone, are missing. Theref@&CMs cannot be used to
reliably project the future evolution of the ozone layer.

Coupled chemistry-climate models (CCMs) are currentlyniost appropriate tools for pro-
jecting the evolution of the ozone layer through th& 2&ntury and its impact on climate.
CCMs are atmospheric general circulation models (AGCMs@GEMs) that are coupled
interactively to a detailed chemistry scheme. The AGCM dbss radiative and dynami-
cal (transport) processes in the atmosphere includingfémilbacks. The AGCM provides
input to the chemistry scheme e.g. temperature fields an@ $@oe gas concentrations,
which are then processed by the chemistry scheme, gergeditamical constituent fields.
The output from the chemistry scheme is then returned to €M to be used to calculate
radiative forcings. The radiative forcing is defined as tharge in the balance between in-
coming solar and outgoing terrestrial radiation (WMO, 200Radiative forcings induce
temperature changes while changes in temperature affaantgs and therefore the trans-
port of trace gases.

To have confidence in the performance of a CCM it is necessaagdess and evaluate the
CCM output through model-model and model-observation @nspns. The chemistry-
climate model validation (CCMVal) activity (Eyring et aR005, 2008), established in
2005, aims to improve our understanding of CCMs throughgssoriented evaluation of
CCMs so that reliable projections of stratospheric ozorteiimpact on climate can be
conducted. The assessment and evaluation of CCM outputwiith CCMVal activity, and
additional model studies, revealed numerous sources @rtancties in projections of the
stratospheric ozone layer through thé'Zentury (SPARC-CCMVal, 2010; Charlton-Perez
et al., 2010; Oman et al., 2010). Three sources of unceytainhtributing to the overall
uncertainty in ozone projections, can be identified (CbarRerez et al., 2010): (i) model
uncertainty due to differences in the formulation of CCMsl @m inaccurate representa-
tion of dynamical and/or chemical processes, (ii) intexaaiability and (iii) uncertainty in
future emissions of GHGs and ozone depleting substancesltQinPerez et al. (2010) in-
dicate that the model uncertainty and uncertainties ayigsom future emissions scenarios,
are the dominant contributors to the overall uncertaintthe projections of future ozone
abundances. They suggest that continued development gmdvement of CCMs would
contribute to refined future ozone projections. In addittenquantify the uncertainties in
future GHG emissions in a more robust way, a larger ensenilsteodels running at least
three different GHG emissions scenarios is required.
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CCMs are computationally very demanding and so are expensiiun. Due to the com-
plexity of dynamical, chemical and radiation processeh@mdtmosphere and their inter-
actions, several external forcings such as sea surfacestatnpes (SSTs), aerosols, GHG
emissions and emissions of ozone depleting substancegdaeeprescribed in CCM si-
mulations. It is known that uncertainties in CCM simulasare in part a result of these
external forcings and their uncertainties (Morgensteralet2010). For example, the fu-
ture stratospheric sulfate aerosol loading is uncertastdwnpredictable natural variabi-
lity (volcanic eruptions) and due to human-introduced ¢feanin aerosol levels, e.g sulfur
geoengieneerirfg Stratospheric sulfate aerosols act as condensationinsclédhat enhan-
ced aerosol loading favours resulting in an enhancemenétefrbgeneous chemistry and
therefore accelerates stratospheric ozone depletion. €i@Mlations cannot account for
these aerosol-driven changes in ozone destruction ascée@mcentrations are prescri-
bed. Uncertainties in future GHG emissions contribute odterall uncertainty in CCM
projections as enhanced GHGs affect stratospheric ozendiyadditionalHO, andNO,
production due to the expected increase’id, and N,O, (ii) GHG-induced stratosphe-
ric cooling as GHGs emit more long-wave radiation than thegoab in the stratosphere.
Furthermore, the induced changes in temperatures affe& eraving which influences the
strength of the BDC and therefore the transport of ozone andedepleting substances.
It was shown that the main forcing responsible for changabenBDC is an increase in
sea surface temperatures (SSTs) (Oman et al., 2009) restridim enhanced GHGs. In
addition, changes in atmospheric lifetimes induced by ghamn atmospheric dynamics or
chemistry can affect the projection of future concentraiof ozone depleting substances.

From this wide array of sources of uncertainty in projection future ozone levels, three
have been selected as foci for in-depth investigation mitiesis.

First, Antarctic ground-base@10 measurements are used to test current values of
the kinetic reaction rates driving the effectiveness ofh@-dimer cycle during the
day. Obtaining reliable reaction rates, used in CCM chamstheme to simulate
ozone, is the first step in correctly projecting future palzone abundances.

Second this thesis aims to test the applicability of using AOGChpeerature fields
that include the climate change response of temperatumghtaneed GHGs, as input
to a semi-empirical model to project the future evolutioroabne through the 21
century. The semi-empirical model accounts for the effé¢emperature on ozone
that is currently missing in AOGCMs. The sensitivity of thetels of return of ozone

3Manipulating Earth’s energy balance to off-set the humeved climate change, e.g. due to injecting
light-scattering aerosols into the upper atmosphere (katital., 2010).
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to historic values (e.g. 1960 and 1980 values) to enhance@ Gdhcentrations is
examined in this thesis.

Third , this thesis aims to test the applicability of a semi-engpirmodel, SWIFT, as
a diagnostic tool in assessing the representation of keyicaé¢ processes in CCMs.
SWIFT is first trained on satellite-based measurements naodstrate that SWIFT
can reproduce the chemical processes driving polar ozguletds and to provide
a set of fit-coefficients that can form the basis for using ST a diagnosing tool
to validate CCMs.






Chapter 2

Remote Sensing Measurements and
Retrieval Algorithm

Electromagnetic radiation emitted, scattered or trartechlty the atmosphere, is used in re-
mote sensing to observe atmospheric compositions usitrgiments on satellites, aircrafts,
balloons or ground-based instruments on the Earth’s sirfimcthis thesis, measurements
from a ground-based microwave radiometer installed att®ate, Antarctica, are used
to investigate the current understanding of key kinetiapeaters that play a central role
in polar stratospheric ozone destruction (Chapter 3). Heamore, atmospheric measure-
ments from the Microwave Limb Sounder (MLS) onboard the UART Aura satellite
as well as from the Atmospheric Chemistry Experiment FouFransform Spectrometer
(ACE-FTS) onboard the Canadian satellite SCISAT-1 are usdas thesis to train semi-
empirical models that describe the rate of change of polan@zoss (Chapter 4 and 5).
All instruments employ a passive remote sensing techniguoestasure atmospheric chemi-
cal species. Both, the ground-based radiometer and the RdtBiment observe millime-
ter and sub-millimeter-wavelength thermal radiation ésdlitoy the atmosphere, while the
ACE-FTS instrument measures atmospheric infrared alisarppectra to derive vertical
profiles of atmospheric constituents, temperature, ansspre.

Spectroscopy studies the propagation of electromagraatiation through molecular gases
by observing and analyzing absorption and emission spesaetion 2.1 describes the ba-
sics of spectroscopy in the microwave region, followed byrroduction of the radiative
transfer theory used to describe the interactions of elswgnetic radiation and the atmos-
phere. The passive ground-based instrument measuringpeéh@adl emission of chlorine
monoxide (C10) is described in detail in Section 2.2. The observation effarth’s limb
using the passive UARS-MLS, Aura-MLS, and ACE-FTS instratses presented in Sec-
tion 2.3. Retrieval algorithms, such as the optimal esiiomedpproach, are used to estimate

23
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the atmospheric state, i.e. the distribution of the obskatmospheric substances, from the
measured absorption and emission spectra. An alterngipleation of optimal estimation
is presented in this thesis (Chapter 3) where the retridgaliéhm is employed to retrieve
key kinetic reactions rates that govern polar ozone depietsing ground-based O mea-
surements. Therefore, a general description of the opt@staination method is given in
this chapter (Section 2.4).

2.1 Microwave Spectroscopy

Spectroscopy in the millimeter and sub-millimeter wavgtlrrange is the study of propa-
gating electromagnetic radiation through molecular gasssciated with transitions from
one energy state to another within the molecule. There aee tthifferent types of tran-
sitions between two excited states: transitions betweectreic states, which typically
occur in the ultraviolet, vibrational transitions, whicboworr in the infrared, and rotational
transitions. Rotational energy changes are relativelylisarad therefore the wavelengths
associated with transitions between pure rotational staewithin the microwave region
at wavelengths of to 100 mm or at frequencies between 3 GHz and 300 GHz. Wavelength
is inversely proportional to frequency so that short wawgths correspond to high fre-
guencies and vice versa. When describing microwave radidtis most common to use
frequency rather than wavelength. Radiation, resultiognftransitions, is emitted only
when an electron makes a transition from one state with gnerdgo a state with lower
energyFl; ;. The emitted photon has an energy given by the differencedsst these two
states:

AE=FE;—FE; 1 =hv (2.2)

whereh is Planck’s constanth( = 6.626 x 1073* J s) andv is the frequency. The tran-
sition from E;_; to E;, requires an absorption of a photon with the enelgy Each
jumpl/transition between fixed energy levels results in tinéssion or absorption of a cha-
racteristic frequency or wavelength.

In the atmosphere, at altitudes below 60 km, where the pressthigh enough for mo-
lecular collision to occur sufficiently rapid, vibratiorahd rotational energy transitions of
all radiatively active molecules are dominated by molecatdlisions, inducing excitation
and de-excitation, and the gas is said to be in local thermaayc equilibrium (LTE).
In LTE, the relative populations of the states with enerdiesnd £; is described by the
Boltzmann distribution:

N. —(B;—E;) —hv
e RT = kT (2.2)

=
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whereN; (IV;) is the number of molecules in the state of enefyyE;), k; is Boltzmann’s
constantf, = 1.38 x 10-23J K~!) andT is the local absolute temperaturelin Therefore,
in LTE Planck’s function (see Section 2.1.1) can be usedpresent the spectral radiance.

The equation of radiative transfer describes how the intengradiation is affected when
propagating through a medium which absorbs, emits andessdtie radiation. The follo-
wing section describes some aspects of electromagneiatixecdtransfer in the atmosphere,
focussing on microwave radiation. Microwave and millintet@ve radiation is not affec-
ted by atmospheric aerosols and the intensity is only dlightiuced by clouds. Therefore,
scattering is negligible and only emission and absorptesdrto be considered. The law of
blackbody radiation is a component for understanding gdtgor and emission processes
in the atmosphere. Hence, blackbody radiation is intrody&ection 2.1.1) before the
radiative transfer equation is described (Section 2.1.2).

2.1.1 Blackbody Radiation

The term blackbody is used for a material/substance thaptisely absorbs all incident
radiation at all wavelengths. A blackbody is also a perfadiator, and the radiation from
it is a function of temperature and wavelength alone. Thateh emitted by a blackbody
at temperaturd” and frequency is given by Planck’s function:

B 2hv? 1

i (2.3)

TR
¢ eRT — 1

B,(T)

wherek, is Boltzmann’s constant ands the speed of light. The Planck function described
the spectrum of intensityg, at frequency emitted from molecules at temperatdre The
wavelength),, of the Planck or blackbody radiance intensity at its maxindguoreases
with increasing temperature.

For frequencies in the microwave region, whére < k,7 is valid, the Rayleigh-Jeans
law gives an approximation of Planck’s law and equation 2r3lze written as:

2]/2 k’bT
c2

B,(T) ~ (2.4)

By using the relation between frequency and wavelengts () equation 2.4 can also be

expressed as:
2k, T
BA(T) ~ \2

(2.5)
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Therefore, the blackbody radiance intensity is directlypartional to the physical tempe-
rature and the brightness temperatiigecan be defined:
B \2B
Tp = —" ="~ 2.6
B 2]/2]{31) 2]{31) ( )
The brightness temperatufEz, of a blackbody is equal to its temperaturg,in the milli-
meter wave region, i.e. where the Rayleigh-Jeans appraximi Planck’s law is valid.

2.1.2 The Equation of Radiative Transfer

The radiative transfer equation describes the interastidnadiation propagating through a
medium. Considering absorption and emission only, the gdamthe intensity{ ) inside

a pencil of radiation at a pointalong the path in the direction of propagation is given by
the differential radiative transfer equation:

dl, = —a,1,ds+c,ds (2.7)
0SS gawm

whereq,, ande, are the absorption and emission coefficients, respectively

Introducing the source functiofi, = ==, which describes the loss and gain of energy
into a given direction, equation 2.7 can be written as:

dl,
=—1,+S5, (2.8)
o, ds

This is the general radiative transfer equation, consigestbsorption and emission only.

In LTE, Kirchhoff’s law is valid which states that at a giveentperature and frequency
the ratio of radiation emittance to absorption is constawat @qual to the radiation of a
blackbody at that temperature and the emissjocan be written as:

e, = a,B,(T) (2.9)

where B, (T) is the Planck function (equation 2.3). Therefore, the sedwactions, is
given by Planck’s functiony, = B, (7)) leading to the equation of radiative transfer in the
form:

——=-1,+ B,(T) (2.10)

This equation is also known as Schwarzschild’s equationstite most fundamental des-
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cription of radiative transfer in a nonscattering mediunineTirst term on the right hand
side of equation 2.10 indicates the reduction in intensitg tb absorption. The second
term denotes the increase in the intensity arising fromkhlady emission of the medium.

Equation 2.10 is integrated over the thicknéssrom s, to s by multiplying both sides
by the integrating facto#~" which leads to the solution of the radiative transfer equnati

I,(s) = 1,(so)e ™ —|—/ B,(T(s))e ™ a,ds (2.112)
S0
I,(s) is the intensity of radiation at frequeneyseen at the receiver. The first term on
the right hand side of equation 2.11 describes an expohelgtacase with optical depth
of the incident intensityl, (so), wherel,(sq) is the intensity of radiation at frequency
entering the atmosphere at positigralong the line-of-sight. The second term describes the
intensity attenuated due to absorption by the medium anddhgibution to the intensity
increase due to emission by the medium along the line-dft$igm s, to s. The optical
depthr of the medium between two pointg ands on the line-of-sight is defined as:

7,(8,50) = /8 a(s')ds' (2.12)

S0

For microwave wavelengths, the Rayleigh-Jeans approiomanplies that the intensity;,
is direct proportional to the so-called brightness temijpeed/ 5. Therefore, the radiative
transfer equation can be written in brightness temperaiuits:

Tp(v) = Tpo(v)e ™ —|—/ T(s)e ™D, (s)ds (2.13)
S0

whereTz is the background brightness temperature and T(s) is tla¢ t@mperature. This

form of the radiative transfer equation is commonly used icrawave remote sensing and

as described below, whefEs(v) is the quantity seen by the receiver of the microwave

radiometer.

2.2 Ground-based CIO microwave radiometer - ChlOe

The ground-based millimeter-wave instrument for meagustratospheric chlorine mo-
noxide (C10) is described in this section. The instrument detects tkenthlly-excited
emission resulting from transitions between rotationargy levels in theC10 molecule.
Stony Brook University and the National Institute of WaterdaAtmospheric research
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(NIWA) jointly operate a ground-bas€dO microwave radiometer as part of the Network
for the Detection of Atmospheric Composition Change (NDA@CScott Base7(7.85°S,
166.75°E), Antarctica. A millimeter-wave instrument was instdlkt the New Zealand re-
search station Scott Base to provide long-t€i® measurements over the Antarctic and
has produced useful measurements since February 1996. dihesariods where the ins-
trument was not operating were from mid-November 1996 ttydabruary 1997, when
components of the instrument failed and were returned t&Jthieed States for repair, late
April to late June 1998, when the cryogenic system whichstwe detector failed, and late
January to February 2007 when there were problems with ttezide. Except for those
periods of downtime and excluding occasional days lost diat weather conditions and
minor equipment failures, the instrument has been in caotis operation (24 hours a day
and year around). A schematic of th&) millimeter-wave radiometer system is illustrated
in Figure 2.2 and the assembly/configuration of the instntrsedescribed in Section 2.2.1,
followed by a detailed description of the observing meth®ection 2.2.2). Ground-based
instruments for stratospheric measurements suffer frendibadvantage that tropospheric
water vapour attenuates the stratospheric signal. Theredomeasurement of the tropos-
pheric attenuation must be made to calibrate the observéssiem of C10. Relating the
output of the spectrometer to the intensity of the line teatdependent of observing condi-
tions such as atmospheric opacity, results in the obsentedsity without any tropospheric
attenuation (Section 2.2.3). The high spectral resolutifdthe instrument allows the mea-
surement of pressure-broadened line shapes, permittengltitude profile ofC1O to be
obtained from the shape of the observed spectrum using theved algorithm described
in Section 2.4.

2.2.1 Microwave Radiometer

The ground-basedlO millimeter-wave instrument consists of a quasi-opticarheforming
subassembly, a cryogenically cooled heterodyne recaperating at 278.6 GHz, and mul-
tichannel spectrometer (Figure 2.2). The purpose of theieptical subassembly is to fo-
cus the millimeter wave signal coming from the sky and to prephe incoming signal to be
accepted by the heterodyne receiver. The optical devicebic® the incoming millimeter
wave signal with a signal coming from a local oscillator (L@)polarization interferome-
ter and a wire polarization grid are used to rotate the pdéion of the input signal and
the LO signal to that which is accepted by the mixer. The wiré gansmits the incoming
radiation if its polarization is orthogonal to the directiof the wires. If the polarization of
the incoming radiation is parallel to the direction of theesi, the grid reflects the incoming
radiation. Both signals, the incoming millimeter wave sibgind the LO signal, are directed
through a parabolic mirror into the mixer feedhorn (Figur2) 2vith the same polarization.
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Figure 2.1: A schematic of th€lO millimeter-wave instrument. The instrumental set-up
(switching technique), the optical layout within the cabtieewar and the conceptual design
of the filter-banks are shown.
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A combination of any two signals results in an addition andlstrction. The addition is
called the upper sideband and the subtraction is calledtherlsideband. When receiving
a signal, itis desirable to use only one sideband and thexgfte unwanted image sideband
is reflected into a V-shaped termination at 20 K (Figure 2I2)e optical layout described
above and shown in Figure 2.2 is essentially the same aspeelse Parrish (1994).

After the incoming signal has passed the quasi-optics arsddefiected into the feedhorn,
the signal is delivered to the heterodyne receiver. In arbdyme receiver, the received
millimeter wave signal, called the radio frequency sigriF), is converted to lower ‘in-
termediate’ frequency signal (IF), by mixing the RF signaihwanother, much stronger
signal, from a frequency-stabilized local oscillator (Lia@fore it is detected. The process
of ‘mixing’ the RF signal with the LO signal is termed as thafistage IF mix. The output
product is a signal whose frequency is the difference betlee RF and LO frequencies.
The power in this output signal is proportional to the powethie RF signal, such that the
spectral information of the incoming signal is preservelde Tixer output is first connected
to a preamplifier (hereafter referred to as the preamp) befe output signal goes into an
amplifier with approximately 28 dB gain (first IF amplifier)h& preceded preamp prepares
the signal for further amplification. The quasi-optic siggmbly, the heterodyne receiver
and the first IF amplifier are cooled ta20 K by a closed cycle helium refrigerator to mini-
mize receiver noise.

The IF output of the receiver varies within a band of 1.4-1-%G Further amplification
of the IF signal is provided in the two multichannel filter Banusing conventional elec-
tronic techniques. The filter banks are shown only concédlgtiraFigure 2.2 as there are
several more conversion stages and amplifiers than showigume2.2 (which are, for the
purpose of this instrument description, too complex to dbedere in any detail). The
filter banks, taken together, cover a total bandwidth of 5G&Ivwith 306 filter channels.
The filters have different resolutions and spacing becauwsenformation content of the
CIO line per unit frequency is much greater at the line centen thiathe wings. There
are 30 filter channels with a bandwidth of 5MHz on the left sai¢he line center (low-
frequency side), 256 channels of 1 MHz at the center, and a@ras of 5 MHz on the
right side (high-frequency side). The signal output of ehitér is detected/measured by
a diode-based square-law detector, and produces an outlage which is very nearly
proportional to the input power. The output voltage is dgidl by a voltage to frequency
converter and integrated by counting the output of the caewvever a specific time inter-
val. The counters accumulate the data for all channels andata are periodically stored
in the computer. The processing of the obser&d spectra is described in Section 2.2.4.



2.2 Ground-based CIO microwave radiometer - ChlOe 31

2.2.2 Observing method

The observing method is the beam switching technique asideddn Parrish et al. (1988).
The beam switching technique is employed to minimize nealiities (Parrish, 1994). The
thermal emission o€10 is measured in a zenith reference direction (R) and in a kigna
direction (S) at a low and adjustable elevation angle (ragpdpetweerb® and28°). Both
reference and signal beams pass through microwave windothig isidewall of the obser-
vatory building and set at Brewster’s angle with respech®tieams to eliminate reflec-
tions. To eliminate reflections over a range of elevationles)ghe window in the signal
direction is also curved. A flat mirror at45° angle outside the building is used to de-
flect the reference beam from the zenith towards the instniimihe adjustable mirror in
the signal beam determines its elevation angle and ther@®the path length through the
troposphere. Switching between the signal beam and refere@am is accomplished by
a rotating semicircular mirror-surfaced chopper wheel.ossly dielectric sheet (sheet of
plexiglas) is placed at Brewster’s angle in the referen@@bpath, acting as a gray-body
emitter to equalize the continuum intensity seen in theaignd reference beam. The ele-
vation angle of the signal beam is then continuously andraatically adjusted to keep the
continuum emission equal as the tropospheric opacity asnighe computer calculates the
difference between the signal and reference continuumrangrmits pulses to a stepping
motor driving the elevation mirror to minimize the contimwifference. Since the eleva-
tion angle is a necessary parameter in the calibration gdroedt is recorded periodically.
The computer integrates the detected signal intensitycfibpper wheel is not in the signal
path) and reference intensity (the chopper wheel is in tipeasipath) independently for a
preselected time period (usually 20 min) and then computgs#res the quantity (S-R)/R.

The intensity of the observed signal in the reference antbsigjrection is directly propor-
tional to the brightness temperature according to the Rgyl@éeans approximation. There-
fore, the intensity seen at the receiver is described byatiative transfer equation written
in brightness temperature units (equation 2.13). To adcfaurtropospheric attenuation
of the stratospheric signal (S and R) and to account forveceioise, the observed inten-
sity must be related to a signal independent of any noiserapadspheric attenuation. To
accomplish this, calibration measurements, as outlinemhbare performed.

2.2.3 Calibration procedure - determining the unperturbedsignal

The measured spectra must be calibrated independentlyseivibg conditions, such as
atmospheric opacity and elevation angle of the signal bé&gmmeasuring the thermal ra-
diation from blackbody sources at known temperatures. Téekbody calibration sources
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are made out of carbon-loaded epoxy. The calibration proeedietermines the stratosphe-
ric line intensity7™, which is the intensity that would be observed in the zeniteation in
absence of tropospheric attenuation. The relationshipd®st the observed intensity (mea-
surements in the signal and reference directions)énare derived in the following.

Assuming that the observed species is only located in th&osihere, and attenuated only
in the troposphere, the radiated intensity of an opticdliy stratospheric emitter is linearly

proportional to the stratospheric path length (Parrist.£1888). The relationship between
the measured intensities in the signal and reference bedm*ais then given by:

Ts(v) = TrAee ™™ 4+ Ty (1 — 7)) + Try (2.14)
Tr(v) = T Ae e ™ 4 T(1 — e ™) + T (1 — e ™)e™™ + Try (2.15)

Ts(v), Tr(v) are the radiation temperatures of the spectral line seenglire signal
and reference observations

Ag, A, represent the stratospheric air mass factors in the sigdakderence direction

Ass, Ay are the air mass factors of the tropospheric absorbing laytee signal and
reference direction

7, IS the tropospheric opacity
T,:m is the atmospheric temperature
Trx is the receiver noise temperature

7,, T,, are the opacity and temperature of the dielectric absogexiglas)

Knowing that the servomechanism continuously adjusts kaeagon angle of the signal
beam to keep the continuum power levels eqiigl£ T%) results in the balance equation:

Toim(1 — ™7 = Tl —e ™)™ £ T, (1 — e ™) (2.16)

Substituting equation 2.16 into equation 2.15, which dbssrthe intensity in the reference
beam, and knowing that the stratospheric sigfial4,.e 4™ ¢~™) is negligible compared
With (T (1 — e=4=7) 4 Try), it follows that the measured signal (- R/R) is related
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to the stratospheric line intensify* by the equation:

S—R N (Ase*AMZ — Are*A”TZe*TP)T*
R - Trx + Torm(1 — e A7)

Thrx + Tatm(l — €_ASTZ) S—R

T =
AjeAum — A e Ante R

(2.17)

To obtain the stratospheric spectral inten§ityby solving equation 2.17, the air mass fac-
tors A, A,, A, Ay, the receiver noise temperatdifgy and the opacity of the atmosphere
in the zenith direction.) have to be determined.

Air Mass Factor

The air mass factor is given by the optical path length thihokgrth’'s atmosphere norma-
lized to the optical path length in the zenith and is obtaifieth spherical trigometry. It
follows that the stratospheric air mass factor in the sigmmal reference direction is given

by:
A — R + ZSO’LLT‘C@ (218)

V(B + Zsource)? — (R + Zops)cos(0))?
where isR the radius of the earthR{ = 6378.1 km), z,...c. IS the altitude of the source, i.e.
Cl10, z.s is the altitude of the instrument, with,, = 0 for Scott Base, and is the eleva-
tion angle in the referencé & 90°) and signal (readout from adjustable mirror) direction
with respect to a horizontal plane at the instrument’s pasit

Assuming a plane parallel atmosphere in which the curvaititke Earth is ignored and
the atmosphere is regarded as highly stratified and homogsene the horizontal, the air
mass factor for small zenith angle€g €an be approximated with:

A =1/cos(§) (2.19)

When the air mass factor is defined with the elevation andgginis the angle between the
horizon and the signal, usirtg= 90° — &, the air mass factor can be written as:

A =1/sin(0) (2.20)

The plane parallel approximation is satisfied for the trgbhese, therefore it follows that
the tropospheric air mass factors in the signal and referdimections are given by:

Ays = Ay = 1/sin(0) (2.21)
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The tropospheric air mass factor in the reference diredsity definition ¢ = 90°): A,.=1

Receiver noise temperature

The receiver noise temperatufix(y ) is obtained from the calibration measurements, which
involve substituting of the thermal radiation from two dthody sources (microwave ab-
sorbing materials) for the radiation from the sk, y is determined by placing a hot load
and a cold load in the antenna beam. The hot load has the antdmeperature, while the
cold load is cooled te-77 K using liquid nitrogen. The relationship between theresr
ponding measured detector output voltagigandV,. and the corresponding temperatures

T, andT, is given by:
Vie  Th+Tgrx

Vo T.+Trx
with Vj, = a(Trx + T) andV, = «o(Trx + T.), Wherea is the temperature to voltage
conversion factor.

If both voltages and the temperatures are known, then tlegvermoise temperaturé’ x)
is characterized as:

(2.22)

LWV =TV,

Toy — 2.23
T (2.23)

Tropospheric opacity

Besides measuring radiation temperature of two blackbodyces, the tropospheric radia-
tion temperature is also measured during the calibrationguture and used to derive the
sky temperaturel(ys,). Ts, is obtained by measuring the spectrometer outpjits,, and
V(Tsk,) with the hot load atl},, cold load at7,, and sky atl, in the signal direction,
respectively. Using these measured output voltages theaskgtion temperature is given

by:

Ty = 2 =Y - ) 47, (2.24)
The tropospheric opacity-() can be determined from the tropospheric sky radiation tem-
perature[;,, because, if the temperature structure of the gas is kndwralisorption and
emission of a gas are related through the equation of raditxinsfer (equation 2.13). The
lower part of the troposphere, where most of the absorbirtgiwapour is located, mainly
determines the tropospheric opacity. Assuming that thisqgdahe troposphere is a nearly
isothermal absorbing layer, because the temperature ekamdy slightly, the equation of

radiative transfer (equation 2.13) reduces to:

Tty (0) = T (1 — €~ 5in0) (2.25)
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wherer, is the opacity at elevation angleand”,,,,, is the atmospheric temperature. Equa-
tion 2.25 represents the relationship between the measkye@mperature and the tropos-
pheric opacity which can be solved farleading to:

T

7, = —sin(f) In(1 — =22 (2.26)

Tatm
The calibration procedure enables the determination aktbever noise temperaturgz x,
and the tropospheric attenuation, which can be used in equation 2.17 to calculate the in-
tensity without any noise and tropospheric attenuatiothisxmanner the pure stratospheric
emission line ofC10 is obtained.

2.2.4 Day minus night analysis of measured CIO spectra

Millimeter-wave measurements, performed as describedelpoovide a stratospheric emis-
sion spectrum which represents the stratospheric emissmof C10, every 20 minutes of
the day. The derived information during the calibrationgeure (see Section 2.2.3) is
used to account for tropospheric attenuation and recewsenso that the pure stratos-
phericClO spectra are obtained. As tk80 molecule has a very weak line amplitude, it
IS necessary to integrate the measured signals over soregénod. Therefore, to gene-
rate the day-time and night-tinfelO spectrum, the’1O spectra measured in 20 minutes
time intervals, are averaged over the day-time and nige-period, respectively, where all
‘bad’ spectra are excluded beforehand. If, for exampleirbgospheric opacity is greater
than a threshold value of 0.12, the spectrum is flagged as dmatlis not included in the
daily average. Day-time is defined as 3 hours after sunriié ihour before sunset at
20 km altitude while night-time is defined as 4 hours aftersetiuntil 1 hour before sun-
rise. The sunset and sunrise at 20 km altitude is defined byaa zenith angle (SZA) of
94.5°. Dusk and dawn are not included @) is not in photochemical equilibrium during
that time of the day, and therefo@80O encounters a rapid change in its mixing ratio. In the
morning,ClO concentrations rapidly increase due to the photolysisettk dimer, while

in the evening a somewhat slower decrease occurs due torthatfon of theClO dimer.
As an example, the generated day-time and night-tifit&@ spectra on 6 September 2005
are shown in Figure 2.2. The spectral line intensity is esged in degrees Kelvin using the
Rayleigh-Jeans approximation (Section 2.1.2) for milkenevavelengths.

In addition to theCl10 line at 278.6 GHz, the bandwidth of the spectrometer (506 Mito
includes emission lines of ozone and nitrogen dioxid®4{). The ozone line at 278.5 GHz
is the strongest line in the spectrum (see Figure 2.2). Eurtbre, the measurédO spec-
trum also contains baseline artefacts of instrumentaimriBoth the additional lines and
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Figure 2.2:C10 day-time spectrum (left panel) and night-time spectrughfrpanel) recor-

ded 6 September 2005. The 5 MHz channels (described in &&tfial) are interpolated to
250 1 MHz channels which are then combined with the 256 1 MHmoRIs. This results
in a total number of 506 1 MHz channels.

artefacts, must be removed from the spectrum to obtain tre(i line shape. Therefore,
the strong diurnal variation af10 is used and the night-tim@lO spectra are subtracted
from the day-time spectra to eliminate the interfering $irmnd artefacts (Solomon et al.,
1984; De Zafra et al., 1989). The day minus night spectrum observed on 6 September
2005 is shown in Figure 2.3. During night-time almost all lo¢ C1O is in the form of
CIOOCT in the lower stratosphere and as a result, depending on thefdlae year, night-
time CI10 is less than~ 20% of day-timeClO. Therefore, the night-tim€10 signal is
much weaker and narrower. This substraction removes thgénénce from the additional
lines (primarily the ozone line) and removes the artefatiost completely, whereas almost
all of the C10 day-time signal is preserved.
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Figure 2.3:C1O day minus night spectrum as derived for the 6 September 2005.
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Besides obtaining daily day minus nightO spectra, the diurnal variation 1O can also

be determined from th€10 measurements. Similar to the day-titdgO spectra, the in-
terfering ozone line and instrumental artefacts need tolibgrated from the measured
CIO spectra. Therefore, thelO spectra for the day-time hours and night-time hours are
determined, respectively. As houryiO spectra are going to be derived from the measu-
rements, the definition of the day-time and night-time isuatid, including now dusk and
dawn. This adjustment enables to observe the rapid incredSk¥) concentrations in the
morning as well as the slow decrease in the evenings. To atémudusk and dawn, the
day-time hours are defined now from 7 a.m. to 11 p.m. while #veop between 12:30a.m.
and 5:30a.m. is considered as night-time, assuming thatohtise C10 is bounded in the
CIO dimer. To generate @lO spectrum for one hour of the day, th&€BO spectra measu-
red in 20 minutes intervals are averaged over that hour. &€10 signal is very weak, this
average is not enough to generate an hodily spectrum. Therefore, an average is calcu-
lated using the hourly’10 spectra from three consecutive days whel® measurements
are available, i.e. to determine th&O spectrum at 7 a.m. on the 21 August 2005, the mean
of the C10 spectra at 7a.m. on 20, 21 and 22 August 2005 is calculaters. r&sults in

17 C10 spectra for the day-time and@O spectra for the night-time. The night-tint8O
spectra are averaged over the 5 hours of the night, resuftinge night-timeCl1O spec-
trum per 2 hour period. As done with the dailyO spectra, the night-tim€lO spectrum is
subtracted from the hourly day-time spectra, respectitelsemove the interference of the
ozone line and artefacts. The resulting set of hourly dayusimghtC10 spectra represent
the diurnal variation ofC10. To derive hourlyClO spectra continuoushy;10 measure-
ments on three consecutive days are required. Therefaes #re only a limited number
of diurnal measurements per season available.

In the lower atmosphere where the pressure is high, inteeaédr collisions, which perturb
the radiative transitions of the emitting molecules andceghe frequency of the emission,
occur very frequently. This so-called pressure broadeaffexts the absorption/emission
lines and the measuredlO spectral emission lines are therefore said to be dominantly
pressure-broadened. Pressure broadening arises fronetheade in the lifetime of the
excited states of th€10 molecule due to collision. The higher the pressure, thetshor
the time between collisions and therefore the shorter fagrhe of the excited states and
the greater the bandwidth of the radiated energy. Thergefoeesignal in the wings of the
spectral line originates from molecules at higher pressurlower altitudes, while the mo-
lecules responsible for the signal close to the line cenigimate from lower pressure, or
higher altitudes. For more information on broadening otsp¢lines see e.g. Liou (2002),
McCartney (1983) and Petty (2004). Because the meagui@dspectral line is pressure
broadened, its shape contains information on the altitustellslition of the emittingC10
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molecules and &10 altitude profile can be retrieved between about 15 and 40khe T
vertical resolution of the retrievedlO profile is 8 to 10 km, however, the location of the
peak in theC1O mixing ratio can be determined to an accuracy of 1 to 2 km (Soloet al.,
2000, 2006).

The shape of the measured day minus nighd spectra, as derived as described above,
are used to retrieve dailylO mixing ratio vertical profiles. The optimal estimation medh
described by Rodgers (2000) combines the measuremenss@iati knowledge to make
the retrieval as described in Section 2.4. The ground-basssured’10 profiles used in
this study (Chapter 3) are based on the derdag minus night C10 spectra as described
above.

This thesis aims to investigate multiple sources of unggrés in projecting future po-

lar ozone abundances. To accomplish this, the tools whick wsed in this thesis require
besides ground-bas€dO measurements, other atmospheric measurements of chemical
species such aslO, HCI, HNO3, andCIONO, with a broad horizontal coverage. Instru-
ments onboard satellites provide these necessary measuteeand below, these satellite
instruments are described.

2.3 Satellite observations

In addition to ground-based instruments, remote sounding atellites provides measu-
rements of atmospheric substances. In this thesis, measate of several atmospheric
chemical species from the Microwave Limb Sounder (MLS) aminf the Atmospheric
Chemistry Experiment Fourier Transform Spectrometer (AJE) mounted on satellites
are used ClO measurements were obtained from the passive microwavematier MLS
onboard the Upper Atmosphere Research Satellite (UARSJewC]l and HNO3; mea-
surements were provided by the MLS on the Aura satellite. hssé MLS instruments
onboard UARS and Aura do not observe atmospheleNO, concentrations, these mea-
surements were obtained from the ACE-FTS instrument ilestain the Canadian satellite
SCISAT-1. The UARS-MLS, Aura-MLS, and ACE-FTS instrumers ariefly described in
this Section. A detailed description of the instrumentstied measurements can be found
in Livesey et al. (2003), Santee et al. (2003), Waters e2@D§), Santee et al. (2008a), and
Bernath et al. (2005) [and references therein].
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2.3.1 UARS Microwave Limb Sounder

The National Aeronautics and Space Administration’s (NASARS satellite was laun-
ched on 12 September 1991 and designed to operate for traee YARS exceeded its de-
signed operational lifetime and was finally decommissiamnetl4 December 2005, after the
launch of Aura (see below). Despite the long life of the has¢lite, MLS measurements
were only performed until August 1999, after which antenr@bfems precluded further
measurements. The MLS instrument, one of ten instrumeriieayd UARS, was prima-
rily designed to observe the millimeter- and sub-millinmet@velength thermal emission
of stratospheri€C10 (from ~15-45km),O3 (from ~15-80 km),H,O (from ~15-85 km),
temperature (from-30-60 km), and pressure (from30-60 km) as shown in Figure 2.4.
At the time, UARS was the first satellite experiment usingblisounding techniques at
microwave frequencies (Barath et al., 1993). The UARS-MhS8rument field-of-view is
scanned through the limb of Earth’s atmosphere, i.e. theument views the atmosphere
tangentially. The simultaneous UARS-MLS measurementsraade globally and conti-
nuously during day and night.

The UARS-MLS instrument consists of three assemblies:tep@eter, power supply and
sensor. A three-mirror antenna system receives thermaltiawa from the atmospheric
limb. The antenna system mechanically scans the atmosgiveb in the vertical plane.
The received signal is diverted to the three heterodynenagliers measuring the stratos-
pheric microwave emission spectrum near 63, 205, and 183 @&dpectively, that belong
to the sensor assembly. These radiometers operate at dtdogrerature. The signal from
the atmospheric limb is combined with a local oscillatonsily employing an ambient tem-
perature Schottky diode, resulting in an intermediatedesgy. Six identical filter-banks
that are part of the spectrometer assembly spectrallyvesiod stratospheric emission lines
and produce an output spectrum which gets digitized to dasg &0 UARS for transmis-
sion to the ground.

Measurement coverage

The UARS orbit and MLS viewing geometry are such that MLS measents were made
between 34N and 80 S for a period of 36 days (referred to as one UARS month), which
was followed by a 180yaw maneuver which changes the observing rangetdi&0 34 S.

As a result, MLS alternated between viewing the northernsmdhern middle and high
latitudes ten times a year. The MLS field of view is directed 80m the UARS orbital
vector and a vertical scan of the Earth’s limb from 1 km to 90&dtitude is performed. A
complete vertical scan takes 65.636s.
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Figure 2.4: The vertical ranges of the observed chemicalisp@and temperaturd’} and
pressure P) by UARS-MLS. [Figure adapted from Barath et al. (1993)]

In mid-April 1993, stratospheriél,O and mesospheric ozone measurements ended due
to the failure of the 183 GHz radiometer. As a result of therdédgtion in the performance

of the antenna scanning mechanism and due to problems withARS power system, the
measurement coverage became more intermittent from &8 d8wards. The frequency

of MLS observations continued to decrease and after theaatgcan problems intensified,
the instrument was placed in stand by mode in July 1999. Th& Naily data coverage
decreases from 100% from late 1991 through 1993, to 50% id4,188] only a few tens of
measurements per day from 1995 onwards (Livesey et al.,)2003

2.3.2 Aura Microwave Limb Sounder

Most of the UARS measurements of atmospheric compositebeaing continued with the
NASA Aura satellite that was launched on 15 July 2004, witlesighed operational period
of at least 5 years. The Earth Observing System MLS is onewfifstruments onboard
Aura. UARS-MLS and Aura-MLS are very similar limb viewingstmuments, with AURA-
MLS, however, measuring many more atmospheric chemicaispasuch a$H, HO,,
H>0, O3, HCI, Cl10O, HOCI, BrO, HNOs3, N,O, CO, HCN, CH3CN, and volcanicSO, in
the region betweer 8 km and~ 90 km altitude.

The Aura-MLS instrument consists of three modules. Theiimstlule, the GHz radiome-
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Figure 2.5: Chemical species observed by Aura-MLS. Sotiddiindicate that the signal
on its own can be used for individual profiles and dotted linéscate that zonal averages
are needed to obtain vertical profiles.[Figure adapted Wdaters et al. (2006)]

ter module, consists of five heterodyne radiometers opeyati ambient temperature. The
radiometers cover the broad spectral regions centered1iar190, 240, and 640 GHz.
Furthermore, the module includes the GHz antenna systéilratéon targets, optical mul-
tiplexer and a switching mirror. The second module, the Tatiameter module, contains
two heterodyne radiometers centered at 2.5 THz. In add@iswitching mirror, calibration
targets, and the THz telescope are parts of the second motléevertical ranges of all
chemical species measured by these radiometers is shovguire2.5. The third module,
the spectrometer module, receives signals from the GHz &zrdadiometers, detects and
digitizes them, and passes the digitized signals to theegpait for telemetry to the ground.

Measurement coverage

Aura s in a near-polar, sun-synchronous orbit at 705 knualé. The Aura satellite travels
from the north to the south pole as the Earth rotates to thieusakerneath the satellite.
Therefore, Aura can cover the entire Earth’s surface witlghty 13 orbits per day. Sun-
synchronous satellites either ascends (north-going)nhght or descends (south-going) in
darkness or vice versa. In both cases the sunlit orbit oantesthe same part of the Earth
at roughly the same local solar time each day. Aura sampksdnthern high latitudes
with ascending measurements near midday local time andoil@ern high latitudes by
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ascending measurements in the late afternoon. The asgeidad solar equator crossing
time is 1:45 P.M. The Aura-MLS field of view looks in the forwdadirection of orbital
motion and vertically scans the limb in the orbital planegdieg to data coverage from
82°S to82° N latitude on each orbit. A complete vertical scan take24.7 seconds and
every orbit has a fixed number of scans (240 scans per orl@gsantially fixed latitudes,
resulting in roughly 3500 scans over the globe every 24 holine number of limb scans
in the Northern and Southern Hemisphere are the same. TreeMuS vertical resolution
is approximately 3 to 4 km, depending on chemical speciesaditdde range.

2.3.3 ACE-FTS

The Atmospheric Chemistry Experiment (ACE) is a Canadidellga mission for remote
sensing of the Earth’s atmosphere. On 12 August 2003 theAdtlSatellite was launched
by NASA into a low earth circular orbit with high inclinatioof 74° at 650 km altitude,
providing global coverage fror®h° S to85° N. Several atmospheric species suciia®),
03, NO,, CO, CIONO,, are measured with the main goal of investigating the chainaied
dynamical processes that affect stratospheric ozone ti@pleThe instruments mounted
on the satellite provide vertical profiles of atmospheriastdauents from typically 10 to
100 km. The measurements are usually taken during solattatou, i.e. the spectrum
of the sun is measured as sunlight passes through the Eartindsphere. Routine science
operation began in February 2004.

Instrument design and operation

The ACE high spectral resolution Fourier Transform Speu#ter (ACE-FTS) with a broad
spectral coverage, operating from 2.2 to 133 is the main instrument on SCISAT-1. The
FTS measures sequences of infrared absorption spectragdunmrise and sunset where a
maximum of 15 sunrises and sunsets per day can be observednddsurements are car-
ried out in the limb viewing geometry with different slantths and at a series of tangent
heights. In analyzing these measured spectra, the slamnoslare combined and inver-
ted into vertical profiles of the atmospheric constitueftse ACE-FTS instrument records
measurements every 2s below altitudes of about 150 km. Thealeresolution of the
instrument is 3-4 km. The measured sun spectra are dividexdatmospheric measure-
ments (solar measurements with no atmospheric attenjatmahtherefore, the instrument
is self-calibrating.

When employing solar occultation instruments, the gedgcah coverage is non-uniform.
This results from the fact that the instrument requiresighinto perform the measurements
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and sunlight is not available at all geographical locatiang all the time. For example, du-
ring the transition between polar day and night, the polatexas only partially exposed to

sunlight and as a result, the vortex is only partially samplering the satellite overpass in
that period. When using measurements from solar occuttatistruments and especially
when using vortex average concentrations of solar ocouftaiata, these sampling effects
have to be taken into account (Manney et al., 2007). If megsents were taken close to
the vortex edge where mixing of mid-latitude air masses th&ovortex plays a role (es-

pecially in the Arctic vortex), then this might lead to an m&imation of the calculated

vortex average.

2.4 The Optimal Estimation Retrieval Method

The use of optimal estimation as the retrieval algorithngeneral, is a standard technique
to derive the vertical distribution of atmospheric speandsrred from the measured emis-
sion or absorption spectra of these species. Besidesviagfiatmospheric profiles from
measurements, optimal estimation can be also employedaimiag the effectiveness of
chemical reaction cycles driving polar ozone destruct®sl@own in Chapter 3. This sec-
tion describes the basics of the optimal estimation appraageneral which then can be
individually applied to the purpose of interest, e.g. mtimg trace gas profiles from mea-
sured spectra. A more detailed description of the genettahapestimation method can
be found in Rodgers (1976, 2000), while the retrieval atyomi specifically applied to the
ground-based’l0 measurements is described in detail in Solomon et al. (2800 Parrish
et al. (1992). Livesey and Wu (1999) and Livesey et al. (2@@3cribe thoroughly the re-
trieval process algorithm for UARS-MLS and Aura-MLS measuents, respectively. The
retrieval algorithm employed to derive atmospheric velttprofiles of the spectra measured
by the ACE-FTS instrument is described in detail Boone g28105).

2.4.1 Optimal Estimation

Optimal estimation is a algorithm that is used to processsoregnents together with a des-
cription of the measurement uncertainties, the relatignisatween the measurements and
the unknown state, as well as initial condition informat{arpriori). The retrieval process
consists of two main parts: the forward model and the retfievodel, also known as the
inverse model. To retrieve the vertical distribution of eyt molecule from a measured
spectrum, the retrieval process requires an accurate stadding of the physics of the
measurement process. In practice, there are always umtesavithin the measurement
process and the underlying physics of the measurement mayweyys be fully understood.
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Therefore, the detailed physics must be approximated bfptiaard model F(x, b). The
forward modelF calculates estimates of radiances that would be obsernvadgiven state
of the atmosphere. The forward model consists, in generatpdules describing spectro-
scopy, radiative transfer for a non-scattering atmosplagre instrumental characteristics.

The second part of the retrieval algorithm, tle&rieval model ‘inverts’ the forward model
calculations and deduces an atmospheric state using a ggtesf atmospheric measure-
ments (i.e. measured spectra). Therefore, retrievingcatprofiles from measurements,
made from an instrument located on the ground or mounted atedlite, is generally
known as inverse problems.

The atmospheric state which is to be determined, is represgdry the unknown state vec-
tor x of lengthn. In case of the microwave radiometer measurements the\sater x
represents vertical profiles of the atmospheric speciestefast (e.g.C10). The atmos-
pheric measurements (spectra) are described by the mesntreectory of lengthm and
the measurement errer The forward modeF relates the atmospheric statetogether
with forward model parametetsthat are not intended to be retrieved but important, to the
measurements by:

y = F(x,b) + ¢ (2.27)

The forward model then calculat€80 spectra,y, which describe the radiances that the
instrument would observe if the atmosphere were in the statesented by the state vector,
x. The calculated spectisa are compared with the measured spegtraThe difference
between the observed and modelled spectra is describee lopsh functiony ?:

X=F-97"S (y—¥) (2.28)

S. in equation 2.28 is the covariance matrix of the measuremeats and the exponents
-1 and T denote the inverse and the transpose, respectively.

There is an infinite set of state vectorghat would form solutions for equation 2.27, re-
producing the measured spectra and therefore the invesbepr is ill-posed. However, as
there are more measurements than elements in the state (rectanknowns), the inverse
problem is also said to be over-constrained. Thereforergtieved state (the atmospheric
profile) cannot be obtained from the measurements alonexgnibri information of the
state &, ) is required to determine a single solution of equation 212iéa priori is the best
estimate of the atmospheric state before the measurementsaale. The priori, anda
priori covariances, are generally taken from climatological @slar, if climatological data
are not available, model output can be used as{breori.
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The difference between the retrieved state of the atmosghgand thea priori (x,) must
be considered in the cost function. Thus, the cost functie@gin equation 2.28 changes
to:

X =y =9)"Se Ty —¥) + (X —%a)"Sa™ (X — xa) (2.29)

whereS, is the covariance matrix af,. The first term in equation 2.29 represents how
well the modelledC1O spectrum fits the measurements and the second term weights th
difference between the retrieved state artiori state. The greater the measurement un-
certainty the more influence tlagriori has on the retrieved profile. For small measurement
errors, the retrieved profile will be mostly determined by theasurements. It follows that
the retrieved values will be identical to tlepriori values at altitudes where the measure-
ment error is too big, i.e. where the information contentef theasurements is too low.

To minimize the cost function (equation 2.29), i.e. derive bptimal state of the atmos-
phere which matches the measured spectra, the standard-Sawson method is applied
which iteratively calculates the state vectorThe Gauss-Newton iterative equation can be
written as:

%1 = Xa + (S, F KIS'K) KISy — F(%:) + Ki(%; — x4)) (2.30)

whereK is am x n weighting function matrix, also known as the Jacobian, vei#ith
element representing the partial derivative of the modedigectrum with respect to the

state vector element:
6Fi (X)

an
The weighting function matriX is determined by consecutively perturbing each state vec-
tor quantity and recalculating tHelO spectrum using the forward model. The weighting
functions describe the sensitivity of the modelled speutta variations in the state vector.

K = (2.31)

The iteration of equation 2.30 stops when a prescribed e¢gawnee criterion is achieved,
i.e. whenx;,, does not significantly differ fron&;. The general structure of the described
retrieval algorithm is illustrated in Figure 2.6.
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Xir1= Xa + (Sa7! + KiTS¢'Ki) ' KiTSe! (Y-Yi + Ki(Xi-X,))

Forward model parameter (b)
spectral line shape

temperature

convergence criterion
i+1 (XKi1-Xi) <O 0

Forward Model

Retrieval model

)

Xa:a priori Y:measured spectrum K: weighting function matrix  X: state vector
S.: covariance of the a priori  S¢: measurements covariance  Y:modeled spectrum S: retrieval error covariance

d: tolerance value O¢: diagonal elements of S¢

n:number of retrieval points m: number of measurements iznumber of iteration

Figure 2.6: A schematic illustrating the basics of the opliestimation retrieval algorithm.

The described Gauss-Newton method is applied to non-lipedilems e.g. the retrieval
of vertical profiles of the species obtained from satelli@asurements and the retrieval of
key kinetic reaction rates (Chapter 3). However, if theiegtl problem is linear because
changes in the emission line are linear to changes in the gas mixing ratios (which is
the case for the described ground-bag§®d measurements) the solution of equation 2.30
can be written as:

% =xa + S KT (KS, K" +8S.) Hy — K(x,)) (2.32)

Retrieval Resolution

The averaging kernel matrixy, describes the relationship between the retrieved state an
the true state, i.e. the response of the retrieved stateatoyes in the true state and is given

by:

A= g—i‘ = (K'S. 'K + S, 1) 'K”S. 'K (2.33)
The averaging kernel matrix is a measure of how and wheredtneval x is sensitive
to the true statexc. For an ideal inverse method\. would be the identity matrix, and
thereforex = x. In practice, the rows oA are functions with a peak at the altitude
where the measurements provide information. At altitudiesre the measurements do not
provide enough information, no significant peak at the gpoading altitude is present.

The rows ofA are called ‘averaging kernel’'s’ or smoothing functions tlasy represent
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where the retrieval is sensitive to changes in the true prafiach column oA represents
the response of the retrieval at a given altitude to a peatiob of the true state vector at the
same altitude. Therefore, the columnsfdfare a measure of how the retrieval is sensitive
to changes in the true state.

The width of the averaging kernels peak quantitatively dbss the vertical resolution of
the retrieval. The narrower the width the better the resmhudind vice versa. If the kernels
are well peaked and centered at the appropriate level thendway to define the vertical
resolution is to determine the full width at half maximum loétaveraging kernels (Connor
etal., 1995).

Retrieval Error

The total error of the retrieval, i.e. the difference betwé®e retrieved state and the true
state, consists of three main components due to (1) unceesin the measurements, (2)
errors in the forward model and inverse model, and (3) smogthvhich accounts for the
influence of thea priori (Rodgers, 1990).

The error in the retrieval due to the total uncertaintieshe measurementsis descri-
bed by the retrieval nois&,e. The contribution function matriXz, described the sen-
sitivity of the retrieval to changes in the measurements arglthe measurement error
(Gy = S.KT(KS,K” + S,)™!). The covariance of the retrieval noise is given by:

Sm = GyS.G,” (2.34)

The covariance matri®,, is diagonal, if the measurementsre determined independently.
The measurements errargre then uncorrelated.

The ‘smoothing’ of the retrieved profile using thepriori where the information content
of the measurement is poor introduces an error and the emwaiof that error, using the
identity matrixI, is given by:

Se = (A -D)S.(A-T)" (2.35)
The last contribution to the total retrieval error is theoedue to uncertainties in the forward

model parameters, represented®@yJ,. ¢, describes the errors in the calibration of the
measurements or in the calculations of the modelled spesing the forward model. The
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forward model covariance can be formulated as:
St = G,KpSpKy G, (2.36)

whereSy, is the error covariance matrix of the forward model parambtand K}, is the
forward model parameters weighting functions, i.e. thesgmiity of the forward model to
the forward model parameterK{, = 0F /0b).

The overall retrieval error combines the described comaga corresponding to (1) errors
in the measurements, (2) smoothing error, and (3) errowtieg from the forward model
parameters and is described with the covariance of thevettiatmospheric stat8) of
the last iteration:

S=S.+4Sm+ St (2.37)



Chapter 3

Retrievals of key chlorine chemistry
kinetic parameterst

3.1 Introduction and Motivation

As stated in Chapter 1, an accurate understanding of pogospheric ozone depletion is a
prerequisite for reliably projecting the future evolutiipolar ozone and its impact on cli-
mate. Confidence in the ability to simulate ozone loss pseE®and projecting future polar
ozone abundances in numerical models depends on the uartingg polar ozone loss pro-
cesses. Coupled chemistry-climate models (CCMs) are sraglim simulate stratospheric
ozone changes and to project the evolution of stratospbecne throughout the Z1cen-
tury. CCM are coupled interactively to an chemistry schehna talculates an ozone field
using kinetic reaction rates that were determined in therktory and by means of field
measurements. These kinetic reaction rates are providdweh}PL data panel (e.g. Sander
et al., 2003, 2006, 2009) or the IUPAC data panel (Atkinsoal.e2007). If these kinetic
reactions rates are incorrect the simulated ozone field iyl @dll be inaccurate. Even the
corresponding uncertainties on the kinetic parametemmawended by these panels deter-
mine in part the uncertainty on projections of ozone lossn&at al., 2009). Therefore,
it is crucial to reduce these uncertainties for an accuegteesentation of past and present
ozone abundances and for a better predictive capabilithefuture evolution of ozone
levels in stratospheric chemistry models.

IPart of this chapter has been published in: Kremser, S.,ftthoR., Bodeker, G. E., Connor, B. J.,
Rex, M., Barret, J., Mooney, T., Salawitch, R. J., CantyFfFieler, K., Chipperfield, M. P., Langematz, U.,
and Feng, W.: Retrievals of chlorine chemistry kinetic paegers from Antarctic CIO microwave radiometer
measurements, Atmospheric Chemistry and Physics, 115183, 2011.
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The catalyticClO-dimer cycle, introduced in Chapter 1, is primarily respblesfor the
severe ozone depletion occurring in the polar stratospAdrerefore, the accuracy of mo-
delled ozone loss relies predominantly on the accuracyedkitietic parameters used in the
model that govern the effectiveness of thg)-dimer cycle in depleting ozone. To reduce
the uncertainty on the kinetic parameters of i®-dimer cycle, numerous laboratory,
field, and model studies have been performed. Many of thesiestfocused on the kinetic
parameters that govern the polar ozone depletion bgtedimer cycle, such as the dimer
formation rate k), the absorption cross-section of the dimer which is diyeetated to the
photolysis rate.(), and the equilibrium constani(,). After the stratospheric air masses
within the polar vortex have been processed by PSCs (Chaptegh C1O concentrations
are present in the polar stratosphere andili@-dimer cycle:

k
ClO + CIO + Mk:fClOOCI +M (R1)
CI00C! + hv 5C1 + C100 (R2)
ClOO + M —Cl+ Oy + M (R3)
2 x [Cl+ O3 —ClO + O] (R4)

Net : 203 + hv —>3OQ

becomes an extremely efficient ozone loss prodesis reaction (R1) is the thermal disso-
ciation rate of theC10-dimer. The formation and the photolysis of th&)-dimer control
the effectiveness of the catalytidO-dimer cycle. The key reactions in terms of ozone
destruction are the dimer photolysis (reaction (R2)) amdréaction of chlorine dioxide
(reaction (R3)) with any molecule, releasing chloriag)(@toms that then react with ozone.
The photolysis of the dimer is the rate limiting step in thysle. If CIOOCI decomposes
thermally rather than being photolyzed, or if the photdysiaction produceSIO, a null
cycle results, leading to no change in ozone concentrations

Considering the self-reaction 610 (reaction (R1)) three additional pathways for the com-
bination of the dimer are possible, producigg + O,, OCIO + CI or C100 + CI, res-
pectively. However, laboratory studies report that theraleate of these reactions is slow
(Molina and Molina, 1987, and references therein). Theeefthe dominant product of the
CIO self-reaction is th€’10-dimer.
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During day-time, wheil®10OCI loss occurs mainly by photolysis, the partitioning between
CIO and CIOOCI, and the overall rate of the catalytic cycle, is controllgdtbe dimer
formation rate ;) and photolysis ratef). The equilibrium betwee@10O andCIOOCl is
then given by the expression:

[C10]?

During night-time, when no photolysis of the dimer takeplahe temperature dependent
thermal equilibrium constarit,, governs the partitioning betwe€iiO andCl1OOCI:
ky  [CIOOC]]
Keyy=-—+=——--—— 3.2

Tk, [C10]2 (3.2)
Uncertainties in the values of these kinetic parametérg { and K.,) contribute to diffe-
rences between measured and modelled polar stratosphéri@.g. Stimpfle et al., 2004),
affect our ability to accurately describe polar ozone desion (e.g. Frieler et al., 2006;
von Hobe et al., 2007), and our ability to confidently projihet response of polar ozone to
future changes in stratospheric chlorine loading (e.g.FBPA2009).

To calculate the photolysis rate of th8O-dimer, Jo,000: (€quation (1.1)), the absorption
cross-sections are usually taken from the JPL or [IUPAC panghese recommended ab-
sorption cross-sections 6OOCI typically fall between laboratory measurements by Hu-
der and DeMore (1995) (low range in photolytically activgiom, i.e. the region between
190 and 450 nm wher€1OOCI1 photolyzes) and Burkholder et al. (1990) (high range). In
2007, Pope et al. publish€édOOCI absorption cross-sections that were considerably lower
than either the Sander et al. (2006) (hereafter: JPLO6) kindon et al. (2007) recommen-
dations. This smaller photolysis rate would make it impolgsto quantitatively explain
observed polar ozone loss, suggesting that as yet unknovaegses were active. More
recent laboratory studies by von Hobe et al. (2009), Cheh €@09), Papanastasiou et al.
(2009), and Wilmouth et al. (2009) concluded that the cdiwacapplied by Pope et al. to
account forCl, contamination in theiClOOCI] sample may have been too large. This in
turn would lead to cross-sections which are too small forel@wgths that control the pho-
tolysis of theClO-dimer in the atmosphere-@00 nm). That said, these studies published
in 2009 do not agree on the absorption cross-sections fadither, and so there remains
uncertainty on the photolysis rate for t6&0-dimer, especially in the atmospherically most
important region. The laboratory measurements of the sf@lDCl cross-sections at wa-
velengths of interest{300 nm) involve some difficulties such as the interferencetbér
species (e.g.Cl, and Cl,O3) which are unavoidable and difficult to quantify (SPARC,
2009), and the fact that production@OOCI production in the laboratory is very challen-
ging. The correction for interfering species suclCésis the biggest source of uncertainty
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regarding the determination of tli8O-dimer cross-section, resulting in large uncertainties
among the laboratory studies at atmospherically imporavelengths (e.g. Burkholder
et al., 1990; Huder and DeMore, 1995; Chen et al., 2009).

As the ozone loss during day-time is controlled by the plysisirate (/) and the formation
rate ) of the C1O-dimer, the determination df; has also been subject to a number of
laboratory studies (Trolier et al., 1990; Bloss et al., 200itkolaisen et al., 1994; Boakes
et al., 2005). Th&’1O-dimer formation rate is known to be pressure- and temperate-
pendent. A decrease in temperature leads to an increasebutt also to a decrease in the
J/ky ratio which controls the partitioning @f10 and CIOOCI during the day. Th&10-
dimer formation rates determined by the laboratory stuaigee very well for temperatures
above 240K (von Hobe et al., 2007). However, as it is diffitolinvestigate the reaction
rates under stratospheric conditions in the laboratorgrgel discrepancy among the deri-
vedk; values at stratospheric temperatures between 180 and 2@8ts @Figure 3.1). At
190K, for example, the lowest reported value fgrby Trolier et al. (1990) is smaller by
about a factor of 1.8 than the highest reported value (Boakak, 2005). The JPL0O6 and
JPL0O9 recommendations féF lie between these two values (Figure 3.1). The difference in
the determined; values results in part from the extrapolation of the dimenfation rate

to the low temperatures occurring in the polar stratosphere
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1 — Nickolaisen et al. (1994)
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Figure 3.1: TheClO-dimer formation ratek;) versus temperature as reported in previous
studies. The deriveél; values were calculated for temperatures occurring in tragost-
phere.
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The equilibrium constank’,, controls the partitioning o€10 and CIOOCI during night-
time when photolysis is negligible and sufficient time hasgea so that equilibrium has
been reachedClO and CIOOCI are then said to be in thermal equilibrium. Numerous
laboratory studies have been carried out to determiipeand its temperature dependence
(e.g. Cox and Hayman, 1988; Nickolaisen et al., 1994; Pletgd., 2005). However, all
laboratory studies were performed at temperatures aboge thccurring in the winter po-
lar stratosphere and therefore extrapolatiorkof to polar vortex conditions, as done by
the JPL panel, introduces uncertainties. The equilibriemstant as reported in previous
studies is shown in Figure 3.2, whekg, was calculated for the temperature range 190 to
210K. The largest reported value fér,, at 190K by Nickolaisen et al. (1994) is about
23% larger than the JPLO6 value, while the smallest valupgsed by von Hobe et al.
(2005) is up to 90% smaller than recommended by JPLO6. Tlueegiancies in the deri-
ved equilibrium constants from laboratory studies are atingly large and field studies at
stratospheric temperatures are required to narrow dovae tthiscrepancies.

10

— Cox and Hayman (1988) | —— Broeske and Zabel (2006)
Nickolaisen et al. (1994) | - - JPLO6
—— Avallone and Toohey (2001)— JPL09
—— von Hobe et al. (2005) —— Santee at al. (2010)
10-74 — Plenge et al. (2005) —— Ferracci and Rowley (201(
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Figure 3.2: The equilibrium constank’{,) versus temperature as reported in previous stu-
dies. The deriveds., values were calculated for temperatures occurring in tlaéastphere.

Atmospheric measurements 0fO and its dimer are a useful tool to verify the precision
of the kinetics determined in laboratory studies as longhay are sufficiently accurate.
Several studies based on atmospheric ground-based, inasitlisatellite day-time and
night-time observations of 10 and/or CIOOCI have been performed to investigate the
key kinetic parameters of theélO-dimer cycle. Ground-based day-time measurements of
ClO by Shindell and de Zafra (1996) and Solomon et al. (2002) esiggl a highey /£,

ratio than recommended by JPLO6 and the more recent JPLOMneendation, resulting

in higher modelled day-tim€10 abundances than derived from JPL kinetics. Stimpfle
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et al. (2004) presented the first measurementsSI&FOC1 which were used together with
CIO measurements to test understanding of the key kinetic paeamof theClO-dimer
cycle. Stimpfle et al. concluded that thélfO measurements can be reproduced by using
the k; value reported by Trolier et al. (1990) in combination witie {photolysis rate re-
commended by JPLO6. A larger value for as recommended by; ;p10s agrees with the
observations only if large10OCI absorption cross-sections than recommended by JPLO6
are used. Furthermore, night-time measurementslofand CIOOCI by von Hobe et al.
(2007) and Stimpfle et al. (2004) and satellite measurenoéiai¥O by Santee et al. (2010)
indicate discrepancies in the equilibrium constan} compared to the JPLO6 recommen-
dation, and the more recent JPLO9 recommendation. The stggn Hobe et al. (2007)
presented an additional a set of parameters which showalbtlex best consistency with
their observations, namely the equilibrium constant asmted by Plenge et al. (2005), the
dimer formation rate as suggested by Nickolaisen et al.{)18ad a photolysis rate using
the absorption cross-section that lies between JPLO6 arichBlder et al. (1990). Howe-
ver, the optimal value ok, by Plenge et al. (2005) does not agree with the finding of the
latest and more recent studies by Santee et al. (2010) aracEieand Rowley (2010). All
these earlier studies suggest that there remain discriggancthe key kinetic parameters
controlling polar ozone depletion. Examining the kinetitstratospheric temperatures is a
prerequisite to reduce these discrepancies, and therdbging uncertainties in modelled
polar ozone loss.

This study presents two methods, both using day-tiri@ microwave radiometer mea-
surements, to constrain the kinetic parameters gover@ifigchemistry in the polar stra-
tosphere. This work was motivated by the idea of using daily laourly measurements
of C1O, made in Antarctica, to retrieve the key kinetic parametérs<.,, andk;) gover-
ning the partitioning betwee@lO and its dimer. During the course of this study it became
apparent, however, that the availablg®) measurements are only weakly sensitivesig,
sinceK., becomes important primarily for the night-time partitingiof C10 andCIOOC1
(see equation 3.2). Because the measuli€n night-time spectrum is subtracted from the
day-time spectrum to obtain the measu¢d@ spectrum, almost all information abokt,

is removed from the measurement$herefore, it became apparent that the ground-based
measurements are not suitable to derive estimate& fpand no attempt was made to re-
trieved K.,. Rather, to test the sensitivity of the results to a choic&' gf K., was varied
within the uncertainty range recommended by JPLO6 (seeelo

2The data processing and retrieval algorithm of 1® measurements are described in detail in Chapter
2.
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During day-time, the equilibrium betwe&iO and its dimer is governed by the'k ratio
(equation 3.1). The partitioning betweéhO and CIOOCI is close to equilibrium a few
hours after sunset to sunrise and shortly after sunriseddlgtbefore sunset. The transi-
tion from non-equilibrium to equilibrium provides informan on J andk; individually.
However, as the non-equilibrium period is restricted toyanfew hours of the day, the ap-
plication of remote sensing data to determiher k individually is limited. Furthermore,
the transition period has been removed from the groundebasmasurements because of
the day minus night subtraction. As a resalt) measurements include hardly any infor-
mation on the individuall andk; values and therefore no attempt was made to analyze
andk; individually and the focus of this work is to retrieve optimg k; ratios from the
measurements. As the subtraction was also performed teedeourly C10 profiles, no
additional information can be gained from these measur&sn@onsequently, the decision
was made to use only dailylO measurements to investigate the applicability of ground-
basedClO measurements to retrieve key kinetic parameters whichrgdabe partitioning
of C10 and its dimer during the day.

This work aims to provide a constraint on thig¢k, ratio based on daily’1O microwave
radiometer measurements from Scott Base (7889.66.75E), Antarctica, made during
the late winter/early spring of 2005 (Section 3.2). Firsbatimal estimation technique was
used to derive//k ratios for a range of prescribed., values (Section 3.4). Values &f.,

up to 2 times larger than recommended by JPLO6 were explotedtthe sensitivity of the
J/k; ratio to changes ik,,. The optimal estimation forward model was a photochemical
box model that taked, k;, and K., as inputs, together with a prio@lO,, ozone, tempe-
rature and pressure profiles. The photochemical box modepnavided by R. Salawitch
and T. Canty who also calculated and provided the phototgses of theC10-dimer which
were used aa priori information in this chapter. The basic model-code for optigstima-
tion using the box model as a forward model, was provided biyri€ler and R. Schofield.
The SLIMCAT modelledC10, data which were used agpriori in optimal estimation were
provided by M. Chipperfield. Based on these tools provideel jhodel-code was extended
and adapted to be used with the Antar¢ti© measurements from Scott Base in this chap-
ter.

In optimal estimation the JPLO6 kinetics are usecagsiori for kinetic of the CIO di-
mer cycle (/,k; andK.,) and for all other chemistry in the forward model. Using theren
recent JPLO9 kinetics aspriori results in insignificant differences in the retrieved vadiie
J/ks. The JPLOG6 kinetics are most commonly used in recently phbt studies of polar
ozone photochemistry and therefore, these kinetic paesate the point of reference for
this study. That said, in some cases, results are also cechpath the more recent JPL09
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recommendation. The JPLQS,, value is 70% of the JPLO6 value, whilg'k, for JPLO9
shows essentially no difference from JPLO6. The derivedticrparameters by employing
the optimal estimation method are presented and compatbdesgults from previous stu-
dies in Section 3.6.

As a complement to optimal estimation, a second approactusesto derive the optimal
kinetic parameters where the full parameter spacé,of; ,K., and Cl1O, was explored
(Section 3.5), within physically plausible limits, to finde minimum in differences bet-
ween measured and modell€tO profiles. The results from exploring the full parameter
space are presented and compared to the retrieved valme®friimal estimation in Sec-
tion 3.7. The main findings of this study are summarized iniGe&.5 followed by the
conclusion of this study.

3.2 Observations

The Stony Brook University and NIWA jointly operateCAO millimeter wave radiometer

at Scott Base, Antarctica. The instrument providé® measurements since 1996. The
instrument itself, the observing method and the data penegss described in detail in
Chapter 2. Th&”l0 measurements as made between 21 August and 20 September 2005
were used in this study to investigate the kinetic parameittheClO-dimer cycle. 2005
offered the most comprehensive data set. Due to bad weathéditions there were nG10
measurements available from 14 to 16 September 2005 (wdnitie IF-igure 3.3) and there-
fore these days are not considered in the analysis. As a,ré8ullays ofC1O profiles on

20 altitude levels, from 11 to 30 km, derived from t68 day minus night spectra were
used. The 11 to 30 km altitude range was chosen as this is Wh@reoncentrations maxi-
mize (Figure 3.3). The dailg’10 measurements which were used in this study, together
with their error estimate are shown in Figure 3.3. The measent errors on th€lO pro-

files were determined by applying the formalism of Rodge@®®@ (Chapter 2). The error
analysis for theC10 measurements is described thoroughly in Solomon et al.0j20the
seasonal behaviour 6flO is well presented by the measurements shown in Figure 3.3.

At the beginning of the season (late August) the p€&R mixing ratio occurs at around
22km. In early September the pe@kO mixing ratio shifts downwards, occurring at 20-
21 km. The highC1O concentrations are restricted to altitudes between 17 akd2since
this is the region where PSCs occur. PSCs are responsibéetivating chlorine through
heterogeneous processes (Chapter 1). At the beginningeddrthlysis period, chlorine
is mostly tied up in the chlorine reservoir species suckCi#3NO, andHCI. Therefore,
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relatively lowClO concentrations of about 1.2 part per billion (ppb) are oleeat the be-
ginning of the analysis period. With an increase in avadahlnlight during the day more
chlorine can be activated through photodissociation ofraébal compounds produced by
heterogeneous chemistry. Activated chlorigg)(destroys ozone via th€10, catalytic
cycle formingClO (Chapter 1). Therefore, stratosphetiD concentrations increase. The
maximumClO concentration during the 2005 season (2.3 ppb) was observédseptem-
ber 2005. The strong decrease(iO around day 251 (8 September 2005) is a result of
dynamical variability of the polar vortex. During the Ant8ic late winter/early spring, the
CIO concentrations are high inside the polar vortex due toagpdteric chemical processes
as described in Chapter 1. Outside the polar voi@8%), concentrations are very low. The
polar vortex is neither stationary nor centered on the poteroves due to dynamical ac-
tivity. Therefore, the observation site can lie within ortgide the polar vortex or at the
vortex edge, which determines the amountd® measured by the instrument. This mo-
vement of the polar vortex explains the drop in @i® measurements at Scott Base where
peak values of 0.8 and 0.6 ppb on day 251 (8 September) an®252ptember), respec-
tively, are observed. After this period of lo@lO abundances, higillO concentrations
of 2.2 ppb were observed again, as the measurement sitgaes\aithin the polar vortex.
With temperatures increasing towards the end of the arsapesiod, fewer PSCs are for-
med, reducing the amount of chlorine that gets activatedrdfbre, more and mor€lO is
deactivated through the formation of reservoir specieschivbxplains the decreasirigO
abundances from13 Sept onwards.

Sa) CIlO measurements - 21 Aug to 20 Sept 200®b) error estimates for CIO profiles
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Figure 3.3: DailyClO concentrations in ppb (panel a) as a function of altitudseolked
at Scott Base, Antarctica, during the period of 21 Augusy @23 of the year) to 20 Sep-
tember 2005 (day 263 of the year). The corresponding ertonates on the”10 altitude
profiles are shown in panel b.
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3.3 Model data - SLIMCAT 3D CTM

Output from the SLIMCAT three-dimensional off-line chemli¢cransport model was used
to provide estimates of the abundanc€td, (C10 + 2 x CIOOCI), BrO, (BrO + BrCl),
and ozone over Antarctica. The model is described in deta@hipperfield (1999, 2006).
Therefore, only a brief overview of SLIMCAT is given in thiscion. The SLIMCAT mo-
del contains a detailed stratospheric chemistry schemkidimg heterogeneous reactions
on liquid and solid PSCs. The chemistry module uses a linmtedber of chemical fami-
lies for species which are in rapid photochemical equilibri C1, C10 andCIOOCI form

a family and the partitioning between these species is ted assuming instantaneous
photochemical equilibrium. All other inorganic chlorinpezies (e.g.OClO, HOCI etc.)
are integrated separately using a simple forward Eulegrate®en scheme. Similarlr
and BrO are treated as a family while all other inorganic brominecggseare integrated
separately (e.g83rCl). The run included a source of bromine from very short-ligpdcies,
which contributed about 6 parts per trillion (ppt) in 200®(g et al., 2007). Except for the
absorbtion cross-section 6iOOCI which was taken from Burkholder et al. (1990), the
photochemical data recommended by Sander et al. (2003)sacewithin the model. A
photochemical scheme based on Lary and Pyle (1991) is ussddalated the photolysis
rates.

For this study, output was taken from run 509 of the SLIMCAT GDM (509 is the refe-
rence number of this particular simulation). This run hassolution of5.6° x 5.6° lon-
gitude/latitude with 32 levels from the surface to about 80 ktarting on 1 January 1977.
The model uses a hybrigté coordinate system where isentropic surfaégsife used in the
stratosphere and terrain-following hybrid surfacesdre used near the surface. Diabatic
ascent and decent rates (heating rates) are calculatedafracfiation scheme implemen-
ted in the model to account for vertical motion across thatrepic surfaces (surfaces
of constant potential temperature, Appendix A.2). The rwasviorced using horizontal
winds and temperatures from the European Centre for Medtamge Weather Forecasts
(ECMWEF) meteorological analyses (ERA-Interim after 198®@)ich are described in detail
in Uppala et al. (2005). Daily profile output from the modeah muias stored for the location
of Scott Base.

3.4 The optimal estimation method

The optimal estimation approach as described in detail idgecs (2000) and introduced
in Chapter 2, is employed to retrieve the optinddk, ratio and the optimal daily’10,
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profiles, that best represent the Antarcti© measurements. The forward modepriori
information, and the retrieval model used by optimal estiomeare introduced and descri-
bed.

3.4.1 Forward model - Photochemical box model

The forward model describing the physics of the measuresngioine of the essential com-
ponents of optimal estimation, as it relates the state ohthesphere, together with ad-
ditional information, including ozone, temperature eto.the observed quantities. The
forward modelF (see equation 2.27) employed in this study, is a photocledsteady
state box model, based on polar ozone photochemistry armdloed in detail in Salawitch
et al. (1993). The photochemical box model includes thelytatacycles involvingClO,
and BrO, species, while the chemistry &fO, is neglected in the model. As this study
concentrates on catalytic ozone depleting cycles invgleimorine compounds, neglecting
NO, chemistry does not affect the results or conclusions. Theeinoontains chemically
active species such as ozofg,Cl10, CIOOCI, OCI10, HOCI, BrO, BrCl, andHOBr. The
box model, as employed here uses the JPLO6 recommendafanddr et al., 2006) for
all reaction kinetics for the chemical reactions impleneentinless overwise noted. The
photolysis rates for the different species, suctC&#30OCI, BrCl, HOBr are calculated as
described in Chapter 1 (1.1). JPLO6 recommendations faliBerption cross-sections and
guantum yields are used to derive the photolysis rates. ddiative transfer model that was
used to calculate the actinic fluxes, uses a constant valsertzice albedo appropriate to
an ice or snow covered surface (0.8) and the same temperatassure and ozone profiles
which were used as required input parameter to the photachEbox model (see below).

The forward model parameter (termedlasn equation 2.27) including ozone, tempera-
ture andBrO, (BrO + BrCl) profiles, are used to constrain the photochemical box model
The dailyBrO, profiles were obtained from the SLIMCAT (Section 3.3). Besmawerti-
cal ozone profiles from ozonesondes were not available fdr day of the analysis period,
ozone profiles were extracted from the SLIMCAT simulatiohe™ifference between mea-
sured (ozonesonde) and modelled ozone (SLIMCAT) profilag walculated on days were
ozonesonde measurements (taken from Hassler et al., 2@08)available. These diffe-
rences were linearly interpolated for the analysis per&idAugust to 14 September 2005)
applying a kriging interpolation technique. The intergiethdifferences were then added to
the SLIMCAT ozone profiles to generate what are hereaftermed to as ‘corrected’ ozone
profiles. Beside8rO, and ozone profiles the forward model also required temperatd
pressure profiles as input variables. These profiles have évdeacted from the National
Centers for Environmental Prediction, NCEP (Kalnay et H896) reanalysis data using
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bilinear interpolation. The same temperature and pregzofées were used to derive the
day-timeClO profiles from the measurgdlO spectra as described in Chapter 2.

To calculate the daily’10 abundances, the forward model also requires the total anodun
activated chlorineCC10x, (C10O, that is estimated here from the abundanceSiof and its
dimer; C10,=Cl0O+2x CIOOCI) available in the polar stratosphere above Scott Base. As
there are no measurements of Antar€ti©, concentrations available, the SLIMCAT mo-
delledC10, profiles between 11 and 30 km altitude are used. Tle,, BrO, and ozone
mixing ratios specified as inputs to the model are converiemlnumber densities in the
forward model at each altitude level (between 11 and 30 kimmgus

) p
1.38-10-19.T

[X] = Xz (3.3)
where [X] refers to the number density of the species in motcn? (i.e. C10,, BrO,
ozone),y, is the mixing ratio (hnumber of molecules per unit volume)lwé species of in-
terest,p is the pressure in hPa afidis the temperature in K. Therefore, as altitude is used
as vertical coordinate in this study, the correspondingoenature and pressure values are
required to calculate the number density of the species iata gltitude.

The temperature and pressure profiles provided as inpuétttivard model are the same
as the profiles used within the data processing oflt@ measurements, i.e. the retrieval
of ClO profiles from measure@lO spectra, and were provided by NCEP (see above). Ho-
wever, the temperature and pressure profiles used withiMSRAI are different, i.e. the
measured’10 mixing ratio at 21 km corresponds to a pressure level of 1&lwiftle within
SLIMCAT, the mixing ratio given at 21 km corresponds to thel b®a pressure level, re-
sulting in a vertical altitude offset as described belowingghe example of’10 measured
and modelled on 7 September 2005, the altitude shift with@(O profiles is illustrated
in Figure 3.4.1. Due to the differences between actual andettex] pressure profiles, using
altitude as the vertical coordinate, as it is the case in tixenodel, introduces uncertainties
in the modelled SLIMCAT species when converting them intmber densities (equation
3.3). To correct for this, the SLIMCAT species suchka$), andClO, were interpolated
to the pressure levels used by the forward model. This ciooreceduces the differences
between the altitude of the peak@iO mixing ratio between SLIMCAT and observations
(shown in Figure 3.4.1). However, this correction does niohirate the vertical offset
completely for all days of the analysis period. Following ttorrection, the SLIMCAT
modelled species correspond to the same pressure levedsésvithin the forward model.
This correction was not applied to the modelled ozone psofitem SLIMCAT since these
profiles were corrected with o0zonesonde measurements asteesabove.
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Figure 3.4: Measure@lO profile (orange) as observed on the 7 Sept. 2005 compared to th
modelledC10 profile (green) from SLIMCAT for the same day. The altituddtdetween

the peak measured and modelleldd mixing ratio is illustrated. The correct€dO profile
from SLIMCAT is indicated by the blue line (for details se&t)e

Using the input parameters described above, the Salawtitdh(@993) photochemical box
model calculate§’l1O for altitudes levels between 11 and 30 km at 30 minutes résalu
for the 28 day period considered. Daily day minus nighd profiles, hereafter referred to
as modelled’10 (¥y), are calculated from the 30 minute resolution output ofttye model,
using the same definitions of the day-time (night-time) astlie measured10 profiles
(Chapter 2) to provide compatibility with the measurements

3.4.2 A priori

Optimal estimation requires priori information about the state of the system to solve the
inverse problem. Specifically, a best first guess of the ghmersc state is required to make
the inverse problem well-posed. Theriori also includes the ensemble covariance of the
state. Optimal estimation depends on both the measureraedtthea priori. The extent

to which the retrieved state will be influenced by theriori depends on the information
content of the measurements. As described in Chapter 2titatdas where the informa-
tion content of the measurements is insufficient, the netdevalue at this altitude will be
dominated by the priori. On the other hand, at altitude levels where the measursment
contain enough information, the retrieved values are |#estad by anya priori and will

be almost entirely determined by the measurements. Theretoe solution provided by
optimal estimation (e.g. the retrieved atmospheric stigteptimal with respect to tha
priori. It is important to note that for a differeatpriori the same solution of the inverse
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problem will not be optimal. Tha priori provides a constraint of the retrieval and has to
be independent of the measurements. Usin@tpieori to constrain the retrieval is critical
in solving an inverse problem and the set up ofdhiori, together with the uncertainties,
is not straightforward. It is possible that thg@riori constraint is too loose, too tight or just
wrong and care has to be taken when setting utbreori.

The goal of this chapter is to use optimal estimation to ee&ithe best set of kinetic pa-
rameters which govern the partitioning ©fO and its dimer during the day. The retrieved
set of parameters optimize the agreement between the needdr profiles and profiles
generated by the optimal estimation forward model. The arholavailableC1O not only
depends on the kinetic parameters but also on the amounatdlale C10, (by definition
ClO, = ClO + 2xCIOOCI) and therefore, the optimal dalylO, profiles are also quantities
to be retrieved. Therefore, the atmospheric state is destihy the kinetic parameters

ks and K., and the vertical distribution af10, using an independent atmosphexigriori
state vectorx,). The state vectax, describes the overall quantities to be retrieved. Rather
than working withJ, k; and K., explicitly, they are specified as scalings (multiplicative
factors) relative to the JPLO6 recommendations. The firsttlentries ok,, representing
the a priori values forky scure, Keqscare aNd Jscqie, are all set to unity so that treepriori

for the kinetics are the JPLO6 recommendations. A set df28, profiles, corresponding
to each day of measurement, is represented by the subsemnieas of thea priori state
vectorx,. As there are no measurementd6, concentrations available, the SLIMCAT
output provides the requirgdlO, profiles.

3.4.3 A priori covariance -S,

The a priori state vectork, describing the best estimate of the atmospheric state was
constructed by using the JPLO6 recommendation/fok;, and K, as well as 28710,
profiles modelled by SLIMCAT (see above). The resultingestegctor has 563 elements, 3
kinetic parameters plus 28 days20 altitudes ofa priori C1O,. The uncertainties on the
elements ok, are expressed along the diagonal of a covariance ma{rixIhe diagonal
elements o5, are the variances of, and the assumption is made that the uncertainties of
X, are uncorrelated. Therefore, the off-diagonal elemen$;, @ire set to zero. Selection of
the S, settings requires some subjective judgement noting trextaéssively small values
are chosen, the retrieval will be constrained too tighttythis case the retrieval will make
little use of the information provided by the measurements will differ little from the
prescribeda priori x,. On the other hand, if excessively large valuesSpare chosen, this
results in an unrealistic retrieval where the measuremasens interpreted as information.
Furthermore, if the constraint is too loose, the retrienadts the measurements completely
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and the retrieval tries to fit the measurements exactly. &fbex no convergence will be
achieved. Here§, is used as a tuning parameter to retrieve the maximum infiomand
minimal error. The uncertainties for the kinetic paramei@nd for thea priori ClO, va-
lues were determined separately, following a L-curve meithescribed in Schofield et al.
(2004). Using the L-curve method the size of the diagonahelds ofS, is determined
by rerunning the retrieval several times varying 8)evalues from a very low to a very
high value. The root mean square (RMS) difference betweeretiievedC10 profiles and
the measurements is determined for every retrieval runtaad.tvalues are chosen where
a further increase results in no further improvement in tleasarement fit. The optimal
S. values were selected where the change in the RMS values Isfamalso where the
uncertainties on the retrieved values are small. This neetheulted in the variances of
Jscate andky, . on the diagonal o8, of a,ﬁfmle = 0.043 ando3 = 0.173, respectively.
The S, value corresponding to the equilibrium const&nt, was set close to zero since
the equilibrium constant is not retrieved and thereforerétigeval trusts thex,, . value
completely. The L-curve method cannot be applied on its awdetermining the uncer-
tainties on thea priori C10, concentrations. Additional information on the atmospheri
state is required, as the best RMS, i.e. the best fit of the uneaents, is obtained using a
large uncertainty in th€10, values. However, this large uncertainty also results ireanr
listic retrievedClO, mixing ratios which exceed the total amount of inorganidinle. In
determining the size &, for C1O, mixing ratios, the fact that'l0, concentrations cannot
exceed the total amount of inorganic chlorine in the stgitese (Cl,) must be accoun-
ted for. Rather than using a single percentage for the wioéds on thea priori C1O,
concentrations, it was determined that using a higher teiogy at lower altitudes than at
higher altitudes results in a better fit of the measuremdiiisrefore, theS, values for the
a priori, which were numerically determined as described aboveg wet to 70% of the
daily maximumcCIlO, value at altitudes from 11 to 13km and to 20% at altitudes abov
13 km, individually for each day.

3.4.4 SLIMCAT ClO profiles

The a priori ClO, profiles consist of dailyCl1O and CIOOCI profiles as modelled by
SLIMCAT. Early in this study it became apparent that using 8LIMCAT modelledC1O,
concentrations aa priori would involve some difficulties as the model overestimates t
CIO concentrations at the beginning of the analysis period amgrestimate€’10 at the
end of the analysis period. In particular, SLIMCAT overesites the peak amount 61O
at the beginning of the period by about 0.5 ppb. The conceotraf C1O in the stratosphere
above Scott Base depends on the occurrence of PSCs and ovatlabiaty of sunlight.
Furthermore, the dimer formation rate is temperature dégretnand the photolysis rate of
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the C1O-dimer depends on the solar zenith angle (SZA). These kipatiameters control
the partitioning ofC10, during the day. For low temperatures and high SZAs, as theeatas
the beginning of the season, most of ¢i©, is in the form ofCIOOCI. Through the course
of the season, as more sunlight becomes available and SZaades th€’10-dimer can

be photolyzed over a longer time period and for lower SZAGhe-dimer gets photolyzed
more quickly. Therefore, later in the season most of@@, is in the form ofC1O du-
ring the day. Therefore, an incorrect temperature and/otghysis rate of th&’10-dimer

in SLIMCAT could be one explanation for incorrect represgion of C1O mixing ratios

in SLIMCAT. The SLIMCAT model uses temperatures from the EXWM meteorological
reanalyses which are known to have a cold temperature bid® iAntarctic stratosphere
(Parrondo et al., 2007). As reported in Parrondo et al. (RODs cold bias leads to an
overestimation of the PSC area. This could, in part, exphdig SLIMCAT overestimates
the amount of”10 compared to the observations. However, the NCEP reanalgsasused

to retrieve theC10 profiles are known to have a warm temperature bias (1.51 Kiarsbu-
thern Hemisphere. So both reanalysis data set do have thegrtainties which have to
be accounted for then using them. Nonetheless, using exdemperatures in SLIMCAT
has a greater effect on the uncertainty of the moddll&d concentrations than using in-
correct temperatures within the retrieval algorithm usadtiie determination of th€10
profiles from ground-basedlO measurements. This results from the fact that SLIMCAT
calculates”10 using a chemistry scheme with temperature dependent &irgstction rates
and SLIMCAT calculations are not constrained by any obsemsa. The retrieval of the
CIO profile, on the other hand, is constrained by the measureztrspe and does not in-
clude any chemical processes and reaction rates. TheraBing incorrect temperatures in
SLIMCAT has a greater effect on the uncertainty of the madklllO concentrations than
using incorrect temperatures within the retrieval aldontused for the determination of the
CIO profiles from ground-basediO measurements. In this study, however, no quantitative
estimate can be made of the sensitivity of modell&éd to changes in temperature since the
output data required to conduct such a test are not avail&bkrefore, the possible causes
of uncertainties in the modelled O profiles can be discussed but not verified. In addition,
there might be additional sources of uncertainty withinlCIAT that are responsible for
an overestimation or underestimation(@df concentrations compared to the observations.
However, it is not the purpose of this study to investigagee $hIMCAT uncertainties and
to validate SLIMCAT.

From the comparison of the available SLIMCATO data to theClO observations, two
assumptions can be made. Either the moddll&d, abundances are correct but the par-
titioning of C10 and its dimer, and therefore, thigk ratio is incorrect, or the//k ratio
within the model is correct but the amount©fO, simulated by SLIMCAT is overestima-
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ted due to the cold temperature bias, leading to an overastimof the PSC area. Based
on several previous studies (e.g. Parrondo et al., 2003¢gitns more likely that the latter
assumption is valid. Furthermore, the fact that most of #akpday-timeC1O0 mixing ra-
tios are also overestimated by SLIMCAT towards the end ofathaysis period confirms
the latter assumption, since most of the day-tithe, is in the form ofC1O towards the
end of the period. This result suggests that more chloriaetigated within the model than
expected from the observations. The study by Santee etdl0jZonfirms that SLIMCAT
overestimates th€10, concentration by abou25% in the Antarctic.

Using SLIMCAT modelledClO, profiles asa priori within the optimal estimation to re-
trieve the optimal set of kinetic parameters would not bessue if only the//k, ratio
within SLIMCAT is incorrect, as the method used in this studiquires an independent
ClOy profile (independent of the/k; ratio). The retrieved optimal parameters then des-
cribe the partitioning o€10,, corresponding to the measurements, and the parameters can
be different from the set of parameters which were used idymimg theClO, profiles.
However, because the parameters depend on the amountlabéaiO,, using an incor-
rectClO, profile can result in higher uncertainties on the retriev@@meters, i.e. the same
J/k ratio results in differen€10 /CIOOCI concentrations using differe@iO, profiles.

Early in this study it became apparent that using the SLIMCAD, asa priori within

the optimal estimation resulted in unrealistic high conirons of the retrieved’10, on
some days of the analysis period. The retrie¢@d, concentrations exceeded the amount
of availableCl, at some altitudes. Consequently, a different approachrteraée the requi-
red ClO, profiles was investigated. As mentioned above, there aensao assume that
SLIMCAT modelledCIO, concentrations might be incorrect. However, there is adrigh
confidence in the SLIMCATCIO,/CIO ratio (see above). Therefore, this ratio was used to
generate priori C10, profiles by using:

SLIMCAT ClO4

ClOx = STcAT CI0

x measured ClO (3.4)

TheClO measurements were scaled with the SLIMGAD, /C1O ratio to generate a more
realisticClO, profile. During the course of this study, however, it becapygeaaent that the
generated’10, profiles (equation 3.4) are not independent of the kinetraqp@ters used
within SLIMCAT. During the day, the//k ratio determines the partitioning betwe€tO
andClOOCI, depending on the total amount of availabl®,. The Cl10, /CI1O ratio from
SLIMCAT depends on thd/k; ratio used within SLIMCAT and therefore the partitioning
of C10 and its dimer is prescribed, i.e. by using this ratio it islkndow much of the given
ClOy is represented in the form &flO. This portion ofC1O depends mainly on the pho-
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tolysis rateJ used in SLIMCAT, i.e. the higher the photolysis rate the leigg the portion

of ClO in ClO,. As the goal of this study is to retrieve thigk ratio, the retrieval would
become circular and the retrieved ratio would be similahtoraitio used in SLIMCAT. This
precludes the use of the generatdd, (equation 3.4) profiles as tlagoriori in the optimal
estimation to retrieve the kinetic parameters. For the sepf this study it is very impor-
tant to usea priori ClO, profiles that are independent of the kinetic parameters asch
the J/k; ratio. The only independefitlO,, profiles available for this study are the model-
led C10, mixing ratios from SLIMCAT. Therefore, in the end, SLIMCATadelledC10,
profiles were used as trepriori in the optimal estimation, acknowledging the possible
uncertainties of the modelled profiles (see above). &peori C1O, mixing ratios for the
altitudes between 11 and 30 km and the 28 day analysis peniedhown in Figure 3.4.4.
TheClO, mixing ratios maximize¥2.2 ppb) between 15 and 25 km as it is within that alti-
tude range that PSCs are formed. The fast chlorine activaiitnin SLIMCAT leads to the
maximumClO, mixing ratio of about 3.4 ppb at the beginning of the analpsigod. As a
result of chlorine deactivation, the amount@f), decreases towards the end of the season.

As the SLIMCAT Cl10, profiles were used a& priori within the optimal estimation the
issue remains that the unrealistically highO, concentrations were retrieved on two days
of the analysis period. However, these elevai#d, abundances can be explained and
are of dynamical origin. As detailed above the polar vorteitted during the observation
period and as a result, Scott Base was situated outside ttexvar close to the vortex
edge during the analysis period. SLIMCAT shows some redagéti C10, over this period
(Figure 3.4.4) but the reduction is not commensurate wighabserved reduction 610
apparent in the disagreement between measured and mod#&leatofiles on these days.
With the given resolution of the SLIMCAT run (Section 3.3)etmodel cannot capture the
observed strong gradients at the edge of the vortex. As shela priori C10, profiles
provided by SLIMCAT are too high on those two.

3.4.5 Retrieval model

The retrieval model, the second essential part of optintahasion in addition to the for-
ward model (see above), determines the atmospheric staig the atmospheric measu-
rements, i.e. th€’l0 observations. The quantities to be retrieved from@h®@ measure-
ments, which are described by the measurement vegjoafe J/k; andClO,. The state
vectorx represents these quantities, together iithas multiplicative scale factors relative
to the JPLO6 recommendations,, is not intended to be retrieved. Hereafter, all quantities
subscripted with scale refer to scaling with respect to &2 0Me relationship between the
ClO measurements/{ and the state vector is described by a forward maEgtijat calcu-
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SLIMCAT CIOyx mixing ratios - 21 Aug to 20 Sept 2005
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Figure 3.5: SLIMCAT modelled’10, mixing ratios from 21 August to 20 September 2005
between 11 and 30 km altitude. As there weré O measurements available from day 257
to 259 of 2005, SLIMCATCIO, mixing ratios were not considered on these days (white
bar).

latesC1O as a function of the state vectoiand other parametets(see equation 2.27). The
forward model calculates day minus nidhiO profiles §) compatible with theC10 mea-
surements. Furthermore, the weighting function makixvhich describes the sensitivity
of the modelledC10 values to changes in the state vector, are derived by theafdrmo-
del. TheClO profiles computed with the forward model are then comparéideoneasured
profiles y) and the difference between them is minimized by applyirmgstiandard Gauss-
Newton method which iteratively calculates the state vekt@equation 2.30). In order to
calculate the optimal state vectomwhich minimizes the difference between measured and
modelledClO, the covariance matrix of the measurement ersQj (s a required parameter
besides tha priori (x,), its covariance{.), the weighting functionsK) and the measure-
ments §). S. is constructed by placing thHelO measurement errors as given in Solomon
et al. (2000) along the diagonal, and set to zero everywhseg iee. the measurement er-
rors are uncorrelated. As the measurement uncertaintiestdoclude the smoothing error
(Solomon et al., 2000) a comparison of i#) measurements to modelled and/or high-
resolution measurements cannot be made without accoufairttpe 'smoothing’ of the
measured profile. However, the smoothing error can be editathfrom such a comparison
by using the averaging kernels (Connor et al., 1995). Beforeparing the model calcula-
tion and the measurements, the quantity... + A, cas(Xm — Xq,....) IS cOmputed, where
X, IS theClO profile produced by the forward modéy,,...s andx,_ . are the averaging
kernels and thea priori from the measurements, respectively. The calculated fyast
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then compared to the measur€tD profile. Without applying this convolution procedure
one would introduce an error because the meas@itédconcentration at e.g. 20km was
derived by using information from the measurements at 19a@60 21 km. It would be in-
appropriate to compare the measut#@ at 20 km with the high-resolution modelled value
at 20 km, because the measufdd at 20 km results from a weighted average of values at
20 km and above and below that level. Therefore (i@ profile calculated by the forward
model is convolved witlA ... andx,, ... before comparing it to the measurements.

3.4.6 Retrieval output parameter

The retrieval model combined with the forward model deteesithe optimal atmospheric
parameters, i.e. the kinetic parameters and i, profiles which minimize the difference
between the modelled and measufd® mixing ratios. This optimal state is represented
by the retrieved state vectat, containing the optimal set of kinetic parameters and the
required optimalC10, concentrations. The uncertainties on the retrieved set®v are
described by its covarianc®. The off-diagonal elements & provide information on
whether the uncertainties of the elementsiare correlated or uncorrelated. Correlation
describes the relationship between quantities, i.e. ere@mcertainties of the elements.

If the correlation between the errors is greater zero (ifediagonal elements are greater
zero), then they are positive correlated, meaning that esrameases, the other increases
as well. The errors are negative correlated, i.e. if onesi@®ees, the other decreases, if the
correlation is smaller than zero. The errors are uncogdldtthe off-diagonal elements
are zero. If the latter is the case, then the elements on tgodal ofS represent the
uncertainties of the retrieved state. If the errors areetated it is important not to ignore
the off-diagonal elements and to take them into account vdetermining the total error
on the retrieved state. The off-diagonal elements of theutated covariances of the 19
optimal estimation runs, show that the errors on the ret¢ddametic parameters are positive
correlated and that the retrieved errors onthe®, profiles are uncorrelated. Therefore, to
derive the total error on the retrieveld.,../k. . ratio described by s the following

Fscale

scale 1

equation for combining correlated errors was applied:
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where

0. isthe variance of .

cale

oF is the variance of;,

cale
Jscale

oy is the uncertainty off,..;.

scale

Ok is the uncertainty O s qze

R is the correlation coefficient of,.q. andky,__,.

The optimal retrieved state vect®ris then used to calculate the findlO concentrations
(¥) employing the forward model one more time. The retrievedlestector together with
its uncertainties from all 19 optimal estimation runs isgemrted and discussed in Section
3.6.

Summary

In summary, optimal estimation is used as a method to solirezanse problem and consists
of two main parts, the forward model and the retrieval modgbhotochemical box model
is employed as the forward model that calculates daily dayusnightClO concentra-
tions between 11 and 30 km, compatible with &€ measurements, as a function of the
state vectox and other parametets which includeBrO,, ozone, temperature, and pres-
sure profiles. The required input parameters representéd fych as the daily3rOx and
ozone profiles were obtained from the SLIMCAT (Section 3Bdwever, the ozone pro-
files provided by SLIMCAT were first scaled to match coincideronesonde profiles. The
temperature and pressure profiles were provided from NCE$tdBs th&’10 profiles, the
forward model also computes the weighting function makKixvhich is a necessary input
parameter for the retrieval model. The retrieval modeldales the optimal state vectir
that minimizes the differences between the measured anualdelledC10 profiles using
the iterative Gauss-Newton method (equation 2.30). Theratiput parameters, besides
K, are thea priori state vectok,, its covariances, and the covariance matrix of the mea-
surement errorS,. x, was constructed by inserting multiplicative scale facfors:;,, ,
Keq..... andJy.q., all set to 1.0 so that tha priori for the kinetics are the JPLO6 recom-
mendations. Furthermore, a set of@friori C10, profiles, corresponding to each day of
measurement, obtained from SLIMCAT is included in ¢hpriori state vector. Using the
optimal estimation approach, the optim&l,./k;.,,,. ratio and the optimallO, concen-
trations are retrieved, but no attempt is made to retri€ye Rather, to test the sensitivity of
the results to the choice @f.,_, , the optimal estimation is done 19 times varyikig,
from 0.2t0 2.k K, in steps of 0.1.

€4 JPL06

scale



70 Retrievals of key chlorine chemistry kinetic parameters

3.5 Exploring the full parameter space

Optimal estimation is a numerically highly efficient appezb&or solving an inverse pro-
blem and to determine the absolute minimum of the cost fanctie the absolute minimum
in the sum of the squares of the differences between meaandachlculated/modellgd O
concentrations by the forward model. In addition, optinsireation provides quantitative
estimates of the uncertainties on the derived parametees diy the covariance matrix,
which accounts for the uncertainties on the measuremdms priori and the retrieval
noise. Optimal estimation depends on #&hgriori information so that for a givea priori

it can compute the best optimal solution. However, for aedéhta priori the solution
might look different. Furthermore, if the problem to be smhas more than one absolute
minimum or if more than one solution exists which gives thstl@swer where the RMS
values are of a similar magnitude, then, defining the N dinoers field (where N is the
number of variable parameters) rather than determiningiiselute minimum of the cost-
function, would provide the full ‘picture’ of the possiblelstions. In such a case optimal
estimation might not be the best numerical approach forisglthe problem. One way to
determine the morphology of the N dimensional space is téoegphe whole parameter
space (hereafter referred to as ‘the sampling method’) lforaaiables of interest. This
method, however, is computationally very demanding.

In this chapter, it was computationally possible to sampé&e4D space by varyingd, &,

K., and ClO, scale factors within physically plausible limitg.... was varied between
0.1 and 2.5 whilé;, , was varied between 0.4 and 1.6. The chosen ranges &md k¢

are based on the values reported in previous studies, satlht# computational burden
was not too high. An upper bound &f,., ,.=1.6 was used since JPLO9 and most other
studies (with the notable exception of Nickolaisen et @94) and Ferracci and Rowley
(2010)) suggest &, value smaller than JPLO6. Furthermore, to estimate therdignee

of the kinetic parameters to changes in the prescribéal. profile, theClO, profile was
scaled between 0.5 and 1.0 times #hpriori C10, profile used in the optimal estimation
approach, in steps of 0.1. Because scalings above 1.0edsul’10, concentrations oc-
casionally exceeding th€l, concentrations, only scalings smaller than 1.0 were used in
this study. Furthermore, th€lO, values were scaled on all days and at all altitude levels
equally because scaling th&O, individually for every day would make it even more com-
putationally expensive.

The photochemical model described in Section 3.4.1, usiaggame input variables such
asBrO,, ozone, temperature and pressure, calculates daily daysmiightC1O profiles
compatible with the observations for every possible comtoam of those four parameters,
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resulting in 3150@10 profiles. Using these calculate€dO profiles, the RMS values of the
differences between modelled and measuréd were determined. The results are com-
pared with the kinetic parameters retrieved from the 19nogitiestimation runs and with
previous publications in the following section.

3.6 Kinetic parameters retrieved from optimal estimation

The CIO profiles calculated using the forward model, initializedhthe optimal retrieved
kinetic parameters and with the optimal retrieveld, profiles, match the measur€dO
profiles quite well. The derived root mean square (RMS) tiffiees between measured and
modelledCI1O ranges from 0.063 to 0.066 ppb, which is smaller than the mami error of
the C1IO measurements.

The results from the retrievals performed as described ai@e 3.4, expressed as scale
factors relative to the kinetic parameters recommendedh@d, are shown together with
1o uncertainties in Figure 3.6. A e/ k7 scate Value of 1.0 refers to the JPLO6 recommen-
dations (red symbol in Figure 3.6), where the photolysie adtthe dimer {) is calculated
using the absorption cross-sections recommended by JAL@values of//k; and K.,
relative to JPLO6, obtained in previous studies are indatatith vertical bars along the
Y-axis (J/ks) and with blue dots along the X-axi#(,) in Figure 3.6. Furthermore, the
JPLO6 recommendation with the given uncertainty range laadiore recent JPL0O9 recom-
mendation including the uncertainties are displayed iuFe@.6. The JPLO9 values and
their uncertainty ranges, as shown in Figure 3.6, are st¢aldt recommended JPLO6 va-
lues, to be better comparable with the results obtainedsrstiidy. As detailed above, the
JPLO6 recommendations are the primary focus referencesaliests were JPL0O9 kinetics
were used as thepriori in optimal estimation showed that the retrievgtk, ratios were
only slightly different =2%) from the results presented in Figure 3.6.

The derived RMS values for the 19 optimal estimation runy \ly by ~5%, but the
change in the retrieved,.,. /%y, ratios over the prescribefi,, ., range (0.2 to 2.0)
is significant. The ratio retrieved by prescribig,  , of 2.0 is about 1.6 times smal-
ler than theJcq./ky,,,,. ratio retrieved for the smallest,,, , (0.2) used in this study.
Furthermore, the RMS values obtained from the optimal edton runs are elevated as
a result of the inclusion of two days of measurements betweand 8 September 2005
where the peak’lO concentration dropped from2.3 ppb to~0.8 ppb before increasing
back to~2 ppb on 10 September 2005 (Figure 3.3). As detailed abogesuppressed va-
lues ofCIO over this two day period are caused by dynamical varialolithe polar vortex.
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Figure 3.6: Black dots with error bars: the retrievéd,./k;. ., ratios and corresponding
1o uncertainties resulting from the 19 optimal estimationsrwherek,, . was varied
within the uncertainty range given by JPL0O6. Vertical limesthe right hand side: Results
from earlier studies fot/,.../ky,.,,. at 190K. Blue symbols along the X-axigy,,,,,,.
relative to JPLO6 determined from earlier studies. Noté tha derivedk,, ., values
from previous studies were calculated for stratosphentptratures between 190K and
210K). The red symbols indicate the scalings for JPLO6 and9Prespectively. Light
grey area: JPLO6 uncertainty range B, and.J/k;. Hatched area: JPLO9 uncertainty

range onk,, and.J/k (for more details see text).
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The value ofJseq./ky..,,. iS determined by the partitioning @10 and CIOOCI on all
days and is not determined separately for each day. The @mbUiO,, on the other hand,
can vary independently for each day within the given unaataange which is determined
by the prescribea priori uncertainty. The selection of the elementsSgfdetermines the
freedom of the optimal estimation, i.e. how well constrdirgtimal estimation is. The
selected uncertainties on thegoriori C1O, profile are likely to be too small for these two
days and therefore the optimal estimation is constrainedigitly. The retrieval does not
have enough freedom to modul&i&O,, for the givenJ, .. /ky..,,., to reproduce the mea-
surements. The combination df.../ky..,,. with higher amount ofC10, leads to more
CIO than observed and thereby contributes to the higher RMSesaliVhile excluding
these two days from the analysis reduces the RMS such thasinhaller than the mea-
surement uncertainty at every altitude level, the retdeyg,./k;, .. increases slightly,
from 1.35£0.14xJ/ky, ., ., (all data points) to 1.440.18x.J/ky,,, .. (8 and 9 September
excluded), ifK,., = K.q,,...- The difference between the two calculations is not statist
cally significant. Since there is no valid scientific reasondxcluding these two days, and
because they have only a small effect on the retrieved vdlugg./ky,..,., these two days
were retained in the following analyses.

The optimal dailyClO, profiles retrieved from the 19 optimal estimation runs exeee
the amount ofCl, on two days of the analysis period (7 and 10 September 2008¢. T
amount ofCl10O, required to reproduce the measufdd concentrations lies above 4.5 ppb.
There are two causes for these unrealistically high val&ést, since 7 September 2005
is the day where th€10 concentration maximizes the re@dlO, value needed to explain
the C10 measurements is probably very closetig. Adding the retrieval ‘noise’ leads to
values exceedin@l,. On the other hand, the SLIMCAd priori C1O, concentrations are
maximize at the beginning of the analysis period. From 3 &aper 2005 onwardSlO,
concentrations decrease (Figure 3.4.4). As mentionedeabQy,./ky...,. depends on all
days of the season and it might well be that the ratio derieedai days is too small in
combination with the decreasifgO, concentrations on 7 and 10 September 2005. The-
refore, optimal estimation has to incredd®, to explain the measurements on these days.
Within optimal estimation there is no constraint which wibstopClO, concentrations ex-
ceedingCly. Therefore, the optimal,.../k;. . ratio for all days of the analysis period
requiresClOy values larger tha@’l, to explain the observedlO mixing ratios on 7 and 10
September 2005. As the average over all retrigVEdl, profiles does not exceddl,, these
high values are maintained in this study as they can be exqai
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The salient features of the findings (retrievéd,./k;.,.,. ratios) of this study, summarized
in Figure 3.6, are the negative slope and the asymptoticvi@inreof J .. /ky.,,,. at high
Keqscaze'
Negative slope:An increase ink, can be obtained either by increasing, decreasing,,

or both, or decreasing; andk, but decreasing, relatively more. Thé:, values associated
with the prescribedy.,, . shown in Figure 3.6, decrease with increasiig,_,, as does
Iscate/ kf....., While thek; values increase. The combination of increasing.,,. and de-
creasingk, shifts the equilibrium toward§100CI, reducing the calculated concentration
of Cl1O. To restore the equilibrium such that the measuré&d is obtained, the photoly-
sis of the dimer,J, must increase. The observed decreas&in./ky, . can then only be
achieved ifk s 5.q;c inCreases more thaf,,... The causes for that behaviour.Qf,./ky..,..

i.e. increasingy.,,_ ., resultsin decreasing,../k;,.,. ratios, are notyet well understood.

Asymptotic behaviour of J,.u./ky.,,,. at high K., ...: The results show that the retrie-
ved values of/; . /ky,.,,. do not vary much at high values &f,,_ ., 1.6 to 2.0, used in
the analysis. An increase i, requiresk; .. to increase (see above). However, the
measured’10 imposes a limit on the amount &flOOCI that results from the increase
IN & scare- If much of the available€’lO is transformed int€’100CI, a further increase in
k¢ scale @ffectsCIOOCI concentrations less than if larger abundanceslofwere available.
Once the amount of100CI maximizes, the photolysis rate also encounters a threshold
within optimal estimation, such that.../ky..,,. plateaus at high values &, .. Addi-
tional increases ik, _, are then achieved within the model by changing This result
suggests a lower limit fov, ./ ky,.,,. 0f ~1.24£0.12, in combination with high values of
K., t0 explain the Antarctic measurement940.

The Jscqe/ k.., values obtained from all 19 optimal estimation runs agrek miost of the
values reported in previous studies (Figure 3.6). Exceapkiq,_, values smaller than 0.4,
the retrieved/,.../ky..,,. ratios lie within the given uncertainty ranges én, and .J/ky
reported by the JPL panels. The results indicate that taexgie Antarctic measurements
of C10 made in 2005, it is unlikely that thé/k ratios are smaller than currently recom-
mended and this would exclude the lower uncertainty rangé/én as recommended by
the JPL panels. The JPL recommended parameters$/for and K, can be used within
the given uncertainty range as suggested by JPLO6 and theenement JPLO9 recommen-
dation to explain the Antarcti€lO measurements made in 2005. However, at the same
time, the derived results suggest a greatg;, ratio than recommended by JPL. This can
be accomplished by either a faster photolysi€®OCI, a slower dimer formation rate, or
some combination of these two perturbations.
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The best fit to th&€’10 measurements, i.e. the smallest RMS of the difference legtwe-
delled and measurédO, is obtained af{.,_ , =2.0. In this caséd,.q./ky,.,,. is 1.23£0.11.

In contrast to previous studies, the results presenteddugygest that to best represent the
ClO measurementsy.,_,. must lie towards the upper end of the prescribed range (0.2 to
2.0), in agreement with the recent laboratory study of Feeirand Rowley (2010). Ho-
wever, the deriveds,, values in Ferracci and Rowley were obtained at higher teaper
tures (256.5:T<312.65K) than the stratospheric temperatures observéusistudy. Cal-
culation of thek,, value derived by Ferracci and Rowley for stratospheric enaipires
as shown in Figure 3.6, results inf&., value of ~1.05x K., jpros. TO explain theClO
measurements, the results presented here do not prectylter ki, values than currently
recommended, even for stratospheric conditions. That sheddecrease in RMS from
K.,..,.=0.2t0 2.0 is small (5%), suggesting tH&f, is not well enough constrained by the

€Qscal

measurements @10 to make a robust evaluation &f,,.

Solomon et al. (2000) used measurements from the sal@emicrowave radiometer at
the same site to derivé,...../kr,,,,. values which best reproduce their measurements. The
measurements they used were taken from a different per@g@6(2000) when stratospheric
temperatures were, on average, 4 K lower than in 2005. Timedion rate of the dimer is
known to be temperature dependent. Therefore, it is sontesungrising that the retrie-
ved Jyeae /Ky, ratio of 1.39 interpolated to th&',, obtained by Solomon et al. (2000)
(Keq...,.=0.86 relative to JPLO6), agrees very well with the,../k;. ., ratio obtained by
Solomon et al. (Figure 3.6). A decrease in temperature leads increase in the dimer
formation ratek; (Figure 3.1), which in turn leads to a decrease in flig; ratio. Ho-
wever, Solomon et al. used the JPL97 functional form for émeperature dependence of
k¢ , which is different to the JPLO6 expression used here. Tfierdnce between JPL97
and JPLO6 then partially offsets the effect of the tempeeatiifference between the two
studies.

3.7 Kinetic parameters derived from exploring the para-
meter space

In contrast to the optimal estimation approach, the,, , Jicae, and K., . parameter
space was explored to derive the optimiaD-dimer cycle kinetic parameters required to
explain the measuredlO. Exploring the parameter space is accomplished by varyiag t
kinetic parameters within a given range that is based ondbelts presented in previous
studies and based on the JPLO6 recommendations. Notingveowhat th&”’10, concen-

trations obtained from SLIMCAT may be uncertain, sengyivo C10, was also explored
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by scalingClO, from 0.5 to 1.0. The photochemical box model calculates/dily minus

night C1O profiles for every possible combination of those four parn@mse From these
profiles the RMS values of the difference between measurédnaaelledC1O concentra-

tions were determined. The results will be presented indddsion.

The results from the sampling method would be best repredenta 4D plot. Howe-
ver, a 4D plot is far to complex and impossible to show on 2Depamd for the purpose of
this study it is sufficient and necessary to display the tesnltwo dimensions. Therefore,
in terms of analyzing the output data, the RMS values caledlfor everyk.,, . were
examined separately. For a givéf, . value, the minimum RMS value for every com-
bination ofky, , and.J,.. corresponding to one of the@O, scalings was determined.
The minimum RMS values (derived from the 6 possible), scalings) are shown for each
combination ofk;, , and.J,.. and fork,,,.=0.4,0.8, 1.2, and 1.6 in Figure 3.7. In all
cases the lowest RMS values are found@o,_,_ =1.0 (unshaded regions in Figure 3.7)
and the absolute minimum RMS values are obtained for theeligki,, ., value which
agrees with the results derived from optimal estimation.iléMlower RMS values might
have been found fo€l0, ., >1.0, this would be physically unrealistic for the reasons
detailed above. As shown in Figure 3.7, the optimal commnadf the kinetic parame-
ters does not results in just one set.fk;, K., andClO,. Different combinations of
ks..... andJs.q. can reproduce th€10 measurements with a fairly small RMS value. The
minimum RMS values define a valley in evefy.,.—ky, ., plane as shown in Figure 3.7,
where the magnitude of the RMS values within that valley aresignificantly different.
The calculated minimum RMS value in thg.,.—;. ... plane, for eachi<,,_,_ , shows lit-

tle dependence oA, , confirming again that the AntarcticlO measurements do not
provide a strong constraint dki,,.

When K.,__,,. is held constant and i, _, increasesk, must also increase (see equa-
tion 3.2). However, the resultant increasekinis insufficient to produce enoudghlO to
match the measurements and hedgg,. too must increase. This explains the orienta-
tion of the valley of minimum RMS values seen in Figure 3.7 e Hmgle that this valley
makes with the X-axis decreases slightly with increadifg_, indicating a decrease in
Iscate/ks..,,. With increasingk,,_ .., in agreement with the results from the 19 optimal es-
timation runs described in Section 3.4.1. Th® measurements only give information on
J/ks , not on these parameters individually. Therefore fe; ratio that best explains the
CIO measurements can be derived from the orientation of theyalith an uncertainty
constrained by the width of the valley. For hight€y,__,. values (panels b—d in Figure 3.7),
the orientation of the valley suggestsa,./ky...,. ratio smaller than 1 which would disa-
gree with the optimal estimation result. However, optinsiraation retrieves the optimal
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Figure 3.7: Scale factors fof andk, with the corresponding RMS minimum derived from
exploring the whole parameter space by varying,, , Jscaie, Keq..,,., andClOy__ .. The
derived RMS minimum values are shown s, . of 0.4 (a),K.,, . 0f 0.8 (b),K.,....

of 1.2 (c), andk,,,,,. of 1.6 (d). The hatched area shows the RMS values wher€lthe
scale factor was not equal to 1 (details see text).

kinetic parameters that correspond to the absolute minimditierence between retrieved
and observed’1O profile. Therefore, to compare the results from explorirgghrameter
space with the results from optimal estimation, the kinpacameters derived from ex-
ploring the parameter space that correspond to the absoinitenum RMS value have to
be determined. Therefore, taking the absolute minimum RM&aich panel, the corres-
pondingJsca/ky.,,,. vValues agree well with the results from the optimal estioratuns.
The derived/,qe/ k... Values from the sampling method are summarized togethér wit
the optimal estimation results in Table 3.1. However, tlsilteng valley of RMS minima
using thisJs.q./ky,.,,. ratios of 1.66 and 1.25 (Table 3.1) would requitk), ;... values
smaller than 1, leading to an increase of the angle that tliswmakes with the X-axis.

The range of/,.,. andky,_,. values which correspond to the optimal derivid,. /k;,..,.

ratio retrieved using the optimal estimation approach wdarm a valley with a greater
angle between that valley and the X-axis than that valleméat by the results from explo-
ring the full parameter space. TR&O, concentrations are not fixed and can be changed
from day to day and from one altitude to another within optiesimation which contrasts
with the treatment of’10, in sampling of the whole parameter space. Due to the high com-
putational demands of the sampling methGt), was not varied for every day individually
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sampling method optimal estimation K., ,.
Jsca € Jsca €
kf (‘alle kf (‘alle
1.66 1.62+0.24 0.4
1.66 1.40+0.16 0.8
1.66 1.32£0.13 1.2
1.25 1.27+0.28 1.6

Table 3.1: s /ky..,,. corresponding to the absolute RMS minimum as derived freen th
sampling method compared to the retrieved,./k;...,. ratios from optimal estimation for
a selected number df, values

€Qscale
i.e. the parameter space exploration scalgs, values on all days and at all levels equally.
This can partially explain the differences in the slope efwhlley when comparing optimal
estimation and the sampling method since the kinetic patenhare not independent of
the amount of availabl€l0,. Furthermore, the RMS values obtained from exploring the
whole parameter space are more than twice as large as tisosing from optimal estima-
tion. Therefore, the results from the optimal estimatioprapch lead to a better fit to the
CIO measurements than the results from exploring the wholenpatea space, primarily
because&’10, cannot change from day to day or from one altitude to anotlngievexplo-
ring the whole parameter space. It would require too muchpzdimg power to allowC10,
values to change from day to day and from one altitude levahtiher while sampling the
parameter space. This shows clearly the limitation of timepdimg method.

3.8 Discussion and Conclusions

Two methods, both using ground-baseél) measurements made in Antarctica, to derive
the key kinetic parameters that govern the day-time pauniitig betweer’10 andCIOOCI
were presented. Due to the data processing of li® measurements, where night-time
CIO measurements were subtracted from day-time measurenteatsay-timeClO pro-
files only contain information about/k; and not for these parameters individually. There-
fore, based on the available AntarctitO measurements, the bebtk, ratio was deduced,
representing the optimal fit to the measurements. Thisexetd.// % ratio then provides a
range of combinations of andk that are consistent with tHelO measurements. Further-
more, the equilibrium constaiif,, was prescribed to values between 0.2 anckZ®0, ., ...

to allow a sensitivity study of the derivetf i ratios to changes if,.

First, the optimal estimation was applied to retrieve thenogl ./ /£ ratio that correspond
to the minimum of the differences between measured and leséclC1O concentrations
by the forward model was presented. To confirm the results ftte optimal estimation,
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and to test how much more information can be derived when kagnjhe whole parame-
ter space one run was performed where the kinetic paramatdriheClO, profiles were
varied within physically plausible ranges to determinedbmbination of these parameters
that minimizes the sum of the square of the differences battlee modelled and the mea-
suredClO profiles.

The results retrieved from the 19 optimal estimation rurgsfaom the exploring the whole
parameter space agree very well within the given unceiaiof optimal estimation. Com-
parison of the results from the two methods shows that opestanation is a faster way to
derive the optimal//k; consistent with the measurements. The retrielggd ratios reflect
arange of combinations ofandk values which are consistent with the measurements and
which are in agreement with the results obtained from sargphe whole parameter space.
As optimal estimation is also able to vary thgO, concentrations from day to day and
from one altitude level to another, the retrieved values &ad to a better representation
of the CIO measurements, i.e. smaller RMS values. Overall the optasi@ination is a
reliable method and a much faster approach compared torexplthe parameter space, to
derive the kinetic parameters which govern the partitigrehC10 and its dimer.

The derivedJ/k/ ratios from optimal estimation provide a range of possiloi@binations
for J, ks and K., to explain the AntarcticC10 measurements, i.e. there is not only one
optimal combinatior/, £y andK.,. Using the kinetic parameters derived in pervious labo-
ratory and field studies, and the kinetic parameters cuyrestommended by JPL0O6, Table
3.2 summarizes the combination of parameters that comelsjocthe retrieved/ k¢ ratios
derived from optimal estimation. The results presentedhind 3.2 are discussed below.

dimer formation rate photolysis rate equilibrium constant

kg J K.,
Trolier et al. (1990) JPLO6 Cox and Hayman (1988)
JPLO6 > JPLO6 Plenge et al. (2005)
< JPLO6 JPLO6 Plenge et al. (2005)

Nickolaisen et al. (1994

Burkholder et al. (1990

Plenge et al. (2005)

> 0.58 x JPLO6 Burkholder et al. (1990 0.2 x JPLO6
> 1.2 x JPLO6 Burkholder et al. (1990 2.0x JPLO6
0.6 to 0.95x JPLO6 JPLO6 JPLO6

Table 3.2: Possible combinations bf and.J values for the derived,.q./ky.,,,. ratios
from optimal estimation. These given combinations/of:;, and K., can reproduce the
Antarctic C1O measurements.



80 Retrievals of key chlorine chemistry kinetic parameters

If the value ofk; recommended by JPLOG6 is correct and well known, then therfgsdof
this study indicate that the photolysis rate of €ti®OCI dimer is larger than currently re-
commended by JPLO6 and JPL0O9. However, previous laboratahfield studies showed
that there are still discrepancies in the derived temperatapendent; values, especially
at temperatures encountered in the polar stratosphereaigest reported value fdr; by
Boakes et al. (2005) is about 20% larger than recommende®b@6J(for temperatures
between 190 K and 210 K) and the smallest published valuedijeret al. (1990) is about
34% smaller thark; given in JPLO6. Thé, value determined by Boakes et al. (2005) can
be used to explain the AntarctidO measurements of this study, only if a greater photolysis
rate of theClO-dimer than recommended by JPL is used. If the photolysesrestommen-
ded by JPLOG6 is used then smaller valuesifgrsuch as:; reported by Trolier et al. (1990),
are needed to explain the AntarctO measurements. This finding is in agreement with
the results presented by Stimpfle et al. (2004).

Using a combination of theg value obtained from the Burkholder et al. (1990) absorp-
tion cross-sections, which agrees with the valug &dund using cross-sections of the more
recent study by Papanastasiou et al. (2009), requites.a. value greater than 0.58 combi-
ned with the lowesk,,_ . value at 0.2, to be consistent with th&O measurements. This
lower limit for &, increases with larger values &f.,_ ., resulting ink; >1.2xks,,, .

for prescribingk,,_ . to 2.0 and assuming that the Burkholder et al. absorptionsser
sections are correct. An increase in botlandk; relative to the JPL recommendations
would lead to an increase in the calculated ozone loss by’tbedimer cycle, because
chlorine is cycled more quickly through the various stepthefcycle. A slower photolysis
rate as recommended by JPL06/09 and as derived by Huder avidrB€1995), would
require also a lowek, value between 0.2 and @y, ., ., ,,,» CONsidering the giverk

values used in this study.

Gscale

Prescribing thei,, value derived by Cox and Hayman (1988), results ih@,./k;...,.
ratio of 1.54£0.21. This ratio would also include such a combinatioy @nd%; as men-
tioned above, i.eJ;pros andky,, ..., to explain theClO measurements. This result is in
agreement with Stimpfle et al. (2004) who concluded that dberatory measurement of
K., from Cox and Hayman (1988) agrees best with tlidi® and CIOOCI observations
(190<T<200K). One of the largest/k; ratios (1.75:0.51x(J/k¢)spros) derived in this
study requires a prescribdg,, value as reported by Plenge et al. (2005) for stratosphe-
ric temperatures. This result suggests that the phototggesof the dimer is higher than
currently recommended and lies within the range of 1.25262.J;p ¢ if the k; recom-
mended by JPLOG6 is correct. If the photolysis rate deterthimeJPLOG is used, theky
has to be smaller than currently recommended (between 48P8@4b of &y, ., ). Fur-
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thermore, thek,, value obtained by Plenge et al. can be combined with the prsidoate
calculated with the Burkholder et al. (1990) cross-sectiand the dimer formation rate as
reported by Nickolaisen et al. (1994) to explain &) measurements, which is in agree-
ment with WMO (2007).

The suggested uncertainty range @y, by JPLO6 encompasses all results for prescribing
K., to values between 0.5 to x9<,,,,,,. While the uncertainty range oR., given in
the more recent JPLO9 recommendation only encompassessthlesrwheres,, was pres-
cribed to values between 0.6 to ¥ K., ,,,,. Retrieved/,.q./ky.,,,. ratios for lower and
higherk.,_,. values fall outside the uncertainty range given in the JRiefsga This would
exclude the(,, derived by von Hobe et al. (2005) and the photolysis raterteddy Pope
et al. (2007) from being correct. Most of the previous labamaand field studies imply
a smallerk., value than recommended by JPLO6 (Plenge et al., 2005; Brés# Zabel,
2006; Avallone and Toohey, 2001). However, this result depeon the temperature that
was used to calculat&,, and it is very likely that the givei’,, values from these previous
studies would be closer to the JPL recommendations for higineperatures sinc&’, is
known to be temperature dependent (e.g. Santee et al.,.2816)ver K, value than re-
commended by the JPL panels implies that the thermal desociof the dimer occurs
faster than currently thought, resulting in higheliO concentrations during the night. If
K., is fixed to JPLOG6, on the other hand/ak, value of 1.350.14x (.J/ky) sp Lo iS Obtai-
ned using the described optimal estimation approach. Appthe.J;p06 photolysis rate
requires a smallek, value than currently recommended and the results show:jhatst
lie in the range of 0.6 to 0.96k;, ., , to explain the measurements (Table 3.2). This range
of the dimer formation rate includes the results determimg@loss et al. (2001), Trolier
et al. (1990) and Nickolaisen et al. (1994) and together thighJPLO6 recommendation for
J and K, these values are consistent with {ti® measurements used in this chapter.

Results from this chapter do not preclude dkiy, value between 0.2 and 2., ,, ..
from being correct. However, the best fit to the measuremsra@scomplished for greater
K., values than recommended by JPLO6. That said, the RMS valoesdil 19 optimal
estimation runs are not significantly different in magnéusluggesting thak’,, is not well
constrained by the measurementsb® as the night-time measurements were subtracted
from the day-time measurements.

Day-time and night-time measurements(@f) are required to determine a reliable value
of K.,. Although this study does not provide a tight constraintiag, the retrieved//k;
obtained here is robust against the uncertainti(jp Furthermore, stratospheric tempera-
tures above Scott Base during the period’t® measurements, and over the altitude range
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whereClO concentrations maximize, varied from 183.7 K to 217.6 K. éntcast, most of

the earlier studies took place in conditions with tempeegt@bove 190 K. Schofield et al.
(2008), for example, examined ArcticlO measurements made at temperatures between
200 and 207 K and found a very small, value of 0.2« K,,,,, ... The differences in the
underlying temperature fields could, in part, explain why, values higher than currently
recommended (JPLO6/09) and previously published (Sarntag,€010) can be used to
reproduce the AntarctiClO measurements used in this chapter. For temperature to be par
tially responsible for the differences i, across these studies, the formulation of the
temperature dependence (i.e. exp(B/T)) would need to b@mect. This highlights the
need for a greater number of laboratory and field studieseatatlv temperatures typical

of the Antarctic stratosphere. The retrieval of day-timd arght-timeCIlO profiles from
Antarctic ground-based measurements separately is tlyriamder investigation. These
ground-based’lO measurements could be used in a future study to investigatkine-

tic parameters individually and would contribute to thedés field and laboratory studies
determining these kinetic parameters, especiglignd <, under stratospheric conditions.

Night-time C1O measurements were used in the past to determine the egunlibonstant
(e.g., Stimpfle et al., 2004; Santee et al., 2010). Giveretbaslies and studies performed
in the laboratory (e.g., Plenge et al., 2005) it is more {ikélat i, ,. lies between 0.27
and 0.5 than being far greater than recommended by JPLOGhdfonore, the study by
von Hobe et al. (2007) found that their stratosph€Hi©o observations were described well
using a similark,, as reported in Plenge et al. (2005). The JPLO9 recommemdalso
provides a smallef’,, value (0.% K., ,,,,) than previously recommended in JPLO6. The
range ofk., . between 0.27 and 0.7, together with the results from optesimation,
suggest that// k¢ values lie between 1.25.29 and 1.440.17x(J/ks)spros. The analy-
sis presented in this chapter shows that using these cotidnsaf the kinetic parameters
would includeJ andky values which are consistent with the JPLO6 recommendations
thin the given uncertainty ranges. Furthermore, this tegoilild preclude/ values smaller
than currently recommended (e.g., Pope et al., 2007).

The results from this chapter are in basic agreement witleeéield and laboratory studies.
It has been shown that it is crucial to reduce the uncertaintihese kinetic parameters, to
investigate these kinetics under stratospheric conditaord therefore to improve unders-
tanding of the stratospheric chemical processes.



Chapter 4

Projections of the evolution of Antarctic
ozone under different greenhouse gas
emissions scenarios

4.1 Introduction

The Montreal Protocol and its amendments and adjustmestadpaificantly reduced emis-

sions of ozone depleting substances (ODSs) to the atmasphdrhalogen levels are now
decreasing (WMO, 2007; Newman et al., 2006). The ozone layer polar regions is ex-

pected to respond to these changes in stratospheric hdtwging. However, stratospheric
ozone is not only affected by changes in ODSs but also byosjpaeric changes induced
by enhanced greenhouse gases (GHGs). As a result, the &woitgion of stratospheric

ozone and the timing of ozone, returning to historic levelg.( 1960 or 1980) remain un-
certain (WMO, 2007). Numerous model studies have been qpeeid to investigate the

influence of changing ODSs and changing GHG concentratiniBestratospheric ozone
layer through the 21 century.

In 2006, Newman et al. presented an approach to project tieeoaeturn of Antarctic
ozone to 1980 values, based on estimated future chlorinbrangine abundances. Equiva-
lent effective stratospheric chlorine (EESC) is used taakag measure of ozone depleting
chlorine and bromine abundances (WMO, 2007; Newman et@0.{2 EESC is estimated
from ground-based halogen observations where transistinte the stratosphere, the grea-
ter effectiveness of bromine compared to chlorine, and #s¢rdction rates of halocarbons
in the stratosphere are accounted for (Newman et al., 20%,)2 Newman et al. (2006)
calculated an Antarctic EESC that was used together wittiaspheric temperatures in a
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parametric model to determine the ozone hole area. Usinggflgvels of Antarctic EESC
and assuming a constant stratospheric cooling of aboutDdd#cade!, they concluded

that the Antarctic ozone hole will return to 1980 levels by&0This date of return is about
16 years later than the multi-model estimate (which is basecbupled chemistry-climate
model (CCM) simulations) of the return dates of total colufmiarctic ozone reported in
SPARC-CCMVal (2010). This difference in the return dateselated to different sources
of uncertainties which are discussed in the following.

The projections presented by Newman et al. (2006) are basedamnstant stratosphe-
ric cooling rate (see above) which is uncertain becauseeotititertain magnitude of the
cooling related to uncertainties in the future emission&biiGs. The approach presented
by Newman et al. (2006) does not include projections of the d&return of Antarctic
ozone using future temperature trends based on differer® @idissions scenarios. Fur-
thermore, the estimates of Antarctic EESC are based on dasdmaean age-of-air (i.e.
constant transport times). The stratospheric circulas@axpected to strengthen in a chan-
ging climate (SPARC-CCMVal, 2010), resulting in an increas transport rates which in
turn modifies the fractional release (i.e. the fraction @& thlorine and bromine source
gases that are dissociated in the stratosphere). As regartesubsequent study by New-
man et al. (2007) uncertainties in the mean age-of-air r@san uncertainty in the return
dates ranging from 2056 to 2077. To account for future teatpee changes, which in
turn alter the dynamical and chemical processes, numenicdetls that include the various
feedbacks need to be employed.

CCMs are the tools traditionally used to project future demin ozone and their cou-
pling to climate change (Chapter 1). The latest model stubyeEyring et al. (2010a) and
Austin et al. (2010a) investigated the return of ozone twhislevels (1980 and 1960) as a
function of latitude, using state-of-the art CCMs from savenodelling groups. CCM si-
mulations of Antarctic ozone abundances through thiec&htury show a large inter-model
spread in the CCMs used in these studies. The simulationsairedthat Antarctic ozone
is projected to return to 1980 levels more slowly than in thmeti&. The studies by Eyring
et al. (2010a) and Austin et al. (2010a) suggest that theedserin ODSs is the dominant
factor in determining the return of Antarctic ozone to higtdevels. As a result, both
ODSs and stratospheric ozone return to 1980 levels betw@én &nd 2060. In contrast,
Arctic total column ozone is projected to return to 1980 Is\aound 2026, well before
the total inorganic stratospheric chlorine abundan€gg) (eturn to 1980 values~(2046)
(SPARC-CCMVal, 2010; Eyring et al., 2010a; Austin et al.1@8). These results indi-
cate that, climate change will affect Arctic ozone abuné@anmore than Antarctic ozone
abundances (Eyring et al., 2010a) due to GHG-induced sph#yic cooling and changes
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in transport (SPARC-CCMVal, 2010; Eyring et al., 2010a)efterd (2008) found that in

a changing climate, the strengthening stratospheric laitionm transports more ozone into
the Arctic than into the Antarctic. Furthermore, the stugyShepherd (2008) suggest a
dynamically-induced warming of the Arctic stratospheré¢hia future. A return of stratos-

pheric ozone to 1960 values occurs around 2041 in the Arcatosphere (Eyring et al.,

2010a) while Antarctic ozone returns to 1960 values shdifipre the end of this century
(SPARC-CCMVal, 2010; Austin et al., 2010a). These simalai however, are based on
only one GHG and one ODSs emissions scenario. Thereforse Simulations cannot ac-
count for the full range of uncertainties resulting from thege of possible GHG and ODSs
scenarios.

In a second study, Eyring et al. (2010b) analyzed CCM sinuaratof the 21 century
based on different GHG scenarios. Their results indicaae ¢chmate change plays a si-
gnificant role in the evolution of ozone through the®2dentury and has to be considered
when projecting future stratospheric ozone abundancesy fidund that the impact of the
different GHG scenarios on the ozone return dates is sirfatathe Antarctic, Arctic and
mid latitudes, which vary by-10 years. This result indicates that the uncertainty in the
ozone return dates arising from different GHG scenariosimsparable or smaller than the
uncertainty related to the known model differences Eyring.2010b). However, a range
of CCM simulations using different GHG scenarios are rezpliito derive a more solid
conclusion.

Charlton-Perez et al. (2010) investigated the sources oértainty in projections of fu-
ture stratospheric ozone abundances by separating thebciains from GHGs and the
contributions from the differences in the CCMs. They codeldithat for the first two thirds
of the 2F' century (until and after ozone returns to 1980 values) tfferédinces between
CCMs are a significant source of uncertainty regarding &utmone levels. Towards the end
of this century, the uncertainty resulting from the difiré&HG scenarios is likely to be
the dominant contributor to the uncertainty in the proasl. However, the quantification
of uncertainty in the ozone projections was not optimal #emdint models used different
GHG scenarios.

The studies summarized above reveal that for an assessini@ oncertainty in ozone
projections, more GHG sensitivity simulations need to bégomed to untangle the un-
certainties resulting from different models and from diffiet GHG scenarios. As stated in
Chapter 1, CCMs are computationally very demanding so #raditivity studies of stratos-
pheric ozone changes to changes in GHGs are limited. Atnssepitean general circu-
lation model (AOGCM) are designed to examine how changesH&&affect the global
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climate system, thereby taking different GHG emissiongiades as input. However, de-
pending on the AOGCM, ozone concentrations are either settant or are calculated
off-line and then prescribed in the model simulations. €fae, ozone concentrations are
not affected by GHG-induced temperature changes. Consdguthe use of AOGCMs
to investigate the sensitivity of ozone changes to changé&3HGs is precluded. Howe-
ver, temperature trends simulated by AOGCMs could be usedgess the sensitivity of
ozone to changes in GHG emissions. As a complement to CCMestutis chapter aims
to test the applicability of semi-empirical models, usiegiperature trends based on dif-
ferent GHG emissions scenarios as simulated by a stateeedst AOGCM (the Hadley
Centre coupled Model; HadCM3), to conduct fast and inexpengrojections of the fu-
ture evolution of Antarctic ozone. Using the presented sempirical models to project
future ozone abundances provide an approach that accaurrttsef effect of temperature
changes on ozone which is currently missing in AOGCM simaites. The semi-empirical
models describe the time rate of change in activated cld@ its relation to ozone des-
truction in the Antarctic stratosphere. A first version oé tsemi-empirical models was
developed by Huck (2007). In this chapter these semi-engbinodels were modified and
then applied to project the future evolution of chlorine aadne depletion in the Antarctic
stratosphere. Huck (2007) used the ozone mass deficit, defsthe mass of ozone des-
troyed everywhere over Antarctica with respect to 1980 gemknd levels, as a metric to
quantify Antarctic ozone depletion. In this chapter a newrinés introduced AOs- 740,
which provides a direct measure of the change in ozone asemager the Antarctic vortex
core region, relative to 1960 (see below).

The semi-empirical models require daily values(@f, the amount of activated chlorine
(C10,), the vortex average extent of polar stratospheric cloB®Cs) and solar illumina-
tion as inputs. To estimate the vortex coverage by PSCdpspiaeric temperatures are
required. These were taken from the National Centers foir&mmental Prediction and
the National Center for Atmospheric Research (NCEP/NCARnalyses for the period
1960 to 2009. Three simulations performed by HadCM3, baseith® Alb, A2, and B1
GHG emissions scenarios, provided the stratospheric tetyse trends used in this chap-
ter to generate future temperature time series (SectioR)4tat were used to project future
changes in Antarctic ozone. Besides the temperature treodsdditional meteorological
fields from the model simulations of the future climate arcuieed.

In the latest Assessment of ozone depletion (WMO, 2007)ehem of ozone to pre-1980
levels was considered as one important milestone in thedwdavelopment of Antarctic
ozone. However, more recent CCM studies suggest than ozgpletbn due to man-
made ODSs occurred before 1980 (SPARC-CCMVal, 2010). Towexein this chapter,
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the change in chlorine, and the change in ozone, throughltie@ntury is investigated
with respect to a 1960 reference date. The assumption is thatl®zone in 1960 was
essentially unaffected by ODSs and the anthropog€hiaoncentration was set to zero.
To provide a baseline for ozone against which a return to 1@files can be assessed, a
total column ozone background was derived by employing eessipn model together with
available ground-based and satellite-based ozone obsgrvgSection 4.4.1).

This chapter is organized as follows: Section 4.2 gives ef lmverview of the different
GHG emissions scenarios, followed by a short descriptiothefAOGCM used in this
chapter. The two semi-empirical models employed are desdrihoroughly, together with
the required input parameters in Section 4.3 and SectianThd application of the semi-
empirical models to project the future evolution of Antazathlorine and ozone is presen-
ted in Section 4.5. The derived results are compared withiquie studies and discussed in
Section 4.6, followed by a conclusion of this chapter in Bect.7.

4.2 GHG emissions scenarios and AOGCM description

The state of knowledge of the future changes in the climateesy due to human-induced
perturbations (i.e. climate change) is summarized retyjulaassessment reports published
by the Intergovernmental Panel on Climate Change (IPCQ)hHeamost recent Assessment
Report (AR4 published, in 2007) 23 state-of-the-art AOG@kbduced comprehensive si-
mulations of the past, present and future climate. In aglditifferent climate change sce-
narios based on different GHG emissions scenarios as ddfinge IPCC Special Report
on Emissions Scenarios (SRES) were used by all AOGCMs. Thé&\Witimate Research
Programme (WCRP) organized a Coupled Model Intercompafsoject (CMIP) with the
objective to collect and analyze the results from the sitria performed for the AR4
IPCC report, including the control run, 1%0,, and 20"-, 21*-, and 22¢-century. The
CMIP multimodel dataset is collected, organized, and aszhby the Program for Climate
Model Diagnostics and Intercomparison (PCMDI).

In this chapter, simulation of the 21century climate as performed by HadCM3 taking
different emissions scenarios as input were used to imgagstithe effect of GHGs on the
ozone return dates. The model data were downloaded from @RRCMIP3 multi-model
dataset archived by PCMDI. This chapter concentrates @etGHG emissions scenarios,
ranging from low to high GHG concentrations by the end of th# 2entury (see below).
As the emissions scenarios are described in detail in th€ IBRES (Nakicenovi¢ and
Swart, 2000), only a brief overview is given in the followisgction.
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4.2.1 GHG emissions scenarios

The purpose of the different emissions scenarios is to eg@lernative pathways for fu-
ture changes in climate depending on future human acsyitie. future GHG emissions.
The scenarios are divided into four groups (A1, A2, B1 and, B2)ere Al is subdivided
into three additional groups, Alb, A1FI, A1T. Of these seseenarios, three ‘marker sce-
narios’ (B2, Alb, and A2) where used in this chapter. Thedlsgenarios were chosen as
they provide the lowest, the medium and the highest coragmtrof GHGs by the end of
the 22'. The scenarios are based on different assumptions on pimpudgowth, economic
structures and technology development, resulting in eiffefuture GHG emissions sce-
narios. The projected future evolution of atmosphé€ti@, concentrations, corresponding
to the three scenarios used in this study, are shown in FgdreThe assumption that the
CO, concentration reaches about 700 ppm by the end of the twigstgentury was made
in SRES Alb. TheCO, concentration is forced to increase to 820 ppm by 2100 in the
A2 scenario. The lowestO, concentration is obtained in the more ecologically frigndl
scenario B1, where concentrations of 550 ppm are reached@y. Z'hese three scenarios
present different path ways for the future evolution of GHB@entrations that can be used
to assess the question if the timing of the ozone return tofiisl levels depends on GHGs,
i.e. if the ozone return is delayed, accelerated or not inflad at all by GHG emissions.

Projections of atmospheric G@oncentrations
900 1
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800 1 | —— A2 scenario
—— B1 Scenario
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Figure 4.1: Future development©D, concentrations for three GHG emissions scenarios.
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4.2.2 Atmosphere-ozone general circulation model - HadCM3

In preparation for the IPCC AR4, the Hadley Centre perforigdate change simulations
based on different SRES scenarios using the Hadley CeniezbModel (HadCM3). As
the HadCM3 model is described in detail in Gordon et al. (2000ly a brief overview of
the model is given in this section.

HadCM3 was modified and improved from the earlier model wersiadCM2. The model
was developed as a fully coupled ocean-atmosphere systantdes not need adjustments
of the fluxes that couple the atmosphere to the oceans torgrexeessive climate drifts
(Gordon et al., 2000). The spectral horizontal resolutibthe atmospheric model com-
ponent is T42, comparable to 2.5 3.75 on a transformed longitude-latitude grid. In the
vertical, the atmospheric component of the model consisit9 ¢ayers, using hybrid verti-
cal coordinates. The model extends in the vertical to apprately 5 hPa{ 39km). The
radiative effects of minor GHGs, as well @¢),, water vapour and ozone, are represented
by the radiative scheme incorporated in the model (Edwandssingo, 1996). The ocean
component of HadCM3 has a horizontal resolution of 1.29.25 on a longitude-latitude
grid. The 20 layers in the vertical are distributed such #mditanced resolution close to the
surface is obtained. For more information on HadCM3 see &bas et al. (2003).

The climate change experiments using HadCM3 were made asgath GHGs (such as
CO,, CHy, N,O, and halocarbon species) are well mixed without any spadrghtion. Tro-
pospheric and stratospheric ozone trends were calculffiideoand separately on every
model level as zonal averages. The stratospheric ozoneectatons, obtained as des-
cribed below, are independent of the performed climate gh@axperiment with HadCM3.
The three-dimensional chemical transport model STOCHEMI{@3 et al., 1997) was em-
ployed to calculate the tropospheric and stratospheria®zieends for a selected number
of years (1990, 2030, 2060 and 2100). These values werelineterpolated to obtain the
ozone trends for the intermediate years. The calculatedeozends were then added to a
baseline climatology following Li and Shine (1995) but watimumber of alterations (Johns
et al., 2003). Future stratospheric ozone abundances wéngated by assuming that chlo-
rine and bromine concentrations are decreasing, follotfiedviontreal Protocol. A simple
box model is then used to calculate EESC concentratiBES(C = Cl + 40 x Br). As-
suming that it takes three years 10 andBr to get transported from the troposphere into
the stratosphere, and assuming that dependence of ozolet@epn EESC is linear, the
stratospheric ozone abundances can be calculated as @&funttheight, longitude and
month (Johns et al., 2003). Within HadCM3, stratospheranezoss peaks in 2002. From
2060 onwards, stratospheric ozone concentrations shawvie $tabilized to preindustrial
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values. However, due to a software error in HadCM3, ozondémaes to increase, resul-
ting in a small positive forcing of-0.17 W /m? from stratospheric ozone at the end of the
21 century (Johns et al., 2003).

4.3 Semi-empirical model for chlorine activation

The model approach to project future ozone changes presenthis chapter consists of
two semi-empirical models. First a simple equation is ndddedescribe the vortex ave-
raged time range of change 61O, before the amountlO, can be related to the vortex
averaged time rate of change of ozone (Section 4.4). Whenleihg these vortex ave-
rage values a constant location of the vortex edge is usdtkedsture development of the
Antarctic vortex is unknown and very uncertain. The latéwd 62 S is a valid proxy for
the average location of the Antarctic vortex edge (Bodeked.e2002) and therefore the
vortex averaged@’10, abundances, the predictors, are calculated poleward’@® §2ogra-
phical latitude. On the other hand, to calculate vortexayetnzone abundances, the vortex
edge is places at 7& equivalent latitude (see Appendix A for the definition ofieglent
latitude). This equivalent latitude was taken as this atrapims to project the change of
vortex average ozone in the well mixed vortex core region.aAssult, the poleward of
62° S true latitudeC10,, concentrations are used to predict the poleward &S7@quivalent
latitude ozone abundances (Section 4.4). THeS7@quivalent latitude vortex edge location
for CIO, could not be used in this chapter as the future potentialoityrfields, which are
required to determine the equivalent latitudes, were naitaie. In a vortex average sense
the assumption is made that the polar vortex air masses drenwed and isolated from
mid latitude air masses. It has been shown that transporbengof mid latitude air across
the polar vortex edge is negligible (e.g. Knudsen et al.918&x et al., 2002; WMO, 2007)
and does not affect significantly the chemical compositwhen averaged over the polar
vortex. As a result, the semi-empirical models do not acturhorizontal mixing across
the vortex edge.

The semi-empirical model for chlorine activation solvesrstforder differential equation
that describes the time rate of change of activated chliptiva is collectively described as
ClO,. The change 10, abundances depends on i) the total amount of availabl®@strat
pheric chlorine Cl), i) the extent of PSCs within the polar vortex, iii) soldumination,

and iv) the deactivation af10, due to chemical reactions forming inert reservoir species.
In the sunlit polar stratosphere, active chlorine in thefaf Cl reacts rapidly with ozone.
As a result, active chlorine compounds are mainly presethiafiorm of chlorine monoxide
(C1O) and its dimerCIOOCI. Therefore, the total amount of activated chlorine can be ap
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proximated byC10, ~ ClO + 2 x CIOOCL

In the springtime polar stratosphere, activated chlorserimarily in the form ofClO
during the day (e.g. Brasseur and Solomon, 2005) and dayfieasurements 6flO can
be used as an approximation of day-ticig), abundances. During night-time, when the
photolysis is negligibleCIOOCI is the most abundant active chlorine species.

The sinks for stratospher{clO, are reactions of 10 with NO, or HO,, or reactions invol-
ving chlorine atoms and methane, forming inactive chlorgservoir species as described
in Chapter 1. During wintertimeYO, is tied up adINO; in PSC particles, leading to an
enhancement of’10 levels. Therefore, the rate at which the reservoir speCi€sNO,

is formed is limited by the chemical loss processed$idfO;. During the course of the
season, as stratospheric temperatures increase, PSGsatgagnd chlorine is no longer
re-activated, resulting in a decrease in stratosphidfic, abundances.

The evolution of day-tim&’10, abundances on a given pressure surface can be described
by a first order differential equation in the form of:

1
S = (O = Cly,) ~ €0, - FAP- FAS = 5.CI0, - (1 - FAP)  (4.)

wherea and 3 are fit-coefficients derived by fitting equation 4.1 to obséinns of C1O
(assumingCl0 =~ ClO) as described in Section 4.3 Gl, concentrations were derived as
described in Newman et al. (2006) and were provided by P. NewnThe approach by
Newman et al. (2006) requires information about the mearohgér and the age-of-air
spectrum width. For this study, the calculation(df, is based on the assumption that the
mean age-of-air is 5.5 years and the age-of-air spectrurthwid?.75 years is prescribed.
Cly,q In equation 4.1, refers to the total stratospheric chloliraeling in 1960, which is
the reference date for all the calculations performed i thiapter (see Section 4.1). The-
refore, the 196@]1, abundances were subtracted from @ie time series, assuming that
ozone was not affected by anthropogenic chlorine compoantheat time. Hence, the rate
of change ofCl10, is calculated with respect to its 1960 backgrourfdA P in equation
4.1 is the fractional area of the vortex covered with PSCsisudérived from stratospheric
temperature fields (see Section 4.3.1). Chlorine actimagguires sunlight and therefore
the amount of available sunlight is characterizedrb¥S, the fractional area of the vortex
that is exposed to sunlight (details see Section 4.3.2).

The first term on the right hand side of equation 4.1 describesconversion of’l, to
ClO, which depends on the total amount of stratospheric chlptiveeoccurrence of PSCs
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to convert inert reservoir species, and on solar exposutieeopolar vortex for photodis-
sociation. The second term descrilie®), deactivation that accounts for the release of
NO, as soon as PSCs sublimate aiNO; in its gas-form is available for photodisso-
ciation. However, sedimentation 8fNO3 containing particles (denitrification) presents a
permanent loss aRO,. Therefore, the chlorine deactivation path ¥i&1 becomes more
important then the deactivation dONO, in the Antarctic stratosphere. This might lead
to imperfect fitting of the deactivation termi €oefficient) in equation 4.1.

4.3.1 Calculation of FAP

The fractional area of the polar vortex that is covered wBCB ' AP) was derived from
temperature fields that were taken from the NCEP/NCAR reaealfor the historical per-
iod (1980 to 2009). To calculate futuféAP time series, future temperature fields were
generated that account for the temperature trends frone tinmate change experiments
simulated by HadCM3 (details are given in Section 4.5.2sSEstratospheric temperature
fields were then used to calculate FAP values on a given peessuface. First, the PSC
area within the polar vortex (referred to BSC,,.,) was determined by summing the areas
of grid boxes between 63 and 90S (as mentioned above an average vortex edge location
of 62°S was used) where the temperature falls below a threshdlg @f=195 K. Ty 4 of
195K provides an approximate estimate for the thresholddiscribes type | PSCs occur-
rence and the onset of heterogeneous processes (Chapigvitl)ng the derivedPSC,;..
by the constant vortex area (area betwe€tsaihd 90S):
PSCarea

FAP = Vortexarea (4.2)
results in the required@ AP values at a given pressure surfaé¢éd P values vary between
0 and 1; if the vortex is completely covered with PSEs} P is equal 1 and if no PSCs are
formed, F'AP will be equal to zero.

4.3.2 Calculation of FAS

The available sunlight for photochemical processes isrdestby F'AS which is defined
as the fractional area of the polar vortex that is exposedntight. The solar zenith angle
(SZA) is used to determine the availability of sunlight féMarine activation. At Earth’s
surface, SZA9( indicates that the sun is above the horizon. In the upper sihere,
however, sunlight is available for SZA greater thar 80e to refraction and scattering of
the incident solar radiation. Therefore, to determine #ggans of the polar vortex exposed
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to sunlight (referred to aSun,,..), SZA<95° was used to determine whether an area is
exposed to sunlight or not. Similar f0A P, Sun,,., IS calculated by summing up the areas
of grid boxes (0.%0.1°) between 62S and 90S where SZA<95°. The SZA and therefore
the Sun,..., was determined for every grid box at every minute of the &aw..... is then
divided by the total vortex area:
Sullarea

FAS = Vortex, (4.3)
By averaging the derivedAS values over each 24 hour period, dafiyAS values were
obtained. Because the vortex area is assumed to not chaoggliithe year or from year
to year,FFAS is the same for every year of the analysis. The calculatdg dal.S values
are shown in Figure 4.2. Similar ®6AP, F'AS varies between 0 and 1, if the whole vortex
area is exposed to sunlight,AS will be 1 and if the polar vortex is in complete darkness
for 24 hours,F’ AS will be zero.
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Figure 4.2: Daily values of the fractional area of the polantex that is exposed to sunlight
(FAS).

4.3.3 Determination ofC10, model fit-coefficients

The fit-coefficientsy and 3 were derived by fitting th€’10, semi-empirical model (equa-
tion 4.1), with the required inputs ¢fAP, F'AS, andCly, to day-timeClO measurements.

In this chapter, Antarcti€lO measurements from the Microwave Limb Sounder (MLS) on-
board the Upper Atmosphere Research Satellite (UARS, saept@h2) were used to train
the C10, model. MiddayCIO abundances, averaged over the polar vortex, on the 520K
surface, were provided by M. Santee for the period 1992 t@ 10@ly measurements made
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between 11:00 and 14:00 local solar time with a SZA smallen 88 were included in the
vortex mean amounts. The measurements, used here, arbddscrdetail in Santee et al.
(2003). The AntarcticC10 measurements from MLS onboard Aura (Chapter 2) could not
be used for this chapter as AntarctitO measurements are always made in the late after-
noon (17:00 local solar time). Therefore, the assumptiah@hO, can be approximated by
CIO day-time measurements would no longer be valid, as in tleerafon, at higher SZA,
ClOy is also present in the form ¢f1OOCI.

The aim of this chapter is to derive vortex aver&®, concentrations on 8 pressure levels
(200, 150, 100, 70, 50, 30, 20 and 10 hPa) correspondingitadss between-12 and
30km. The 12 to 30 km altitude range was chosen to cover thgeramere most PSCs
occur (Brasseur and Solomon, 2005). Howevef;& 3 observations provided on the 520 K
potential temperature surface were the only measuremeaiiglfale, the fit-coefficients:
and were derived for one altitude level only. Assuming that thefficients are altitude
independent, these coefficients were then applied to thainémg 7 pressure levels (see
below). Tests, where output from a CCM was used to deriveethiesoefficients, showed
this assumption is valid as only small differences in thediefficients were derived.

The 50 hPa pressure surface is the closest pressure leved 20 K potential tempera-
ture surface. Therefore, daijA P values were derived from the daily mean NCEP/NCAR
stratospheric temperature fields at 50 hPa by applying eguét2. A fourth order Runge-
Kutta method (Press et al., 2007) was used to solve the fidgr atifferential equation
describing the temporal evolution 6O, (equation 4.1). A combination of interval hal-
ving and least squares fitting, that minimizes the sum of thee of the residuals, was
used to find the best set of parameters that optimally fit€ilkemeasurements. The aim
of the fitting procedure is to derive theandp fit-coefficients so that the solution of equa-
tion 4.1, best describes tHedO measurements (assumiqO, ~ ClO). To determine
these coefficients, a mapping procedure is applied (intérai@ing), where a reasonable
estimate of starting values andg; and a step siz&o; andA/j3; are made. In this study,
the coefficients are incremented #2Ac«;, and+Aa; and by+2A3;, and+Afj;, respec-
tively. This results in ten different starting values toand/ (e.g. k;,5;], [ + Aa;,55],
[a;,8; + ABj], [ou + Ay, [B; — ABjl...). For each of the 25 combinations ef;[ 3;]
equation 4.1 is solved using the Runge-Kutta methodygrid calculated as:

X* =D [Cl0meas — ClOxmodal (ci, 3] (4.4)

The combination ofy; and 3; which results in the smalles* value is then used in the
next iteration as new starting parameters, where the stepAiy; andAg; are reduced by
20%. This procedure is iterated up to 100 times, until theimmiim of 2 is found with the
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Figure 4.3: CIO measurements and the best semi-empiricaéhfit.

corresponding parametesis and 3;. The derived fit-coefficients; and 3; then represent
the best set of parameters that reproduce the measurements.

The values for and 5 derived in this way are 3.3767 and 1.2461, respectively. dlae
measurements together with thgO, abundances modelled by the first semi-empirical mo-
del using the derived fit-coefficients, are shown in FiguBefdr the period 1992-1997. The
model reproduces thelO measurements fairly well with a root mean square (RMS) of the
differences between tHelO measurements and modellétD, abundances of 0.2466 ppb.
Therefore, the activation and deactivation of chlorineaigtared well by the model and the
derived fit-coefficients can be used to calculdi®, abundances for the observation period
1960 to 2009 and to project future chlorine levels for theque010 to 2100 (Section 4.5).

4.4 Semi-empirical model for the change in ozone

The total amount of activated chlorine within a partial esoluextending from 200 hPa to
10 hPa was derived from modelled vortex m&a, time series (see below) calculated
for every pressure level (200, 150, 100, 70, 50, 30, 20 and?a) hy applying equation
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4.1 and then related to the time rate of change of ozone byadesemi-empirical model.
As stated above, the vortex averaged ozone is calculatdéinviite area poleward of 7&
equivalent latitude (referred to &;..,.) and the change in the vortex averaged ozone
is hereafter denoted asOs. ;... The semi-empirical model consists of two terms, one
describing ozone destruction due to catalytic cycles wingl active chlorine compounds
and the other describing in-situ production through thepdman chemistry:

%:[A.MAC&—}-B-MAO]X(]_—R)—C'AO_3>70°'Fact (4.5)

~
ozone destruction ozone production

where A, B, andC are the fit-coefficients that are derived by fitting the equato ob-
servations 0fAOs- ;0. AOs-70. in DU is the ozone change with respect to 1960 ozone

— ——1960 — .
abundancesXOs- g = O3-790 — Oz%q00; S€E Section 4.4.1).

MAC' in equation 4.5 is the total mass of activated chlorine in kg.calculateM AC,
first, the mass of chloriner{assc;) is calculated for every layer between the given pressure
levels: M .

WZ'A‘[pz—pl]'g (4.6)
where ClO, is the modelledClO, mixing ratio between pressure level and p, given

in pascals,M; is the molecular mass of chlorine (35.45g m9| M, is the molecular
mass of dry air (around 29 g mdl), A is the area of the polar vortex in? andg is the
gravitational acceleration of the Earth (9.81 n¥)s Summing the mass of chlorine over
all 7 layers, results in the total mass of chlorine (refet@@s TotalMassc;) within the
partial column extending from 200 hPa to 10 hPa. In makingdhlculation the assumption
was made tha€lO, is equally distributed over the whole polar vortex. Howesnce
sunlight is essential to activate chlorine the total massctiated chlorine is calculated by
multiplying the total mass of chlorine by AS. M AC'is then given by:

masscy = ClOy -

MAC = TotalMassc - FAS 4.7)
The term { — R) in equation 4.5, withR = %, accounts for saturation effects. This
3>700

term will be zero if ozone is destroyed completely within gaetial column where activated
chlorine is found. Below and above this partial column ozisnmet depleted and therefore,
the total column ozone abundance averaged over the pol@xvecannot get smaller than
150 DU, which is the lowest estimated vortex average ozoterméned by Bodeker et al.
(2002). ThereforeAOs- - is limited to values smaller than or equal 104 97500 — 150).
Furthermore, the saturation terin{ R) restrains the ozone depletion. Despite the fact that

ozone is destroyed immediately within each grid box wheorihé is available, ozone is
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destroyed more slowly if the vortex average amount of ozeneonsidered, as there are
grid cells within the vortex where no chlorine is present @metefore, no ozone destruc-
tion takes place within that grid cell. Both grid cells withcawithout chlorine have to be
accounted for when considering vortex average ozone loss.

F,. in equation 4.5 is an approximation for the time rate of cleanfjozone resulting
from the in-situ production via the Chapman chemistry (Geaf). The actinic flux is the
guantity of light available to molecules at a particulardbon for absorption and photodis-
sociation. To calculate the actinic flux, first the area ofgibkar vortex exposed to sunlight
(SZA<=9(r) was determined and is denotedsas.,,... The actinic flux of the direct solar
irradiance can then be approximated by:

—1

Fot = cos(SZA) x eleostsza) Sungrea (4.8)

where the solar irradiance incident at the top of the atmespbcales as(SZ A) and the
air mass, that describes the optical path length througthBatmosphere, is approximated
by 1/ cos(SZ A) for small SZA. In this chapter, equation 4.8 is applied tgéarSZA so that
the approximation for the optical path length introducessaincertainties. However, these
uncertainties are minimal. Furthermore, for the uséQf in equation 4.5 it is assumed
that F,.; is unitless as the fit-coefficients are accounting for ang §galings. As the polar
vortex area is a constant, the actinic flux is the same foryeyear of the analysis period.
The daily F,,.; values as derived in this chapter are shown in Figure 4.4.

F.c [unitless]

O—+—T——T— T T T T
40 80 120 160 200 240 280 320 360
Day of year

Figure 4.4: DailyF,.; values used as an approximation for in-situ 0zone produoictio
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The time rate of change of ozone is equal to the rate limitimg tsteps of the catalytic
destruction cycles (Anderson et al., 1991). T¢i©-dimer cycle (Chapter 1 and 3) is the
dominant contributor to the overall ozone loss, followedthg C10-BrO catalytic cycle
(Chapter 1). The catalytic cycle involvinglO andHO, and the cycle involving’10 and
O represent a minor loss of ozone in the Antarctic lower stpghtere as each of those cycle
contributes less than 5% to the total loss of ozone (Andeesah, 1991; Salawitch et al.,
1993). Barrett et al. (1988) and Salawitch et al. (1993) stiawthe rate limiting time step
of the C10-dimer cycle is the dimer formation rate, and that the ratezoine destruction is
therefore given by:

d[Os]

dt

where the terms in brackets denote concentratidr$js the air density and is the dimer
formation rate. Therefore, the effect of th&O-dimer cycle on ozone is quadratic @iO.
However, more recent study by Harris et al. (2010) state dhatarly linear relationship
between ozone loss andO, exist. Therefore, to account for both, the linear and quadra
dependence are included in the semi-empirical model (emuét5) and the fit-coefficients
A and B provide the information of the degree of the linear or quadrdependence of
ozone on activated chlorine.

= —2k[CIO)*[M] (4.9)

The semi-empirical model for the change in ozone was fitteab&ervations ofAO;- o
for the period 1980 to 2009 to derive the fit-coefficiedtsB, andC (see Section 4.4.1).
To derive AOs- ¢ Values, the 1960 ozone background has to be determined &nid th
described in the following section, before the fitting metlamd the derived fit-coefficients
are presented.

4.4.1 Calculation of 1960 ozone baseline

In this analysis we require a measure of Antarctic ozonedatigpl that is referenced to a
time when ozone was not significantly affected by anthropagenhancement of stratos-
pheric halogens. Specifically we want to quantify the degoeehich ozone has chan-
ged from levels typically of 1960, i.e. this 1960 baselined®to be representative of
the ozone climatology around 1960. This is functionally iegleént to determining 1960

Antarctic vortex average ozone abundances when the tetapeiia neither anomalously
warm nor anomalously cold. To quantify this baseline a regjosn model was employed to
untangle the contribution of chlorine-induced ozone clesngnd of temperature-induced
ozone changes to the overall change in ozone. The regressidal is regressed against
vortex averaged ground-based and satellite-based tdtahooozone abundances for the
period 1960 to 2009. The calculation of the vortex averaga tmwlumn ozone from the
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observations is described in the following before the regimn model is introduced.

The first long-term comprehensive observations of Antartdtal column ozone abun-
dances became available from satellite-based measurenmefdte 1978. Before that,
only sporadic ground-based measurements of ozone were atatitierent locations in
the Antarctic using Dobson and Brewer spectrophotomeldrase sparse ozone measure-
ments cannot be used on their own as an estimate of total cadzone abundances within
the polar vortex in the period before satellite-based neasents were available (1960 to
1978). If the available Antarctic ground-based measurésnenuld be used as represen-
tative vortex averaged ozone abundances from 1960 to 195@a $ampling bias would
be introduced. Therefore, an approach was developed teedani estimate for the vortex
averaged ozone abundances from 1960 and 1978, using thedgbased measurements
but also the satellite-based measurements from 1978 oswWanore details are given be-
low). The calculation of the vortex averaged ozone abunelderived from satellite-based
measurements is described in the following before the ambravhich was used derived an
estimate for vortex averaged ozone values from 1960 to 19p8eisented as the satellite-
based measurements are required to derive this estimate.

As stated in Section 4.3, the area poleward of&@@uivalent latitude was taken to represent
the well mixed stratospheric air of the inner vortex thatubjsct to the severe Antarctic
ozone depletion. Therefore, for the area poleward ¢fS’@quivalent latitude, the total
column ozone area weighted mean was calculated from dd#jlissbased total column
ozone measurements from 1979 to 2009. The vortex averaglectdtimn ozone abun-
dance is hereafter denoted by- ;.. The total column ozone measurements were taken
from a combined total column ozone data-base, which is thestin detail in Bodeker et al.
(2005). Briefly, the data-base combines measurements frmumder of different satellite-
based instruments such as the Total Ozone Mapping Spedao(M®MS) instruments, re-
trievals from the Global Ozone Monitoring Experiment (GOMistruments, Solar Backs-
catter Ultra Violet (SBUV) instruments and data from the @zdvonitoring Instrument
(OMI). Offset and drifts between the different datasetsehaeen removed through compa-
risons with the global ground-based World Ozone and UltdatiData Center (WOUDC)
Dobson and Brewer spectrophotometer network. This reisudtglobal homogeneous total
column ozone data set that combines the advantages of gatid spverage from satellite
measurements with the long-term stability of ground-basedsurements Struthers et al.
(2009).
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Figure 4.5: Zonal mean total column ozone as a function oetgnt latitude for 1 October
of the years 1979 to 2009 derived from a combined total colomune data-base Bodeker
et al. (2005).

To calculate the dail@);- -, values, equivalent latitude is used to determine if the nmeas
ments were made inside or outside of the polar vortex. Thevalgut latitude coordinates
were derived from the potential vorticity (PV) fields on th80K potential temperature
surface as described in detail in Appendix A, resulting invaversus equivalent latitude
relationship. The required PV fields were taken from the N(GEFAR reanalyses. Before
the area weighted total column ozone mean is calculatedzibree measurements extracted
from the total column ozone data-base were remapped fromgatlmie/latitude coordinate
system into an equivalent latitude coordinate system. Medfue at 550 K potential tem-
perature surface is extracted using bilinear interpafetiom the NCEP/NCAR fields at the
location of the ozone measurement. Given the PV value, thecaged equivalent latitude
can be determined from the PV versus equivalent latitudsiosiship. Applying this me-
thod, the equivalent latitude corresponding to the daitgltoolumn ozone measurements
can be determined. Then, the total column ozone measursmwent averaged along each
equivalent latitude. As an example, total column ozone kzoman by equivalent latitude
are shown in Figure 4.5 for each 1 October of the years 1970Q@8.2

Using the described method, daifys. -, were calculated for the period 1979 to 2009.
Unfortunately, there are missing total column ozone meamsants poleward of 7(6 equi-
valent latitude on some days. Especially during polar nggtd if the polar vortex is cen-
tered around the pole, no satellite-based or ground-bgmsdrescopic measurements can
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be made at the higher equivalent latitudes due to the lackrdight. If the area weighted
mean was calculated using only the available ozone measutsipoleward of 70S equi-
valent latitude, for example, if only two measurements dutGare available, a sampling
bias would likely be introduced. Therefore, in case of nmgsneasurements poleward of
70° S equivalent latitude a bias correction was applied. Rinstmonthly mean meridional
profile of ozone by equivalent latitude was calculated. H@vemonthly mean values also
suffer from spatial sampling bias. To correct for this, iagsumed that if the monthly mean
ozone values have an anomaly of some DU with respect to theatiogical mean for
the period 1979 to 2009 at equivalent latitugdénhen this monthly mean anomaly holds at
all equivalent latitudes poleward of Therefore, the climatological mean for every month
for every equivalent latitude was calculated. If the moptimlean total column ozone is
not available at a given equivalent latitudethe ozone anomaly (i.e. deviation from the
climatological mean) is calculated for the monthly meancatiealent latitude — 1. The
calculated anomaly is then added to the climatological nea&guivalent latitude and to

all equivalent latitudes poleward of This procedure is applied to every missing monthly
mean value within the analysis period, resulting in a coteptiata set of monthly mean
total column ozone values. This complete monthly mean dgtaa then be used for the
spatial sampling bias correction of the daily data. A cdroecfactor (£.), using the filled
monthly mean total column ozone data set was calculated:

e
Fc _ y,incomplete (4 10)

- 7Mmo

M

y,complete

mo

whereM ;. ... €fers to the area weighted mean calculated by sampling trehty
mean meridional profile only at those equivalent latitudéere daily data are available.
Thetermd, ... refers to the area weighted mean calculated using the ctenplenthly
mean total column ozone data set. This correction factdras applied to the area weigh-
ted total column ozone mean on days where data gaps poleWadd & equivalent latitude

exist. Applying this correction results in a filled daily datet 0fOs- ..

Antarctic ground-based measurements

As stated above, to generabg. -- values for the period 1960-1978 only sporadic ground-
based total column ozone measurements made in the Antaretiavailable. These mea-
surements cannot be used on their own to repreSent,- as there are only a few measu-
rements per day from available, sometimes even none anefdheran large sampling bias
would be introduced when averaging measured ozone abueslawer the vortex area. Ho-
wever, they can be used, as described below, to estimaterofrtuwh more or less ozone
was observed before comprehensive satellite measuremerdgsavailable. In this chapter,
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Brewer and Dobson measurements from 8 Antarctic staticees Table 4.1) which were
provided by WOUDC, were used to derive an estimateégf ... for the period before

satellite measurements were available. The method of hevestimate was obtained is
illustrated in Figure 4.6 and is described below.

Antarctic station Latitude | Longitude
Admundsen Scott (South Pole) 90° S 0°W

Byrd 80°S 120W
Halley 75.48S | 26.3W
Hallet 72.2S | 170.PE
Base King Baudouin 70.5S | 24.3E
Syowa 69 S 39.4E
Faraday/Vernadsy 65.2S | 64.2W
King George Island 62°S 58.2W

Table 4.1: Antarctic stations from which ground-based|totéumn ozone measurements
were used in this chapter.

First, the equivalent latitude of each total column ozonasneement at each of the 8 An-
tarctic stations was calculated in the same manner as faatiedlite-based measurements.
To estimate the ozone amount inside the vortex, only Antanceasurements made pole-
ward of 65 S equivalent latitude were used. Furthermore, if more thr@nazone measu-

rement per station and day was available, the daily totalmalozone mean was calculated.

To generaté)s; - - for e.g. 1 October 1960, the Antarctic measurements on thahthde

at equivalent latitudes poleward of 85 were used to estimate of how much more or less
ozone was observed than in a chosen ‘target year’. The tgegetwas picked from the
1979 to 2009 period where satellite-based measuremersts exder two conditions. The
first condition is that the calculateds- ;. derived from satellite measurements on e.g. 1
October must exist and secondly, the total column ozondlisadeased measurements at
the same equivalent latitude of total column ozone measemefrom the Antarctic station
must be available. For example, if there are three Antamgasurements available on 1
October 1960 (black crossed in Figure 4.6) and the pickegtarear is 1980 (solid line in
Figure 4.6) then the deviation between the Antarctic grebasked measurements and the
satellite-based measurements at the same equivalentiatinade in 1980 (orange dots in
Figure 4.6) is calculated. The mean deviation of these timegsurements is then added to
Os5-700 Of the target year 1980, resulting in an estimate of@heq. for the F* October
1960. This method was applied to estimég ;. for every day from 1960 to 1978.
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Figure 4.6: Schematic to illustrate how the Antarctic grtnrased measurements (black
crosses) were used to estiméig. ;- before 1979 (for details see text).

Regression model

This filled time series of dailyD;. . for the period 1960 to 2009 is then used to esti-
mate the ozone abundances that represent 1960 ozone vgleesplboying a regression
model. Similar to the ozone loss semi-empirical model (&§quat.5) a quadratic and li-
near dependence of ozone depletion on chlorine, here epeesbyCly, is included in

the regression model. Furthermore, the model accounterfgpérature-induced changes in
ozone. Using the regression model allows the separatidmeoédntribution of chemistry-
induced changes from contribution of temperature-indwteshges to the overall evolution
of ozone and therefore, the 1968. ... baseline representing ozone values irrespective of
wether 1960 was anomalously warm or cold. The regressiorem®brmulated as:

O3=AxCIE+BxCl,+CxT'+D (4.11)

where the fit-coefficientsA, B, C, and D) were determined independently for every day
of the year. These fit-coefficients, the total amount of ch®(Cl,) and the temperature
anomaly (), calculated by subtracting the annual mean temperat@60¢2009) from the
area mean temperature for a given day of a given year, areasitio describe the evolution
Os-70- from 1960 to 2009. It might be noted, that when applying tlygession model fit to
the observations, the estimat@g. ;,. between 1960 and 1978 are assigned lower weights
than theO;. -, values derived from satellite measurements (from 1979 cifsya

The fit-coefficients derived for every day of the year are sihnawFigure 4.7. The non-
zero value of4 indicates a non-linear dependence of ozon€gn The primarily positive

A coefficient counteracts the ozone depletion induced byricldacompounds suggesting
that the dependence of ozone@h is less than linear. Especially during winter, where the
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severe ozone depletion occurs (betweenda¢0 and~280), theA coefficient reaches its
maximum. A test where th€l, concentrations between 1990 and 2010 were reduced sho-
wed that the dependence of ozone(dn gets less than linear due to the saturation effect,
I.e. ozone is destroyed almost completely. Therefore, ntembaow much chlorine gets
activated, no additional ozone will be depleted. The pefi6€0 to 2010 was chosen as
this is whereCl, maximized. TheB coefficient is primarily negative, indicating the linear
dependence of ozone on the chlorine compounds.

The temperature-induced change in ozone is representée fiy-toefficient’'. Dynamical-
induces ozone changes (transport) and natural-induced@jeban ozone (e.g. solar cycle,
and volcanic eruptions) are accounted for in the fit-coeffitC' as long as these distur-
bances are reflected in the temperature, i.e. volcaniciengkead to a stratospheric co-
oling and therefore enhanced ozone depletion. Therefoeethird term on the right hand
side of equation 4.11 represents a proxy for dynamical aharagprocesses. Th€ co-
efficients are mainly positive until day 346 (around 12 Debenp i.e. ozone responds to
temperature as expected, i.e. lower temperatures redaksrozone.

The D fit-coefficient represents the 1960 ozone that would have lzeailable if Cl,
concentrations were zero in that year.

The regression model fit to the measui@gl. ... time series for 1 October is shown as
an example in Figure 4.80;- 7, decreased by.160 DU over a~50 year period. The
regression model tracks the changes in ozone fairly wethfeperiod 1979-2009. Because
less confidence lies in estimatél. ;,. abundances from 1960 to 1978, these values act
only as a guide for the regression model and the model doessmdb track the variability

in theseOs. ;- exactly.

The question stated above of how much ozone would have dxist&960, irrespective

of wether it was a warm or cold yeaf'€0), can now be answered by calculating the 1960
ozone values using the derived fit-coefficieAtsB, and D, together with the given amount
of Cly in 1960. These daily total column ozone values are reprateatfor the vortex
average ozone abundances in 196?_@1> 6(?0) and are referred to as the 1960 ozone base-
line (black line in Figure 4.9). Thé)_gigfgo show a clear annual cycle but with short-term
variability. Towards the end of the year ozone increases) fasound 340 DU to about
400 DU which is unrealistic and cannot be explained with amgneical process. To re-
duce the physically unrealistic intra-annual variabjléy?'? order Fourier expansion to the
daily values was used to create the smoothed time seriesnsagwa red trace in Figure

4.9. Ozone departures from the 1960 baseline are then asduhdependently for each
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total column ozone [DU]
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Figure 4.8: Measure@s. ;. for the period 1960 to 2009 (black line) and regression model
fit (red line).
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Figure 4.9: CalculatedTgffgo baseline (black) and the fit to the baseline using a Fourier
expansion (red).



4.4 Semi-empirical model for the change in ozone 107

day for the period 1980 to 2009 (hereafter referred to as @zmomalies\Os- 7.) (Fi-
gure 4.10). This period was chosen as €hg .- values before 1980 are only estimates
(see above) and not very reliable and therefose;,. values from 1960 to 1979 were not
used to train the semi-empirical model for the change in ezdtegative ozone anomalies
AOs;- 7. in Figure 4.10 indicate that there was more ozone availdize in 1960 due to
natural variability or due to transport processes that ateeflected in stratospheric tem-
peratures. Furthermore, theOs. .. values appear to have an offset of about 20 DU, i.e.
1960 ozone levels are not reached during anytime of the Jb&s.offset most likely results
from gas phase chemistry involving chlorine compounds pB#ral) that does not require
PSCs. With an increase in ozone depleting substances, imor&e is available to destroy
ozone via the catalyti€10, cycle and therefore the offset increases. To estimate the of
set, theAOs- 7o» Which are nonzero at the beginning of each year where nodugreous
chemistry occurs were extracted from thé);. ... Then the regression model (equation
4.11) was employed to model these offged;. ... values (indicated by the red line in Fi-
gure 4.10). As the semi-empirical model, applied in thisptbg only accounts for ozone
destruction via heterogeneous chemistry, this offset wat'acted from theé\O;.- . time
series. This time series of the change in ozone with respel@@0 is used as the input to
the fitting of equation 4.5.

220+
200
1801
1601
140
120

'80 ] T T T T T T T T T T T T T T T T T T T T T T T T T T T T T 1
1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 200G Zm®B 2008 2010
Year

Figure 4.10: Derived 0zone anomalies®s- -,.) in DU with respect to 1960 levels based
on satellite and ground-based observations (black). Tdtiéime indicates the offset (the
deviation fromA Q3. ,0-=0), resulting most likely from gas phase chemistry.
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4.4.2 Determining the fit-coefficients for the semi-empirial model des-
cribing the change in ozone

In addition to the time series of the change in ozone, thetgpeguired to fit equation
4.5 areM AC' and the actinic fluxK,.;) which were calculated as described above. Be-
cause the semi-empirical model only accounts for ozoneetiepl induced by chlorine
compounds activated on the surface of PSCs, the f@f. ;.. is started on the day where
MAC first becomes non zero. This first order differential equatsosolved by applying
the Runge-Kutta method and the same fitting method as forftlogice activation model
(Section 4.3.3) is applied. The algorithm determines amugltset of parameters that re-
sults in the smallest difference between the modelled asérobdAO;- .. values. The
fit-coefficientsA, B, andC' derived by the fitting algorithm, are 61.12, 4.93, and 0.0032
respectively. The calculating x M AC? (first term right hand side of equation 4.5) and
comparing this term t& x M AC, indicates that the quadratic dependence of ozone de-
pletion on chlorine is the dominant effect of chlorine chsimyi on changes in ozone. The
in-situ production (represented by coefficightx AOs. 75 x Fact) plays a minor role in
describing the variability oAOs- ;4. through the year and from year to year.

The measured\Os. ;,- time series and the semi-empirical model output are shown in
Figure 4.11. The model tracks the changes in total columm@zmomalies very well,
especially towards the end of the analysis period, inclyithre anomalous years e.g. 2002
(which was included in the fitting). The correlation coeffiai (?? value) between the mea-
sured and semi-empirical modellédD;. -, values was found to be 0.909 and the slope
of the linear fit 0.95. This shows that the model fits the meaments very well, descri-
bing 90.9% of the variance. In the first decade (1980 to 199®)model underestimates
AOs;- 70 in the polar stratosphere. This result suggests that tioelleédd total mass of ac-
tivated chlorine underestimates the ozone depletion ingeaod. However, the generally
good agreement of the semi-empirical modelled and obseivegl -,. values allows this
model to be applied to project future changes in stratosplozione and to estimate the
timing of the return of Antarctic ozone to historic values.
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Figure 4.11: Vortex averaged total column ozone |&ds94) in DU as derived from obser-
vations (black line) compared to the semi-empirical modepat (red line) for the period
1980 to 2009.
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4.5 Evolution of Antarctic chlorine and ozone anomalies

45.1 Evolution of Antarctic chlorine

The semi-empirical model for chlorine activation was engplb to calculate the vortex
meanClO, concentration from 1960 to 2100 using the@nd} fit-coefficients obtained by
fitting equation 4.1 to observations. Th&O, time series were calculated at eight pressure
surfaces to encompass the whole altitude range where P8G#@chlorine. An estimate
of Cly from 1960 to 2100, together with daily AS values, were derived as described in
Section 4.3. Besides these input quantities, the semirezapmodel also requires daily
F AP values at every pressure level to calculate d@il§p, abundances. To calculate these
daily AP values (equation 4.2), daily stratospheric temperatuldsfet every pressure le-
vel of interest are required. For the historic period 1962009, daily mean NCEP/NCAR
temperature fields were calculated and used to derive dally? values at all eight pressure
levels by applying equation 4.2. For the future period 2@1@100, daily mean tempera-
ture fields, that account for the future temperature trendirasilated by HadCM3, were
generated as described in Section 4.5.2. The future tetupetaends were extracted from
the monthly mean temperature fields modelled by HadCM3 feptriod 2000 to 2100, at
eight pressure levels, based on three SRES scenarios. Tie& awerage (using the same
location of the vortex edge as for the observations, i.e Sjannual mean HadCM3 tempe-
ratures on eight pressure levels for three SRES scenaggectively, are shown in Figure
4.12. The HadCM3 model simulates stratospheric warminguiinout the 2 century at
all pressures below 20 hPa. CCM simulations of the futuréutiem of stratospheric tem-
peratures also simulate a positive temperature trend 20dwPa. However, a difference of
up to 0.8 K decadé between the modelled HadCM3 and the modelled temperaemdsr
from CCMs exists which is further discussed in Section 4t &volution of the HadCM3
temperature time series is driven by changes in ozone ahuadachanges in GHGs, and
changes in dynamics. The strong warming simulated by Had&iiBessure levels below
20 hPa is likely to be associated with the prescribed ozooease in the three SRES si-
mulations. This temperature increase seems to overwhemtthtospheric cooling from
enhanced GHGs. After the prescribed ozone stabilizes i® 206hns et al., 2003) the
GHG-induced changes in temperature become more apparent. 2060 to 2100, stratos-
pheric temperatures increase further, however, the teatyrertrends are far smaller than
simulated for the 2000 to 2060 period. This further increasalts in part from a software
error in HadCM3 where ozone continues to increase slighglulting in a small positive
feedback on stratospheric temperatures Johns et al. (2003)
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Changes in stratospheric temperatures due to enhanced @t@ndrations induce changes
of the stratospheric circulation. Model simulation sudgesstrengthening stratospheric
circulation in a changing climate related to enhanced GFSPARC-CCMVal, 2010). The
CO, concentrations in the A2 scenario are about 120 ppm higlaer ith A1b, such that
the stratospheric circulation is expected to be strongénarsimulations based on the A2
scenario. This could in part explain why the stratosphemcgderatures are higher towards
the end of this century at pressure levels below 20 hPa inlationos based on the A2
scenario than those based on the Alb scenario, as a strargfesgheric circulation is
related to higher temperatures over the polar regions (hap. However, to what extent
increased ozone, enhanced GHGs and changes in dynamicbetnto the temperature
increase/decrease cannot be analysed in this study, asdhe fields used within HadCM3
were not available. Otherwise, a regression model coulé baen used to determine the
contributions of ozone, GHGs and dynamics, respectivelyhé simulated temperature
trend.

4.5.2 Generating future temperature time series

To generate future temperature in this chapter, daily meapérature fields calculated
from NCEP/NACR reanalyses for the period 1960 to 2009 andthipmean temperature
fields from HadCM3 from 2000 to 2100 are available. The oyepdariod where both ob-
servations and HadCM3 temperature fields are availabléd(8DR009) is referred to as the
‘observation period’ in the following. The sub-period ‘tue’ extends from 2010 to 2100.
Rather than using the monthly mean HadCM3 temperature fieldalculate future FAP
time series, the temperature trends from HadCM3 are useithg Wise temperature trends
instead of the modelled temperature fields has the advatitagthe results do not depend
on one fixed temperature scenario. As a result, daily fuiemgperature fields are genera-
ted by using NCEP/NCAR temperature fields from 2000 to 20@9 &ine evolved into the
future by adding the simulated temperature trends from H&@@r the period 2010 to
2100 to these NCEP/NCAR fields. Furthermore, the Monte Qadthod is employed to
account for future temperature variability. How the futdeely temperature fields at eight
pressure levels were generated, which were then used taat@daily F AP time series
for the period 2010 to 2100, is described below.

First, to extract the temperature trends for th& 2&ntury from the monthly mean tem-
perature fields modelled by HadCM3, a Fourier expansion wiasl fio the simulated tem-
perature fields, separately for every GHG emissions sagnari
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The Fourier expansion in the form:

3
T(t) = Ap+ Z A, -sin(2imt) + B; - cos(2in t)

i=1

2
+ C’o-t+ZCj-t-sin(?jwt)+Dj-t-cos(2j7rt) (4.12)

j=1
+ Ey-t*+ B -t?-sin2mt) + Fy - % - cos(27t)

was applied separately to each grid box {Z.3.75") between 62S and 90 S and at every
pressure level, resulting in 15 fit-coefficients. The parames the time in decimal years.
The first terms on the right hand sidé énd B coefficients) model the mean annual cycle
in the temperature time series, while the secari@d D coefficients) and thirdf and F’
coefficients) terms model the linear and non-linear trenth&annual cycle, respectively.
The derived fit-coefficients are now used to derive daily feitiemperature fields that ac-
count for the temperature trend modelled by HadCM3.

Equation 4.12 was employed in a second step to derive tetoperanomaliesAT) by
subtracting the calculated daily temperatufét() at a given grid point (longitude/latitude)
of every year during the observation perigg,(=2000, 2001, ..., 2009) from the calculated
daily temperature at the same grid point of every year in tiveré (., =2010, 2011,
v, 2100):

ATWVebs — TEq412 _ pEq.4.12 (4.13)

Ytarget Ytarget Yobs

Then, to generate the future daily temperatﬂf;éj;g;e) at that given grid point, the tem-
perature anomalies are added to the daily mean NCEP/NCAReaexture at that location
from the observation period:

— TNCEP/NCAR + ATyobs (414)

future _

Ytarget Yobs Ytarget
Equation 4.13 and 4.14 are applied to every grid point batvé2eS and 90 S for all days
of the years 2010 to 2100, resulting in nine possible tempesdields per day for each year.
To generate the temperature field for a given target yearariiture, there are 9 possible
temperature fields to chose from. Using a Monte Carlo meth@dQ different temperature
time series for the period 2010 to 2100 were obtained andfosédrther analysis. For any
target year in the future (e.g. 2020), a year between 200@286€ was randomly picked
(e.g. 2005) and the temperature field calculated via:

uture NCEP/NCAR
szz)zto = Tho05 / + AT (4.15)
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was chosen to be part of the new generated temperature tines.s€or every month of
the target year a new year from the observation period isormhdpicked. This is done for
every year between 2010 and 2100, resulting in 1000 statlstiequivalent temperature
times series. Overall there a9’ possible combinations of temperature fields which can
be used to generate future time series. The 1000 time sérizslyptemperature fields for
each of the three GHG emissions scenarios were then usedivte @el P time series on
each of the 8 pressure levels using equation 4.2. The Augidbtember meai’ AP va-
lues at 70 hPa for the observation period together with tiheigeed:’ A P values averaged
over all 1000 Monte Carlo runs for each SRES scenario arersimowigure 4.13.

0.57
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SRES B1
SRES A2
SRES Alb

0.454

0.4+
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% |
X 0.25'_
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Figure 4.13: Calculated August to November meAmlP time series based on
NCEP/NCAR temperature fields (black) for the period 19600062 For the period 2010

to 2100 the generated A P values were averaged over all Monte Carlo simulations aad ar
shown for three SRES scenarios; Alb (red), A2 (blue) and Béefg. The dotted lines
represent thed uncertainty range derived from the Monte Carlo simulatidrise vertical

grey line indicates thé' A P value in 1980. 1980 has been used as the benchmark for return
dates of Antarctic ozone (WMO, 2007).

The annual mea’ AP values through the observation period (1960-2009) inditiaat
stratospheric temperatures at 70 hPa increased from 196@ th980, resulting in fewer
PSCs. A long-term warming trend in the Antarctic lower sisghere from 1960 to 1980
was also reported in Chapter 4 of the 2006 Ozone Assessm@&n®O(\R007). In this period
of stratospheric warming less chemical ozone loss can aaxless chlorine is activated
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due to heterogeneous chemistry. This temperature influesrc@bscure ozone depletion
due to halogen chemistry prior to 1980. From 1980 onwardstastpheric cooling leads to
an increase in the area of the vortex covered by PSCs. Dyaawagability of the Antarc-
tic vortex led to higher temperatures and therefore lowdp FAlues in some of the years
during the observation period (e.g. 2002, 2004) (WMO, 2007)

The big gap between the observations (2009) and the begimfithe future AP va-
lues (2010) as shown in Figure 4.13 results from the contisyomsitive temperature trend
within all three SRES simulations of HadCM3 from 2000 onveafieigure 4.12). In 2010,
adding e.g. the positive temperature trend from 2000 to 2016e NCEP/NCAR tempe-
rature field of 2000, results in higher temperatures ancethex lowerF" AP values. The
decrease it AP values from 2010 to 2060 is also related to the positive teatpee trend
modelled in HadCM3 ( 5K at 70 hPa). Once the prescribed ozomtad CM3 stabilized
(Section 4.5.1 AP increases for the Alb scenario corresponding to the sieditadoling
trend on HadCM3 (Figure 4.12F' AP values at 70 hPa for the A2 scenario, which is the
scenario with the highestO, concentration, do not increase much from 2060 onwards
which corresponds to the simulated stratospheric warmingK from 2060 to 2100 at
70 hPa). The fact that the scenario with the higli&@st concentration does not lead to the
strongest cooling effect of the stratosphere can, in parexplained with a strengthening
stratospheric circulation with enhances GHGs (Sectiori4bd Chapter 1). ThEAP va-
lues for the B1 scenario continue to decrease after 2060 wtitelend of this century, the
lowest F'AP values, associated with the highest stratospheric termyseg are obtained
this scenario.

The variability in theF"AP values (indicated by the magnitude of Lincertainty range
in Figure 4.12) is a result of the variability in the NCEP/NRAemperature fields from
2000 to 2009. And as these NCEP/NCAR temperature fields wsd for every SRES
scenario, the magnitude ofis expected to the similar for every SRES scenario.

The calculated” AP time series from 1960 to 2100 at eight pressure levels canbew
used as a input to the chlorine activation semi-empiricaleh¢equation 4.1). Given the
amount ofCl, and the amount of available sunlight, FAS, the semi-emainwodel is used
to calculateClO, times series for the observations period (1960-2009) oht gigessure
levels. The model then is used to project the future evahunioClO, (2010-2100) based
on three SRES scenarios. As indicated above (theconcentrations are with respect to
1960 levels.
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The Antarctic vortex mean (63 to 90S) modelledC1O, time series were used to calcu-
late the total mass of activated chlorine (MAC) within a @drtolumn from 200 to 10 hPa.
Equation 4.7 was applied to derive MAC time series from 136@Q09, where MAC is
zero in 1960 per construction and to derive 1000 MAC timegesdpr each of the three
SRES scenarios from 2010 to 2100. The results indicate ttigated chlorine levels were
already elevated with respect to 1960 values by 1980 (MAQ2%X 10° kg).

The contribution to the total amount of MAC from each of theaydrs are shown in Fi-
gure 4.14 for a selected number of years (2000, 2020, 205@@949). MAC values for
2000 are based on observations, while the MAC values foritued period were averaged
over all Monte Carlo simulations based on one SRES scertip The atmospheric layers
between 150 and 70 hPa contribute the largest amount to thlentass of activated chlo-
rine, a result which is independent of the year and SRES sceffdne MAC values peaked
in 1998 (not shown) and are now decreasing in response tedoetion in ozone depleting
substances. By the end of this century, maximum values of N&&€ than 0.0510° kg
will be reached under the B1 scenario. The results show tfipendent of the SRES
scenario, MAC does not return to 1960 levels by the end ofciigury.

4.5.3 Future evolution of Antarctic ozone depletion

The derived MAC abundances were then used as input to theecaaomaly AOs5- 7o0)
semi-empirical model (equation 4.5). Using the fit-coeéints derived by fitting to obser-
vations, together with MAC and,;, the evolution of Antarctic ozone can be estimated for
the full period from 1960 to 2100. As MAC was derived for th@elG emissions scena-
rios, the semi-empirical model can be applied to condugeptmns of Antarctic ozone for
these scenarios, through the*2dentury. These ozone anomaly projections can be used
to provide estimates of the return of Antarctic ozone loskistoric levels e.g. 1960 or
1980 levels. Uncertainties of the ozone anomaly projestame captured through the 1000
MAC Monte Carlo generated time series. As the Monte Carlohoetcreates the same
uncertainties for each SRES scenario by construction asiribertainty is coming from
randomly ‘picking’ a NCAEP/NCAR temperature field from th@d® to 2009 observation
period. These underlying temperature fields are the samevéy scenario. Therefore it
Is expected that the uncertainty in the ozone anomaly projecs similar for every SRES
scenario.

The August to NovembeAOs;. ;, mean from 1960 to 2100, evaluated using equation
4.5 based on real-world MAC to 2009, and thereafter the MAGtseries for three SRES
scenarios and averaged over the 1000 Monte carlo simusaéienshown in Figure 4.16.
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Figure 4.14: Contribution of every layer between 200 and A® to the total MAC for
the 2000, 2020, 2050, and 2099. MAC values for 2000 are basedbservations, while
MAC abundances for the future years were obtained by avegate 1000 Monte Carlo
simulations based on SRES B1. The interannual variabilithe future years is smoothed
due to the calculated of the average.
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Histograms of the probability density function (PDF) of tieéurn dates to 1980 levels from
the 1000 Monte Carlo simulation are also shown in Figure dsgéparately for each SRES
scenario. The salient features of Figure 4.16 are:

(i) The AOs- 00 inthe Antarctic stratosphere maximizes in the late 1990<haereafter
slowly decreases.

(i) Antarctic AO3- . returns to 1980 levels between 2030 and 2040 depending on the
SRES scenatrio.

(i) Enhanced GHGs delay the return A0 7. to 1980 values by about 2 years.

(iv) Antarctic AOs- -y does not return to 1960 levels in the’2dentury.

The sharp increase in ozone depletion from 1960 to its maximmu1998 as shown in
Figure 4.16 coincides with the period of increasing stialbesic chlorine. In 1998 about
49% from the 1960 ozone values was destroyed via catalytitesyinvolving chlorine
compounds. Traditionally, 1980 ozone abundances wereass#tke benchmark for return
dates for Antarctic ozone and the ozone hole area was theaprimetric to estimate the
severity of the Antarctic ozone depletion (e.g WMO, 2007heTozone hole area is cal-
culated from the area where total column ozone values asehes 220 DU. The 220 DU
was chosen because it is lower than the pre-1980 obsenadodimn ozone abundances.
Therefore, the ozone hole area is by construction zero i9.198he size of the ozone
hole is mainly controlled by catalytic ozone deleting cgalevolving chlorine and bromine
compounds (Newman and Nash, 2004). However, as the resétitis chapter show, chlo-
rine compounds were present before 1980 and therefore diatazone was affected by
the catalytic cycles prior to 1980. About 15% from the 1960rez values was destroyed
before 1980 (Figure 4.16). Using the ozone hole area as acrnetierestimates the seve-
rity of Antarctic ozone depletion due to catalytic cyclesomd recent model simulations
also suggest that ozone was affected by ozone depletintpsiges prior to 1980 (SPARC-
CCMVal, 2010). After stratospheric chlorine levels pealgemeral moderate downward
trend in ozone depletion is observed from the maximum diepléb the end of the obser-
vation period (2009). The deviations from this overall @ase in ozone loss in some years
such as 2002, 2004, and 2006 is a result of dynamical vatigiVMO, 2007). The 2002
and 2004 Antarctic winters were unusual warm due to higheeveativity, resulting in an
early break up of the vortex (WMO, 2007). On the other han®066, the polar vortex
was unusually cold as a result of lower wave activity (Yanglet2008). The strong polar
vortex lasted longer than usual, resulting in more ozonéetiep (Yang et al., 2008).
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Figure 4.15: August to November averag&@;. -, from 1960 to 2100, where the August

to November mear\Os. ;. values from 2010 onwards are averaged over the 1000 Monte
Carlo runs for each SRES scenario. The green line represer8RES B1 scenario, red
represents the results from the Alb scenario and the blaecbrresponds to the derived
results based on A2 scenario. The three histograms dismalfDF of theAO;- -¢. return
dates to 1980 levels for the three SRES scenarios. The ttaha ozone loss from 1960
values in percent is also indicated (y-axes on the right Iséohe).
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As discussed in Section 4.5.2, the gap between the obsexgid,,. and the modelled
AOs- 7o values based on NCEP/NCAR temperature fields and HadCM3zextyse trends
(Figure 4.16), results from the continued positive tempeatrend simulated by HadCM3
from 2000 onwards. As the positive temperature trend is citioléhe NCEP/NCAR tem-
perature fields, less ozone is depleted in 2010 and thereh#te during the observation
period (2000 to 2009). The overall downward trend in ozor@eten continues through
the 2% century, independent of the SRES scenario (Figure 4.16).

The Monte Carlo simulations performed for all three SRE®ates indicate thahOs- 7o
returns to 1980 values between 2030 and 2040 (Figure 4. BpdBon the SRES Alb sce-
nario AOs- 4. returns to 1980 values in 2032.3. This return date is the earliest among
the three SRES scenarios and corresponds to the largeseriome trend simulated by
HadCM3 to 2060 (Figure 4.12). The majority of the 1000 Mong&l€ simulations project

a return date of 2031 and 2032 as shown is the PDF in Figure 446 range of return
dates derived from the Alb scenario overlaps with the redatas projected from the cal-
culations based on the B1 and A2 scenarios. The simulatiasedon the B1 scenario
indicate thatAOs- ¢ returns to 1980 levels in 2032.3 (Monte Carlo mean), where the
majority of the Monte Carlo simulations suggest a returrea#t2033 and 2034 (Figure
4.16). The latest return date is obtained from the MontedCairhulations based on the A2
scenario (20342.4). From 2000 to 2050, HadCM3 simulates a positive tempesdrend

of 0.57 to 0.81 K decade at 100 and 70 hPa, respectively. However, for the Alb and B2
scenarios, HadCM3 simulates larger trends (details seo8ek6). As the 100 to 70 hPa
region most contribute to MAC abundances (Figure 4.14) noamne is destroyed which
keeps theAOs- 1o longer at higher levels. HowevehOs- -, returns to 1980 levels only
1 and 2years later than under the B1 and Alb scenario, résggctThe majority of the
Monte Carlo simulations based on A2 scenario suggestAliat. ... returns in 2034 and
2035. The general result that can be drawn from this analy#st the timing of the return
of Antarctic ozone to 1980 values is largely insensitive td@&emissions. Furthermore,
Cl, used in this chapter does not return to 1960 levels by the etiee@F" century. As a
result ozone is affected by ozone depleting substancesbepe end of the 21 century
and therefore Antarctid Os- 7. is projected not to return to 1960 levels by the end of the
215 century.
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4.6 Discussion

The derived return dates dfO;. -, to 1980 levels from this study for the three SRES
scenarios compared to return dates determined in eaulidiest are summarized in Figure
4.16. The return date dfl, to 1980 levels, as derived from tlid, time series used in
this study, is also included in Figure 4.16. It should be ddteat the metrics used to de-
rive the dates of return of Antarctic ozone are different.séuet al. (2010a) and Eyring
et al. (2010a) used October means of the vortex averagdaodann ozone (62to 90° S),
while Newman et al. (2006) used the ozone hole area as therneetterive return dates.

2085+ Newman et al. (2006)
2080+
20754
20704
20654

Austin et al. (2010a)
2060+

2055 Cly

2050+

Ozone return dates

20451 Eyring et al. (2010a)

20404
20354

20301 E SRES A2
SRES Alb SRES B1

2025
60S - 90S Aug-Nov mean
Oct

Figure 4.16: Dates of return akOs. . to 1980 levels as derived from previous studies
compared to the results of this study. The error bars on tiverrelates from Austin et al.
(2010a) and Eyring et al. (2010a) show the uncertaintia® ftbmate noise and from in-
ternal model variability while the error bars on the retuates$ from this chapter show the
uncertainties from climate noise only. The error bars onehérn dates derived by Newman
et al. (2006) include the uncertainty arising from the utaiaties in the mean age-of-air.
The date of return to 1980 levels 61, (as used in this study) is indicated by the magenta
square.

Previous studies by Austin et al. (2010a) and Eyring et &1(®) suggested that Antarc-
tic total column ozone abundances return to 1980 valuesdset\2045 and 2060 (Figure
4.16). This return date is up to 25years later than the results presented in this chap-
ter. This difference in the projections can be explained Wi the positive temperature
trend modelled by HadCM3 and (ii) with the missing feedbatkeonperature on ozone
and ozone on temperature in AOGCMs (hereafter denoted gsetatnre->ozone feed-
back). The temperature tends from 2000 to 2049 and from 203099 (at pressure levels
where the contribution to MAC maximizes (Figure 4.14)) siated by HadCM3 for all
three SRES scenarios are summarized in Table 4.2. For tesypeelevels that contribute
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the most to MAC, the temperature trend is positive, irrespeof which SRES scenario is
used. CCM simulations of the future evolution of stratoghtemperatures, based on the
Alb scenario, also simulate a positive temperature tretahb@0 hPa (multi model mean)
(SPARC-CCMVal, 2010). The results from the CCM studies ¢atk that the tempera-
ture trend at the pressure levels 150, 100, 70 hPa is smia#larG.4 K decade (2000 to
2049), and smaller than 0.2 K decad€2050 to 2099). The temperature trends simulated
by HadCM3 are overestimated compared to the results defrigadCCM simulations. As
less ozone is destroyed at higher temperatures, this dveati®n, especially from 2000
to 2049 is most likely the reason why the results presentadisnchapter suggest a much
earlier ozone return date for the Antarctic than projecteddrious CCM studies.

SRES scenari( pressure level [nPa] 2000 to 2049 | 2050 to 2099

Bl 150 0.30K/decade| 0.10K/decade
100 0.66 K/decade| 0.22 K/decade

70 1.02 K/decade| 0.25K/decade

Alb 150 0.42 K/decade| 0.09 K/decade
100 0.84 K/decade| 0.13 K/decade

70 1.22 K/decade| 0.11 K/decade

A2 150 0.28 K/decade| 0.18 K/decade
100 0.57 K/decade| 0.30K/decade

70 0.81 K/decade| 0.36 K/decade

CCM 150 <0.4K/decadg <0.2 K/decade
Alb 100 <0.4K/decadg <0.2 K/decade
70 <0.4 K/decadg <0.2 K/decade

Table 4.2: Temperature trends from 2000 to 2049 and from 2099 averaged over
September-October-November for all SRES scenarios ceregldn this chapter and from
the CCM simulations (SPARC-CCMVal, 2010).

The positive temperature trend simulated by HadCM3 reqatdly from the increase in
ozone abundances, a effect that is also present in CCMs, s arone results in more
absorption of UV radiation and therefore, leading to a warsteatosphere. However, the
difference between HadCM3 and CCMs is that in HadCM3 the tatpre—»ozone feed-
back is missing. Changes in stratospheric temperaturegéndhanges in stratospheric
ozone chemistry leading to more or less ozone depletion aaging climate. This effect
of temperature-induced changes on ozone are not consioeHatlCM3, which explains
the overestimation of the temperature trends. HadCM3 doésnolude any chemistry
and ozone was calculated off-line. It might also be that thene time series, prescribed
in HadCM3, was overestimated. But more likely is that thesinig temperaturke-ozone
feedback results in the ozone and temperature trends inMad€ing elevated above what
would have been the case with the feedback included. Thesexyse—+ozone feedback is
included in CCMs. This most likely explains why the resuiten this chapter are different
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to those obtained from CCM studies. This result indicates$ tonsidering the coupling
of temperature and ozone depletion delays the return ofréintabzone to 1980 levels by
>2 decades.

Cl, returns to 1980 levels in 2054 which is more 20years laten th@;. ;. returns to
1980 values, independent of the GHG emissions scenarigsr@=4.16). It should be noted
that the derived results show a similar behaviour than ozetnening to 1980 levels in the
southern mid latitudes. ThAOs- . return dates derived in this chapter are comparable
with the return dates in the southern mid latitudes (Eyrihgle 2010a). In the southern
mid latitudes ozone returns faster th@ah by about 15 years.

AO3--0- is projected not to return to 1960 levels within the2dentury, independent of
the SRES scenario. By the end of the'2dentury, ozone depletion induced by catalytic
cycles involving chlorine compounds persists as a resulbi®iong atmospheric life-time
of the chlorine source gases such as CFCs.

The results presented above indicate that the evolutidx(®f. -,. throughout the 21 cen-
tury shows a small sensitivity to changes in GHG conceminati Contrary, the CCM study
by Eyring et al. (2010a) suggested that the ozone returrs datbe Antarctic stratosphere
vary by ~10years, depending on the GHG emissions. This result cdoenconfirmed by
the results of this chapter. The return dates in this work gaty by up to 2 years. The in-
sensitivity of the ozone return dates on GHGs emissions eaxplained with the missing
temperature>ozone feedback in HadCM3. Due to the missing feedback tla¢osphe-
ric warming induced by increased ozone concentration®fthe stratospheric cooling
due to enhanced GHG concentrations. As the tempekatozene feedback in HadCM3 is
missing, irrespective of how cold the stratosphere due @aeces GHG would get, ozone
increases further as it is unaffected by stratospheric ¢éeatpre changes. In CCMs, howe-
ver, the temperature ozone feedback is included and therefore GHG-induces tetype
changes affect ozone. This results suggest that if the terye—o0zone feedback is consi-
dered in numerical models than, ozone is longer kept at leaieres resulting in a delay of
a return to historic levels.

Newman et al. (2006) estimated that the ozone hole areansetar1980 levels in 2068,
which is the latest return date reported in previous studi®mvever, this result assumes
that the Antarctic lower stratosphere cools by about 0.28&ade! through the 2% cen-
tury. In contrast, both CCM and HadCM3 simulated increaseAntarctic stratospheric
temperatures (between 150 and 30 hPa) through ttiec2ttury. The return date derived
by Newman et al. (2006) is insensitive to temperature chaimgkiced by changes in ozone
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and changes in GHGs and therefore, the method presentedviayp&ieet al. might not be
the most reliable approach to estimate the Antarctic ozecevery.

In this chapter, the uncertainties in the return datef\6%. . consists of uncertainties
in the modelled temperatures and uncertainties in the ggalof future ozone depleting
substances, as well as uncertainties arising from the semirical model approach. The
evolution of future stratospheric temperatures dependszone, GHGs, and stratosphe-
ric dynamics. The uncertainties on the HadCM3 simulategrature trends used in this
chapter were already discussed above. Furthermore, thigehs based 061, estimated
by the approach presented in Newman et al. (2006), using a agof-air of 5.5 years
and a constant fractional release value. However, futuneg@bs in climate are expected to
change the stratospheric circulation which is turn chatigesean age of air and fractional
release values. Therefore, changes in both mean age-afichfractional release contribute
to the uncertainties in Antarctic ozone return dates ddnrehis chapter.

4.7 Conclusions

A semi-empirical model approach to project the time ratehange ofAO;- ;5. With res-
pect to 1960 levels has been implemented. The semi-empmgédels were trained on
satellite observations @10 and on observedhOs. -, With respect to 1960 levels, based
on satellite and ground-based measurements. The modékragtee well with the obser-
vations which confirms the applicability of semi-empiricabdels. Therefore, the semi-
empirical models were used to project future changes ivatetil chlorine and\O;- o

in the Antarctic stratosphere. The evolution of activatelbene depends strongly on the
availability of PSCs, and hence on temperature. The temypers&rends, as simulated by
HadCM3, were used to approximate future formation of PS@sarAntarctic stratosphere.

The ozone tendency follows the changeMhAC by construction of the semi-empirical
models. Therefore)d/ AC and AOs- . maximized in 1998 and are now moderately de-
creasing. The projections of the return dates of Antarttie;. ... using different GHG
emissions scenarios suggest thab; - ;. values return to 1980 levels aheadf by up

to ~20years. The results presented above indicate, that tleasecinAO;- -y is domi-
nated byCl,, however, the differences in tlié, return date and the return date®0j; - 7o

is modulated by temperature.
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The results presented above suggest that ozone return8@ovafues about 5 to 28 years
earlier than previously reported. This difference in therezloss projections most likely
results from the prescribed temperature trend used in thapter. The HadCM3 model
simulated a higher positive temperature trend through ffec2ntury compared to CCM
simulations. Less chlorine is activated in a warmer stgdtese and as a result, ozone pro-
jected in this chapter returns earlier to 1980 levels thaal@votherwise be the case. This
result suggests that the missing temperattweone feedback in HadCMS3 accelerates the
return of ozone in the Antarctic stratosphere. The tempesatozone feedback is inclu-
ded and considered in CCMs. Therefore, CCM simulationsterertost appropriate way
to assess the question of ozone recovery dates and a camgimaprovement of CCMs is
needed to reduce uncertainties in projections of futur@ezd he results presented above
indicate that to reliably project future ozone levels thaperature>ozone feedback has to
be included in numerical models.

To derive a more robust conclusion about the sensitivityhefreturn dates oAO;- ;.

to changes in GHG emissions this analysis can be appliedffereiit AOGCM model
outputs. Furthermore, the knowledge about the ozone timessthat is prescribed in
AOGCMs would allow a more detailed study of the individuahti@hbutions of changes
in ozone, GHGs, and dynamics to the future evolution of gsalteric temperatures. Be-
sides the uncertainty in GHG emissions, there are also tamcges in the future evolution
of ozone depleting substances (WMO, 2007). The questiolwfthe uncertainties in the
future emissions of ODSs affects the timing of the ozonernetiates was not assessed in
this chapter and remains an open question for future worle. SEmi-empirical model ap-
proach can easily be used to conduct projections underaevasne depleting substance
emissions scenarios to account for the full range of uniceies.

The aim of this chapter was to test the applicability of ush@GCM temperature trends,
that include the effects of climate change, to project fitozone levels in the Antarctic
stratosphere and to estimate the sensitivity of the datetofm for Antarctic ozone to his-
toric levels, on GHG emissions. It was found that it is notyvesliable to use AOGCMs
temperature trends together with a semi-empirical modaiagzh to conduct projections of
the future ozone levels. The temperats@zone feedback is not included in the AOGCM
and it is not included in the semi-empirical models eithehefefore, both tools separa-
tely cannot be used to reliably conduct projections. Howesaupling the AOGCM to the
semi-empirical models would provide a powerful tool to cocifast and inexpensive pro-
jections of the future evolution of Antarctic ozone and thastivity of the return dates on
GHG emissions could be reliably assessed.






Chapter 5

A semi-empirical diagnosis of polar
chemistry in a chemistry-climate model

5.1 Introduction

The previous chapter presented an application of semi+&rajinodels to simulate reactive
chlorine abundances and Antarctic ozone anomalies. lthiapter semi-empirical models
are employed for a different purpose i.e. as a means of dsuggoassessing and vali-
dating the polar heterogenous chemistry schemes employeldeimistry-climate models
(CCMs) in the Antarctic as well as in the Arctic. The chenyistimate model validation
activity of SPARC (CCMVal; Eyring et al. (2008)) has highiigd the importance of pro-
cess orientated validation of CCMs. While the CCMVal remdr2010 (SPARC-CCMVal,
2010) presented an analysis of polar ozone chemistry, tasspsmarily a comparison of
HCI, HNO3 and H,O concentrations with climatologies of those quantitieswee from
observations. As such, it was not a process oriented vadidat his chapter outlines how
such a process oriented validation might be undertakemassemi-empirical model as a
diagnostic tool.

The semi-empirical models used in Chapter 4 are not suifabl@ssessing individual key
chemical processes that govern the activation and detotivaf chlorine and therefore to
determine the extent of polar ozone depletion. Only one®fio main pathways for chlo-
rine deactivation, i.e. formation @#IONO,, was considered in the semi-empirical model
of chlorine activation and deactivation. In addition, theadtivation path is independent
of HNO3 concentrations. As a result, the semi-empirical modelsl use€hapter 4 can-
not capture the interhemispheric differences in chlorieaativation. The effectiveness of
individual chemical reactions for chlorine activation ahehctivation also depends on the
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availability/concentration of individual chemical spegisuch a¥NO,, Cl, and ozone. To
include these processes, additional terms are requirethat@nd, the semi-empirical mo-
dels used in Chapter 4 are significantly expanded to deserghehe tendencies IHNO3,
HCI, CIONO, and ozone.

This new semi-empirical model, referred to as SWIFT (Sempiical Weighted Itera-
tive Fit Technique), describes the time rate of change of deggntities driving chlorine
activation and deactivation. The basic equations for SWi€fe obtained from M. Rex
(personal communication) and were then adapted for thistehay (i) training SWIFT on
ozone observations instead of ozone loss rates, (ii) imodudiabatic descent rates when
calculating the chemical ozone depleting and (iii) appy@WIFT to the Arctic and Antarc-
tic separately. As for the semi-empirical model employe@hapter 4, SWIFT accounts for
heterogeneous polar chemistry only. The correct repragentof the chlorine partitioning,
i.e. how much chlorine is present in its reactive forag C10, CIOOCI) compared to the
abundances of chlorine present in the reservoir speti€$ §nd CIONQO.) is essential in
accurately simulating ozone loss in the polar stratosphere

Section 5.2 describes the set of first order differentiabdéiqus that comprise SWIFT. The
training of SWIFT on observations is described in Sectidfsllowed by a discussion of
the fit-coefficients and their interpretation. When it cameapplying SWIFT to a state-
of-the-art chemistry climate model, in this case the EMAGBHMA-ECHAMS5/MESSy
model system with the FUBRad radiation parameterizaticamglumber of issues were re-
vealed that complicated the use of SWIFT as a diagnostic t8oime of these issues are
common across all CCMs e.g. SWIFT makes the assumptionitti@blr no exchange of
air occurs across the vortex boundary whereas, as shownih@&ts et al. (2009), CCMs
tend to have more permeable vortex boundaries than is fourehlity. Other issues were
specific to the EMAC-FUB simulation when used as an examp@WI{FT diagnosis. It
was found that in many winters the formation of PSCs in EMA@BRwvas underestimated.
This was traced to a bug in the PSC subroutine in EMAC-FUB Wwhas subsequently been
fixed. The fact that SWIFT could not be easily applied to EMBRGB output shows that
this semi-empirical approach to CCM validation is likelygmovide a very robust means
of revealing deficiencies in CCMs. Therefore, this chapteusses on fitting SWIFT to
observed time series of the key trace gases in the polaospiagre to provide the set of
SWIFT fit-coefficients which can then act as the standardagarhich future application
of SWIFT to CCMs can be compared. While a first look at the fittoh SWIFT to EMAC-
FUB is presented in Section 5.4, this is only a preliminapdgtof the use of SWIFT in
assessing EMAC-FUB. The chapter concludes with Sectiowhiéh provides an outlook
for further development and in particular how SWIFT mightdpplied to CCM validation
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in the future. The EMAC-FUB data interpolated onto isenitdevels which were used in
this chapter were provided by M. Kunze.

5.2 The semi-empirical model - SWIFT

SWIFT simulates the vortex average evolution of ozd#€], CIONO,, gaseousiNOs,
HNOg3 (liquid/solid phase), an@10, on a chosen isentropic surface. Similar to the semi-
empirical models described in Chapter 4, SWIFT is driven éyd/alues of the fractional
area of the vortex covered by PSUsSAP) and daily values of the 24 hour average frac-
tional area of the vortex exposed to sunlight4sS). Likewise, SWIFT makes the same
assumptions about vortex isolation as were made for the-sarpirical models used in
Chapter 4. However, unlike Chapter 4, all quantities in SW#fe vortex averages calcu-
lated within the dynamical boundary demarcating the voegge. Therefore, in addition
to temperature fields, wind and potential vorticity (PV, defion is given in Appendix A)
fields on the chosen potential temperature surface are edgred. Using daily wind and
potential vorticity fields, the vortex edge can be determibg employing the method des-
cribed in Nash et al. (1996). First the meridional imperniligifsee Appendix A) at each
equivalent latitudex) is calculated by multiplying the meridional gradient int@uatial vor-
ticity with the horizonal wind speed. The vortex edge is tharated at the meridional
maximum ink. The detailed calculation of equivalent latitude andas well as the defini-
tion of vortex existence, is described in detail in Appendlix

As stated above, SWIFT describes the tendency (time ratdarfige) of key chemical
compounds in the polar stratosphere. The first order diffeakequations that comprise
SWIFT assume that these tendencies result from the effédisterogeneous chemistry
only. Homogeneous chemical ozone depletion is assumed tedlgible as is mixing
across the vortex edge (Schoeberl et al., 1992). BecauggeZi#adealt with vertically in-
tegrated quantities, no consideration of the contributibtiabatic descent (see Chapter 1)
to the trace gas tendencies was required. SWIFT, howe\agpiged on isentropic surfaces
and as such, the effects of diabatic descent need to be tmtries. The tendency of some
speciesX at a given isentropic surface should therefore be congidese

ax]_ox) o) o -
dt ﬁf_/ 00 Ot

chemical change diabatic descent

The chemical change, describeddyX]/ot, is what SWIFT focusses on. The second term
on the right hand side of equation 5.1 describes the conimibof vertical diabatic trans-
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port of X to the time rate of change i, whered[X]/00 is the vertical gradient of species
X with respect to potential temperature a0t is the change in potential temperature
with time.

It is usually only ozone which is sufficiently long-lived amdhich has a large enough verti-
cal gradient that a correction for the contribution fromidiic descent (equation 5.1) needs
to be applied. The lifetimes for reservoir species sucH@s CIONO,, HNO3 are much
shorter than for ozone and the tendency in these speciesnmadted by chemical effects
such that

ot 0 ot
and so equation 5.1 reduces to just the first term on the rigyind kide.

0[X] S 9[X] o6 (5.2)

The chemically induced changes in ozone and related spediésh are described by the
first term on the right hand side of equation 5JLX]/0t), are not independent of each
other. Therefore, SWIFT consists of a set of coupled diffeat equations which must be
fitted simultaneously to derive the fit-coefficients.

5.2.1 The ozone tendency equation

SWIFT is primarily designed to describe the tendency in ezooncentrations. Given the
concentration of activated chlorine in the polar stratesphthe expectation might be that
0[03] /0t would depend on the square of the active chlorine concémtrééee equation
4.9). Harris et al. (2010) showed thEts-, the volume of polar air cold enough for pos-
sible PSC existence, is a good proxy for chlorine activaéiod a number of other studies
(Rex et al., 2004; Tilmes et al., 2004; Harris et al., 2010k a nearly linear relationship
between ozone loss and-sc. Harris et al. (2010) also showed that the relationship bet-
ween ozone loss and the amount of activated chlofiii@) is close to linear. Finally, the
study by Tilmes et al. (2004) showed that the vortex averaga®loss is also an almost a
linear function of the fraction of the time the air mass is@sgd to sunlight. Therefore, the
overall time rate of change in ozone can be formulated as:

d[Os]

2 DLClOL - FA
y [C1O,] - FAS +

0[05] 90
e s (5.3)

where D represents the empirical fit-coefficieqt]O, is the vortex average concentration
of activated chlorine described further below, afid S represents the fractional area of
the vortex that is exposed to sunlight. As in ChapteF'4,S was calculated by applying
equation 4.3, although it is now calculated as the fractiarea with the dynamical vortex
boundary, and not the area poleward of $2s was done in Chapter 4, that is exposed to



5.2 The semi-empirical model - SWIFT 131

sunlight. The change in ozone due to diabatic transporiesented by the second term
on the right hand side of equation 5.3.

To apply equation 5.3, the evolution 610, (Cl1O, = Cl 4 CIO + 2xCIOOCI) through
the winter/spring has to be determined. The amountléi, available to destroy ozone
depends on partitioning of the total inorganic stratosgghelorine loading Cl, = C1O
+ HCl1 + CIONOy), i.e. the portion ofCl, in the form of C10, compared to the portion
of Cl, in the form of non-ozone destroying reservoir species ssail@NO, and HCl,
where most of the inorganic chlorine resides (Santee efi@@6). The minor reservoir
speciesHOCI is not considered in SWIFT as the catalytic cycle involviti) and HO,
contributes less than 5% to the total loss of ozone (Salavéatal., 1993). For an accu-
rate representation of chlorine activation within the egrtSWIFT needs to represent the
key processes that convert the reservoir species intaveattiorine and vice versa. Once
the reservoir species have been calculated by SWIFT, theistnod reactive chlorine is
calculated by:

[C104] = [Cly] — [HCI] — [CIONO9] (5.4)

whereCl, is the total concentration of all inorganic chlorine spsc@d whergICl and
CIONO, time series are generated by first order differential equatdescribed in sections
5.2.2 and 5.2.3 below.l, is assumed to be constant inside the vortex during wintengp

SWIFT accounts for several key mechanisms that control éhenlce betweef’10, and
the reservoir specie§;IONO, and HCI, which can be broadly divided into chlorine ac-
tivation and deactivation. The chemical reactions invdlire these processes, and their
implementation in SWIFT, are described below. The equatibiat are implemented in
SWIFT are colored in the following sections so that they caratiributed to the terms
given in Figure 5.1, which summarizes all equations incoafes in SWIFT.

5.2.2 Chlorine activation

A detailed discussion of the heterogeneous chemistry iyidgrozone depletion was pre-
sented in Chapter 1. A brief precise of that material, relet@athe specific formulation of

the SWIFT equations, is provided here. Heterogeneousoeaain the surface of solid and
liquid particles that involv&’IONO,, H,O, andHCI provide two effective mechanisms to
activate chlorine. The hydrolysis 61lONO, results in the formation diOCI andHNOs3:

CIONO,(g) + Hy0(s,1) — HOCI(g) + HNOs(s, 1) (R1)
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where (g) refers to the gas phase and (s,l) to the solid oidligiase, respectivelfHOCI1

is quickly photolyzed, releasing chlorine and hydroxylicads. The effectiveness of reac-
tion R1 depends strongly on the composition of the particieslved in the heterogeneous
reactions. As described in Chapter 1, these particles dec{depending on the particle
type), HNOs, sulfuric acid and/or water. At higher sulfuric acid contations, or at lower
temperatures, more of th®,O is taken up onto the particles to be used in reaction R1. Ac-
cordingly, reaction R1 becomes more important at very lawgeratures. The hydrolysis
of CIONO is implemented in the model by:

CIONO2py4r0 = —H - [CIONOs] - FAP' (5.5)

whereH is the fit-coefficient. Th€10NO, hydrolysis (reaction R1) is only triggered when
reaction R2 (see below) becomes sulfficiently slow i.e. whercbverage of the vortex by
PSCs exceeds some threshold. FhéP’ term in equation 5.5 accounts for this threshold
sensitivity of CIONO, hydrolysis by being defined dsAP — yy, whereyy is also a model

fit coefficient. FAP' is set to have a minimum value of zero. As in ChapteF'4,P was
calculated by applying equation 4.2, although it is nowglted as the fractional area with
the dynamical vortex boundary, and not the area polewar@d°’dd@s was done in Chapter 4.

The uptake oHCI onto liquid PSC particles increases the reactivity’ddNO,. As stra-
tospheric temperatures decrease, the solubility©Ff increases and the reaction:

CIONO,(g) + HCI(s, 1) — Cly(g) + HNO4(s, 1) (R2)

becomes faster than the hydrolysiStcdfONO, (reaction R1).Cl, is rapidly photolyzed in
the sunlit atmosphere, releasing two chlorine atoms. Assalte’l; cannot build up in
significant quantities. Accordingly, in SWIFT, the photsiy of Cl, is ignored and reaction
R2 together with the photolysis d@fl, is equivalent to a system that directly produces
ClO4. WhenHCI concentrations are low, reaction R2 is limited by the uptikéCl onto
the PSC patrticles and the effectiveness depends not onlyeoconcentration of10NO,

but also on thedCl concentrations. Furthermore, for IoMCIl concentrations, reaction
R1 dominates the chlorine activation, representing a stnkCiONO,. The efficiency

of chlorine activation via reaction R2 (i.e. the reaction(@ONO, with HCI, hereafter
referred to asClIONO2wHCI) is implemented in the SWIFT model by:

CIONO2wHC] = —A - [CIONOy] - [HNO3] - FAP (5.6)
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and for very lowHCI concentrationsHCl1 <10 ppt)
CIONO2wHClyyy, = —A - [CIONO,] - [HCI] - [HNO3] - FAP (5.7)

whereA is the fit-coefficient and the terflINO3| - F'AP acts as a proxy for the availability
of reactive surfaces. Reactions 5.6 and 5.7 drive chandastimtheCIONO, andHCI.

The photodissociation gf1ONO. is also a source of reactive chlorine because the primary
end products ar€l andNO;. The photodissociation is represented in SWIFT by:

CIONO2pot0 = —G - [CIONO,] - FAS (5.8)

where the fit-coefficients describes the efficiency of the photodissociation.

5.2.3 Chlorine deactivation

CIONOQO:s, is one of the most important chlorine reservoir species enpblar stratosphere
and is formed by the three body process:

ClO + NO, + M — CIONO, + M (R3)

where the third body! is a collision partner needed for conservation of momenttinis
reaction provides an effective mechanism to convert reacinlorine into the chemically
inert reservoir specigSIONO,. However, reaction R3 is limited by the amount of available
NO,. As the winter polar lower stratosphere is heavily denodifi€hipperfield et al.,
1997), i.e. removal of gaseous nitrogen oxi€),) by convertingNO, species intdINO;
(Chapter 1), the recovery @aflONO, is driven by the release &fO, from the photolysis
of HNOs.

HNO;3 + hv — OH + NOy (R4)

However, the amount of gaseod¥ Oy, is suppressed by the uptakeldNO;, onto PSCs
particles which inhibits the reformation €flONO,. When temperatures rise and PSCs
evaporate, gaseolENOs, is released and reaction R4 produd&s,. This is followed by
the fast reaction witl’10 which deactivates reactive chlorine.

When C1O concentrations are high, reaction R3 is fast and it can benass made that
CIONOQO:s, is directly produced from reaction R4. The photolysisHi¥ O3 as a source of
CIONOs is presented in SWIFT as:

HNO3,hoto = B - [HNO3](g) - FAS (5.9)
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where B is the fit-coefficient andINOs, is provided by a separate first order differential
equation described further below. For very 16, concentrations({(10, < 0.2 ppb) and
therefore lowClO concentrations, the production©fONO, via reaction R3 is limited and
depends on the amount of available reactive chlorine:

(5.10)

An alternative pathway for the deactivation of chlorine reypded by the production of
HCI, with the most important source reactions being:

C10 + OH — HCI + O, (R5)

Cl+ CH, — HCl + CH, (R6)

Unless ozone concentrations are very low, the formatiorhefrelatively inert reservoir
speciediCl plays a secondary role in deactivating chlorine as the tadesof reforming
HCI is about the same as the timescale FAXO3; photolysis (Santee et al., 1996, and
references therein). As a result, reactions R5 and R6 aré slawer than the deactivation
of chlorine compounds via the formation GfONO, (reaction R3) and both reactions R5
and R6 can be ignored when calculating vortex average o2bfen ozone decreases to
very low values, e.g. during the formation of the Antarctzone hole, the main loss process
for chlorine:

Cl+ O3 — CIO + O, (R7)

cannot occur and th@l concentration increases. As a result, reaction R6 becoerggast,
and chlorine is primarily deactivated by forming the resargpeciesHCl. The chlorine
deactivation byHCI production is implemented in SWIFT by:

+ F-ClOy - FAS? (5.11)

|
Chorinepoq = C' - [ClO4] - FAS - o

whereC' and F' are the fit-coefficients and the tertlD,] - F*AS describes the photolysis
of C10 andCIOOCI, both of which release chlorine atoms that can react witthereCH
(reaction R6) contributing to th&Cl recovery.

The chemical reactions described above drive chlorinett@déion and activation, and the-
reby control the balance betwe€hO, and the reservoir speci€dONO, andHCI. For
reactions R2 and R4]NOj, is required. As the denoxification of the lower stratosphere
completed within the first few weeks during winter, the asgtiom is made that totadiNO;
has no source. Therefore, all nitrogen containing speexsEptCIONO,, (NO, = NO,
+ HNO3) are present in the form diNOg, i.e. NO, = HNO3. The production oHHNO3
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via reaction R2 can be neglected as (H&®NO, abundances are relatively small (about
2 ppb) compared to theO, concentrations (between 8 and 18 ppb). Based on this assump-
tion, the change in the vortex average tdifO; concentration is primarily determined
by photolysis and denitrification. However, the photolysfidsiNOj; is slow during winter
and can be neglected in SWIFT. The microphysical processeslescribe the formation,
growth, and sedimentation of PSC particles are very conguebcannot be captured in any
detail in this simple semi-empirical model approach. Tacdég the details of nucleation,
growth and sedimentation a Lagrangian microphysical mtaslcalculates the temporal
changes irHNO; along trajectories, accounting for growth, evaporatiod aansport, is
needed. However, althoughNO3 concentrations are needed for the chemistry in activa-
ting and deactivating chlorine, it is not a key species andther simple description of
denitrification is sufficient to describe the chemical pssas. Therefore, denitrification
as implemented in SWIFT only depends on the size of the PS& aee FAP. Gravi-
tational sedimentation diNO3 containing PSC particles provides an efficient process to
denitrify the stratosphere, however, particles sizes afymaicrometers (10 to 20m) are
required before denitrification sets in. PSC particles grapidly if the temperature falls
below the ice frost point, since water ice can then accurawdatthese particles. Depen-
ding on the lifetime of PSC patrticles, they can also grow dithrajectories stay within
the area of the vortex where the temperature is bélgw;,. A prerequisite for these two
processes are large values fod P. Therefore, in the model, denitrification is triggered if
F AP exceeds a threshold valyg and then the fraction greater than the threshold is scaled
with the amount of available tot&INO5. In SWIFT, the effectiveness of denitrification is
represented by:

HNO3genis = —F - [HNO3] - FAP' (5.12)

where E is a fit-coefficient. FAP’ is zero if FAP is smaller than the thresholgy and
otherwisel’AP'=F AP — yy as was the case for the hydrolysiSc@ONOs,.

From the total amount oHNO; calculated by SWIFT, the gaseotisNO3 is computed
by:
[HNOs](g) = [HNOs)(t) - (1 — FAP) + zz - [HNOs](t) - FAP

wherezz is a fit-coefficient. Other than when PSCs exist, el P=0, HNOj; total is equal
to gas phaséINO; (HNO3(g)) while when PSCs existINOs, is a scaling ofINO;(t).
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Figure 5.1: SWIFT model equations where the individual teame color coded correspon-
ding to the equations given in Sections 5.2.2 and 5.2.3iMithaal processes are described
in text).

5.3 Empirical determination of the fit-coefficients

The first step towards using SWIFT as a means of validatingptilar heterogeneous
chemistry in CCMs, is to fit SWIFT to real world observatiomsabtain the set of fit-
coefficients against which coefficients derived from fittboghe CCM can be compared.
Here, the SWIFT equations are fitted to satellite obsermataf ozoneHCI, and gaseous
HNOj (all obtained from the AURA-MLS instrument) and tdONO, (obtained from the
ACE-FTS instrument). The satellite instruments are dbsdriin Chapter 2. Vortex ave-
rage concentrations of these trace gases were provide dé@he (~20 km) surface by M.
Santee. This surface was chosen as this is where polar azesmmbximizes (e.g. Konopka
et al., 2004). When calculating those vortex mean valudélerahan using the PV value
demarcating the vortex edge on each day, the median valieedeseparately for each
winter was used. To remain consistent with the calculatioth® observed trace gas time
series, the" AP and ' AS values required were also calculated over the dynamicaexor
area demarcated by seasonally constant PV values. For thie,Ahe 35.6 PVU (potential
vorticity unit) contour is used while for the Antarctic th&.2 PVU contour is used to mark
the vortex edge. As described in Appendix A, the existenal@ivortex is based on the
seasonal behaviour afwhich requires PV and wind fields as input. These fields, tuaet
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with temperature fields, were obtained from the latest hgara of the European Center
for Medium-Range Weather Forecasts (ECMWF), ERA-interim.

Before being used to establish the fit-coefficients, therdmstion of diabatic descent to
the ozone tendency must be determined (right hand term iatequb.1). Diabatic descent
rates for the 460K surface, representative of the Arctic Anthrctic stratosphere, were
extracted from Rosenfield et al. (1994) who also show thatrttezannual differences in
the diabatic descent rates in the Arctic and Antarctic voaie relatively small. While the
values taken from Rosenfield et al. (1994) were for yearsaifit from those used here, the
small interannual variability, and the fact that SWIFT &sthe increase in ozone early in
the season (see below), suggests that using these valussdotdor the effects of diabatic
descent is valid. The assumption of insignificant interahnariability may introduce un-
certainties, especially in the dynamically more activetigrgortex. The vertical gradient
in ozone 0[0s]/00) was derived from a seven year climatology of HALOE (Halogenb
Occultation Experiment) and UARS-MLS vortex average ozoingervations. This ozone
gradient, together with the diabatic descent, is used tmat# the vortex average vertical
ozone transport.

Fitting the SWIFT equations to observations during one idratinter (2004/2005) and
one Antarctic winter (2006) results in two sets of 10 fit-dmefnts derived separately for
the Arctic and Antarctic. The differential equations (Fig®.1) are solved by employing a
fourth order Runge-Kutta method (Press et al., 2007). Asdeag with the semi-empirical
models used in Chapter 4, a combination of the interval hglmethod and the non-linear
least squares fitting method, that minimizes the sum of tharss of the residuals, is used
to find the best set of parameters that optimally fits the nreasents (for details see Chap-
ter 4). The sum of the squares of the residuals is calculathdidually for all species and
is then accumulated into a total sum. The optimization ptace described in Chapter 4
minimizes the total sum to derive the fit-coefficients. Besmatne ACE-FTS measurements
of CIONO, are less reliable (see Chapter 2), the sum of the squares oésiduals from
the CIONO, fitting is weighted by 0.3 compared to those from the other @s the other
hand, because the fit to ozone is deemed to be the primarytdtgpuSWIFT, the sum of
the squares of the residuals from the ozone fit is weighted by 3

To simplify the fitting procedure, to allow the seasonal atioh of the different trace gases
to be displayed in the same figure, and to allow the fit-coeffits to be directly compared,
all measurement time series to which SWIFT was fitted werenabrzed by dividing each
time series by the value on the first day of the season (see Bab). SWIFT is initialized
on the first day whei’ AP becomes non-zero, e.g. PSC formation starts, and ozdne,
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Species| Arctic | Antarctic
HNO3, | 11.8ppb| 10.6 ppb
CIONOs | 1.8ppb | 2.4ppb
HC1 1.8ppb | 2.4ppb
O3 29ppb | 2.6ppb

Table 5.1: Scaling factors as used to compare the normatimete| concentrations with
satellite observation.

andHNO; are set to unity. Further, it is assumed thaf is only present in the form of
HCI, CIONO, andClOy. Since within the model no chlorine activation can occuhwtit
the presence of PSCs, the initial value €d©, is set to zero and, as a result, the ratio of
HCI to Cl, and the ratio ofCIONO, to Cl, can be derived from the observations at the
beginning of the simulation. Therefore, according to thtelste measurements, the initial
value forCIONO, is set to~30% ofCl, and to~70% ofCl, for HCL.

As the time rate of change in totlINO3; depends only o’ AP and is therefore inde-
pendent of the concentration of the other key species dingahlorine activation and
deactivation, the fit-coefficient®, yy, andzz can be derived independently of the other
SWIFT equations. The fitting of the@NO5 tendency equation is described in Section 5.3.1
below. Once this fit has been completed, the remaining 7 farpaters are derived as
described in Section 5.3.2.

5.3.1 Fitting the HNO; equation

To determine the fit-coefficientg, zz, andyy, SWIFT calculates the evolution of total
HNOj3 from whichHNO3, is derived. The sum of the squares of the differences bettheen
SWIFT modelleddNO3, and the Aura-MLSHINO3, observations is minimized, resulting
in two optimal sets of parameters for the Arctic and Antarclihe derived fit-coefficients
are summarized in Table 5.2. The modelled tdi&iO3; and HNOs, using the derived

fit-coefficients, together with the MLBNO3, observations are shown in Figure 5.2.

Fit-coefficient| Arctic | Antarctic
E 0.26 0.02
2z 0.81 0.48
Yy 0.58 0.35

Table 5.2: Derived fit-coefficients for the Arctic and Antiacdoy applying SWIFT to gas
phaseHNO3; Aura-MLS observations.
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As shown in Figure 5.2, the model simulates higher rates witidgcation for the Antarctic
than for the Arctic as expected due to the larger PSC exteeaigr F'AP values) in the
Antarctic. The uptake offINO3, onto PSC particles occurs rapidly, as soon as PSCs form,
resulting is a relatively steep decreasdliNO3, at the beginning of the Antarctic winter.
TheHNO3, concentration minimizes with the maximumimd P. As temperature and solar
radiation increases, PSCs evaporate as represented leasiegl” AP values, andiNOs,

is released. As soon d8AP falls below the threshold for denitrification (represenisd
yy), total HNO3 concentrations stay constant. With the completed disappea of PSCs,
HNOj3, equalsHNO; total.

As Arctic temperatures are not as low as in the Antarcticefe®SCs are formed resulting
in a smaller rate of denitrification than in the Antarctic.igmterhemispheric difference is
reproduced by SWIFT, where the concentratiorH®¥O; total is reduced by 60% during
the Antarctic winter while the denitrification in the Arctiesults in a reduction of about
50% in these particular winters. The uptakelB¥O3, at the beginning of the winter oc-
curs about as rapidly as in the Antarctic as soon as PSCsranedioresulting in about the
same slope of thENO;, decrease as in the Antarctic. The ratioti¥ O total to HNO3,

is smaller in the Arctic than in the Antarctic and therefagedHNOj, is tied up in PSC
particles in the Arctic winter. As in the Antarctic, as so@ /AP values fall below the
threshold for denitrificationHNOj5 total remains constant and with the disappearance of
PSCs HNOs3, concentrations increase.

An initial examination of theHNOj fit-coefficients in both hemispheres might lead one
to conclude that the efficiency of the denitrification praciesshigher in the Arctic than in
the Antarctic. It should be noted however that the deniatfen process in the Arctic is
triggered at highe#” AP values than in the Antarctic. The difficulty here is that tea-s
sonal evolution ofINO3; andHNO3, results from the combined effects of multiple terms
whose fit-coefficients are correlated. Rather than comgdhe individual fit-coefficients,

a better test of the complementarity of the coefficients iss® the coefficients derived for
one hemisphere in the equations for the other hemispheren\Wie Antarctic coefficients
are used in the Arctic, a reasonable fit to the observatiooistened (red dashed line right
hand panel of Figure 5.2). This suggests that when compaesgts from SWIFT fitted
to observations with SWIFT fitted to CCMs, rather than conmgathe fit-coefficients, it is
more meaningful to use the coefficients from one system irtpuations for the other and
then compare the quality of the fits. Because of the intenidpace of the fit-coefficients,
a similar evolution itHNO3 can be modelled for quite dissimilar fit-coefficients. Attati-
vely, if fit-coefficients are derived simultaneously for tegstems (e.g. Arctic and Antarc-
tic, or reality and a CCM) and are found to provide equallyegtable quality of fits in both
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Figure 5.2: ModelleddNOj total (green line) andiNO3 gas phase (red line) compared
to MLS observations of gaseotiNO;3 (black symbols) for one Antarctic and one Arctic
winter. The dashed red line in the right panel represent IS modelledHNO3 gas
phase using the derived fit-coefficients from the Antarctiseyvations. The calculated
F AP (blue line) andF AS (orange line) are also included in this figure.

systems, the behaviour of the two systems can be taken tamgerable. The strategy then
is to fit SWIFT to both systems separately (obtaining two séfg-coefficients) and then
simultaneously (obtaining a single set of fit-coefficientXhe sum of the squares of the
differences between the fits and the data being fitted chasgestantially between these
two approaches, the systems are fundamentally different.

It should also be noted that the fits derived above are for glesiAntarctic winter and

a single Arctic winter. Anomalous behaviour is one of theases might produce fit-
coefficients that are not generally representative of tieatiephere. Future analysis will
extend this work to multiple years. In spite of these cavehis results presented above
indicate that the denitrification process is capturedyfaugll by SWIFT so that the derived
evolution of HNO3 total andHNO3, can be used to model the vortex average evolution of
the remaining species.

5.3.2 Simulating chlorine activation and deactivation

The SWIFT equations were fitted to observations of vortexaged ozoneCCIONO, and
HCI to derive the remaining fit-coefficients. The resulting fitegether with theINO;,
fit, are shown, together with the observed vortex averages tgas concentrations, for the
Antarctic vortex in Figure 5.3 and for the Arctic vortex ingere 5.4. The corresponding
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fit-coefficients, that provide a measure of the importancthefindividual chemical reac-
tions driving chlorine activation and deactivation, arensoarized in Table 5.3.

Fit-coefficient| Arctic | Antarctic | see equations
A 0.31 0.25 5.6,5.7
B 0.35 0.21 5.9,5.10
C 0.00 | 0.0061 5.11
D 0.063| 0.032 5.3
F 0.39 0.45 5.11
G 0.11 0.38 5.8
H 0.60 0.00 55

Table 5.3: Derived fit-coefficients by applying SWIFT to Atwvd.S and ACE-FTS measu-
rements.

In 2006, the Southern Hemisphere lower stratosphere wasetwugh so that 50% and
more of the polar vortex was covered by PSCs from mid-Junédcenhd of September.
With the formation of PSCs, particles take HiNO;,, and HCI and heterogenous pro-
cesses convert the reservoir species into reactive ckloAs a resultHC1 concentrations
decrease and together witHONO,, reactive chlorine is formed leading to an increase in
ClO, concentrations (Figure 5.3). The observed strong deatii&l at the beginning of
the winter is well reproduced by SWIFT. The minimumHr€1 coincides with the maxi-
mum F' AP values at the beginning of August. In contrast to the measeinés, modelled
HCI concentrations drop almost to zero by the end of July/beggnaf August. During
that period,CIONO, concentrations increase slightly and do not drop beledvl6 ppb.
Furthermore, the reactive chlorine concentrations peak®wgnd of July and decrease the-
reafter. As soon ag’AP values no longer increase 1 andCl0O, concentrations reverse
their previous trends.

With the onset of PSC evaporation, and therefore decredsihg values, thedCl1 concen-
trations start to increase. This increase results from ¢hease ofHCI due to the eva-
poration of PSC particles but also from the reaction of chewith methane (reaction
R6), where the latter contribution to th&Cl recovery becomes more important with lo-
wer ozone abundances towards the end of the winter. Withnitrease irHCl, reactive
chlorine is deactivated, as seen in the declin€li0,. The decline inHNO;, slows once
FAP maximizes and lesHNOj is taken up onto PSC particles. As a result, mdheO;,

is available for photodissociation (reaction R4) whichwkwer, is slow. The small rise in
CIONO; concentrations is a result of the photolysistifO3,. The photodissociation of
HNO3, does not produce enoudfO, that can combine witk’lO to deactivate chlorine via
reaction R3. As a result, chlorine is kept active longer anahe concentrations decrease
further, even though the activation of chlorine on PSC pkesiis reduced. With the decline
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Figure 5.3: Evolution of vortex averagdONO, (black line), HCI (orange line) HNO3,
(red line), ozone (green line) akdO, (purple line) concentrations together with calculated
F AP values (blue line) as simulated by SWIFT and as observed bg-MLS (ozone,
HCI, HNO3,) and ACE-FTS CIONO,) for the Antarctic winter 2006. The vortex average
concentrations are calculated within a constant potevidicity contour of 31.2 PVU.
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Figure 5.4: Evolution of vortex averagd ONO, (black line), HCI1 (orange line) HNO3,
(red line), ozone (green line) akdO, (purple line) concentrations together with calculated
F AP values (blue line) as simulated by SWIFT and as observed bg-MLS (ozoneHClI,
HNOj3,) and ACE-FTS CIONOy) for the Arctic winter 2004/2005. The vortex average
concentrations are calculated within a constant potewtidicity contour of 35.6 PVU.
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in ozone, more chlorine atoms can build up and the reactionge6mes an effective deacti-
vation mechanism for chlorine. This explains the rapid meiation ofHCI at the end of the
winter. The preferential reformation &fC1 in the Antarctic is also represented in the coef-
ficients B and F’ (Table 5.3). As represented by the fit-coefficiéhtthe photodissociation
of ClO, that releases chlorine atoms, plays the dominant role intd@#ing chlorine by
reforming HC1 while the smaller coefficienB indicates that the reformation 61ONO,

via reaction R3 plays a minor role in chlorine deactivatiorhe observed steep rate of
increase INCIONO, at the end of the winter is not reproduced by SWIFT. Howeves, t
increase most likely results from an ACE-FTS sampling acti{ Santee et al., 2008b) (see
Chapter 2) rather than from chemistry. Furthermore, thegisis of CIONO, dominates
the overall tendency iRIONO, (represented in fit-coefficierdt). This photodissociation
causes the steep decline@hONO, in October which is related to the stagn&io, de-
cline during that time. The hydrolysis 6iONO, does not contribute to chlorine activation
at all as the{ coefficient is zero. This indicates that tH€’l concentration does not go low
enough so that reaction R1 becomes important. By the enceddrihlysis period, all inor-
ganic chlorine is in the form dfiCl and therefore the dominant chlorine reservoir species
at the beginning and at the end of Antarctic winteHisI.

The overall vortex average evolution of ozone is well cagduioy SWIFT. At the begin-
ning of the winter, 0zone concentrations increase due towd@nd vertical transport across
potential temperature surfaces. This ozone supply pigrtizdsks the ozone depletion due
to catalytic cycles as shown in Figure 5.5. In the Antarctioter, diabatic descent ceases
by the end of July (Rosenfield et al., 1994). As a result, nticartransport of ozone oc-
curs and only chemical processes contribute to the ozoweney (Figure 5.5). At 460K,
the ozone concentration decreases by about 70% from iialimetlue. However, without
any vertical transport of ozone, almost all ozone would Haeen depleted at that potential
temperature as shown in Figure 5.5.

In the dynamically more disturbed Arctic vortex, temperatuin the lower stratosphere
are higher than in its southern counterpart and the vortegvered by PSCs for a shorter
time period. Furthermore, PSCs cover less of the vortex emetpto the Antarctic such
that FF AP values exceeding 0.5 occur over a time period of only 1.5 hmo(mid Decem-
ber to the end of January) compared to 3-4 months in the AtitarBecause ACE-FTS
samples outside or near the vortex edge in December 200#e¢Seanal., 2008b), no ACE-
FTS CIONO, measurements inside the vortex are available before tharbeg of 2005.
However, the onset of chemical processes that activateiclstarts with the formation of
PSCs, and therefore the model is initialized from the firgtafd?SC occurrence, regardless
of whether measurements exists or not.
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Figure 5.5: SWIFT modelled vortex average ozone conceotr@f{green) for the Antarctic
winter 2006 and the Arctic winter 2004/2005. The dark greea indicates vortex average
ozone concentrations if no chemical destruction would pend the red line indicates
vortex average ozone concentrations if there was no dabtlasicent inside the vortex.

SWIFT reproduces the vortex averaged evolutiorti6fl very well in the Arctic winter.
The measurements and the model show a continuous decrdd&# as soon as PSCs are
formed and until PSCs evaporate, starting in mid FebruargniEvhen stratospheric tempe-
ratures increas&{Cl remains suppressed, wheréd®NO, increases rapidly (Figure 5.4).
CIONOs hydrolysis, whose effectiveness is representedbis the most effective reaction
for chlorine activation in the first few weeks at the begimnaf the winter, resulting in the
strong decrease MIONO,. However, this decrease does not last long, as with the ajtfak
HCI onto PSCs particles, reaction R2 is favored for chlorinezatibn. The steep increase
in ClO changes to a more moderate increase due to reaction R2. Taleeuf HNO3,
onto PSCs particles is less than observed in the Antarchierefore, mor@INOs, is avai-
lable, and as soon as enough sunlight is available (begjrofidanuary) small amounts of
NO, are released leading to the formation(t@ONO,, even though chlorine activation via
reaction R2 still takes place.

Once heterogeneous processes slow, a strong incredd@® MO, is observed, which is
well reproduced by SWIFT. This early deactivation of chiei by the end of January,
prevents severe ozone depletion in the Arctic. From the éddrmuary onwards to the be-
ginning of March,C1IONO, is the dominant reservoir species and the equilibrium betwe
CIONO, andHCI slowly recovers at the end of the winter. Contrary to the Acttawinter,
where AP values well above 0.5 were present, ahdl concentrations were increasing,
HCI concentrations do not increase until PSCs evaporate ahthefé-ebruary. This result,
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together with the more moderate increaseél(rl at the end of the winter, indicates that the
formation ofHCl via reaction R6 is suppressed due to the lack of chlorine sitdinis inter-
hemispheric difference in chlorine deactivation is reprgsd in the fit-coefficients (Table
5.3).

In the Arctic winter, the evolution of vortex averaged ozaselso well represented by
SWIFT. The amount of ozone reduces by about 20% during theew(hght green trace
in right-hand panel of Figure 5.5). Without vertical trandgpof ozone, chemical ozone
destruction would have caused a reduction in ozone of atiaf%t@ed trace in right-hand
panel of Figure Figure 5.5). This difference is larger thaaswbserved for the Antarctic
because of the stronger diabatic transport in the Arctitexathan in the Antarctic vortex.
This large influence in the Arctic highlights the importardéeonsidering diabatic descent
when determining the chemical ozone loss within the Arctidex. It also highlights the
need for diabatic descent rates to be produced as an outputGCMs if SWIFT is to be
used as a diagnostic for those CCMs.

The results presented above show that SWIFT reproduce$®seeved vortex average evo-
lution of the key species for polar ozone loss well. This dest@tes that SWIFT is able
to capture the key sensitivities of ozone loss to chloririzvaiton and deactivation.

5.4 Application of SWIFT to EMAC-FUB

To test SWIFT as a diagnostic tool for assessing the hetesmges chemistry in CCMs,
output from the EMAC-FUB CCM was used to derive the SWIFT &efficients. The
EMAC-FUB model is described in Section 5.4.1. Because a rmurobissues were revea-
led when applying SWIFT to EMAC-FUB, only preliminary resu(i.e. only theHNO;
fits) are presented in Section 5.4.2. In Section 5.5 a briehwgw is given on the issues
in EMAC-FUB, and in CCMs in general, that prevent direct aggtion of SWIFT. This is
followed by an outlook on how SWIFT might be adapted to bettal with known defi-
ciencies in CCMs.

5.4.1 Model description - EMAC-FUB

EMAC-FUB is based on the's generation European Centre Hamburg GCM, ECHAM5
(Roeckner et al., 2003) that is coupled to the Modular Eatthn$odel System (MESSy)
(Jockel et al., 2005). The EMAC-FUB model includes a spadigtresolved short-wave ra-
diation routine (Nissen et al., 2007) as well as the atmasphleemistry module MECCAL1
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(Sander et al., 2005) that can be used for tropospheric astdspheric chemistry calcula-
tions. The chemistry module includes stratospheric homeges and heterogeneous ozone
chemistry involving the basic ozon€H,, HO,, andNO, chemistry and the main chlorine
and bromine reactions in the stratosphere. The module atsmats for the ozone related
chemistry of the troposphere, including non-methane hyahtmon chemistry. The kinetic
reaction rates, as recommended by Sander et al. (2003)saddruthe chemistry scheme.

In the vertical, the model consists of 39 levels on a hybrigspure grid, extending from
the surface to the uppermost layer centered at 0.01kBa@Km). Therefore, the model
not only includes the troposphere but also the stratosm@enesosphere. The enhanced
vertical resolution near the tropopause is 500 m. The s@dubrizonal resolution of T42
was chosen for the model, i.e. 42 wave numbers are used talzesd of the fields in
the model. The corresponding quadratic Gaussian grid hasaution of approximately
2.8 x 2.8 in latitude and longitude. Gravity wave drag, which, in parives the meri-
dional circulation in the middle atmosphere, is paramegetfollowing Miller et al. (1989).

For this chapter, EMAC-FUB data were extracted from the C@MMCN2d sensitivity
simulation covering the period from 1960 to 2100. This siatioh includes anthropogenic
and natural forcings. Greenhouse gas (GHG) concentragi@isaken from the SRES Alb
scenario IPCC (2001) and ozone depleting substances (QSbased in the adjusted A1
scenario from WMO (2007). Natural variability due to solariability, the quasi biennial
oscillation (QBO) and volcanic activity is considered ie gimulation. The lower boundary
conditions such as sea surface temperatures (SSTs) anckseare simulated externally
by an AOGCM based on the SRES Alb GHG scenario and then gredan the SCN2d
simulation.

5.4.2 Preparation of EMAC-FUB input

Output from EMAC-FUB from four Arctic winters (1960/1961999/2000, 2049/2050,
2099/2100) and four Antarctic winters (1961, 2000, 205@] a0600) were used in this
study. Because the SWIFT model is designed to capture keggses in the polar stratos-
phere, the model fit-coefficients are not expected to be tepexdent; all time dependence
is captured through the year-to-year change€liy FAS and FFAP. Theoretically, the
SWIFT fit-coefficients should be traceable to fundamentath® chemistry such as reac-
tion rate coefficients and/or photolysis coefficients.
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To calculate the vortex averages of the key chemical spetitsned from EMAC-FUB,
first the location of the vortex edge must be determined. Iemturpose, wind fields were
extracted from EMAC-FUB simulations and potential votyqiPV) fields were calculated
from the required EMAC-FUB output and provided by M. KunzetiBwind and PV fields
were used to calculate the location of the vortex edge byyampthe method described in
Nash et al. (1996) and Appendix A. On days when the vortexexX¥/ values demarcating
the vortex edge are determined. These daily values weraasattulate the yearly median
PV value demarcating the vortex edge for each winter. Thwetmedian PV values for
the Arctic and Antarctic winters are summarized in Table T Hese values are not dissi-
milar to those calculated from for the observations, intiingathat EMAC-FUB generates
a dynamical vortex of realistic area. To quantify the seakewolution of all trace gases,
the area weighted mean within the given median PV contouradeaiting the vortex edge
is calculated for each species. Furthermore, similar tootyeervationsf'AS and FAP
values were also derived based on the location of the vodge.eThe temperature fields
required for the calculation of AP were also extracted from EMAC-FUB and provided
by M. Kunze.

Fit-coefficient Year median PV [PVU]
Arctic 1960/1961 29.3
1999/2000 35.4
2049/2050 33.2
2099/2100 29.7
Antarctic 1961 -32.1
2000 -33.5
2050 -32.4
2100 -30.4

Table 5.4: Calculated median vortex edge potential vayti@n PV units) as derived from
EMAC-FUB model output.

5.4.3 Fitting the HNO3 equation

When applying SWIFT to the EMAC-FUB output, the same assionptare made as for
the observations. As shown below, known model deficiencieg atimes lead to a break-
down in these assumptions which complicates the fitting olFSWo the model output.
As was done with the observations, the fit-coefficients desqg the efficiency of the deni-
trification within EMAC-FUB are first derived by applying SWT to the vortex averaged
concentrations oHNOs,. As in the case of the observations, the EMAC-FUB vortex ave-
rage trace gases are divided by the values given in Table pfotuce time series that have
a normalized initial value. The SWIFT model is initialized the first day when PSCs are



5.4 Application of SWIFT to EMAC-FUB 149

formed, i.e. wherF’ AP is greater than zero. The resultant SWIFT fits for the fourafctic
and Arctic winters are shown in Figure 5.6 and Figure 5. eesvely. The corresponding
fit-coefficients are summarized in Table 5.6.

Year scale factofINOs;,
Arctic | 1960/1961 9.88
1999/2000 9.72
2049/2050 10.25
2099/2100 9.77
Antarctic 1961 8.67
2000 8.87
2050 8.95
2100 7.60

Table 5.5: Scale factors applied to EMAC-FUB modell&dO3, concentrations.

Year E Yy zz
Arctic | 1960/1961| 0.037| 0.18 | 1.0
1999/2000/ 0.014| 0.00 | 1.0
2049/2050 0.088| 0.26 | 0.98
2099/2100} 0.011] 0.00 | 1.0
Antarctic 1961 0.037| 0.38 | 0.92
2000 0.063| 0.50 | 0.84
2050 0.014| 0.006| 0.65
2100 0.012| 0.00 | 0.57

Table 5.6: Scale factors as applied to EMAC-FUB modeligdO;, concentrations to be
comparable to SWIFT model output.

The fit-coefficients show clear interannual variability.Ww&ver, as cautioned above, a more
meaningful assessment of the degree of agreement betwe#drTSité to two different
systems is whether the fit-coefficients derived from onessystan provide an adequate fit
when applied in the second system. To this end, the fit-coeftic derived from reality
(see Table 5.2) for the Antarctic and Arctic were used in tMAAE-FUB HNO; tendency
equations to generate the time series shown with red dastesdih Figure 5.6 and Figure
5.7, respectively. The quality of the Arctic fits is compraenl by the fact that this version
of the EMAC-FUB simulation contained a bug in the PSC codei¢tvinas subsequently
been fixed) which resulted in no PSCs forming in the Arctiatstsphere (see further dis-
cussion below). The Arctic fits are therefore excluded frbm tiscussion. In spite of the
fact that the same bug was present in the code used to sin8&ts in the Antarctic, using
the HNOj fit-coefficients derived from reality for EMAC-FUB in the Aanftctic results in
broadly similar behaviour in 1961 and 2000, and very sinbknaviour in 2050 and 2100.
This suggests that EMAC-FUB shows a seasonal evolutiongpgaséiNO; that is quite
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consistent with that found in reality. A test with outputritdahe revised version of EMAC-
FUB is expected to lead to even better agreement betweerighe fi

The Antarctic lower stratospheric temperatures modelle&RIAC-FUB are sufficiently
low that more than half of the polar vortex is covered by PS@sabout 4 months in
every winter of the analysis period. The EMAC-FUBNO3, concentrations show a steep
increase in the first weeks of the winter. This increase isgarein all four winters and indi-
cates that the denoxification is not completed by the beggaf the winter and/or vertical
transport within the polar vortex provides a sourceHd¥O;,. Therefore, the production
of HNOj3, is greater than the uptake BNO;, onto PSC particles. When the polar vortex is
denoxified, PSC particles take BNOs, and its concentration rapidly decreases. Once the
F AP values maximize, the steep decline changes to a more medkratease iliINO;, .
Even when temperatures increase and PSCs evapHpa(e; does not increase but rather
levels off at a constant value. Due to the large PSC extenttieg from the EMAC-FUB
temperatures, and the high uptake ratél®¥fOs,, a high rate of denitrification (between
60% and 80%) is simulated by SWIFT. Furthermore, for the kst winters (1961 and
2000)HNO3, and totalHNO3 simulated by SWIFT are nearly the same which is also re-
presented in the empirical fit-parameter

It is not expected that SWIFT should perfectly fit tH&O3, concentrations modelled by
EMAC-FUB as the microphysical processes are so complex@aa included in SWIFT
(see above). However, the steep increase at the beginnthg wfinter needs further inves-
tigation. The next step would be to extract tRe, data from the CCM simulation. The
NO, data from EMAC-FUB are readily available and so extendirggathalysis in this way
can be done in a future study. If the vortex average conasortraf NO, is greater than
zero, the polar vortex is not completely denoxified. Durimdgp night, the production of
HNO3, primarily occurs via the heterogeneous reaction on aedrsplets {1,50,/H,0
solutions):

N2O5(g) + HyO(s,1) — 2 x HNO3(g) (R8)

Reaction R8 is very fast and has no strong temperature depeadPeter, 1997). The-
refore, this reaction provides a very effective way to p@tiNO3 as the gas-phase
conversion ofNO, to HNOs, is very slow (Brasseur and Solomon, 2005). Therefore, if
for example, aerosol surfaces within EMAC-FUB are too spaadlincomplete denoxifica-
tion at the beginning of the winter can result. Another rea®o incomplete conversion of
nitrogen species intANO3, could be that the reaction rates for the heterogeneous shemi
try are too slow or the modelled temperatures are too higthaahe uptake oH,O onto
sulfate aerosold{,S0,) and therefore reaction R8 are delayed. If EMAC-FUB shows th
the vortex average concentrationsMd,, are not zero at the beginning of the winter, this
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would indicate that one of the processes discussed abowee et represented in EMAC-
FUB.

One solution to this problem would be to us®), = NO, + HNOj instead ofHNO3,

to fit the equation in SWIFT. As one assumption in SWIFT is tlaiNO, is in HNO;
the fit-coefficients derived from the observations wouldtilecomparable with the coeffi-
cients derived from EMAC-FUB data. This correction shoulchanate the steep increase
in HNO3, at the beginning of the winter (Figure 5.6). If, however, toetex is completely
denoxified at 460 K, this would suggest that vertical tramspmvides a source fdiNOs,
and, depending on the diabatic descent rate in the modslsthirce can cause the steep
increase iINO3, as shown in Figure 5.6. If the latter is the case, an addititemen ac-
counting for diabatic descent needs to be included in SWt-that this source afiNO;,

is considered. Without any further investigation it is nosgpible to judge which process
within EMAC-FUB is causing the increase HiNO3,. As a result, the denitrification pro-
cess is difficult to quantify and it is very difficult to intengt the derived fit-coefficients and
to compare these coefficient to the observations.

EMAC-FUB simulates much higher temperatures in the lowatgspheric in the Northern
Hemisphere compared to the Southern Hemisphere, so that R8Cs are formed in the
Arctic winters. For all four Arctic wintersf"AP values stay below 0.5 and the variation
in theseF AP values is higher than in the Antarctic as a result of the mgreachically
variable Arctic vortex. The smaller extent of PSCs affebtsdenitrification in the Arctic
as lesdINOg, is taken up by PSCs particles. The overall rate of denittiboas reduced
compared to the Antarctic and SWIFT models a reductioHNf); total between 15 and
30%. The further decreaselifiNO3, after PSCs evaporate indicates the losHN0;, due
to photolysis (reaction R4) or due to vertical transporidaghe polar vortex. For all Arc-
tic winters, the concentration #fNO;, simulated by SWIFT is identical to that for total
HNOs. This result is somewhat surprising and is investigatethéirrbelow.

As in the Antarctic,HNO3, concentrations increase at the beginning of each wintee. Th
increase is not as steep as in the Antarctic but the incrass place over a longer period.
The differences in the slope of th&NO;, increase indicates that the denoxification pro-
cess is not completed in the Arctic and Antarctic at the bagu of the winter. If vertical
transport would cause that increase, it would be expectddhk gradient is greater in the
dynamically more disturbed Arctic vortex, as the diabatsaknt rates are greater there
than in the Antarctic (Rosenfield et al., 1994).

As indicated from the results presented above, one possibke for the increase HINO3,
is the incorrect representation of lower stratospherignature fields in EMAC-FUB. Ho-



152

A semi-empirical diagnosis of polar chemistry

(=) (=)
) g = -
~ S N 8
L L
o g A
-~ o = =
£ L. © £ >
2 a3 =
Q 1 Z
=] > B -
e -ZOE kst
8 8 @}
c . £ »
< '8< o
Q
1%}
2 %
%)
<
= [ _
< E;
_
=
s 3
[} >
&
= >
g <
ps <
— oy 0 o T = O
cC o Cc o o o o o
° =
© g 8 ©
D [ S~ | ()
e = N Q
- -
o 9 @ -
-~ Qe >
£ [ )
3 - H Z
o z2 o -
B B 15}
o | Z © o}
g - 8 =
c 5 € ~
< o « Q
| A
g ]
%)
L <
% [ _
< E;
_
=)
s 3
= >
5
= >
g ->~. _H
i £ 4 &
— Y ® N Y v 0 N = O — 3 ® & © wvn ¥ n AN — O
o oCc o o o o o C o Cc o o o o o
SJTUN SATJR[SI SJTUN SAIJR[RI

Figure 5.6: Modelled vortex averagiiNO3, concentrations from EMAC-FUB (black sym-
bols) compared to SWIFT modelled concentrationBEdNiO3, (red solid line) andINO;(t)
(green line) for the Antarctic winters 1961, 2000, 2050 ah@® The dashed red line pre-
sents the SWIFT modelledN O3, using the fit-coefficients derived from the observations.
The blue line indicate$’ A P values calculated from EMAC-FUB temperature fields.
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Figure 5.7: Modelled vortex averagENO3, concentrations from EMAC-FUB (black sym-
bols) compared to simulated concentration$ldfO3, (red solid line) andINO;(t) (green
line) from SWIFT for the Arctic winters 1960/1961, 1999/20@049/2050 and 2099/2100.
It should be noted that SWIFT modell&iNO;, is identical to SWIFT modelletINOs; to-
tal and therefore the red and green lines overlap. The dasldihe presents the SWIFT
modelledHNOs3, using the fit-coefficients derived from the observations.e Blue line
indicatesF’ AP values calculated from EMAC-FUB temperature fields.
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wever, this possibility seems to be very unlikely as #hé&P values used here were derived
from the EMAC-FUB temperature fields. A rather more likelyspibility is that the PSC
formation temperature in EMAC-FUB is different from the fioation temperature used
here. If, for example, a lower PSC formation temperaturesisduin EMAC-FUB than
in SWIFT, the heterogenous chemistry would start earlieBWIFT than it does in the
EMAC-FUB model as SWIFT producesAP earlier than EMAC-FUB. As a result, the
simulated evolution of the trace gas species would not agrethe evolution simulated
by EMAC-FUB. Even more so, the derived fit-coefficients wooddreduced solely because
of the lower PSC formation temperature in EMAC-FUB and tlaald lead to a incorrect
interpretation of the key processes in the CCM. As a diffeRSC formation temperature is
not uncommon in CCMs because of known temperature biasedifi@dnt microphysical
schemes, this possible cause of uncertainties has to baleoed when applying SWIFT
to CCMs.

BesidesHNO3,, EMAC-FUB also providesINO3(nat) data which represents the amount
of the totalHN O3 taken up into PSC particles. It transpired that EMAC-FUB wid pro-
duce any, or only very littlelHN O3 (nat) in the Arctic winter 1960/1961 and 1999/2000, and
even in the Antarctic, thEENO3(nat) concentrations were very low. This result strongty in
dicates that the PSC formation temperature in EMAC-FUB vgelothan the temperature
threshold used to calculateéA P here. It was later found that an error in the PSC subroutine
in EMAC-FUB caused deficiencies in the simulation of PSC fation, because even if the
simulated temperatures were very low, no PSCs were forméds could be one expla-
nation for why EMAC-FUBHNO3, increases at the beginning of the winter, as shown in
Figure 5.6 and Figure 5.7.

The results presented above show that SWIFT is not direpihfiGable to EMAC-FUB
output. Some behaviour issues such as the diBép; increase at the beginning of the
Antarctic and Arctic winter need further detailed inveatign and additional model output
to find the actual causes for that increase. Furthermoraguke example of differences
in the PSC formation temperature between EMAC-FUB and SWARas shown that it
is very likely that model deficiencies will affect the SWIF&lculations. SWIFT does not
account for any model deficiencies and therefore furtheeldgwment is required to apply
SWIFT to CCM output. The issues mentioned above need to lodveskfirst, before the
rest of the parameters can be determined because otheraoseeat assessment of the re-
sults is not possible. As a result, EMAC-FUB output was netu® derive the remaining
7 parameters. Instead, an outlook for future work is presemt the following section.
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5.5 Conclusion and Outlook

The main differences between CCM simulations of the atmexsplnd the real atmos-
phere result from internal model deficiencies. The CCMVdiative focusses on process-
oriented validation of CCMs to assess their performancerelmability. A comparison of
CCM model output with observations and other models all@esiification of model defi-
ciencies. Therefore, while model deficiencies are ofterwknahey are also often difficult
to quantify. SWIFT, as it stands, does not accommodate amehueficiencies. Therefore,
if SWIFT applied to CCM output produces different resultsSSMVIFT applied to observa-
tions, it is difficult to identify if the differences resultdm a dynamical deficiency, which
may then violate some of the assumptions in SWIFT, or fromnaibility of the CCM to
accurately simulate the chemical process under considerafhis section will provide a
general discussion of where CCMs, in general, currentlglstnort-comings and how these
might be problematic for the application of SWIFT.

As reported in SPARC-CCMVal (2010), large differences agn@CMs exist regarding
PSC formation, PSC types, and PSC patrticle sizes. Traditioithe PSC formation tem-
perature,l'’y 47, is calculated according to Hanson and Mauersberger (1&288)3epends
on HNO3; mixing ratios,H,O mixing ratios and pressure, whilg . is calculated accor-
ding to Marti and Mauersberger (1993). However, due to knpalar temperature biases
(SPARC-CCMVal, 2010) it is not uncommon that PSC formatiemperatures deviate
from the formation temperature calculated by applying tkgressions given in Hanson
and Mauersberger (1988) and Marti and Mauersberger (1993LCiMs. The PSC forma-
tion temperature used to calculated P in SWIFT was calculated based on Hanson and
Mauersberger (1988) using a prescriliégdd and HNO; profile. Using a PSC formation
temperature in SWIFT that is different to that used in CCMmketo an incorrect repre-
sentation of the chemical processes as the timing of cldaattivation and deactivation
depends on the occurrence of PSCs. Therefore, before ag@WIFT to CCM output,
the PSC formation temperature used in the CCM needs to berktmveliably assess the
processes in CCMs.

SWIFT, as is stands, does not account for any productiddM®; as it is assumed that
the polar vortex is denoxified at the beginning of the SWIFtegnation. Only denitri-
fication can changéINOj concentrations in SWIFT. However, it is known tHaNO; is
transported downward by diabatic descent in the polar x¢&enold et al., 1998). Diabatic
heating rates and therefore the vertical velocity in thapebrtex varies among the CCMs.
As a result, the degree to whi¢hiNO; is transported vertically depends on the CCM. To
account forHNO3 production in SWIFT, the CCM modelled diabatic descentsateould
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be included in thedNO3; equation as it was done for ozone in this chapter. Another ad-
vantage of implementing the diabatic descent is that itnalfor the investigation of the
processes leading to &NOj3 increase at the beginning of the winter, i.e. it could be save
tigated if theHNOj increase results from an incomplete denoxification at tiygnioéng of

the winter or if theHN O3 increase is caused by vertical transport across isentsopiaces.

In applying SWIFT to observations, it is assumed that thenraasses inside the vortex
are well isolated from mid latitude air masses and horizanging is negligible. However,
as shown in the study by Austin et al. (2010b), in some CCMsngimacross the vortex
edge occurs and is usually too high. Therefore, applyingFsWb CCM output without
accounting for horizontal mixing processes can result iruaderestimation of catalytic
ozone depletion as mixing across the vortex edge providesiee/sink for trace gases.
Without accounting for mixing, one could conclude that tleg processes leading to chlo-
rine activation and deactivation are not well representethé CCM. To prevent such an
incorrect conclusion, horizontal mixing needs to be ineldich SWIFT before it can be ap-
plied to CCMs. One possible solution could be to determirecttincentration of the trace
gas outside of the polar vortex. Knowing the trace gas canagon inside the vortex and
outside, an additional ‘mixing parametéi/ could be introduced in SWIFT:

(TraceGasipsiqge — TraceGasougside) * M (5.13)

SWIFT would model the trace gas concentration inside théexaaind the concentration
outside the vortex is assumed to be constahis a empirical fit-coefficient accounting for
meridional mixing. Including this term (equation 5.13)arthe SWIFT equations would
provide a measure of how much mixing across the vortex edgasm CCMs and to what
extent mixing affects the chemical processes could be atton Future tests are required
to investigate the applicability of such an additional tennSWIFT.

The ability of SWIFT to simulate the key chemical processgesling to chlorine activation
and deactivation was demonstrated in this chapter. As tiresesses are well represented,
SWIFT simulated the Antarctic and Arctic evolution of ozovery well. To investigate
the applicability of SWIFT as a diagnostic tool to evaludtemical processes in CCMs,
further development of the SWIFT equations, and an assesgsvh@ossible model defi-
ciencies that affect the polar ozone chemistry in CCMs, gsiired. Accounting for model
deficiencies in SWIFT and then applying SWIFT to CCM outputigionot only provide

a tool to assess the representation of key chemical pracesstng ozone depletion but
it would also provide a tool to quantify the effect of modefidencies on chemical pro-
cesses driving ozone depletion. Therefore, possible sdasthe inaccurate representation
of polar ozone loss in CCMs can be assessed by applying SVWSIETM output. Knowing
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which process is poorly represented in CCMs or knowing tfecebf model deficiencies
on polar ozone chemistry, is a first step to improve the CCMs.






Chapter 6
Conclusion and Outlook

The aim of this thesis was to assess sources of uncertaimtesdel simulations of polar
stratospheric ozone levels and model projections of thedudf the Antarctic ozone hole.
This thesis focussed on three sources of uncertainty grisom: (i) uncertainties in key
kinetic reaction rates used by CCMs to calculate ozone tlepldii) uncertainties in future
emissions of GHGs and (iii) uncertainties in the repredentaof key processes, such as
chlorine activation and deactivation, driving polar ozadegletion in CCMs. Ground-based
and satellite-based measurements of key trace gaseseavoivpolar ozone destruction
were used to investigate these uncertainties.

To reliably model stratospheric ozone loss it is essertiagétiuce the uncertainties on the
key kinetic parameters governing the effectiveness of(il{@-dimer cycle (Kawa et al.,
2009) which is the most important contributor to overallggadzone loss (SPARC, 2009).
Using Antarctic day-timé&’10 profile measurements, this thesis presented two approaches
to derive the key kinetic parameters which control the daetpartitioning ofC10 and its
dimer and therefore polar ozone depletion. It was foundttiaterived//k ratios are in
overall agreement with previous studies and the resulisaiel that the lower uncertainty
range on this ratio recommended by JPL0O6 and JPLO9 coulddhed®d. Furthermore, the
results suggest that i, lies in the range of the derived values from previous stuges
Plenge et al., 2005; Stimpfle et al., 2004; Santee et al.,)2@1€h the retrieved /£ ratio
would lie in the upper half of the given uncertainty rangeoréed by JPLO6 and JPL0O9. As
the study was limited by the information content providedhsyC1O measurements, since
only day-time measurements were available, is was notiplessi individually quantify./
andk;.

To explore the full set of parameters,(k;, and K.,) individually, additional informa-
tion is required such as day-time and night-time measurerenwell as hourly measu-
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rements describing the diurnal evolution@iO during the day and night. This highlights
the importance of developing an approach to separatelacxthe day-time and night-
time information from measuredlO spectra. Such an approach requires finding a way to
remove baseline artefacts, and most importantly, to rentlosenterference of the ozone
and nitrogen dioxide lines in the measur@€) spectrum. Such an approach is currently
under investigation (Brian Connor, personal communicgtand therefore, if successful,
day-time and night-tim€10 measurements can be used in a future study to investigate the
drivers of day-time and night-time partitioning 6O andCIOOCI individually.

Day-time and night-tim&’10 measurements from the Arctic and Antarctic would allow
an investigation of interhemispheric differences in tfe@iveness of th€’10-dimer cycle
for depleting ozone. The Arctic vortex is dynamically motistdrbed than its southern
counterpart resulting, on average, in about 10 K highetagpderic temperatures than in
the Antarctic. The kinetic reaction ratesandk’,, are known to be temperature dependent;
an increase in temperature results in a decreagg,ine. a slowing of the dimer forma-
tion, and therefore a decreasehn,, i.e. CIOOCI decomposes andlO is favored during
night-time. Therefore, using Arctic and Antarctic nightté measurements &flO to de-
rive estimates of<,, could reveal information about the temperature dependehtiee
equilibrium constant and could reduce the current uncestaange onk,,. Furthermore,
the analysis of day-time Arctic and Antarctic measurementS10 tests theJ/k, ratio
temperature dependence (assuminig well know) and its implication for the effective-
ness of theC10 dimer cycle. Using”10 measurements from both the Arctic and Antarctic
can therefore be used to derive estimates of the relatiprimstiveen temperature and the
effectiveness of th€10-dimer cycle in both hemispheres.

Most of the field studies recently performed to investigat kinetics of theClO-dimer
cycle focussed oR’10 and/or CIOOCI measurements made in the Arctic. The study pre
sented here highlights the need for more studies examihankdy kinetic parameters under
stratospheric conditions observed in the Antarctic. It wlaswn previously that CIOOCI
measurements can be made in the Arctic stratosphere (Stietpdl., 2004; Wetzel et al.,
2010) and that these measurements provide a useful adthticl) measurement to test
the reliability of theJ/k, ratio andk., derived in the laboratory. Therefore, in addition
to AntarcticClIO measurements, Antarctic measurement€16iOCI1 would provide use-
ful means of investigating interhemispheric differenay] to reduce the uncertainties on
the kinetics, and to improve our understanding of@h®-dimer cycle and its effectiveness.

CIO and its dimer are in thermal equilibrium during most of thg-time and night-time
and the day-time partitioning betwe€fO and CIOOCI is then driven by thé/k, ratio.
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Only for a few hours after sunrise and a few hours after sysetC10 and CIOOCI in
non-equilibrium conditions and it is during this time of thay when information about
andk; individually can be obtained. This highlights the need foisitu and/or ground-
based measurements during this non-equilibrium periodgbthe fidelity of the kinetics
separately. The ability to extract hour§iO profiles without subtracting the night-time
measurement is a prerequisite for investigatirandk; during this non-equilibrium condi-
tion betweerClO and its dimer. The use of satellite measurements (e.g. frABRIIMLS,
AURA-MLS) is precluded for such a study as the overpass ot#tellite is limited to two
times a day which does not necessarily coincide with duskdameh.

Another technique to assess our understanding of polaricheéprocesses and their role
in ozone depletion is to formulate a semi-empirical modat ttescribes these processes.
This thesis presented such a semi-empirical model, SWH&K, describes the key pro-
cesses of chlorine activation and deactivation in the psii@tosphere. Instead of using
kinetic reactions rates, empirical fit-coefficients weredithat describe the effectiveness of
the chemical reactions driving ozone destruction in thetidrand Antarctic. This model
was trained on satellite measurements of key trace gasas@avin chlorine activation and
deactivation. It was shown that SWIFT describes the theg@iaesses and the resultant
ozone loss well, including the interhemispheric differehof chlorine deactivation at the
end of the winter.

Knowing that SWIFT correctly describes the atmosphericesses driving polar ozone
chemistry, this thesis aimed to test the applicability ofIESWas a diagnostic tool for in-
vestigating the representation of these key processesuplax chemistry-climate models
(CCMs). However, when applying SWIFT to CCM output, a numbkrssues were re-
vealed which complicated the application of SWIFT. CCMslarewn to have deficiencies
such as excessive mixing across the vortex edge. The fotionlef SWIFT does not ea-
sily accommodate such model deficiencies. Dynamical defi@s in the CCM, which
may then violate some of the fundamental assumptions in SV8kEch as large mixing
across the vortex edge), may prevent the use of SWIFT toifgexttemical deficiencies.
This thesis showed that to use SWIFT as a diagnostic tooitiaddl terms have to be
incorporated in the SWIFT equations which account for CCNictencies. SWIFT could
then provide a powerful tool not only to assess the chemicalgsses represented in CCMs
but also to quantify the contribution of model deficiencie$ite overall performance of the
key processes controlling ozone depletion in CCMs. Therpneary results presented here
suggest that with further development SWIFT can provideagoful diagnostic tool for
assessing and validating CCMs.
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Another source of uncertainty in projections of ozone tigtothe 21' century is that that

arises from GHG and ozone depleting substance emissionarsze As the atmosphere-
ocean general circulation models (AOGCMSs) currently usegdroject future changes in
the global climate system are not suitable for assessinfyithiee evolution of stratospheric
ozone and an alternative approach, complementary to CChs,presented in this the-
sis. This approach consists of semi-empirical models teatiibe the evolution of vortex
average activated chlorine concentrations that can beecketa the vortex average evolu-
tion of total column ozone loss, with respect to 1960 levelshe Antarctic stratosphere.
The models are driven by vortex averaged PSC coverage,dhdie calculated from any
temperature field, and by solar illumination. Using NCEPARCtemperature fields, these
models were trained on satellite measurements. It was stimatithe semi-empirical mo-

dels reproduce the observations of activated chlorine athe loss well including the

interannual variability.

Future ozone projections were conducted for three difte@AG emissions scenarios
where the corresponding temperature trends were extréciedthe output of a state-of-
the-art AOGCM, HadCM3. The semi-empirical models togethigh a temperature time
series that includes the simulated temperature trendsnedtdrom HadCM3, were then
employed to simulate the future evolution of activated gh and ozone loss averaged
over a constant vortex area for the period 2010 to 2100. 108@t&Carlo simulations were
performed for each GHG emissions scenario to account faaléity in the future tempera-
ture fields. It was found that using the modelled temperatered from HadCM3, Antarctic
ozone returns to 1980 levels about 20 years earlier tHaneturns to 1980 levels. Further-
more, ozone return dates derived here were about 25 ye#ies #zan previously suggested
by various CCM studies (Austin et al., 2010a; Eyring et @1@a). It was shown that the
primary cause for the early return can be traced back to tissing temperatureozone
feedback in HadCM3. The results presented here show thheiteamperature-ozone
feedback is broken, the return dates of Antarctic ozone stohc levels (i.e. 1980 and
1960) are largely independent of GHG emissions. Indepdrafehe GHG emissions sce-
nario, the increase in stratospheric temperatures duecteasing ozone overwhelms the
cooling effect of enhanced GHGs within HadCM3. However,lestemperature-ozone
feedback is not accounted for in HadCM3, the GHG-inducestaspheric cooling cannot
affect ozone, i.e. no matter how cold the stratosphere eiltge to enhanced GHGs, ozone
increases further as it was calculated off-line and in Ha@@ibne changes are unaffected
by changes in temperature. In CCMs, on the other hand, theeterture-~ozone feedback
is included. Therefore, GHG-induced cooling affects ozaademperature, as lower tem-
peratures results in more PSCs and therefore more chlartivatgon. In CCM simulations
the ozone is kept longer at lower values due to that tempexatozone feedback and the-
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refore ozone returns to historic levels 25 years. Based esethesults, it can be concluded
that to reliably project the future of the stratosphericreeztayer and to assess the changes
in stratospheric ozone due to changes in GHGs, the temperatizone feedback has to be
included in model simulations.

The results of this thesis emphasis the importance of th@eesture~ozone feedback
when projecting the future evolution of stratospheric azdhthe feedback is broken then
reliable ozone projections cannot be conducted and thenrefuozone to historical levels
cannot be precisely estimated. AGCMs do not include the ézatpre-+ozone feedback
and neither does the semi-empirical model presented heasedBon the study presented
here, extending the functionality of an AOGCM to have sonpeesentation of polar stra-
tospheric chemistry, through the use of a semi-empiricallehthat takes the AOGCM
temperature fields as input does not solve the tempekatozene feedback problem. Ho-
wever, coupling the semi-empirical model to an AOGCM in sachay that both models
run parallel so that the temperature fields from the AOGCMaltihe polar ozone chemis-
try, and then in turn the derived ozone radiatively forceanges in temperature, would
provide a powerful tool to conduct accurate simulationshef future evolution of stratos-
pheric ozone. The AOGCM generates temperature fields basdgmnamical and radiative
processes as well as trace gas concentrations which piiopideto the semi-empirical mo-
dels. The semi-empirical model then generates ozone fieldi$eeds them back into the
AOGCM. The AOGCM used these ozone fields in the next time stg@herate new tem-
perature fields. This semi-empirical model and AOGCM cauplivould provide a tool to
assess the uncertainties in ozone projections due to anuess in future GHG emissions.
Furthermore, this coupling could also be used to investigia¢ contribution of existing
uncertainties in the emissions of ozone depleting substatathe overall uncertainty in
0zone projections.

Projections of future ozone changes by employing the senpitgcal model presented in
this thesis is only applicable in the Antarctic stratosphero apply the model in the dy-
namically more disturbed Arctic stratosphere, additideaahs would have to be included.
Expanding the applicability of the semi-empirical modeisthie Arctic would provide a
tool to examine the interhemispheric differences in thenez@turn dates. Furthermore, it
would allow an assessment of interhemispheric differemtéise sensitivity of the ozone
return dates to enhanced GHGs, i.e. the question ‘Do GHGs dngveater influence on the
evolution of stratospheric ozone in the dynamically digaar Arctic than in the Antarctic?’
could be addressed.
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This thesis, further, emphasizes the importance of atnegpimeasurements of trace gases.
Atmospheric measurements are essential and useful touestuarent understanding of
chemical key reactions driving polar ozone loss but alswvétuate the performance of nu-
merical models. Especially long-term measurements aigepadsable for addressing key
questions in stratospheric ozone behaviour over the lasites.



Appendix A

A.1 Potential temperature

The potential temperature of an air parcel is defined as tingdeature that a parcel of
dry air at pressure and temperaturd” would have if it were adiabatically compressed
or expanded to a standard pressuy€1013 hPa). Potential temperature can be calculated
using:

0=T. (%)i (A1)

whereR is the gas constant for dry air anglis the specific heat at constant pressure. For
dry airR/c, is 0.286. Surfaces of constant potential temperature teeed to as isentropic
surfaces. The potential temperature is a conserved qudotiadiabatic motions and air
parcels following the motion move along an isentropic stefésurface of constany.

A.2 Potential vorticity and calculation of equivalent lati-
tude

Potential vorticity (PV) is an important diagnostic took fetratospheric dynamical pro-
cesses. One use is used to describe the location of the pmt@xvedge (see below).
Potential vorticity is the sum of the curl of the wind field (tioity) and the planetary vor-

ticity (also known as the Coriolis parameter) due to Easthatation multiplied by vertical

‘stretching’ or horizonal compression (‘shrinking’) of air column and is written as:

06

PVZ—Q'(erCo)‘a—p

(A.2)

whereg is the acceleration due to gravity afid= 2€Q2sin¢ is the Coriolis parameter where

Qv is the angular velocity of the Earth amdis the latitude.(y = §2 — §“ is the vertical
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component of the curl of the wind field (relative vorticityh @ given isentropic surface
whereu andv are the zonal- and meridional wind components, respeytiFelrther,g—z 5
change potential temperatu® (vith respect to pressuye

In the absence of friction in an adiabatic flow potential \ty is a conserved quantity.
Because the Coriolis parameter increases with latitudeoi®®n isentropic surface in the
stratosphere generally increases from the equator to tlee gde PV value is normally
negative in the south and positive in the north.

Potential vorticity is usually quoted in potential vorticunits (PVU), where

K -m?
s-kg

1PVU =10"° (A.3)

Because PV is a dynamically quasi-conserved property dcdtime@sphere, lines of constant
PV tend to follow dynamical structures in the atmospheresréfore, a PV can be used to
define a new dynamically sensitive coordinate viz; equivalatitude (see below). Using
the equivalent latitude as meridional coordinate givegptiiar vortex-centered view (Nash
et al., 1996; Butchart and Remsberg, 1986), i.e. equivéditiides are zonally symmetric
arranged around the pole. As equivalent latitude is a usgfahtity in describing vortex
behaviour, the calculation of equivalent latitude is digsad in the following.

A.3 Equivalent latitude

Equivalent latituded. ) is defined as the geographic latitude that encloses the asraas

a PV contour. The equivalent latitude is derived from antisgnc potential vorticity PV
field. The calculation of, is performed separately for the northern and southern hemis
phere.

To derive thep, for the northern or southern hemisphere, the maximum andmim PV

values for the chosen hemisphere are first determined. Tiye detween the maximum
and minimum value is divided into 100 PV values, equally splaso that the first PV value
corresponds to the minimum and the hundredth PV value qoonets to the maximum. For
every PV contour of those 100 PV values, the geographical emelosed by each contour
is calculated (hereafter referred todsy,, for 1 < ¢ < 100 ). Starting, for example, at the
equator, for every grid box (latitude/longitude) with am@aponding PV value, the area of
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this box is calculated.

2m x E% x [sin(SLat) — sin(NLat)]
NumLong

Agridboa} - (A4)
whereFE is the radius of the earth (6371000 ri),at is the latitude of the southerly boun-
dary andNLat is the latitude of the northerly boundary in radiad&umLong is the total
number of longitudes of the underlaying PV field which deeod the horizontal resolu-
tion of the PV field.

The PV value of the grid box is attributed to one of the 100 PWes (referred to a$).

For example, if the PV value of that grid box corresponds ®1@th value of the 100 PV
values, i.e.i=10, then the calculated area of that grid box is added toréwee enclosed by
the 10th PV contour, i.e. the area is addeddta,,, and to all lower order (the cell area
is added toApy, to Apy,,. This is done for every grid box between in the hemisphere,
resulting in PV contours with a corresponding area. The eoe@sponding to the first PV
value (minimum) should be the area of the whole hemisphedetaaarea corresponding
to the last PV value (maximum) should be zero. The equivdéittide can be calculated
from these calculated areas by applying:

APVZ'
);

¢e(i) = arCSin(l — m

(A.5)
whereApy, is the calculated area enclosed by ttfePV value of the total 100 PV values.
This process results in 100 equivalent latitudes (from 009 Borresponding to 100 PV
values. The potential vorticity versus equivalent latgéud shown in Figure A.1. The
location of the highest horizontal gradient of PV can be wsedn indicator for the location
of the vortex edge (see below). The transformation fromwtedimensional geographical
grid (longitude/latitude) to one dimension equivalenttlate has the advantage that the
area enclosed by the equivalent latitude is conserve@woly dynamical structures. As a
result, for a fixed geographical location, the equivaletitilde changes with time.
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Figure A.1: Schematic of potential vorticity versus eqlevd latitude (red line) together
with the meridional impermeability (blue line). The location of the polar vortex edge is
located at the maximum of.

A.4 Using equivalent latitude to define the vortex edge

The boundary of the polar vortex and mid-latitude air is caded by the position of the
strong horizontal gradient of PV on an isentropic surfacée Vortex edge can be cal-
culated by employing the method described in Nash et al.g19®irst, the meridional

impermeability ) is calculated:

dPV
K= iy X |v| (A.6)
Where% is the potential vorticity gradient with respect to equérdllatitude and is the

horizontal wind speed on a given potential temperaturesarfThe wind speed is averaged
along each PV contour.

The value ofk is a measure of the strength of the barrier to horizontal mgixLow values
of x indicate regions of high meridional mixing, while high vekiofx indicate regions
of high impermeability and low meridional mixing. The loiat of the dynamical vortex
edge can then be determined by finding the maximum @figure A.1)

Calculatingx for every day of the Antarctic or Arctic winter period and ehining the
daily maximums can also be used to estimate the longevity of the vortex.dritfitarctic
winter, if the daily maximum is greater than 10% of the winter's maximumthen the
polar vortex is assumed to exists (Bodeker et al., 2005).h&sArctic vortex is dynami-
cally more variable than the Antarctic vortex, the thredhaiterion for vortex existence
was increased to 20% of the winter maximum
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Abbreviations

ACE-FTS Atmospheric Chemistry Experiment - Fourier Transf Spectrometer

AGCM
AOGCM
BDC
CCM
CCMval
CFCs
CGCM
CMIP
DU
ECMWF
EESC
FAP
FAS
GHG
HALOE
IUPAC
IPCC
JPL
MLS
NCAR
NCEP
NDACC
NIWA
oDS
PCMDI
ppb
ppm

ppt
PSC

PV

Atmospheric general circulation model
Atmosphere-ocean general circulation model
Brewer Dobson Circulation
Coupled chemistry-climate model
Chemistry-climate model validation activity
Chlorofluorocarbons
Coupled general circulation model
Coupled Model Intercomparison Project
Dobson unit
European Centre for Medium-Range Weather Forecasts
Equivalent effective stratospheric chlorine
Fractional area of the vortex covered by polar strategpitiouds
Fractional area of the polar vortex that is exposed tdigtun
Greenhouse gas
Halogen Limb Occultation Experiment
International Union of Pure Applied Chemistry
Intergovernmental Panel on Climate Change
Jet Propulsion Laboratory
Microwave Limb Sounder
National Center for Atmospheric Research
National Centers for Environmental Prediction
Network for the Detection of Atmospheric Compositiéhange
National Institute of Water and Atmospheric Research
Ozone-depleting substance
Program for Climate Model Diagnostics and Intercongzm
part per billion = 10°
part per million = 10°
part per trillion = 102
Polar stratospheric cloud
Potential vorticity



SST
SRES
SWIFT
SZA
UARS
uv
WCPR
WMO
WOuDC

sea surface temperature

Special Report on Emissions Scenarios
Semi-empirical Weighted Iterative Fit Technique
Solar zenith angle

Upper Atmosphere Research Satellite
Ultraviolet

World Climate Research Programme

World Meteorological Organization

World Ozone and Ultraviolet Data Center
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