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Abstract

Questions of the relationship between human perception and brain activity can be approached
from different perspectives: in the first, the brain is mainly regarded as a recipient and proces-
sor of sensory data. The corresponding research objective is to establish mappings of neural ac-
tivity patterns and external stimuli. Alternatively, the brain can be regarded as a self-organized
dynamical system, whose constantly changing state affects how incoming sensory signals are
processed and perceived. 

The research reported in this thesis can chiefly be located in the second framework, and in-
vestigates the relationship between oscillatory brain activity and the perception of ambiguous
stimuli. Oscillations are here considered as a mechanism for the formation of transient neural
assemblies, which allows efficient information transfer. While the relevance of activity in dis-
tinct frequency bands for  auditory and audiovisual  perception is  well  established,  different
functional architectures of sensory integration can be derived from the literature. This disserta-
tion therefore aims to further clarify the role of oscillatory activity in the integration of sen-
sory signals towards unified perceptual objects, using illusion paradigms as tools of study.

In study 1, we investigate the role of low frequency power modulations and phase align-
ment in auditory object formation. We provide evidence that auditory restoration is associated
with a power reduction, while the registration of an additional object is reflected by an in-
crease in phase locking. In study 2, we analyze oscillatory power as a predictor of auditory in-
fluence on visual perception in the sound-induced flash illusion. We find that increased beta-/
gamma-band power over occipitotemporal electrodes shortly before stimulus onset predicts
the illusion, suggesting a facilitation of processing in polymodal circuits. In study 3, we address
the question of whether visual influence on auditory perception in the ventriloquist illusion is
reflected in primary sensory or higher-order areas. We establish an association between re-
duced theta-band power in mediofrontal areas and the occurrence of illusion, which indicates a
top-down influence on sensory decision-making. These findings broaden our understanding of
the functional relevance of neural oscillations by showing that different processing modes,
which are reflected in specific spatiotemporal activity patterns, operate in different instances of
sensory integration.
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Zusammenfassung

Fragen nach dem Zusammenhang zwischen menschlicher Wahrnehmung und Hirnaktivität
können  aus  verschiedenen  Perspektiven  adressiert  werden:  in  der  einen  wird  das  Gehirn
hauptsächlich als Empfänger und Verarbeiter von sensorischen Daten angesehen. Das entspre-
chende Forschungsziel wäre eine Zuordnung von neuronalen Aktivitätsmustern zu externen
Reizen. Dieser Sichtweise gegenüber steht ein Ansatz, der das Gehirn als selbstorganisiertes
dynamisches System begreift, dessen sich ständig verändernder Zustand die Verarbeitung und
Wahrnehmung von sensorischen Signalen beeinflusst.

Die Arbeiten, die in dieser Dissertation zusammengefasst sind,  können vor allem in der
zweitgenannten Forschungsrichtung verortet werden, und untersuchen den Zusammenhang
zwischen oszillatorischer Hirnaktivität und der Wahrnehmung von mehrdeutigen Stimuli. Os-
zillationen werden hier als ein Mechanismus für die Formation von transienten neuronalen
Zusammenschlüssen angesehen, der effizienten Informationstransfer ermöglicht. Obwohl die
Relevanz von Aktivität in verschiedenen Frequenzbändern für auditorische und audiovisuelle
Wahrnehmung gut  belegt  ist,  können verschiedene funktionelle  Architekturen der sensori-
schen Integration aus der Literatur abgeleitet werden. Das Ziel dieser Dissertation ist deshalb
eine Präzisierung der Rolle oszillatorischer Aktivität bei der Integration von sensorischen Si-
gnalen zu einheitlichen Wahrnehmungsobjekten mittels der Nutzung von Illusionsparadigmen.

In der ersten Studie untersuchen wir die Rolle von Leistung und Phasenanpassung in niedri-
gen Frequenzbändern bei der Formation von auditorischen Objekten. Wir zeigen, dass die Wie-
derherstellung von Tönen mit einer Reduktion der Leistung zusammenhängt, während die Re-
gistrierung eines zusätzlichen Objekts durch einen erhöhten Phasenangleich widergespiegelt
wird. In der zweiten Studie analysieren wir oszillatorische Leistung als Prädiktor von auditori-
schem Einfluss auf visuelle Wahrnehmung in der sound-induced flash illusion. Wir stellen fest,
dass erhöhte Beta-/Gamma-Band Leistung über occipitotemporalen Elektroden kurz vor der
Reizdarbietung das Auftreten der Illusion vorhersagt, was auf eine Begünstigung der Verarbei-
tung in polymodalen Arealen hinweist. In der dritten Studie widmen wir uns der Frage, ob ein
visueller Einfluss auf auditorische Wahrnehmung in der ventriloquist illusion sich in primären
sensorischen oder übergeordneten Arealen widerspiegelt. Wir weisen einen Zusammenhang
von reduzierter Theta-Band Leistung in mediofrontalen Arealen und dem Auftreten der Illusi-
on nach, was einen  top-down Einfluss auf sensorische Entscheidungsprozesse anzeigt. Diese
Befunde erweitern unser Verständnis der funktionellen Bedeutung neuronaler Oszillationen,
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indem sie aufzeigen, dass verschiedene Verarbeitungsmodi, die sich in spezifischen räumlich-
zeitlichen Aktivitätsmustern spiegeln, in verschiedenen Phänomenen von sensorischer Integra-
tion wirksam sind.
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Abbreviations

BOLD blood-oxygen-level-dependent
EEG electroencephalography
ERP event-related potential
fMRI functional magnetic resonance imaging
GABA gamma-Aminobutyric acid
ITC inter-trial coherence
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1 Introduction

Research on the neural foundations of perception has long operated in a framework where the
brain reacts to external stimuli and then further processes these inputs, constructing increas-
ingly complex representations that underlie generalized recognition (DeYoe & Van Essen, 1988;
Riesenhuber & Poggio, 1999). However, there is now extensive evidence that neural activity is
not a mere consequence of sensory input, but can have an influence on how that input is pro-
cessed. An example for this notion of the brain always being in dynamic exchange with its en-
vironment is presented by predictive coding theories (Clark, 2013; Rao & Ballard, 1999), where
higher-order areas constantly generate predictions about lower-order neural activity elicited
by perceptual objects, and the predictions are calibrated using the available sensory evidence.
In much simpler terms, the activation pattern of neural ensembles at a given point in time may
have an influence on how incoming signals are processed (Arieli et al., 1996), an idea already
advanced by Hebb (1949, p. 7). The research in this thesis is inspired by the idea that ongoing,
rhythmic activity in the brain reflects network states that are closely linked to the integration
and segregation of sensory processing streams, and ultimately to the coherent representation
and conscious awareness of one's environment. Oscillations are here regarded as a functional
organization principle of brain activity that supports effective information transfer between
neural populations, and thereby the routing, filtering, and reverberation of sensory data, as
well as the implementation of predictions and mental imagery. Hence, it can be hypothesized
that oscillations reflect or even determine the subjective experience in a given sensory situa-
tion. The studies reported here investigate this hypothesis by exploring the relationship be-
tween specific spatiotemporal patterns of neural oscillatory activity and the perception of am-
biguous stimuli.

In the course of this introduction, I will first provide a brief overview of the generation
mechanisms, measurement, and analysis of cortical oscillations. I will then discuss their rele-
vance for efficient neuronal communication and the resulting implications for sensory process-
ing. Afterwards, I will review the functional roles of oscillations in distinct frequency bands,
especially in the context of auditory, visual and audiovisual perception. Subsequently, I will
summarize the literature on auditory perception and multisensory integration on the backdrop
of the conducted experiments. I will thereby develop a methodological and theoretical frame-
work where the empirical studies of this dissertation are embedded. Finally, I will derive the
aims of this dissertation from the discussed literature.
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1.1 The generation and measurement of neural oscillations

In this section, I will briefly summarize the generation of the signals measured in electroen-
cephalography (EEG),  following a  recent  review by Buzsáki,  Anastassiou and Koch  (2012).
Ionic processes at neuronal membranes result in current flows in the surrounding brain vol-
ume. At any given location, a voltage potential can then be measured with respect to a refer -
ence. Due to the conductance of the intracranial, skull and scalp tissues, these potentials can
also be measured on the level of the head surface via EEG. The measured signal depends on the
magnitude, sign, orientation, spatial density and temporal synchrony of the sources, and on the
conductivities of the intermediate tissues. It decreases with distance between measured source
and recorded site and is  subject  to spatial  averaging.  Therefore,  in contrast  to intracranial
methods, the EEG has no identifiable relationship with neuronal firing rates in the underlying
tissues, but mainly reflects current flows along spatially aligned apical dendrites of cortical
neurons. These current flows are due to synchronous postsynaptic potentials. Thus, there are
spatial and temporal constraints on the activity that is measurable with EEG. As I will outline
in more detail below, the synchrony of neuronal activity has a close relationship with network
oscillations, and these oscillations constitute the focus of the research performed in this thesis.
But what are the building blocks of temporally coordinated neural activity?

On the level of connected single neurons, the generation of oscillations can be ascribed to
certain properties of ion channels  (Llinas,  1988).  These properties allow networks or single
neurons to act as pacemakers (i.e. they generate oscillations) or resonators (i.e. they preferen-
tially respond to and maintain activity at a given frequency). Resonance can arise from a com-
bination of low- and highpass filtering at the levels of membrane and voltage-gated ion chan-
nels, respectively (Hutcheon & Yarom, 2000). For instance, many interneurons have resonator
properties in the gamma-band (Bartos et al., 2007), likely supporting binding and segregation
of neuronal assemblies. Oscillations at high frequencies are also supported by direct electrical
coupling via gap junctions (Draguhn et al., 1998). 

The field oscillations measured in EEG do not directly depend on individual firing rates, but
emerge on the population level. Moving to the level of minimal network configurations capa-
ble of generating oscillations, there are excitatory-excitatory, inhibitory-inhibitory, and excita-
tory-inhibitory networks. The terms of excitation and inhibition refer to the depolarization and
hyperpolarization of the postsynaptic neuronal membrane, resulting from the release of the
neurotransmitters glutamate and gamma-Aminobutyric acid (GABA) from the presynapse and
their binding to postsynaptic receptors, respectively. Although intuitively capable of generat-
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ing oscillatory dynamics, a mechanism of mutual excitation cannot generate robust fast oscilla-
tions due to the slow time constant of glutamatergic decay (Wang, 2010). Reciprocal inhibition
in a network of GABAergic interneurons, on the other hand, has been shown to produce syn-
chronized responses in a wide frequency range, depending on the external input strength and
synaptic weights (Wang & Buzsáki, 1996). This is due to a coupling by slow synapses leading to
simultaneous inhibition and firing cycles. Another network mechanism for the generation of
synchronous oscillations consists in feedback loops of excitatory populations with strong and
delayed inhibition. Here, excitatory neurons slowly activate inhibitory ones, which eventually
decrease population firing, leading to decreased self-inhibition, which then drives population
activity up again (Wang, 2010). 
The signals measured in EEG reflect the activity of much more complex networks than the
minimal configurations described above. They represent changes in the relative level of mem-
brane depolarization in large numbers of neurons, with artifactual muscle activity and external
noise superimposed. To increase signal-to-noise ratio, EEG data has traditionally been ana-
lyzed by averaging the time courses, time locked to events of interest, across trials of a particu-
lar experimental condition. This results in condition-specific waveforms called event-related
potentials (ERPs) that can be statistically compared  (Luck, 2014). However, some researchers
consider ERPs to arise from a phase reset of ongoing oscillations, rather than from the activa-
tion of previously idling neurons by external input (Makeig et al., 2002; Sauseng et al., 2007;
but see Mazaheri & Jensen, 2006). This idea is in line with the notion that the brain state at the
time of stimulus onset has an effect on further processing. More importantly, there is an im-
plicit assumption in ERP analyses that external stimuli evoke activity in a phase-locked man-
ner. Any activity that is non-phase-locked or occurs in the prestimulus baseline is considered
random variation to be averaged out. However, the perspective taken here is that seemingly
random variation should be regarded as an effect of self-organized activity, which reflects cur-
rent or past network states. Therefore, non-phase-locked responses and the prestimulus period
may contain meaningful information that is not captured by ERP analyses, and investigating
the brain states that predispose or ensue variability in perception may provide insights into
necessary conditions for the phenomena of interest. An analysis method more suitable to this
perspective is the transformation of time-series data to the frequency domain, thereby preserv-
ing sensitivity  to  non-phase-locked  oscillatory  components  (Makeig  et  al.,  2004).  Different
properties of the oscillation such as the amplitude in specific bands, or the phase relationships
across trials or locations can then be related to cognitive processes.
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1.2 The functional relevance of neural oscillations

On a fundamental level, oscillations can be employed to integrate and segregate neural infor-
mation flows, as well as provide a framework for the temporal ordering of perception and ac -
tion. In terms of purely physiological limitations, without taking into account functional ques-
tions, oscillations play an important role in effective signaling along neural pathways. In com-
plex networks, the timing of events plays a crucial role for further processing. A small number
or irregular timing of incoming excitatory postsynaptic potentials does usually not suffice to
discharge a target neuron,  but the temporal coordination of input results in increased effi-
ciency (König et al., 1996). Oscillations offer a mechanism to modulate both the firing rates of
neurons in the network and the excitability of the postsynaptic side via the membrane poten-
tial. On the level of single neurons, this idea is supported by in vitro results which showed that
the phase of subthreshold membrane oscillations affect  the further processing of incoming
synaptic potentials and ultimately the output, thereby creating temporal windows of informa-
tion transfer (Lampl & Yarom, 1993). Generally, the integration window is determined by the
time within which a postsynaptic potential returns to baseline, which is in turn affected by
previous input and therefore by the network activity. On the level of populations, the temporal
windows of integration are determined by the excitatory states of ongoing oscillations. Slow
oscillations have longer integration windows, which makes them suitable for the recruitment
of larger populations because they are less limited by conductance speed, while faster oscilla-
tions are thought to integrate information more locally (Buzsáki, 2006). Harris et al. (2003) pro-
posed that the optimal time window for neural synchrony and communication falls together
with the period of the gamma oscillation and matches the time window for synaptic plasticity.
As a general framework about the consequences of oscillations for neuronal communication,
Fries  (2005, 2015) advanced the communication-through-coherence hypothesis, which states
that oscillations constitute excitability changes that affect the output and the sensitivity to in-
put of neuronal assemblies.  Consequently, Womelsdorf et al.  (2007) experimentally demon-
strated a dependence of mutual influence between neuronal groups on the ongoing phase in
the gamma-band.

These considerations lead to the question of the functional relevance of efficient information
routing in neural networks. A fundamental problem where the importance becomes obvious is
the binding problem, which can be stated as follows: at a given point in time, a large number of
stimuli are processed by the sensory systems. A single visual object elicits activity in different
brain areas specialized e.g. for shape, color and movement processing. These activity patterns
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have to be bound together to coherently represent the object, and this process has to take place
for many objects simultaneously and track changes of the visual scene. The problem can be ex-
tended to include the binding of information from different sensory modalities (see section
1.5.3), and the matching of sensory and motor activity in decision-making  (Roelfsema et al.,
1997). Traditionally, the binding of different stimulus features has been assumed to be accom-
plished by a feed-forward hierarchical processing scheme, where features are bound by up-
stream neurons. While this model is well supported for basic visual features (Hubel & Wiesel,
1968), it is difficult to reconcile with the abundance of feedback pathways in the brain and
faces other problems such as single points of failure. An elegant solution to the binding prob-
lem is provided by synchronization: the necessary neural assemblies can be formed by tempo-
rally coherent activity. The temporal coincidence of signals provides a tag for perceptual bind-
ing or integration, while signals that diverge in time are segregated. This “temporal binding”,
or “binding by synchronization” hypothesis was first fully formulated by von der Malsburg
(1981), experimentally corroborated by the research group of Singer (Gray et al., 1989; for re-
view see Singer, 1999; Singer & Gray, 1995), and informed later theories such as communica-
tion-through-coherence (Fries, 2005, 2015). The simultaneous, parallel and distributed process-
ing mode postulated by these authors also allows rapid engagement and is therefore well-
suited for dynamic environments. One corollary of the binding by synchronization hypothesis
is that the temporal organization of neural activity is crucial for perception, and therefore,
electrophysiological methods with sufficient temporal resolution are necessary to shed light on
the relevant mechanisms. 

Related to the binding problem is the question how high-level sensory objects are repre-
sented in the brain, since there is a near infinite combination of basic sensory properties in the
external world. This again poses a problem for hierarchical accounts. Admittedly, Quiroga et al.
(2005) demonstrated the selective activation of single neurons by different pictures and the
written name of individuals, which exemplifies a sparse coding scheme. Notwithstanding, the
representation of high-level perceptual objects can likely not be accomplished by a finite num-
ber of single neurons in general. The problem can be more readily solved by population coding,
where properties are represented by patterns of network activation, which are instantiated by
oscillations. Oscillations therefore provide a flexible neural architecture for the representation
of perceptual objects. However, although a discussion of the evidence contradicting the tempo-
ral binding hypothesis is beyond the scope of this introduction, I want to point out that it is not
without critics (see e.g. Shadlen & Movshon, 1999).
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In an influential review, Engel and colleagues (2001) discuss the role of oscillations in top-
down processing. Building on the temporal binding hypothesis, they consider the evidence for
a dynamicist account of top-down processing, where larger-scale dynamics reflecting atten-
tion, expectations or predictions about the sensory environment can influence local neuronal
activity. Here, internally generated activity is thought to carry templates of expected patterns
against which afferent sensory information is matched, thus relating to the central ideas of pre-
dictive coding (Rao & Ballard, 1999). The sensitivity to specific input patterns could then be in-
creased by coordinated excitability changes across the network. This idea is supported by evi-
dence  for  attentional  modulation  of  synchronized  firing  (Steinmetz  et  al.,  2000) and  ex-
pectancy-related increase of blood-oxygen-level-dependent (BOLD) signals in extrastriate areas
(Kastner et al., 1999).

Based on these considerations, it becomes clear that a general function of oscillations con-
sists in the dynamic formation of neural assemblies. The resulting functional network topology
determines how information is transferred along existing anatomical pathways, thereby affect-
ing if processing occurs locally or is spread to other brain regions. According to Varela et al.
(2001), the large-scale integration of distributed neural processing is accomplished by transient
phase synchronization between involved assemblies,  which results in metastable activation
states. In recent years, the temporal correlation patterns in resting state electrophysiological
data have been used to characterize functional networks that show a good spatial agreement
with those derived from functional magnetic resonance imaging (fMRI) data  (Brookes et al.,
2011). Furthermore, the fluctuation patterns of oscillatory power across the brain can be lever-
aged to identify frequency-specific network hubs (Hipp et al., 2012). 

1.3 A functional taxonomy of EEG oscillations

As described above, oscillations are assumed to fulfill important functions in terms of effective
neural signaling, integration and segregation of sensory input, top-down modulation of pro-
cessing, and the formation of neural networks. These functions are supported by oscillations in
distinct  frequency  bands,  which  are  discernible  in  electrophysiological  measurements.  The
long-term spectrum of neural activity is characterized by a 1/f power density, which can be ob-
served at small and large spatial scales and across species, and is likely composed by a spa-
tiotemporal integration of various local oscillators (Buzsáki, 2006). On shorter time scales, tran-
sient deviations in spectral power can occur, from which an inference on neural processes rele-
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vant for perception is possible. Although the exact spectral range of individual bands is a mat-
ter of debate, the EEG spectrum is usually separated into Delta (1-3 Hz), Theta (4-7 Hz), Alpha
(8-12 Hz), Beta (12-30 Hz), and Gamma (30-100 Hz) frequency bands. A similar spectral classifi-
cation can be formed by linear progression on a natural logarithmic scale (Buzsáki & Draguhn,
2004). I now turn to the question which modulations in specific frequency bands of cortical os-
cillations have been shown to be associated with functions that are relevant in the context of
this thesis, progressing from lower to higher frequencies. My account of a functional taxonomy
will necessarily be condensed and exclude some areas such as long-term memory (Axmacher et
al., 2006), sleep (Siapas & Wilson, 1998), motor function (Pfurtscheller & Lopes da Silva, 1999)
and psychiatric disorders (Uhlhaas & Singer, 2006).

1.3.1 Delta and Theta

Oscillations in the delta- and theta-band in auditory cortex play a critical role in aligning time
windows of optimal neural excitability with the envelope of incoming speech signals, which
have a similar temporal structure. They thereby support parsing of the auditory input stream
(Doelling et al., 2014; Giraud & Poeppel, 2012). These findings relate to the general idea that the
entrainment of slow oscillations can serve as a selection mechanism for rhythmical input in
different sensory modalities, affecting local processing (as reflected by increased gamma-band
power) and behavioral response speed (Lakatos et al., 2008). Moreover, slow oscillations in sen-
sory areas could implement a temporal prediction mechanism for regular stimuli (Arnal & Gi-
raud, 2012). Going beyond immediate sensory processing, Theta oscillations that originate in
the frontal cortex are assumed to reflect canonical computations relevant for executive func-
tions such as cognitive control and action monitoring (Cavanagh & Frank, 2014). An increase
in frontal theta power can consistently be observed for novel stimuli, response and stimulus
conflicts, and behavioral errors (Cavanagh et al., 2012). Theta modulations can be observed dur-
ing working memory retention (Raghavachari et al., 2001; Sarnthein et al., 1998), and they in-
dex task demands such as memory load (Jensen & Tesche, 2002) and interference during the
Stroop task (Hanslmayr et al., 2008).
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1.3.2 Alpha

An increase of alpha-band activity over occipital cortex when the eyes are closed has been ob-
served in pioneering EEG studies (Adrian & Matthews, 1934; Berger, 1929) and has first been
associated with a state of neural idling (Pfurtscheller et al., 1996). More recently, this passive
notion of the role of alpha has been amended by a more active one, where alpha reflects the
functional inhibition of neural populations. This view is supported by studies reporting an in-
crease of alpha power when the retrieval of information is suppressed, when responses are
withheld, or when sensory processing is inhibited by top-down control (Klimesch et al., 2007).
Similarly, alpha activity is lower over the occipital cortex contralateral to visually attended lo-
cations  (Worden et al., 2000), and the interhemispheric alpha balance in attention tasks pre-
dicts the detection of lateral targets (Thut et al., 2006). This attention-indexing role of alpha can
also be observed in intersensory paradigms, where alpha is higher over occipital cortex when
attention is directed to the auditory compared to the visual modality (Foxe et al., 1998). Based
on these findings, Jensen and Mazaheri (2010) proposed that alpha activity reflects the gating
of information by an inhibition of task-irrelevant populations. This gating mechanism is as-
sumed to operate in a phase-dependent manner, with cycles of decreased excitability providing
transient inhibition windows for sensory processing. Accordingly, the phase of ongoing alpha
oscillations in occipital areas around stimulus onset predicts whether participants can detect
upcoming visual stimuli that are masked or near the perceptual threshold (Busch et al., 2009;
Mathewson et al., 2009). Furthermore, modulations of alpha activity have been associated with
visual, auditory and multisensory illusions, where perception differs from physical stimulus
properties (Lange et al., 2014). A common theme in the literature is that alpha power is inter-
preted to be inversely related with excitability, which accordingly affects stimulus processing.

1.3.3 Beta

Moving up the spectrum, activity in the beta-band is thought to signal the maintenance of the
current sensorimotor or cognitive set and the dominance of top-down influence over the pro-
cessing of novel sensory input (Engel & Fries, 2010). This view was recently extended by sug-
gesting that beta-band mediated population activity supports the formation and reactivation of
content-specific representations of sensory input that is relevant to the current task (Spitzer &
Haegens, 2017). One example for this are correlates of working memory that are independent
of the sensory modality (Spitzer et al., 2014). Oscillations in the beta-band likely underlie the
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dynamic formation of connections between different cortical areas that are necessary for sen-
sorimotor integration, supramodal representations and top-down modulations (Brovelli et al.,
2004; Gross et al., 2004; von Stein et al., 1999). Therefore, beta-band activity has been proposed
to be a signature of canonical computations in these contexts, which require large-scale neu-
ronal interactions (Siegel et al., 2012).

1.3.4 Gamma

As mentioned previously, oscillations in higher frequency bands such as gamma have been
demonstrated to reflect local cortical processing and subserve the binding of different stimulus
features. In the visual cortex, neurons within a cortical column respond to optimally oriented
stimuli with synchronized oscillatory activity around 40 Hz (Gray & Singer, 1989). Moreover,
responses in the gamma range between spatially separated cortical columns are synchronized
when the  populations  have  similar  orientation preferences,  leading to  the  conclusion that
higher-order stimulus properties such as contour are encoded by the temporal coherence of
gamma-band activity  (Gray et  al.,  1989).  More generally,  gamma-band synchronization has
been proposed to be a mechanism for the construction of object representations from sensory
input and the activation of representations through top-down modulation  (Tallon-Baudry et
al., 1997; Tallon-Baudry & Bertrand, 1999). A modulation of gamma-band responses by atten-
tion has been demonstrated in the auditory (Tiitinen et al., 1993) and visual modalities (Fries et
al.,  2001), likely subserving an amplification of processing for behaviorally relevant stimuli.
Furthermore, gamma-band synchronization correlates with perceptual awareness in paradigms
employing binocular rivalry (Fries et al., 1997), ambiguous pictures (Rodriguez et al., 1999), or
near-threshold stimuli  (Melloni et al.,  2007). These findings have led to the hypothesis that
gamma synchrony might be a necessary condition for conscious perception, although some
studies have demonstrated consciousness in the absence of gamma and vice versa (Koch et al.,
2016).

1.3.5 Interactions across the spectrum

In the literature discussed so far, the modulation of oscillatory activity in single frequency
bands is often interpreted to mediate specific functions relevant for perception and cognition.
However,  there  is  extensive evidence that  complex relations of  nested activity  and phase-
power interactions across the spectrum are prevalent in the measured signals.
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Different ranges of oscillatory activity can simultaneously be observed in the brain, reflect-
ing the spatial scale of integration, from local gamma-mediated processing to long-range theta-
mediated top-down influences (von Stein & Sarnthein, 2000). Similarly, Donner & Siegel (2011)
propose a framework of gamma-band activity as a signature of local encoding and beta activity
as a marker of integrative function. For top-down modulations to exert their influence on local
processing, some mechanism of interaction must exist. In the macaque auditory cortex, a hier-
archy of nested interactions has been demonstrated: delta phase modulates theta amplitude
and theta phase modulates gamma amplitude (Lakatos, 2005). Taking into account that sound
onsets can reset delta oscillations, this hierarchy offers an effective way to align windows of
excitability with naturally occurring sounds.  The spatial  pattern of  coupling between theta
phase and gamma amplitude, such that gamma oscillations occur at the trough of the theta
wave, depends on the behavioral task, thus indicating that transient cross-frequency coupling
supports the flexible control of cognitive operations  (Canolty et al., 2006). Another proposed
function for a theta-gamma code is the ordered representation of multi-item information (Lis-
man & Jensen, 2013). A phase-power relationship across the layers of striate cortex has also
been reported, with alpha phase in deeper layers modulating gamma power in granular and su-
perficial layers (Spaak et al., 2012).

With regards to relationships between concurrent oscillatory activity in distinct bands and
the direction of inter-areal information flow, Bastos et al (2015) showed that feedforward influ-
ences in macaques' visual areas occur in the theta- and gamma-bands, while feedback commu-
nication occurs in the beta-band. Interestingly, top-down influence has been shown to enhance
subsequent bottom-up responses in the same bands (Richter et al., 2017). Homologue areas in
the human brain exhibit a similar pattern of directed interactions, with dominant feedforward
information flow in the gamma-band and feedback in the alpha- and beta-bands (Michalareas
et al., 2016). For auditory areas, again a similar interplay has been demonstrated, with low-fre-
quency phase modulating gamma power (Fontolan et al., 2014). This organization may also be
related to layer-specific spectral profiles of oscillatory activity reflecting differences in laminar
connectivity (Buffalo et al., 2011; van Kerkoerle et al., 2014), and constitute an architecture for
predictive coding (Arnal & Giraud, 2012).
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1.4 Auditory object perception

The first study in this dissertation employed the auditory continuity illusion, where the percep-
tion of an interruption in an amplitude-modulated sound depends on the spectral characteris-
tics of a superimposed mask (Warren et al., 1972). In this paradigm, the auditory system has to
perform an analysis of object boundaries to determine the continuity of  sounds.  The third
study employed the ventriloquist illusion, where the location of visual stimuli affects location
judgments of concurrently presented sounds (Bruns, 2019; Choe et al., 1975). Therefore, I will
briefly summarize relevant literature on auditory perception with a focus on object processing
in primary auditory cortex and higher areas.

Sounds can generally be described in terms of pitch, intensity, duration, location and timbre.
These features are encoded and analyzed by the auditory system to define and segregate per-
ceptual objects, likely on the basis of constructing sound images with time and frequency di-
mensions (Griffiths & Warren, 2004). The transformation of auditory signals, characterized by a
temporal modulation of air pressure, to a frequency-specific code happens on the level of the
cochlea, which is sensitive to high frequencies near the base and low frequencies at the apex.
This tonotopic organization is preserved along the peripheral auditory system and can be re-
vealed at the level of primary auditory cortex using magnetoencephalography (MEG) and fMRI
(Romani et al., 1982; Talavage et al., 2004). An important sound property that assists in parsing
auditory input into separate objects is amplitude modulation, which is also preserved along the
auditory pathway and can entrain synchronized activity in primary auditory cortex (Joris et al.,
2004). Similarly, short sounds presented at different rates, and longer sounds modulated by am-
plitude or frequency, elicit a steady state response at different stages of the auditory neuraxis,
with the largest responses at lower frequencies and around 40 Hz (Picton et al., 2003). Based on
electrophysiological evidence, Näätänen & Winkler (1999) argued that primary auditory cortex
is the first analysis stage where complete stimulus representations, which are accessible to
conscious perception and top-down modulation, emerge. The planum temporale, located poste-
rior to Heschl's  gyrus,  is  assumed to serve as  a  computational  hub for  analyzing complex
sounds, segregating the complex acoustic world into spectrotemporal patterns and matching
them with learned representations  (Griffiths & Warren, 2002). Although differences between
auditory and visual object perception exist with regards to the accessibility of overlaid objects,
there  seems  to  be  an  analogous  organization  of  downstream  processing  into  "what"  and
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"where"  pathways  (Kubovy  &  Van  Valkenburg,  2001).  In  the  auditory  system,  the  spatial
stream originates in caudal auditory areas and projects to parietal cortex (Rauschecker & Tian,
2000). 

1.5 Principles of audiovisual interactions

While perception has long been investigated under the assumption of modularity (if only for
methodological limitations), recent research in the field of multisensory integration has em-
phasized the occurrence of diverse interactions between different sensory modalities (Shimojo
& Shams, 2001). These can take the form of a crossmodal influence from visual information on
auditory perception, such as in the ventriloquist illusion. An inverse influence can be observed
in the sound-induced flash illusion (SIFI), the paradigm employed in the second study of this
thesis, where the number of perceived flashes is affected by concurrently presented sounds
(Shams et al., 2000). Another prominent example is the McGurk illusion, where discrepant au-
diovisual speech can even result in a percept that is qualitatively different from both unisen-
sory signals (McGurk & MacDonald, 1976). I will now outline the literature on multisensory in-
teractions, divided into sections on principles and models, anatomical foundations, and oscilla-
tory mechanisms, although these different aspects are often intertwined in practice.

1.5.1 Principles and models

Different theoretical principles have been proposed to explain the occurrence and characteris-
tics of audiovisual interactions  (Welch & Warren, 1980). The "modality precision" hypothesis
states that the modality with higher acuity dominates in multisensory perception, explaining
visual bias in localization tasks such as the ventriloquist illusion. According to the somewhat
similar "modality appropriateness" hypothesis, not the precision, but the suitability of a given
sensory modality for perceptual judgment in a given context determines the direction of influ-
ence. For instance, the dominance of audition in the temporal rate perception of discrepant au-
diovisual streams is attributed to its better suitability for such tasks (Welch et al., 1986). Welch
& Warren (1980) lastly propose a model of intersensory bias that emphasizes the tendency to
perceive in a way that is congruent with a single external cause, mediated by attentional fac-
tors, stimulus and task properties. Linked to this idea are approaches that formulate probabilis-
tic models of perception based on cue reliability under the assumption of a single cause. In this
framework, multisensory illusions are not considered to be a flawed perceptual judgment, but
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the result of an optimal joint estimate of noisy multimodal information. When the variance as-
sociated with unisensory visual and tactile object size estimates is used to construct a model of
maximum-likelihood integration, this model arrives at similar multimodal perceptual decisions
as human subjects, including a dominance of the more reliable modality (Ernst & Banks, 2002).
Similarly, the ventriloquist effect can be modeled in terms of an optimal weighing of auditory
and visual signals according to their localization variance (Alais & Burr, 2004); and perception
of the SIFI is also consistent with optimal cue combination, albeit not necessarily assuming a
single source (Shams, Ma, et al., 2005). This framework hints at the importance of multisensory
processing in integrating complementary, but noisy information about external events to mini-
mize uncertainty. Taking this approach one step further, recent studies have started to eluci-
date how humans infer the causal structure of sensory events using Bayesian models that take
into account different possible stimulus constellations underlying the sensory data (Körding et
al., 2007). These models infer whether heteromodal signals have a common cause and accord-
ingly predict if and how signals are combined, with a better fit to human performance than
previous models. By combining Bayesian model estimates and fMRI data using multivariate de-
coding techniques, the representations of different assumptions about the causal structure of
sensory signals can be localized in the brain, allowing the identification of processing hierar-
chies (Rohe & Noppeney, 2015). Similar approaches have been applied to M/EEG data to addi-
tionally delineate the temporal dynamics of causal inference (Aller & Noppeney, 2019; Cao et
al., 2019; Rohe et al., 2019).

1.5.2 Anatomical foundations

The sketched computations underlying audiovisual interactions pose the question of anatomi-
cal substrates. Furthermore, basic principles of integration have also been inferred from the
characteristics of associated neural activity patterns. I will now summarize the evidence related
to these aspects, which has been gained from anatomical tracing, single cell and neuroimaging
studies. Classically, multisensory integration has been conceptualized in terms of hierarchical
stages, with a feedforward convergence of unisensory pathways in multimodal areas after ini-
tial sensory-specific processing. One prominent example is the superior temporal sulcus, where
pathways from primary sensory areas converge (Jones & Powell, 1970), and which is often im-
plicated in the processing of audiovisual stimuli, especially speech (Calvert & Thesen, 2004).
This area shows a patchy organization of subregions responding to different modalities, consis-
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tent with the organization of homologue areas in nonhuman primates, and possibly allowing
joint processing in intermittent patches (Beauchamp, 2005; Beauchamp et al., 2004). Another
example are intraparietal regions, which are associated with the integration of multimodal spa-
tial signals (Andersen et al., 1997). Some of these areas have initially been delineated based on
conjunction analyses of unimodal activation maps (Lewis et al., 2000), although this approach
does not reveal areas exhibiting superadditive responses, which are often regarded as a marker
of a true integration process. This property, also termed “multisensory enhancement”, can be
identified by computing differences in the magnitude of multimodal responses to the sum of
the respective unisensory responses (Stanford & Stein, 2007). 

Regarding subcortical structures, single cell studies have established responses to hetero-
modal stimuli already on the level of superior colliculus (Meredith & Stein, 1983). The response
properties of neurons observed in these studies were instrumental in establishing principles of
multisensory integration like the spatial and temporal rules, which postulate that the congru-
ence of audiovisual stimuli determines the neural response magnitude (King & Palmer, 1985).
The importance of temporal coincidence has been underlined in a recent study, where many
aspects of human multisensory perception could be replicated by a simple correlation detector
model (Parise & Ernst, 2016), and also applies to crossmodal influence, which is constrained by
spatial  and temporal  factors (Sekuler et al.,  1997; Shams et al.,  2002; Slutsky & Recanzone,
2001). Another important principle first established in superior colliculus neurons is that of in-
verse effectiveness, which states that bimodal response enhancement is largest when weak uni-
modal stimuli are used that elicit small responses in isolation (Meredith & Stein, 1986). The va-
lidity  of  this  principle  has  also  been  corroborated  using  other  methods  such  as  ERPs
(Senkowski et al., 2011).

Recent reviews have compiled evidence for integrative processing in primary or early sen-
sory areas as opposed to later convergence (Driver & Noesselt,  2008; Kayser & Logothetis,
2007; Schroeder & Foxe, 2005). Based on the wealth of studies that show sensitivity of ostensi-
bly sensory-specific areas to heteromodal input, Ghazanfar & Schroeder (2006) have called for
a reconsideration of the notion that sensory processing ever occurs independently, and formu-
lated the provocative hypothesis that neocortical processing is fundamentally multisensory in
nature. They argue that this is the most efficient organization for a unified representation of
the external world, given that cognitive development and everyday perception are multisen-
sory. Murray et al. (2016) reviewed the evidence limited to the question if primary visual cortex
can be considered multisensory and arrived at a positive conclusion. Supporting this idea on
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the anatomical level, Falchier et al. (2002) found direct connections from auditory to striate vis-
ual areas. Using fMRI, Calvert et al. (1997) demonstrated that watching lip movements is suffi-
cient to activate auditory cortex, and Kayser et al. (2007) showed a modulation of caudal audi-
tory areas by visual input. ERP studies have adduced the early temporal scale of effects to sub-
stantiate claims that modality-specific processing is crossmodally influenced (Giard & Peron-
net, 1999; Molholm et al., 2002). However, as Cappe et al. (2010) noted, early ERP modulations
in response to audiovisual stimuli may more closely reflect distinct source configurations that
include higher-order areas,  than changes of unisensory response amplitudes.  This indicates
that some heteromodal responses in primary areas can also be attributed to feedback from mul-
tisensory areas.

Notwithstanding the compelling evidence that processing in primary sensory areas can be
influenced by input from other modalities, Driver & Noesselt (2008) suggest that functional
specialization is still the prevalent cortical organization principle because most areas exhibit a
preference for certain modalities or combinations thereof. Furthermore, subregions of primary
sensory areas may differ in their connectivity and sensitivity to heteromodal input; and the
mechanisms of ostensible multisensory influence are often unspecified. For instance, nonspe-
cific  changes  in  arousal,  orienting  responses,  modulations  and  driving  of  heteromodal  re-
sponses have to be distinguished. In their view, the organization of multisensory processing
could plausibly be conceived as one of parallel processing streams interacting already at early
stages.

1.5.3 Oscillatory mechanisms

Substantiating the idea that crossmodal influence can affect primary sensory areas, a number
of studies have suggested this can be achieved by an oscillatory phase-reset: Lakatos et al.
(2007) showed that somatosensory input phase-resets ongoing oscillations in the auditory cor-
tex of macaques, such that concurrent auditory inputs arrive at high-excitability phase and re-
sponses are enhanced with inverse effectiveness. The authors ascribed this modulatory influ-
ence to thalamic projections. Similarly, a phase reset in auditory cortex by visual stimuli was
demonstrated by Kayser et al. (2008). In the inverse direction, Romei et al. (2012) showed a
phase modulation of occipital EEG alpha oscillations by auditory inputs, along with periodic
excitability changes in visual areas phase-locked to sounds. This finding was subsequently cor-
roborated in intracranial recordings (Mercier et al., 2013). 
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Recently, the possible roles of neural oscillations in crossmodal interactions more generally
have been highlighted. Based on earlier oscillatory binding theories and the changing view of
multisensory integration from the primacy of feedforward integration towards a recognition of
lateral and feedback interaction, Senkowski et al.  (2008) proposed that synchronized activity
provides a mechanism for the dynamic formation of crossmodal assemblies. According to van
Atteveldt et al.  (2014), the diverse findings concerning the principles of integration suggest
flexible and dynamic mechanisms, which nevertheless can be explained by a combination of
canonical  computations.  Multisensory processing is here considered to be representative of
more general neural mechanisms for information integration. The importance of binding prin-
ciples and the involvement of networks is task and context-dependent, indicating that multi-
sensory integration is not uniform but adaptive. The general operations proposed by the au-
thors include divisive normalization (Fetsch et al., 2013), which is a model for the interaction of
excitatory input in convergence regions. Because this operation is mediated by interneurons, it
is likely reflected by gamma-range oscillations. The other operation is phase-reset, as discussed
above. Both operations are suggested to be complementary with regards to affected regions,
oscillatory frequencies and the temporal predictability of sensory signals. Keil & Senkowski
(2018) proposed an integrative framework for the role of oscillations in multisensory percep-
tion, underlining that complementary mechanisms are reflected in distinct spectral signatures.
For instance, stimulus-driven feedforward integration is characterized by increased gamma-
band power, while feedback and top-down modulations are reflected by modulations in lower
frequencies. 

1.6 Aims of thesis

Based on the notion of perception as an active and selective process (Engel et al., 2001), the re-
search in this thesis aims to further clarify the role of neural oscillations in the integration of
sensory signals towards unified perceptual objects, using illusion paradigms as tools of study.
In the first study, I used the auditory continuity illusion, a purely auditory paradigm, and fo-
cused on low frequency-power and phase modulations in response to stimulus constellations
that elicit the sensation of a continuous or interrupted tone. In the second and third studies I
used well-established crossmodal illusion paradigms, where auditory signals influence the per-
ception of visual stimuli or vice versa, and focused on prestimulus power modulations. In both
audiovisual paradigms, perception varies on a trial-by-trial basis while physical input is con-
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stant. Perceptual variability can then be attributed to intrinsic differences of neural activity, al-
lowing inferences on mechanisms of sensory processing. A common theme of the three studies
is the binding of auditory or audiovisual objects (Bizley et al., 2016; Griffiths & Warren, 2004),
with the related research question how oscillatory dynamics reflect the integration and segre-
gation of sensory information within and across modalities. The research therefore represents
an inquiry into distinct, but related problems for sensory systems: how can the separation of
information related to an auditory object from that related to the rest of the auditory scene be
achieved; or in the audiovisual case: what determines whether auditory and visual information
should be integrated and attributed to a single source? On a more abstract level, this question
can also be linked to studies operating in the framework of Bayesian inference, which investi -
gated how the brain represents and estimates the underlying causal structure of sensory sig-
nals. Following Driver & Noesselt (2008), I focused on multisensory interplay as an example of
integration, which can more strictly be defined in terms of a unified percept.

The research  addressed  different  aspects  of  oscillatory dynamics,  from stimulus-induced
power and phase modulations, over ongoing prestimulus oscillations that bias the perception
of bistable stimuli, to top-down influences. As I have discussed above, different architectures of
audiovisual interactions can be derived from the available literature, including lateral projec-
tions between presumably unisensory areas, feedforward convergence in higher-order multi-
sensory areas, or feedback from those to unisensory areas. A thorough understanding of their
roles in specific multisensory phenomena is currently lacking (Driver & Noesselt, 2008). One
aim that can accordingly be derived for this thesis is to investigate how crossmodal influence
in different illusions is related to neural activity patterns associated with these possible archi-
tectures: do the effects reflect activity in primary sensory areas,  multisensory hubs or top-
down influences? The main general goal of the empirical work in this dissertation was there-
fore to investigate which specific spectrotemporal activity patterns are associated with differ-
ent processing modes assumed to mediate auditory and audiovisual illusions.
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2 Summary of experiments

In this chapter, I will summarize the three empirical studies that together constitute this disser-
tation. In all experiments, EEG was measured using a cap with 128 electrodes. This allows a
uniform and dense scalp coverage, which is beneficial for topological inferences and recon-
struction of cortical sources. To transform data to the frequency domain, often a convolution of
the timeseries with Morlet wavelets is used  (Tallon-Baudry et al., 1997). Here, we used a re-
lated method based on the application of a single hanning taper or multiple tapers (Mitra & Pe-
saran, 1999), depending on the frequency range of interest. In the third publication included in
this  thesis,  we  also  reconstructed  the  timecourses  of  neural  activity  on  the  level  of  brain
sources  before  further  analysis,  using  realistic  boundary  element  method  headmodels  and
beamforming (Gramfort et al., 2010; Hillebrand & Barnes, 2005; Van Veen et al., 1997). 

2.1 Study 1: The roles of slow oscillatory power and phase alignment in

auditory restoration

In this study, we investigated the role of induced oscillatory power and phase alignment in re-
sponse to composite auditory stimuli that could be perceived as continuous or interrupted. Au-
ditory perception is remarkably resistant to external disturbances, likely to maintain stable
representations of auditory objects under difficult acoustic conditions. This can lead to the per-
ceptual  restoration of physically interrupted sounds when the interruption is  masked by a
broadband noise burst (Miller & Licklider, 1950). When this noise mask contains a spectral gap
around the frequency of the tracked auditory object, interruptions are readily perceived (War-
ren et al., 1972). 

Previous research on neural correlates of the continuity illusion has identified modulations
in primary auditory cortex when simple sounds are used (Petkov et al., 2007; Riecke et al., 2007,
2009), and modulations in higher-order areas when speech signals are used  (Heinrich et al.,
2008; Riecke et al., 2011; Shahin et al., 2009). For simple amplitude modulated sounds, BOLD re-
sponses were weaker for full-spectrum compared to partial masks, and weaker for continuity
illusions compared to veridical gap perception given physically identical stimuli (Riecke et al.,
2007). Using EEG, an important role of slow oscillations in the continuity illusion could be
demonstrated,  roughly  matching  the  BOLD  pattern:  the  total  power  of  Theta  oscillations
shortly after noise onset is increased for interrupted compared to continuous stimuli, for par-
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tial compared to full masks, and for continuity illusions compared to veridically perceived in-
terruptions (Riecke et al., 2009). In line with an emerging framework of auditory perception
highlighting the role of oscillatory entrainment (Schroeder & Lakatos, 2009), the authors sug-
gested that differences in phase alignment could have contributed to the observed effects, but
no corresponding analyses were performed. In this study, we therefore aimed to replicate the
previous finding of theta power modulations in the auditory continuity illusion and clarify
whether these can be attributed to an alignment of oscillatory phases.

The study consisted of a 2 x 2 factorial design with factors Tone Continuity and Masking
Level. We used pure tones, amplitude-modulated at 3 Hz, which could either be continuous or
interrupted in the central portion. The noise mask encompassed 2 octaves around the tone fre-
quency,  with the 0.6  octave range around the tone frequency notch-filtered for  the partial
mask, and was overlaid with the central portion of the tone. Participants were asked to rate the
continuity of the tone.

The EEG data analysis was focused on induced oscillations, i.e. data spectrally transformed
after removing time-locked (or evoked) activity, and inter-trial coherence (ITC, Tallon-Baudry
et al., 1996), in the 3-7 Hz range. EEG data were averaged over a mediocentral electrode cluster
and the time range from 0.1 to 0.4 s after noise onset in accordance with a previous study
(Riecke et al., 2009). We performed a two-factorial statistical analysis on the behavioral ratings,
oscillatory power and ITC, respectively. 

The behavioral data analysis showed that participants rated the continuity of interrupted
tones lower if a partial mask was used, compared to when a full  mask was used. In other
words, partially unmasking the gap resulted in gap detection, while a full mask resulted in the
continuity illusion (Fig.  1a). The analysis of induced power revealed a corresponding effect
around 3 Hz: Power was increased for partially compared to fully masked interrupted tones,
i.e. for stimuli where a gap was detected compared to continuity illusions. Furthermore, power
was increased for continuous compared to interrupted fully masked tones (Fig. 1b). For phase
alignment,  we found a different pattern: ITC was increased for fully compared to partially
masked continuous tones, and for continuous compared to interrupted fully masked tones (Fig.
2c). Thus, 3 Hz power and phase alignment was reduced for the stimulus eliciting a continuity
illusion.
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The pattern of the power effect was broadly consistent with a previous study, which found
increased theta power for partially masked, interrupted tones, and decreased theta power for
continuity illusions compared to veridical gap detection  (Riecke et al., 2009). However, com-
pared to this study, we found relatively higher power in the continuous conditions, which may
be explained by differences in analysis strategies and could reflect the encoding of a change in
the auditory scene, induced by the onset of the mask. Related to this idea, we found that ITC
was selectively increased for fully masked, continuous tones, which we suggested to reflect the
registration of the mask as a newly appearing object covering the amplitude-modulated tone.
In contrast, when interrupted tones were fully masked, a spectral portion of the mask was at -
tributed to the interrupted tone, which reduces the perceived volume of the mask (McAdams et
al., 1998), and the phase locking elicited by it. Our results therefore support the hypothesis that
"the restoration of a sound depends on on the suppression of neuronal phase-locking to that
sound’s acoustic structure" (Riecke et al., 2009, p. 556). However, the hypothesis that the theta
increase for gap detection is due to phase locking to the tone modulation frequency, enhancing
the salience of the gap, could not be corroborated. Taken together, this study replicated and ex-
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Figure 1: (a) Mean behavioral ratings, indicated by bars, and individual ratings, indicated by dots. 

Significant results from follow-up tests are indicated by asterisks (*p < 0.05; **p < 0.01; ***p < 0.001). 

(b) same as a, but for induced 3 Hz power changes. (c) same as a, but for log-transformed inter-trial 

coherence at 3 Hz.

Adapted from “Reduced low-frequency power and phase locking reflect restoration in the auditory 

continuity illusion”, by M. Kaiser et al., 2018, European Journal of Neuroscience, 48, p. 4. Copyright 

2018 by Federation of European Neuroscience Societies and John Wiley & Sons Ltd. Adapted with 

permission.



tended previous work by clarifying the relevance of power and phase modulations in the conti-
nuity illusion. We demonstrated that auditory restoration is associated with a reduction of
low-frequency power, while gap detection is associated with an increase of power, and that an
increase in phase locking may reflect registering an additional object in the auditory scene.

2.2 Study 2: Single-trial modeling of perception in the sound-induced 

flash illusion

Whereas the first study investigated a purely auditory illusion with a focus on auditory ob-
jects, the second study examined crossmodal influence from the auditory to the visual modal -
ity. We investigated the trial-by-trial relationship of oscillatory brain activity prior to stimulus
presentation and the perception of the sound-induced flash illusion. In this paradigm, partici-
pants are presented with one or more bright visual stimuli, concurrently with one or more
brief sounds (Shams et al., 2000), and asked to report the number of perceived flashes. The oc-
currence of the illusion is defined by responses that are biased by auditory information. Impor-
tantly, this illusion occurs with a large variability between and within participants, which al-
lows to investigate the neural activity patterns linked with its occurrence. Previous studies
have demonstrated that BOLD activity in primary visual cortex reflects the number of subjec-
tively perceived flashes, while activity in the right superior temporal sulcus reflects crossmodal
influence regardless of the number of perceived flashes  (Watkins et al.,  2006, 2007). M/EEG
studies have found early modulations of ERPs (Shams et al., 2001; Shams, Iwaki, et al., 2005)
and gamma-band power (Bhattacharya et al., 2002; Mishra et al., 2007) related to the illusion.
Some studies have also shown a link between oscillatory brain activity prior to stimulus onset
and subsequent perception of the illusion: Keil et al. (2014) found increased beta-band power in
temporal areas, and Lange et al.  (2013) found decreased alpha-band power in occipital areas
and increased gamma-band power in occipitotemporal areas. However, no study thus far had
incorporated trial-by-trial information in the analysis, which is potentially informative regard-
ing variable perceptual outcomes (Samaha et al., 2017). We therefore aimed to extend previous
findings using a new method based on a logistic regression model that predicts the perceptual
outcome based on oscillatory power in each trial.
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The experimental design comprised different combinations of brief auditory and visual stim-
uli, only one of which was analyzed here: the combination of two sounds and one flash. On av-
erage, participants perceived this combination either as one or two flashes with roughly equal
frequencies.

To quantify the relationship between single-trial EEG power in the prestimulus time win-
dow and behavioral outcome, we calculated logistic regression weights between the spectral
activity in a 500 ms time window prior to stimulus presentation and the binary perceptual rat-
ing (i.e. illusion vs. no illusion) for each electrode, frequency and timepoint. The thereby calcu-
lated regression weights were used to construct individual dummy distributions by sampling
from a normal distribution with the same mean and standard deviation, and subsequently com-
pared against this dummy data using a cluster-based permutation test. Within the identified
cluster, a conventional t-test of power values, averaged over trials of different perceptual con-
ditions (illusion vs. no illusion), was used to check the robustness of the modeling result.

We found a significant cluster of regression weights over occipital electrodes between 25
and 41 Hz, from 0.17 s to 0.05 s before stimulus onset, indicating a positive relationship be-
tween upper beta-/ lower gamma-band power and subsequent perception of the illusion (Fig.
2). The most robust effects were concentrated in a right occipitotemporal area. The conven-
tional t-test confirmed that power was higher in illusion compared to no-illusion trials.
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Figure 2: (a) Time frequency spectrum of t-values for the comparison of observed regression 

weights against dummy data, averaged over significant channels. Significant regions are indi-

cated by saturation. (b) Topography of t-values, averaged over the significant time-frequency re-

gion. Significant channels are marked by asterisks.

Adapted from “Single trial prestimulus oscillations predict perception of the sound-induced flash 

illusion”, by M. Kaiser et al., 2019, Scientific Reports, 9, p. 3. Copyright 2019 by the author. 



Following Lange et al. (2013), who reported a prestimulus modulation of excitability in oc-
cipital and temporal areas entailing illusory flash perception, we suggested that the observed
effect has a similar functional role in facilitating crossmodal influence. Another recent EEG
study using the SIFI paradigm has found a correlation between oscillatory gamma activity and
the prior belief that signals originate from a common source, with a spatial and spectrotempo-
ral extent consistent with our results (Rohe et al., 2019). A study that used brain stimulation to
regulate activity in different cortical regions found that the activation level in visual areas has
an inverse relationship with illusion rates in the SIFI, while the activation level in temporal ar-
eas shows a positive relationship (Bolognini et al.,  2011). This indicates that changes in ex-
citability in primary sensory areas induced by stimulation promote the processing of unisen-
sory stimuli, while the effect in our study may reflect enhanced excitability of polysensory
pathways. Later modulations of cortical activity that were observed in the SIFI may be primed
by the modulation of ongoing oscillations already before stimulus onset.

2.3 Study 3: The ventriloquist illusion: auditory asymmetry, 

multisensory areas, or frontal influence?

In the third study, we again investigated crossmodal influence, this time from the visual to the
auditory modality. We analyzed source-reconstructed neural oscillations to address the ques-
tion whether perceived sound shifts in the ventriloquist illusion affect the balance of inter-
hemispheric auditory responses, and whether the occurrence of the illusion is related to pres-
timulus modulations in multisensory or other higher-order areas.

In the ventriloquist illusion, the location of visual stimuli affects the perceived location of
concurrently presented sounds  (Bruns, 2019; Choe et al.,  1975). A previous fMRI study sug-
gested a hierarchical processing account of inferences regarding the sources of spatially dis-
parate audiovisual stimuli, where the posterior intraparietal sulcus represents location under
the assumption of a common source and forced fusion of the signals (Rohe & Noppeney, 2015).
This brain area has also been implicated in other studies using similar paradigms  (Park &
Kayser, 2019; Zierul et al., 2017). An EEG study of the ventriloquist illusion showed that multi-
modal ERP difference waves are larger over the hemisphere contralateral to a perceived pe-
ripheral sound shift and localized this effect in the Sylvian fissure (Bonath et al., 2007). The au-
thors suggested that this effect is mediated by connections from visual areas over multimodal
areas to auditory cortex. Other EEG studies have provided additional evidence for an early au-
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ditory processing account of the ventriloquist illusion  (Colin et al., 2002; Stekelenburg et al.,
2004). Based on these findings, we aimed to investigate oscillatory prerequisites of crossmodal
influence in the ventriloquist illusion with a focus on higher-order areas, as well as the rela-
tionship of asymmetrical neural oscillations in auditory areas and sound shifts towards the
center or periphery.

To localize space-sensitive auditory areas, we first had participants listen to unilateral 40 Hz
amplitude-modulated sounds and reconstructed the sources of cortical responses to the modu-
lation frequency. In the main experiment, we presented combinations of sounds and bright vis-
ual stimuli from the left, center, and right, and asked participants to indicate the perceived
sound origin. The response patterns indicated that visual stimuli affected the perceived sound
location, and that the illusion occurred in a bistable manner in roughly two thirds of the partic-
ipants. We selected those participants for further analysis. To investigate the relationship of
prestimulus oscillations and crossmodal  influence,  we pooled illusion and no-illusion trials
over the different stimulus conditions and compared the resulting time-frequency spectra on
the scalp and source level.  This analysis showed that activity over mediocentral electrodes
around 4 Hz, from 0.5 to 0.12 s before stimulus onset, was decreased in the illusion trials (Fig.
3). On the source level, we found a comparable effect in mediofrontal regions, which was tem-
porally spread to the whole analysis window (Fig. 4). An analysis of a parietal region of inter-
est resembling the area shown to be associated with the fusion of audiovisual signals (Rohe &
Noppeney, 2015) resulted in no significant effects.
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Figure 3: (a) Time-frequency spectrum of t-values for the illusion / no illusion comparison, averaged 

over significant channels. Significant regions are indicated by saturation. (b)Topography of t-values, 

averaged over the significant time-frequency region. Significant channels are marked by asterisks.



To investigate the symmetry of auditory responses, we computed the hemispheric laterality
index of activity in the previously localized region. We expected this index to show asymmetri-
cal activity when participants correctly perceived a peripheral sound, or when they illusorily
perceived a central sound shifted to the periphery, whereas symmetrical activity was expected
when central sounds were localized correctly or when a peripheral sound was shifted to the
center. However, no corresponding effects were revealed in the analysis, and a simplified anal-
ysis roughly equivalent to the previous study by Bonath et al. (2007) could not corroborate the
finding that peripheral sound shifts result in ERP asymmetries.

We suggested that the decreased mediofrontal theta-band power before stimulus onset re-
flects a state of diminished cognitive control over the appraisal of conflicting multisensory in-
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Figure 4: Time-frequency spectrum and sourceplot of t-values for the illusion vs. no illusion 

comparison on the source level. Significant regions / virtual channels are indicated by saturation. The 

prestimulus period is shown at the top, the poststimulus period at the bottom.



formation (Cavanagh & Frank, 2014), which leads to a reliance on more salient visual informa-
tion. Other studies have also shown that the ventriloquist illusion is susceptible to top-down
influence (Bruns et al., 2014; Maiworm et al., 2012). Therefore, our results are consistent with
the notion that crossmodal influence in the ventriloquist illusion depends primarily on frontal
control, rather than on modulations of activity in primary sensory or multisensory areas.
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3 General discussion

In the three studies performed as parts of this dissertation, I investigated oscillatory signatures
of auditory object processing and crossmodal influence in different directions, using illusion
paradigms that elicit variable perceptual judgments. The empirical research was motivated by
an  aspiration  to  better  understand  the  neural  activity  patterns  related  to  sensory  binding
within and across the senses. The results obtained in the individual studies highlight the link
between activity in different spectral bands and specific sensory processing modes, collectively
tying into a functional framework regarding the spectrotemporal characteristics of the human
EEG. The main contributions of the individual research articles are: a clarification of the role of
low frequency power modulations and phase alignment for object formation in the auditory
continuity illusion (study 1),  a  prediction of perception in the sound-induced flash illusion
based on increased upper beta-/ lower gamma-band activity, presumably reflecting excitability
in visual and multisensory areas (study 2), and a demonstration of frontal influence in the
theta-band on perception in the ventriloquist illusion (study 3).

3.1 Different oscillatory signatures in different phenomena of sensory 

binding

In study 1, the rationale of analysis was to reveal modulations of slow oscillatory power and
phase, which were driven by differences of composite auditory stimuli. This represents an in-
vestigation into externally driven brain responses, rather than differences in perception result-
ing from internally generated, variable neural activity. The constructive aspect of the employed
paradigm lies in the perceptual restoration of an interrupted auditory object. However, Riecke
et al. (2009) showed that the theta power decrease in response to the combination of an inter-
rupted tone and a full mask, i.e. the composite sound eliciting a continuity illusion, can also be
observed when comparing trials that were perceived as continuous to those perceived as inter-
rupted, given the same physical stimuli. This behavior-based analysis indicates that the sup-
pression of induced oscillations observed in our study reflects an interpolation of the sound
that is variable over trials, determining perceived continuity. The behavioral pattern and the
power modulation we observed broadly replicate the results from the earlier study, which can
be considered important given the recently declared replication crisis in psychology and neu-
roscience (Button et al., 2013; Open Science Collaboration, 2015). As the primary contribution
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of our study, we extended the previous finding by analyzing phase alignment, which had been
suggested to underlie the total power modulation by Riecke et al. (2009). Our results corrobo-
rated the idea that restoration depends on reduced phase-locking to acoustic structure, but not
the suggestion that increased phase-locking supports the detection of gaps. Instead, ITC was
largest when a full  mask overlaid the continuous sound, whose modulation frequency was
likely tracked by auditory cortex (Liégeois-Chauvel et al., 2004; Picton et al., 1987). This may
reflect a phase reset that amplifies afferent activity caused by the mask, and thereby supports
its registration as a separate object. Conversely, the reduction of slow frequency power and
phase locking in the illusion condition may reflect a diminished processing of mask-evoked ac-
tivity, leading to blurred boundaries and the perception of a constant auditory object. These re-
sults underline the importance of slow oscillations in auditory cortex as a general mechanism
for  tracking amplitude modulations  and thereby segmenting the auditory scene  (Giraud &
Poeppel, 2012; Luo & Poeppel, 2007). Interpreting these results in the context of sensory bind-
ing, it appears that a diminished encoding of constituent parts of the auditory scene results in
their  coalescence.  An alternative  account  of  the  role  of  low-frequency modulations  in  the
framework of predictive auditory coding is presented by a recent MEG study (Recasens et al.,
2018). Here, mismatching stimuli were associated with increased theta-band power and phase
locking, as well as feedforward influences from auditory to frontal areas in the theta-band, re-
flecting the generation of prediction errors. Similarly in our study, the perception of a gap,
which occurred roughly in a quarter of trials only, could elicit a prediction error, while percep-
tual restoration induced by spectral filling reduces it. Another MEG study has investigated the
interaction of low-frequency entrainment in auditory areas with oscillatory activity that could
support predictive top-down modulations, and found that entrainment in the left superior tem-
poral gyrus was modulated by beta power in frontal areas (Keitel et al., 2017). Taken together,
the results of this study clarified the contributions of low-frequency power and phase modula-
tions in auditory object formation.

In study 2, we turned our attention to the modulation of single-trial oscillatory power as a
predictor of subjective perception in the sound-induced flash illusion. We found that increased
upper beta-/ lower gamma-band power shortly before stimulus onset facilitated crossmodal in-
fluence, as exemplified by the perception of an additional flash induced by a concurrently pre-
sented supernumerous sound. Here, the binding aspect consists in a perceptual combination of
auditory inducer signals and visual stimuli in illusion trials, such that both are perceived as
originating from the same source (Shams, Ma, et al., 2005). Interestingly, a recent EEG study
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(Rohe et al., 2019) has found high correlation values with the prior assumption that visual and
auditory signals in the SIFI are due to a single cause in a spectrotemporal region consistent
with our modeling result. The prestimulus power modulation we observed might therefore re-
flect  a  tendency  to  bind  audiovisual  information.  This  tendency  is  possibly  mediated  by
changes of excitability or functional connectivity, leading to a multimodal processing advan-
tage between primary sensory and multisensory areas such as the superior temporal sulcus,
which have previously been shown to be associated with the illusion (Keil et al., 2012; Lange et
al., 2013; Watkins et al., 2006, 2007). The topography and spectral extent of the observed effect
in the beta- and gamma-bands implies that sensory pathways are affected directly, as opposed
to the more distal influence from frontal areas observed in study 3. An important contribution
of this study was that we successfully applied a new method for the analysis of single-trial re-
lationships between neural activity and behavior, consisting of a logistic regression of a binary
perceptual outcome on oscillatory power, which allowed us to explicitly analyze how modula-
tions of time- and frequency-resolved activity affect variability of crossmodal binding across
trials. This analysis revealed that perception of the illusion can be predicted by power modula-
tions in the upper beta-/ lower gamma-band.

In study 3, we again investigated the role of oscillations in a classical crossmodal  illusion
paradigm, where auditory localization is affected by concurrently presented visual stimuli at
divergent positions. Similarly to study 2, sensory binding here refers to the attribution of audi-
tory signals to a visual stimulus in illusion trials. This view of the ventriloquist illusion is sup -
ported by a correlation between crossmodal localization bias and reports of perceptual unity
(Wallace et al., 2004). We aimed to corroborate a previous report of a link between subjectively
perceived sound location and the symmetry of responses in auditory cortex (Bonath et al.,
2007), as well as an association between processing in higher-order multisensory areas and the
representation of  a forced-fusion estimate of  audiovisual signals (Rohe & Noppeney, 2015).
However, consistent with behavioral studies showing top-down modulation in the ventrilo-
quist illusion (Bruns, 2019), we found evidence for a susceptibility of the illusion to frontal in-
fluence in the theta-band. We suggested that the reduced power we found for illusion trials re-
flects diminished cognitive control, which facilitates crossmodal influence from salient visual
signals.  A  recent  MEG study combining modeling of  behavior  with  multivariate  decoding
found that frontal areas arbitrate between different representations of multimodal information,
and are therefore a likely candidate region for the regulation of relevant sensory circuits (Cao
et al., 2019). Likewise, frontal regions have been implicated in the reliability-dependent pro-
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cessing of incongruent audiovisual signals (Noppeney et al., 2010), and the modulation of au-
diovisual integration via modality-specific attention (Rohe & Noppeney, 2018). The results of
study 3 underline that frontal areas influence sensory processing and perception via oscilla-
tions in the theta band.

To summarize, the three studies provided evidence for frequency-specific modulations of
neural oscillations in different instances of sensory binding: in study 1, we found a reduction of
3 Hz power and phase alignment in response to the perceptual restoration of an interrupted
tone, underlining the importance of slow oscillations in auditory cortex for segmenting the au-
ditory scene. In study 2, we found that upper beta-/ low-gamma band oscillation over occipi-
totemporal regions predicted the subsequent perception of the sound-induced flash illusion, in
line with a facilitation of multisensory processing in visual and multimodal circuits. In study 3,
we established an association between reduced theta-band power in mediofrontal areas and the
occurrence of the ventriloquist illusion, which points to a more effortful mode of operation
possibly involving a resolution of response conflict due to incongruent, but salient visual infor-
mation, or a monitoring of the demanding auditory localization task. The integrated account of
the three experiments represents a progression of processing modes, which are reflected in
different spatiotemporal activity patterns, from stimulus-related modulations of activity in pri-
mary sensory areas (study 1), over prestimulus differences of excitability or connectivity in
multisensory circuits (study 2), to frontal influences on sensory decision-making (study 3). A
graphical synopsis of these results is presented in Figure 5.

The combined evidence from studies 2 and 3 allowed inferences on the architectures of mul-
tisensory integration differentially involved in these phenomena, which was outlined as an im-
portant issue in the field by Driver & Noesselt (2008): while the sound-induced flash illusion
depends more on activity along sensory pathways, the ventriloquist illusion is affected by top-
down influence from frontal areas. In turn, this leads to the question why no common signa-
ture of multisensory integration was found in these studies. Likely reasons for the lack of com-
parable effects include differences in task demands and sensory processing in the involved
modalities. For instance, the temporal numerosity judgment task in the SIFI might preferen-
tially recruit circuits that are sensitive to the rate of visual stimuli (Fox & Raichle, 1984), while
the spatial localization task in the ventriloquist illusion depends more on higher order areas
(Bushara et al., 1999). Similarly, visual but not auditory processing depends on cycles of in-
creased excitability (VanRullen et al., 2014). Consequently, a correlation of perception in the
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SIFI with the individual alpha frequency has been described and replicated (Cecere et al., 2014;
Keil & Senkowski, 2017), but no similar relationship has yet been discovered in the ventrilo-
quist illusion.

To the extent that we focused on prestimulus modulations in studies 2 and 3, the experi-
mental approach stands orthogonal to studies that investigate the sampling and processing of
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Figure 5: An integrated summary of the three studies. Top row: schematic depiction of the 

paradigm. Second and third row: illustration of the spectrotemporal and spatial extent of the 

modulation. Time point zero refers to the onset of the gap/mask in auditory restoration, and to 

stimulus onset in the other studies. Bottom row: assumed neural sources. Please note that we 

only performed source analysis in the study on ventriloquism. Sources for the other studies are 

derived from the literature (Keil et al., 2014; Lange et al., 2013; Riecke et al., 2007, 2009; 

Watkins et al., 2006, 2007).



multisensory information. Ernst & Bulthoff (2004) distinguish subsequent stages of sensory
combination, where available information is maximized, and integration, where sensory uncer-
tainty is reduced. This idea of hierarchical processing is supported by studies showing a succes-
sion of estimation stages in primary sensory and higher-order areas (Aller & Noppeney, 2019;
Cao et al., 2019; Rohe & Noppeney, 2015). The research in this thesis focused on oscillatory sig-
natures that reflect the tendency of sensory systems to bind information, starting already be-
fore stimulus presentation. Accordingly, it aligns with several studies demonstrating an influ-
ence  of  prestimulus  activity  on  perception  (Hanslmayr  et  al.,  2007;  Iemi  et  al.,  2017;
Linkenkaer-Hansen et al., 2004; Weisz et al., 2014), especially in multisensory contexts (Keil et
al., 2012, 2014; Lange et al., 2013; Rohe et al., 2019). The role of prestimulus oscillations for sub-
sequent binding can be likened to that of prerequisite processes carrying no sensory content
for conscious experience (Aru et al., 2012; Ruhnau et al., 2014), in that both may facilitate spe-
cific consequences regarding actual sensory processing.

3.2 Limitations

In addition to specific limitations outlined in the research articles, there are some caveats on
the level of integrating the findings in a more general framework regarding the relation be-
tween oscillations and perception. Recently, Keil & Senkowski (2018) developed a framework
for the role of oscillations in multisensory perception, which underlined the multifaceted and
complementary mechanisms at play. The present thesis adds to this body of research by pro-
viding evidence for specific modulations in different binding phenomena, falling into place in
different sections of an existing reference frame of oscillatory activity. However, an integration
of these findings into a unified framework seems difficult, not least because mechanisms might
differ according to sensory modality and task context, as indicated above. While the field has
not yet reached a consensus on relevant mechanisms, van Atteveldt et al. 2017 have outlined
two general operations possibly underlying many phenomena. The first is crossmodal phase re-
set, which we did not investigate in studies 2 and 3. Especially in the context of the ventrilo-
quist illusion, an analysis of phase or phase-amplitude-coupling may prove fruitful, because
the theta-band is  often implicated in modulations of these measures (Schroeder & Lakatos,
2009). Similarly, although theta-band oscillations are often associated with long-range connec-
tivity (von Stein & Sarnthein, 2000), and despite implicit assumptions about the relationship
between neural oscillations and connectivity especially in the context of multisensory integra-
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tion (Senkowski et al.,  2008), we did not perform analyses of functional network measures.
Such an analysis would allow stronger inferences on the mode of influence that e.g. the ob-
served mediofrontal theta-band modulation exerts on perception. Assuming this modulation
reflects an adaptation to conflict or diminished control, does the mechanism then consist in an
enhanced processing of auditory information or the inhibition of visual information? These ac-
counts make different predictions about the targets of  top-down modulation, that could be
tested explicitly using measures of functional or effective connectivity. Furthermore, the lack
of source-level analyses in studies 1 and 2 hampers strong conclusions on affected regions. For
study 1, a localization in auditory cortex can reasonably be derived from previous research
(Riecke et  al.,  2009).  Despite  the similarity of  the modulated frequency band,  the different
sources and temporal extent of effects in studies 1 and 3 illusion suggest different functional
roles. On the methodological level, EEG is limited in its ability to resolve cortical interactions
at a spatial scale that is relevant for multisensory processing, as exemplified by the patchy or-
ganization of superior temporal sulcus (Beauchamp et al., 2004) or differences in multimodal
connectivity within primary sensory areas (Driver & Noesselt, 2008). This limitation seems es-
pecially relevant in the interpretation of the SIFI results, where an exact localization of the ef-
fect to visual or superior temporal areas was not realized. However, the results of Lange et al.
(2013) indicate that a network consisting of occipital as well as temporal areas is implicated in
prestimulus gamma modulations predicting crossmodally-induced flash perception. More gen-
erally, the correlative nature of our findings impedes specifying the links between the mea-
sured signal, neural mechanisms and subjective perception. Working towards that goal, an ex-
plicit account of the relationship between properties of neural circuits, timescales of rhythmic
activity and the computations implemented by the circuits was recently developed by Womels-
dorf et al. (2014). 

On the conceptual level, the coherence of the studies included in this thesis derives from a
common focus on the relation of neural oscillations and the perceptual integration of signals in
terms of a common underlying object, or their segregation into separate objects. In the case of
the continuity illusion, this refers to the constituent parts of the tones and the mask, in the
case of the SIFI, this refers to the number of flashes and beeps, and in the case of ventriloquism,
this refers to localized auditory and visual signals. However, no explicit analyses concerning
the way the brain estimates and represents the causal structure of the environment were con-
ducted in this thesis. Furthermore, it is arguable whether illusions should be used as a frame-
work for successful integration. Following van Atteveldt (2017), crossmodal interactions can be
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taken as representative of general integrative operations in the brain, providing a unique win-
dow into these processes. This amounts to an extended binding concept compared to the one
employed in studies concerned with the binding of stimulus properties that are processed in
different functionally specialized brain areas. Nevertheless, conceived from the result of the
binding process, the perceptual restoration induced by a fusion of mask and interrupted sounds
in the continuity illusion, or crossmodal influence that leads to unified percepts, can be re-
garded as examples that are related to the same problem, requiring specific explanations. 

3.3 Outlook

In addition to the explicit analyses of connectivity outlined above, aiming at a mechanistic ac-
count of the relation between theta-band activity and the illusion, some venues for future re-
search can be derived from the present thesis. Building on the ideas of Engel and colleagues
(2001), it holds promise to explicitly relate spectrotemporal activity patterns with specific pre-
dictions about sensory input, to arrive at a better idea how active and selective processing af-
fects perception. For instance, one could manipulate the rhythmicity of constituent signals as a
proxy for temporal predictability, and analyze corresponding changes in behavior and oscilla-
tory signatures. Similarly, the context dependency and automaticity of the phenomena could
be investigated by manipulating cognitive factors such as attentional resources. Such work was
recently initiated by Michail & Keil (2018). Finally, moving towards a causal account of oscilla -
tory signatures in perception, rhythmic brain stimulation methods should be used to investi-
gate the impact of elevated oscillatory activity on perceptual binding.

3.4 Conclusion

The research in this dissertation investigated different aspects of oscillatory activity and their
relation to  specific  phenomena of  sensory  binding within  and across  modalities.  Auditory
restoration is reflected by reduced power and phase locking of slow entrained oscillations, in-
dicating a diminished segregation of constituent parts of the auditory scene. Crossmodal influ-
ence from auditory information on visual numerosity judgments can be predicted by occipi-
totemporal upper beta-/lower gamma-band power, indicating changes of excitability between
visual and multisensory areas. Finally, crossmodal influence from visual information on audi-
tory localization is associated with reduced frontal theta-band power, indicating a top-down
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influence on sensory processing. Taken together, the empirical findings provide further evi-
dence for frequency-specific modulations of neural activity, depending on the processing mode
required in auditory and audiovisual perceptual illusions. 
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Single trial prestimulus oscillations 
predict perception of the sound-
induced flash illusion
Mathis Kaiser   1,2, Daniel Senkowski1, Niko A. Busch3, Johanna Balz1 & Julian Keil   4

In the sound-induced flash illusion, auditory input affects the perception of visual stimuli with a 
large inter- and intraindividual variability. Crossmodal influence in this illusion has been shown to 
be associated with activity in visual and temporal areas. In this electroencephalography study, we 
investigated the relationship between oscillatory brain activity prior to stimulus presentation and 
subsequent perception of the illusion on the level of single trials. Using logistic regression, we modeled 
the perceptual outcome dependent on oscillatory power. We found that 25 Hz to 41 Hz activity over 
occipital electrodes from 0.17 s to 0.05 s prior to stimulus onset predicted the perception of the illusion. 
A t-test of power values, averaged over the significant cluster, between illusion and no-illusion trials 
showed higher power in illusion trials, corroborating the modeling result. We conclude that the 
observed power modulation predisposes the integration of audiovisual signals, providing further 
evidence for the governing role of prestimulus brain oscillations in multisensory perception.

In order to successfully navigate our environment, it is vitally important to integrate information from various 
sensory sources. Recent studies have highlighted the crossmodal influence between sensory modalities and the 
underlying neural mechanisms1. An established paradigm to study crossmodal influence is the sound-induced 
flash illusion (SIFI), where auditory input affects the processing and perception of visual input. In a typical SIFI 
paradigm, participants are presented with one or more brief sound stimuli concurrently with one or more bright 
visual stimuli. Participants are then asked to report the number of perceived flashes. The illusion manifests itself 
in responses that are influenced by auditory information; the number of flashes that participants subjectively per-
ceive depends on the number of sounds they have heard2. We here regard occurrence of the SIFI as an example of 
multisensory integration resulting from crossmodal stimulation3. Importantly, the illusion does not occur in all 
trials, but with a large intra- and interindividual variability4. This allows for analysis approaches that differentiate 
the neural activity patterns that predict the perceptual events of interest.

With regard to the neuroanatomical substrates of crossmodal influence in the SIFI, activity in occipital and 
temporal areas has been shown to be associated with illusory flash perception: Studies using functional magnetic 
resonance imaging (fMRI) have established that the activity level in V1 reflects the number of flashes subjec-
tively perceived, with increased activity for additionally perceived flashes and decreased activity for perceptual 
fusion, i.e. perception of one flash following presentation of two flashes and one sound5,6. Interestingly, activity 
in the right superior temporal gyrus is increased in both cases. This suggests that activity in lower and higher tier 
areas differentially reflects the processing and integration of multisensory stimuli. Consistent with these find-
ings, event-related potentials (ERPs) over occipital areas, as obtained through electroencephalography (EEG), 
are modulated around 100 ms after stimulus onset in the SIFI7,8. Moreover, early gamma power over occipital 
areas is increased following the illusion9,10, and the mid-latency gamma power increase in temporal areas is corre-
lated with increased likelihood of perceiving the illusion11. While early modulations of ERPs and spectral activity 
in electrophysiological studies have traditionally been viewed as correlates of modality-specific processing in 
unisensory areas, influences from other unisensory, polymodal and frontal areas cannot be ruled out12,13.

In recent years, the brain states and network configurations predisposing multisensory integration and – 
more generally – conscious perception have come into focus14–16. Several studies have established links between 
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oscillatory brain activity prior to stimulus onset and subjective perception of multisensory stimuli17–19. Using 
magnetoencephalography (MEG), Keil et al.18 have found that beta band power is increased in the left temporal 
gyrus prior to perceiving the SIFI. Moreover, in a visuotactile flash illusion paradigm, Lange et al.19 have found 
that decreased alpha band power in occipital areas and increased gamma band power in occipitoparietal and right 
temporal areas precede illusory flashes. These studies provide the primary research background for the current 
study. However, these studies analyzed averaged estimates of oscillatory power across trials, thereby neglecting 
the trial-by-trial fluctuations of cortical activity, which are potentially informative regarding variability in percep-
tion and other cognitive functions20,21.

Here, we aimed to elucidate the relationship between oscillatory brain activity prior to stimulus presentation 
and perception of the SIFI on the level of single trials, initially focusing on the frequencies up to 41 Hz to follow 
previous analysis protocols18 and then extending to higher frequencies. We employed a logistic regression model 
that predicts the binary perceptual outcome (illusion/no illusion) dependent on the level of oscillatory activity 
in each trial. By incorporating single trial information in the analysis, we aimed to detect subtle modulations 
of oscillatory activity that might go unnoticed when averaged power is statistically compared between different 
perceptual outcomes. When trial numbers are strongly unbalanced across conditions, trial numbers are often 
equalized in conventional analyses by random sampling, thereby losing information. Employing a regression 
model allowed us to circumvent this. Based on the previous work, we hypothesized that ongoing oscillatory activ-
ity influences upcoming perception on the trial-by-trial level. We also explored a possible relationship between 
prestimulus activity and early evoked potentials by correlating prestimulus oscillatory power differences with 
previously demonstrated ERP amplitude differences10,22.

Results
In this experiment, six audiovisual stimulus combinations were presented: A0V1, A0V2, A1V1, A2V0, A2V1 and 
A2V2, where the indexed numbers represent the number of auditory (A) and visual (V) stimuli. A2V1 is the illu-
sion condition, where either one or two flashes can be perceived. Illusion rates in the sample varied between 11 
and 87% (mean: 55 ± 22% SD, also see Fig. 1b). Behavioral accuracies (referring to veridical visual perception) 
in the conditions were as follows (mean ± SD): A0V1: 83 ± 15%, A0V2: 83 ± 16%, A1V1: 94 ± 9%, A2V0: 92 ± 9%, 
A2V1: 44 ± 22%, A2V2: 93 ± 12%. Accuracies above 80% in all but the illusion condition (A2V1) indicate that sub-
jects generally responded accurately to visual input.

When quantifying the relationship between single-trial EEG power in the prestimulus time window and 
behavioral outcome, we found a significant cluster of regression weights over occipital electrodes between 25 and 
41 Hz, i.e. the high beta to low gamma band, from 0.17 s to 0.05 s before stimulus onset (p = 0.006, Fig. 2a,b). The 
individual regression coefficients, averaged across the cluster, were positive in 22 of 26 participants, indicating a 
positive relationship between increased beta/gamma band power and SIFI perception (Fig. 2d). We found high 
Bayes Factor values at a subset of right occipitotemporal electrodes, indicating strong support for the hypothesis 
that oscillatory power at these electrodes predicts perception on a trial-by-trial basis (Fig. 2c). The mean of Bayes 
factor values, averaged across the cluster, was 67.61. A dependent-samples t-test of normalized power values 
averaged over the significant channel/frequency/time window (illusion vs. no illusion) resulted in a significant 
effect (t(25) = 3.13, p = 0.0045). This further supports the notion that oscillatory power has predictive value for 
crossmodal influence. An unrestricted, cluster-corrected dependent-samples t-test for the same comparison did 
not reveal significant effects (p = 0.51 for the positive cluster with the largest effect and comparable extent to the 
modeling result). This indicates that the single-trial modeling approach can uncover relationships that are not 
picked up by conventional analyses comparing means between conditions.

Since the significant effect was located at the upper end of the analyzed frequency window, we additionally 
performed an analysis of gamma activity (40 to 100 Hz), which did not reveal any significant effects. The cluster 
with the largest effect in the gamma band extended from 40 to 45 Hz and from 0.13 to 0.05 s prior to stimulus 
onset (p = 0.1018).
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Using a cluster-corrected dependent-samples t-test, we replicated previous findings10,22 of an ERP amplitude 
difference over central sensors in the time range of 0.1 to 0.17 s after stimulus onset (p = 0.004, see supplementary 
Fig. S1). Amplitudes of this early negative component were larger in illusion compared to no illusion trials. To link 
pre- and poststimulus activity, we calculated a Pearson’s correlation between the identified differences in oscil-
latory power and ERP amplitudes across participants. However, the correlation did not yield a significant result 
(r = 0.16, p = 0.43, see supplementary Fig. S1).

Discussion
In this study, we investigated the relationship between single-trial prestimulus oscillatory brain activity and 
audiovisual crossmodal influence in the sound-induced flash illusion using a logistic regression model. Across 
participants, increased power over occipital electrodes between 25 and 41 Hz, starting 170 ms before stimulus 
onset, predicted subsequent perception of the illusion. Although the effect was located at the upper end of the 
analyzed frequency window, a subsequent analysis of high-frequency gamma band power resulted in no signif-
icant effects. There was a trend level cluster in the gamma analysis that could be part of the cluster obtained in 
the lower-frequency analysis. However, since that cluster extended only to 45 Hz, this would not substantially 
change the conclusion that the contribution of oscillatory power to illusory perception seems to be restricted 
to the upper beta/lower gamma frequency range. In a follow-up analysis, we calculated Bayes-Factor values for 
the t-values resulting from the comparison of regression weights against random data with the same mean and 
standard deviation, which quantify the empirical support for the alternative hypothesis (i.e. that the regression 
weights are significantly different from noise). We found the most robust effects over right occipitotemporal 
channels, suggesting a contribution of occipital and, possibly, right temporal areas to the observed effect, although 
this suggestion must remain speculative at this point since no source analysis was performed. The exploratory 
analysis of a relationship between prestimulus power and ERP amplitude differences did not reveal a significant 
effect. It is worth noting that this does not preclude a link between prestimulus oscillatory activity and other types 
of stimulus-induced responses.

Previous studies investigating prestimulus oscillatory activity in double flash illusions using MEG have found 
that crossmodal influence is associated with increased beta band power (13–21 Hz) in left temporal areas18; 
enhanced excitability in visual areas, as reflected by decreased alpha band power; and increased gamma band 
power in a more extensive cortical network including temporal areas19. Prestimulus alpha band power is also 
decreased in the triple flash illusion, where two rapidly presented flashes are occasionally perceived as three23. 
Interestingly, the optimal delay between flashes is correlated with the subject-specific impulse response frequency, 
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pointing to a contribution of oscillatory reverberation to illusory visual perception. Similarly, the phase of ongo-
ing alpha band oscillations influences crossmodal synchrony perception24. A phase reset of ongoing slow oscilla-
tions in unisensory areas is a likely mechanism for the modulation of activity following heteromodal input13,25,26. 
The ensuing phase alignment increases local, modality-specific excitability and promotes efficient communica-
tion between different cortical areas. However, prestimulus alpha band power did not have predictive value for 
perception of the SIFI in the present study, and analyses of the possible influence of oscillatory phase were beyond 
scope.

Previously, Lange et al.19 reported that a prestimulus modulation of excitability in occipital and temporal areas, 
as reflected by decreased alpha and increased gamma band power, entails perception of the SIFI. This modulation 
of excitability might facilitate the crossmodal influence of auditory input on visual stimulus processing. Although 
the frequency range of the currently observed effect is lower than the gamma band effect previously reported, the 
functional roles might be similar. Interestingly, a recent study combining EEG and Bayesian modeling of behav-
ioral responses in a SIFI paradigm has found a correlation between prestimulus oscillatory gamma activity over 
occipital electrodes and the perceptual prior that signals originate from a common source27. In other words, high 
prestimulus occipital gamma power increased the tendency to perceptually bind audiovisual signals in the SIFI. 
The spectrotemporal extent of the highest correlation values has a substantial overlap with the significant cluster 
in the present study.

A study using transcranial direct current stimulation (tDCS) has shown that up-regulation of occipital cortex 
results in decreased illusion rates in the SIFI, while up-regulation of temporal cortex results in increased illusion 
rates28. Furthermore, the detection of TMS-induced phosphenes, which are enhanced by concurrent auditory or 
tactile stimulation, selectively benefits from tDCS over temporal and parietal, but not occipital cortex29. These 
findings suggest that variations in crossmodal influence are a function of excitability in the cortical areas where 
influence originates, rather than in the target sites of influence. A possible reason for this is that excitability 
changes induced by tDCS promote unisensory processing in the target sites. Related to this notion, inferring the 
spatial location of incongruent audiovisual signals is performed by a hierarchy of cortical areas: primary visual 
and auditory areas estimate location under the assumption of independent sources, while more parietal areas 
represent location under the assumption of a common source and integrate the estimates, which results in cross-
modal influence30. This means that, although functional interactions and direct projections between heteromodal 
unisensory areas have been demonstrated25,31, the representation resulting from weighting of perceptual priors 
and sensory input seems to rely more on multisensory than unisensory areas in the case of crossmodal influence. 
Given the context of these findings, the predictive value of high-beta/low-gamma band oscillations for the SIFI 
that we found in the present study might capture a biasing influence of auditory information on multisensory 
integration areas (e.g. superior temporal gyrus). Related to this, a previous study showed that increased lower 
beta band functional connectivity between auditory and multisensory temporal areas but decreased connectivity 
between temporal and visual areas is related to the perception of the SIFI18. Studies investigating the mechanisms 
of interareal information transfer in the visual system have shown that the direction of influence is correlated 
with activity in distinct frequency bands: feedforward influence is carried by gamma band synchronization, and 
feedback influence is carried by beta band synchronization32,33. Furthermore, top-down influence in the beta 
band has been shown to enhance bottom-up gamma band responses around 100 ms later34. We therefore suggest 
that increased 25 Hz to 41 Hz oscillatory power that predicts perception of the SIFI in the present study could 
reflect the interplay of feedback and feedforward influence between auditory, visual and multisensory regions. 
Nevertheless, more conclusive evidence for this suggestion, as well as for the direction of influence and the impor-
tance of local excitability, should be obtained in future studies employing directed connectivity metrics on the 
source level.

Given reports that crossmodal interaction in the SIFI is associated with increased gamma band power after 
stimulus onset9–11, one could argue that the current results are confounded with spectral leakage from the 
post-stimulus period. The time window we used for time frequency analysis is 3 cycles at each frequency, result-
ing in a time window of 0.12 s at 25 Hz (shorter for increasing frequencies). Hence, 25 Hz activity from up to 0.06 s 
later may have leaked into a given data point being analyzed (albeit less towards the edge of the time window due 
to tapering, and even less for higher frequencies). It is unlikely that the effect we found, which extended from 25 
to 41 Hz and from 0.170 to 0.05 s prestimulus, was substantially affected by poststimulus activity, since it already 
arises long before substantial contamination may have occurred: only the last 0.01 seconds at the lower frequency 
edge of the cluster may have been affected. Another concern may be our non-canonical analysis approach, con-
sisting of a logistic regression of a binary perceptual outcome on oscillatory activity and a subsequent test of the 
obtained regression weights against random noise. Since such an analysis has not been applied to EEG data in this 
manner before, we validated the finding by performing a classical t-test of power values averaged over trials of the 
two perceptual conditions, which confirmed that power was higher in illusion vs. no illusion trials. We therefore 
argue that our approach, although it requires further validation, merits application because it allows modeling 
perceptual variation on the single trial level, and resulted in findings that could be confirmed using more estab-
lished methods.

Future research could address the role of crossmodal phase resetting in the SIFI and the direction of informa-
tion transfer between relevant brain areas. Such studies would also allow insight into the relative importance of 
local excitability changes in sensory areas and feedback by higher-order areas1. Furthermore, the sources of mod-
ulations in oscillatory activity should be localized more accurately to characterize the pertinent network topology 
and corresponding activity patterns. Electrocorticography is one method that has been successfully employed to 
study the mechanisms of crossmodal influence with sufficiently high temporal and spatial resolution26. A limi-
tation of the current study is that it is unclear whether the effect of prestimulus oscillations specifically affects 
the SIFI, i.e. the number of illusory flashes in the A2V1 condition. Instead, prestimulus oscillations might gen-
erally affect accuracy or bias in the flash-counting task irrespective of the veridical number of flashes. However, 
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modeling the perceptual outcome in the other conditions was not feasible due to ceiling effects. In follow-up 
studies, it would therefore be interesting to modify stimuli such that conditions with two visual flashes and with 
no visual flashes (A2V2 and A2V0, respectively) yield greater variability in the number of reported flashes, and to 
include the veridical number of flashes as an additional predictor in the regression model. It would then be possi-
ble to differentiate the influence of visual input, prestimulus oscillations, and their interaction.

To conclude, the present study demonstrates that single-trial oscillatory activity predicts the integration of 
multisensory signals, as exemplified by an influence of auditory input on visual perception in the SIFI. A number 
of studies have found early modulations of cortical activity over visual areas related to the SIFI, which can be 
integrated in the context of the present findings: We propose that crossmodal influence in the SIFI is facilitated 
already before stimulus onset. This facilitation is reflected by reduced alpha band power in occipital areas and 
increased gamma band power in temporal areas19, which might indicate enhanced excitability of polysensory 
pathways. Changes in excitability induced in visual cortex by tDCS, which result in changes of the illusion rate28, 
are likely confined to unisensory visual pathways. Furthermore, multisensory areas in the superior temporal 
gyrus, as well as frontal areas, exert influence over audiovisual information flow, which is reflected by modulation 
of beta band oscillations18. These brain areas, which are relevant for a predisposition for crossmodal influence, 
are also involved in stimulus processing: activation levels in early visual areas indicate the number of subjectively 
perceived stimuli5,8, while activity in superior temporal areas reflects crossmodal interaction more generally6,11. 
Importantly, these later modulations of cortical activity may already be primed by the ongoing prestimulus oscil-
lations revealed in the present study.

Methods
Participants.  Forty healthy volunteers participated in the study. All participants had normal hearing and 
normal or corrected-to-normal vision, and reported no history of neurological or psychiatric disorders. All par-
ticipants gave written informed consent, the study was conducted in accordance with the Declaration of Helsinki 
and approved by the ethics committee of the Charité–Universitätsmedizin Berlin. Findings from this dataset 
focusing on independent aspects of neural processing have previously been reported4,11,22. In accordance with 
our previous analysis of alpha frequency from the same dataset, a subset of 26 participants who showed illusion 
rates between 10 and 90% were selected for analysis4. The illusion rate is computed as the proportion of trials con-
taining two auditory stimuli and one visual stimulus (A2V1) where there is an illusory perception of two flashes. 
The reason for excluding participants with extreme illusion rates is that these participants either did not reliably 
perceive the illusion, or primarily relied on auditory instead of visual input in reporting the number of perceived 
flashes. The mean age of the 26 selected participants (8 female; 1 left-handed) was 33.7 years (range: 18–51 years).

Experimental design.  The experiment was conducted in a sound-attenuated electrically shielded chamber. 
Visual stimuli were presented on a CRT monitor with a background luminance of 21 cd/m2 and a refresh rate of 
75 Hz. Auditory stimuli were presented from a central speaker below the screen. Six stimulus combinations were 
presented: A0V1, A0V2, A1V1, A2V0, A2V1 and A2V2, where the indexed numbers represent the number of audi-
tory (A) and visual (V) stimuli. A2V1 is the illusion condition, while the other combinations served as behavioral 
control trials. We did not use all possible stimulus combinations due to time constraints. Visual stimuli were 
presented for 10 ms and consisted of a white disk subtending a visual angle of 1.6° with a luminance of 89 cd/m2. 
Visual stimuli were presented at 4.1° centrally below the fixation cross. Auditory stimuli were presented for 7 ms 
and consisted of a 73 dB (SPL) 1000 Hz sine wave tone. Three hundred A2V1 trials and 150 trials per control con-
dition were presented in random order in eight blocks. Subjects were asked to indicate how many visual stimuli 
they perceived (zero, one or two) with a button press of their right hand. For details of the experimental setup, 
see Fig. 1a.

Acquisition and Preprocessing of EEG data.  EEG was recorded using a 128-channel active electrode 
cap (EasyCap, Herrsching, Germany), including one horizontal and one vertical electrooculography electrode to 
monitor eye movements, and Brainamp DC amplifiers (Brainproducts, Gilching, Germany). Data were recorded 
in reference to an electrode placed on the nose with a sampling frequency of 1000 Hz and a pass band from 0.016 
to 250 Hz.

EEG data processing was performed in MATLAB (MathWorks, Natick, MA, USA) using the EEGlab35 and 
FieldTrip36 toolboxes and custom scripts. Data were filtered using a two-pass Hamming-windowed FIR filter, 
with an order of 2999 and a −6 dB cutoff frequency of 1 Hz for the high pass, and an order of 23 and a cutoff 
frequency of 125 Hz for the low pass. A 4th-order two-pass Butterworth filter with a stop band from 49 to 51 Hz 
was used to filter out line noise. Data were subsequently downsampled to 500 Hz and epoched from −1 to 3 s 
relative to the first auditory stimulus onset. Trials and channels that contained large artifacts were removed after 
visual inspection. Independent component analysis using an extended infomax algorithm37 was performed on the 
truncated data and components that represented eye blinks or cardiac activity were removed. Electrooculography 
channels were removed from the data and rejected EEG channels were interpolated using spherical interpolation. 
Next, data were re-referenced to common average. Trials that still exceeded a threshold of ±100 µV after these 
procedures were rejected automatically. On average, 98.65 (±50.9 SD) trials, 1.35 (±1.39 SD) channels, and 15.65 
(±6.7 SD) components were removed from each dataset. Finally, epochs were sorted according to combination 
of audiovisual stimuli and response and A2V1-trials, where 1 (no illusion) or 2 flashes (illusion) were perceived, 
were selected. After preprocessing, there were on average 144.65 (±59.11 SD) A2V1 -trials, in which an illusion 
was perceived, and 116.35 (±61.82) A2V1-trials, in which no illusion was perceived in the individual datasets.

Analysis of EEG data.  Single trial EEG data were time-frequency transformed using a single Hanning taper 
with a window length of 3 cycles at each frequency. Time-frequency analysis was performed for the time window 
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from −1 to 1 s around the onset of the first auditory stimulus, with a step size of 10 ms, for the frequencies from 
5 to 41 Hz, with a frequency resolution of 2 Hz. We additionally performed an analysis of activity in the gamma 
frequency band from 40 to 100 Hz in steps of 5 Hz, using multiple tapers with a window length of 200 ms and 
frequency smoothing of ±10 Hz. The only difference in the analysis protocols for the lower and higher frequen-
cies was the use of single and multiple tapers, respectively. We have used multiple tapers for higher frequencies 
because they offer better control over temporal and spectral resolution, and thus better signal-to-noise ratio for 
higher frequencies. Statistical modeling was otherwise identical. Thus, the analysis for higher frequencies can be 
considered an extension of the primary analysis. Taken together, they should reveal the entire frequency range of 
the observed effect.

To quantify the relationship between single-trial EEG power in the prestimulus time window and behavioral 
outcome, we calculated logistic regression weights between the spectral activity in a 500 ms time window prior to 
stimulus presentation and the binary perceptual rating (i.e. illusion vs. no illusion) separately for each electrode, 
frequency, and time-point. Before calculation of the regression weights, time-frequency data were scaled between 
zero and one, and then the inverse of the normal cumulative distribution function was taken. This was done in 
order to approximate the data to a normal distribution due to concerns regarding the use of regression approaches 
with non-normal distributed data38. The regression model can be stated as follows:
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where pillusion is the probability of perceiving the illusion, β0 is the intercept, β1 is the regression weight, and X is 
the normalized single-trial power.

For statistical evaluation, a cluster-based permutation test was used39. Within each subject, we calculated the 
mean and standard deviation of the observed regression weights across channels, frequencies and time-points. We 
then generated dummy regression weights for each subject that were randomly selected from a normal distribu-
tion with the mean and standard deviation calculated in the first step. For the group-level analysis, we compared 
the observed regression weights against these dummy data using a dependent-samples t-test with cluster correc-
tion. Samples at a given channel/frequency/time-point entered a cluster when the significance level exceeded 0.05 
in at least three neighboring electrodes. The test statistic was computed as the sum of t-values within a cluster. 
The comparison was repeated with permuted condition labels 1000 times, yielding a distribution of test statistics 
under the null hypothesis. The significance level of the cluster was computed as the proportion of permutations 
that resulted in a test statistic exceeding the observed one. The aim of this procedure was to identify clusters of 
regression weights that stand out from the subject-specific distribution. Instead of testing the null hypothesis that 
the population level regression weights are zero, this procedure makes no assumptions about the real distribution 
of coefficients, which might be negatively or positively biased for single subjects. While this approach does not 
allow the identification of clusters of coefficients with high or low absolute values, it does detects those clusters of 
coefficients that differ from the subject-specific distribution. Based on the absolute regression weights within the 
cluster, we assessed the direction of the relationship between power and perception.

Additionally, within the channel/frequency/time cluster identified above, we performed a conventional 
t-test of normalized power values averaged over different perceptual conditions (illusion vs. no illusion) to check 
the robustness of the model results. We restricted this analysis to the time/frequencies/channels derived from 
the regression analysis to corroborate the result within the observed cluster. We performed an unrestricted 
cluster-based dependent samples t-test (illusion vs. no illusion) with the same parameters as in the statistical 
test for the regression weights to examine whether the modeling approach is more sensitive than conventional 
methods. We also calculated the Bayes factor (BF) based on the outcome of a dependent-samples t-test between 
observed regression weights and dummy data. The BF summarizes the ratio of evidence for a true effect vs. the 
evidence for the null hypothesis of no effect and was computed from the t-values using the ttest.tstat function 
from the BayesFactor R package40.

To explore whether differences in prestimulus oscillatory power affect differences of ERP amplitudes related to 
different perceptual outcomes, we calculated a Pearson’s correlation between both measures across participants. 
We first calculated ERPs for illusion and no illusion trials separately, applying baseline-correction with the 200 ms 
interval before stimulus onset and a 30 Hz low-pass filter (hamming-windowed sinc FIR, order 220). Then, we 
compared the ERPs from both conditions using a cluster-based dependent samples t-test with similar parameters 
as before, only the cluster alpha criterion decreased to 0.01 for a more focal cluster. Next, we calculated absolute 
amplitude differences, averaged over the resulting negative cluster for each participant. Similarly, we calculated 
absolute differences of normalized oscillatory power between illusion and no-illusion trials (averaged over the 
significant cluster identified from modeling). Finally, we correlated these differences of amplitude and power 
across participants.

Data Availability
Raw data cannot be made available because participants did not consent to public dissemination. Processed data 
can be made available upon reasonable request.
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Abstract

In the ventriloquist illusion, spatially disparate visual signals can influence the perceived location

of simultaneous sounds. Previous studies have shown asymmetrical responses in auditory corti-

cal regions following perceived peripheral sound shifts. Moreover, higher-order cortical areas

perform inferences  on the sources  of  disparate  audiovisual  signals.  Recent  studies  have also

highlighted top-down influence in the ventriloquist illusion and postulated a governing function

of neural oscillations for crossmodal processing. In this EEG study, we analyzed source-recon-

structed neural oscillations to address the question of whether perceived sound shifts affect the

laterality of auditory responses. Moreover, we investigated the modulation of neural oscillations

related to the occurrence of the illusion more generally. With respect to the first question, we did

not find evidence for significant changes in the laterality of auditory responses due to perceived

sound shifts. However, we found a sustained reduction of mediofrontal theta-band power starting

prior to stimulus onset when participants perceived the illusion compared to when they did not

perceive the illusion. We suggest that this effect reflects a state of diminished cognitive control,

leading to reliance on more salient visual information and increased crossmodal influence. We

conclude that mediofrontal theta-band oscillations serve as a neural mechanism underlying top-

down modulation of crossmodal processing in the ventriloquist illusion.

Keywords: oscillations, EEG, multisensory perception, theta



Introduction

The ability to integrate and segregate information reaching us via our different senses is a funda-

mental requirement for forming a coherent mental representation of our environment. Since these

processes must operate dynamically, the neural architecture subserving them should also be flex-

ible. Consequently, the brain activity patterns preceding and accompanying multisensory integra-

tion have come into focus in recent years, with a specific emphasis on the role of neural oscilla-

tions (Keil & Senkowski, 2018; van Atteveldt, Murray, Thut, & Schroeder, 2014). Of special

interest in this context are experimental paradigms where crossmodal influence varies across sin-

gle trials, because they allow researchers to investigate which neural conditions are associated

with differences in perception while sensory input is constant. This is the case in the audiovisual

ventriloquist illusion (VI) paradigm, where the location of visual stimuli affects the perceived

location of concurrently presented sounds (Bertelson & Radeau, 1981; Bruns, 2019; Chen &

Vroomen, 2013; Choe, Welch, Gilford, & Juola, 1975).

Along the auditory pathway, the superior olivary complex in the brainstem is the first structure

that receives input from both ears and can use interaural time and intensity differences to encode

sound location (Goldberg & Brown, 1969). At this processing stage,  the auditory location is

assumed to be coded in a head-centered reference frame and not amenable to the integration of

visual information, which is coded in an eye-centered reference frame at early processing stages.

However, in the subsequent processing stages in the midbrain (Groh, Trause, Underhill, Clark, &

Inati, 2001; Jay & Sparks, 1984), primary auditory cortex (Werner-Reiss, Kelly, Trause, Under-

hill,  & Groh,  2003),  and parietal  cortex  (Mullette-Gillman,  Cohen,  & Groh,  2005),  auditory

responses are affected by eye position. Hence, the interaction of eye position and sound location

results in a hybrid reference frame in higher-level areas, which is in line with a model of multi-

sensory integration depending on multidirectional sensory predictions (Avillac, Denève, Olivier,

Pouget, & Duhamel, 2005).

At the cortical level, the location of unisensory auditory stimuli is processed along a dorsal path-

way, from caudal primary auditory cortex towards parietal areas (Rauschecker & Tian, 2000).

Auditory localization, compared to pitch judgment, is associated with increased BOLD activa-

tion in posterior temporal and parietal areas (Alain, Arnott, Hevenor, Graham, & Grady, 2001).

In a task-free fMRI paradigm, location changes of auditory stimuli elicited activation in the pos-

terior planum temporale (Warren & Griffiths, 2003). Similar auditory regions have also been

shown to be modulated by visual stimuli. Using high-resolution fMRI of the macaque monkey,



Kayser, Petkov, Augath, and Logothetis (2007) showed that convergent audiovisual information

activates specific fields in the caudal auditory cortex, extending into the upper bank of the supe-

rior temporal sulcus. 

Evidence for a modulation of activity in auditory areas by visual information in the VI comes

from an EEG-fMRI study by Bonath et al. (2007). The authors analyzed multimodal difference

waves between audiovisual stimuli comprising a central auditory and a peripheral visual stimu-

lus, and unisensory auditory plus unisensory visual stimuli. The negative ERP difference wave

after 260ms was larger over the hemisphere contralateral vs. ipsilateral to the perceived periph-

eral shift of the sound. Using dipole modeling, the authors localized this effect in the Sylvian fis-

sure. In a separate fMRI experiment, a corresponding decrease of illusion-related BOLD activity

in the ipsilateral planum temporale was observed. The authors suggested that these effects are

mediated by connections from visual areas over multimodal areas to auditory cortex. Further

EEG studies have provided evidence for an early auditory processing account of the VI: the mis-

match negativity, an early ERP component in response to infrequent (deviant) vs. frequent (stan-

dard) sounds with sources in auditory areas, is suppressed when sounds are visually shifted to

standard positions (Colin, Radeau, Soquet, Dachy, & Deltenre, 2002), but evoked when they are

shifted to deviant positions (Stekelenburg, Vroomen, & de Gelder, 2004). In summary, the audi-

tory cortex likely processes the crossmodal shift of perceived sound location in the VI.

Building on evidence that the ventriloquist effect is based on a statistically optimal weighting of 

sensory information (Alais & Burr, 2004), recent studies have focused on the question how the 

brain infers the causal structure of multisensory input. Rohe and Noppeney (2015) showed that a 

hierarchy of cortical areas performs inferences regarding the sources of disparate audiovisual 

stimuli. Primary sensory areas represent location under the assumption of separate sources, while

the posterior intraparietal sulcus (IPS) represents a common source and the forced fusion of input

signals. Finally, the anterior IPS performs Bayesian inference, weighing the signals according to 

their reliability. The IPS has also been shown to exhibit increased functional connectivity with 

auditory areas following adaptation to spatially disparate audiovisual stimuli (Zierul, Röder, 

Tempelmann, Bruns, & Noesselt, 2017). Furthermore, a recent MEG study by Park and Kayser 

(Park & Kayser, 2019) has found that parietal areas encode both past and current sensory 

evidence in a ventriloquist paradigm. Taken together, these studies indicate a crucial role of 

parietal cortex in inferring the location of audiovisual stimuli.



While the study by Bonath et al. (2007) has shown an ERP asymmetry associated with peripheral

sound shifts in the VI, it is as yet unknown if central shifts also result in reduced asymmetry.

Furthermore, no study has investigated the relationship between perception in the VI and neural

oscillations. Hence, proceeding from and extending the findings of Bonath et al. (2007), one aim

in this study was to investigate the relationship between neural oscillations and visually induced

sound location shifts towards the center or periphery. We examined hemispheric asymmetries

depending on the perceived sound location and hypothesized that the symmetry of ERPs and

oscillatory activity in auditory areas depends on the occurrence of illusory perception and the

direction of the sound shift. Specifically, we expected an interaction effect of perception and

direction on indices of laterality: responses in auditory areas should be lateralized for peripheral

illusions and accurately perceived peripheral sounds, but not for central illusions and accurately

perceived central sounds.

Furthermore, we investigated the modulation of neural oscillations related to crossmodal influ-

ence, irrespective of the direction of shift. Since perceptual priors (Rohe & Noppeney, 2015) in

the VI may already develop before stimulus onset, and fluctuations of ongoing oscillations pre-

sumably contribute to variability in perception (Iemi et al.,  2019; Keil,  Müller, Hartmann, &

Weisz, 2014; Keil, Müller, Ihssen, & Weisz, 2012; Weisz et al., 2014), we included the prestim-

ulus period in this analysis. In agreement with the findings of Rohe and Noppeney (2015), we

expected a modulation of oscillatory prestimulus activity or induced responses, especially in the

IPS.



Methods

Participants

Thirty-five participants were recruited from the general population (mean age 30.3  ± 7.8 (SD)

years, 17 male, 3 left-handed). All participants gave written informed consent and the study was

conducted in accordance with the 2008 Declaration of Helsinki and approved by the ethics com-

mittee of the Charité–Universitätsmedizin Berlin. Participants reported no history of neurological

or psychiatric disorders and were screened for hearing impairments using 500 and 750 Hz tones

with an exclusion threshold of 25 dB. 

Nine  participants  had  to  be  excluded  from  the  further  data  analysis.  One  participant  was

excluded due to technical problems during EEG data acquisition. Two further participants were

excluded during preprocessing due to excessive muscular artifacts. Three additional participants

were excluded due to low auditory accuracy. Subjects were excluded when auditory accuracy

was lower than 50% in at least one unisensory condition during the main experiment and no dis-

crimination thresholds could be determined from the response patterns in the unisensory auditory

experiment (see below for descriptions of the tasks). Two further participants were excluded due

to low visual accuracy: one reported not seeing peripheral visual stimuli during the main experi-

ment, and one repeatedly closed their eyes during the experiment. Finally, one participant with

an illusion rate > 90% was excluded because they relied almost exclusively on visual informa-

tion in the auditory localization task. Thus, 26 participants were included in the analysis (mean

age 29.9  ± 8.2 (SD) years,  12 male,  1 left-handed).  Subsets of 15 and 18 participants  were

selected for two different EEG data analysis strategies based on trial counts in relevant stimulus

and response categories (see below).

Experimental design

General procedure

Participants were seated in an electrically and acoustically shielded chamber. The experiment

consisted of an auditory and visual steady state localizer, the main ventriloquist experiment, and

unisensory auditory and visual control experiments. Data from the visual steady state localizer

and unisensory visual control experiment were not used in the current work. Therefore, they are

not further reported. The total experimental runtime, excluding breaks, was about 90 minutes.

Visual stimuli were presented at 45 cm viewing distance on an LCD display with a gray back-

ground (mean luminance: 30 cd/m2) and a refresh rate of 75 Hz. Auditory stimuli consisted of a



600 Hz pure tone, sampled at 44.1 kHz, and were presented via earphones (Etymotic Research,

Illinois, USA) at 72 dB SPL.

Auditory steady state localizer

Participants passively listened to tones with 40 Hz amplitude modulation at 90% modulation

depth, on the left or right ear. We used unilateral stimuli to avoid strongly correlated activity

between hemispheres with bilateral stimulation, which is difficult to localize using beamforming

techniques, and to specifically stimulate space-sensitive areas. A trial consisted of a prestimulus

period of 1 s, the auditory stimulus of 1.25 s and an inter-trial interval between 0.54 and 0.64 s.

Throughout the trial, a central fixation cross was presented on the screen. Thirty-five trials were

presented to each ear, in random order. 

Ventriloquist experiment

In the main experiment, unisensory auditory and combined audiovisual stimuli were presented.

Each trial consisted of a central fixation cross for 1 s, the auditory or audiovisual stimulus, a 0.6

poststimulus  period,  the response window, and an intertrial  interval  (ITI)  randomly sampled

between 0.22 and 0.42 s (for details, see Fig. 1). Participants were asked to indicate the perceived

sound origin (left / center / right) on each trial with a button press using the index, middle, or

ring finger of their right hand within a 1 s response interval. Before the start of data collection,

participants completed a self-chosen number of training runs, where feedback about response

timing was provided.

Figure 1: Timeline of one trial in the ventriloquist

experiment



Auditory stimuli were presented for 0.1 s. The apparent origin of the sound was manipulated via

the interaural time difference on three levels: -17.5° (AL), 0° (AC), 17.5° (AR). Visual stimuli

consisted of a light gray (75 % luminance) circular gaussian blob subtending 0.33° (at full width

half maximum), presented for 0.04 s on a gray (50% luminance) background, 4° above the fixa-

tion cross and laterally displaced at either -17.5° (VL), 0° (VC), 17.5° (VR) relative to fixation.

Visual stimuli were presented above fixation to avoid proximity to the blind spot.

Auditory and visual stimuli  were combined according to three categories:  ventriloquist trials,

where the visual location was adjacent to the auditory location (ACVR, ACVL, ARVC, ALVC), con-

gruent trials, where the locations coincided (ALVL, ACVC, ARVR), and divergent trials, were the

locations were on different sides relative to the central fixation (ALVR, ARVL). Two-hundred tri-

als were presented per ventriloquist condition, 100 trials per congruent condition, and 50 trials

per divergent condition. Furthermore, 120 unisensory auditory trials (ALV0, ACV0  , ARV0) were

presented per location, for a total of 1560 trials. These trial numbers were chosen to allow per-

ception-based comparisons in the ventriloquist conditions, while avoiding inferences from visual

on auditory location by the participants. Ventriloquist trials were categorized as no-illusion when

auditory stimuli were localized correctly, or as illusion when auditory stimuli were perceived at

the visual location. The order of the various stimulus conditions was pseudo-randomized across

the length of the experiment. The experiment was split into 12 blocks of 130 trials each, with a

self-paced break after each block. The total experimental runtime excluding breaks was approxi-

mately 75 minutes.

Unisensory auditory experiment

This behavioral experiment was conducted to assess the individual discrimination threshold by

visually determining the approximate angles where the highest response rate transitioned from

one direction to the next (e.g. from "center" to "right"). Auditory location was manipulated in

2.5° steps ranging between -17.5° and 17.5°. Ten trials per location were presented in random

order. Trial timing, task and response mode were identical to the ventriloquist experiment. 

Acquisition and Preprocessing of EEG data

Prior  to  the  experiment,  individual  head  fiducials,  electrode  positions,  and  headshape  were

digitized using a Polhemus Patriot (Polhemus, Vermont, USA). EEG was recorded using a 128-

channel passive electrode cap (EasyCap, Herrsching, Germany), including one horizontal  and

one vertical electrooculography (EOG) electrode to monitor eye movements, and Brainamp DC

amplifiers (Brainproducts, Gilching, Germany). Data were recorded in reference to an electrode



placed on the nose with a sampling frequency of 1000 Hz and a pass band from 0.016 to 250 Hz.

EEG  data  were  processed  and  analyzed  using  the  EEGlab  (Delorme  &  Makeig,  2004;

http://sccn.ucsd.edu/eeglab,  RRID:SCR_007292)  and  Fieldtrip  (Oostenveld,  Fries,  Maris,  &

Schoffelen, 2010; http://www.fieldtriptoolbox.org, RRID:SCR_004849) toolboxes for MATLAB

(http://www.mathworks.com/products/matlab/, RRID: SCR_001622),  and custom scripts. Parts

of the statistical analyses were performed in R (R Core Team, 2013; http://www.r-project.org/,

RRID:SCR_001905). 

Raw EEG data were filtered using the default FIR filter settings in EEGlab, with a 0.5 Hz -6dB

cutoff frequency and an order of 3300 for the high-pass, and -6dB cutoff frequencies of 49.5 and

50.5 Hz and an order of 3300 for the bandstop to filter out line noise. Data were resampled to

500 Hz and epoched into trials from -1.1 to 1.1 s around stimulus onset. Trials containing large

artifacts and noisy channels were removed following visual inspection. After re-referencing to

the common average, data were subjected to independent component analysis using an extended

infomax algorithm (Lee, Girolami, & Sejnowski, 1999). Components representing blinks, lateral

eye movement or cardiac artifacts were removed following visual inspection. Removed channels

were interpolated using spherical spline interpolation and EOG channels were removed from the

data. Trials still exceeding an absolute threshold of 100 mV after these procedures were removed

automatically. On average, 6 ± 3 channels, 130 ± 85 trials and 4  ± 2.2 ICA components were

removed from the individual datasets (mean ± SD).

Construction of forward models and source reconstruction

Realistic  boundary  element  method  (BEM)  headmodels  and  lead  fields  were  created  from

individual T1-weighted MRI scans, acquired on a 3T scanner (Siemens, Germany), and digitized

electrode  positions  using  OpenMEEG  (Gramfort,  Papadopoulo,  Olivi,  &  Clerc,  2010;

http://openmeeg.gforge.inria.fr/, RRID:SCR_001905). A template source grid with a resolution

of 1 cm in MNI space was constructed, and individual grids were inverse-warped to the template

positions for comparability across subjects. For one subject where no MRI scan was available, a

template headmodel and standard electrode positions were used. 

Virtual channel time courses in source space were reconstructed using an LCMV beamformer

(Van Veen, Van Drongelen, Yuchtman, & Suzuki, 1997) with noise regularization of 5%. For

each subject, ventriloquist trials were selected from the data and these data were analyzed using

the LCMV beamformer. To this end, a spatial filter was constructed from the covariance matrix

http://sccn.ucsd.edu/eeglab
http://openmeeg.gforge.inria.fr/
http://openmeeg.gforge.inria.fr/
http://openmeeg.gforge.inria.fr/
http://openmeeg.gforge.inria.fr/
http://www.r-project.org/
http://www.mathworks.com/products/matlab/
http://www.fieldtriptoolbox.org/


across the whole epochs, and the virtual channel time courses at each grid position were com-

puted by multiplying EEG data with the spatial filter.

Analysis of behavioral data

To  quantify  the  influence  of  visual  information  on auditory  localization  in  the  ventriloquist

experiment, we compared the proportion of correct responses in the ventriloquist, congruent, and

unisensory auditory trials using a 3x2 factorial repeated measures ANOVA with the factors Vis-

ual Stimulus (congruent; adjacent; none) and Auditory Location (peripheral; central). Response

accuracies  were averaged across visual and auditory locations  according to  these levels.  For

post-hoc  tests,  the  estimated  marginal  means  were  contrasted  where  applicable  using  the

emmeans package in R (Lenth, 2019), with Holm-correction for multiple comparisons.

To examine the possible influence of fatigue on the VI, we divided each participant’s behavioral

data into four quartiles along the length of the experiment, and calculated a repeated-measures

ANOVA with the factor Quartile for the dependent variable illusion rate. This was done to disso-

ciate potential perception-related effects in the EEG data from experimental runtime.

Analysis of EEG data

We pursued two complementary analysis strategies. The first focused on oscillatory correlates of

crossmodal influence, irrespective of specific sound locations. The second focused on lateraliza-

tion of activity in auditory cortex dependent on perceived sound location.

Crossmodal influence

For this line of analysis, we compared illusion and no-illusion trials pooled across the four ven-

triloquist conditions. Participants with at least 13 illusion and no-illusion trials in each ventrilo-

quist condition were selected, resulting in a subset of 18 participants. Trial counts were equalized

across conditions by random selection to ensure similar signal-to-noise ratios, and that potential

effects were not confounded with real or perceived stimulus location. The number of 13 trials

was chosen to reach a minimum combined count of 52 trials after pooling across the four condi-

tions,  separately  for illusion and  no-illusion trials.  Analyses  of  neural  oscillations  were  per-

formed on both the scalp level and source level. Data were time-frequency transformed using

multiple tapers with a window length of 5 cycles and spectral smoothing of 20% of the analyzed

frequency, from -0.5 to 0.5 s in steps of 20 ms. The analyzed frequencies were logarithmically

scaled between 2 and 70 Hz. 



For the scalp level  EEG data a cluster-based permutation dependent-samples t-test  (Maris &

Oostenveld, 2007) in the time range of -0.5 to 0.5 s peristimulus was used (illusion vs. no-illu-

sion, cluster threshold p = 0.01, 1000 permutations). On the source level, the prestimulus period

was initially analyzed separately, due to computational (RAM) limitations and because a scalp

level effect was found in this period. The analysis was then extended to the poststimulus period.

Absolute power changes between illusion and no-illusion trials, averaged over significant clus-

ters from the permutation test, were then correlated with the illusion rates across subjects, and

the Bayes Factor (BF), considering the correlation coefficient and sample size, was computed

according to Wetzels and Wagenmakers (2012) to assess statistical evidence.

Finally, we also tested for differences in oscillatory power between illusion and no-illusion trials

averaged over a region of interest (ROI) consisting of virtual channels within the inferior parietal

gyrus (defined from the AAL-atlas). This ROI resembled the posterior parietal sulcus region,

which has previously been shown to be associated with fusion of spatially divergent audiovisual

signals (Rohe & Noppeney, 2015). 

Lateralization

For the second line of analysis, we first analyzed data from the auditory localizer task. This was

done to define regions of interest for the further statistical analysis. For the combined left and

right ear steady state stimulation trials, the Fourier spectrum was computed for the time period

from -1 to 1s peristimulus using a single Hanning taper. Data from -0.775 to -0.125 and 0.25 to

0.9 s peristimulus were selected as baseline and stimulation periods, respectively. In line with

recent recommendations for the source analysis of auditory steady state responses by Popov et al.

(2018), the sources of cortical responses phase-locked to a synthetic 40 Hz-signal were recon-

structed, using a DICS-beamformer with noise regularization of 5% and a symmetric dipole pair

as the source model. A cluster-based permutation dependent-samples t-test (cluster threshold p =

0.01, 1000 permutations) was used to compare stimulation and baseline periods. The location of

maximal activation was identified based on the maximal t-value within the resulting significant

cluster (p < 0.05). The MNI coordinates of the maximum were [60 -30 10], located in the right

superior temporal gyrus (according to the AAL-atlas), adjacent to Heschl's gyrus (see Fig. 2).

Since we used a symmetric dipole pair for the source reconstruction, the virtual channel showing

the maximum and the homologue position in the left hemisphere were selected for the next anal-

ysis steps.



After defining ROIs for the further analysis, we combined trials from the ventriloquist experi-

ment according to the location of the visual stimulus relative to the auditory stimulus. We will

refer to ACVR  and ACVL  trials as  peripheral  ventriloquist trials, because a central sound is per-

ceived peripherally in case of the illusion. Accordingly, we will refer to ARVC and ALVC trials as

central ventriloquist trials. Participants with at least 50 illusion and no-illusion trials in both the

central and peripheral conditions were selected for further analysis. This resulted in a subset of

15 participants (14 of which had also been selected for the crossmodal influence analysis). To

avoid differences in signal-to-noise ratio, trial counts were equalized between the four conditions

by random selection. The analysis focused on auditory regions of interest consisting of the sym-

metric virtual channels at the positions identified in the auditory localizer experiment, plus their

respective five immediate grid neighbors. One additional neighbor was located outside the brain

volume and was not included in the region of interest. Data were time-frequency transformed

using the same parameters  as in the crossmodal  influence analysis.  Additionally,  ERPs with

baseline correction from -0.2 to 0 s peristimulus and a 30 Hz low-pass FIR filter were computed

for the same time window as in the time-frequency analysis (-0.5 to 0.5 s). ERPs were included

in this line of analysis because previous research had demonstrated illusion-related ERP asym-

metries (Bonath et al., 2007). Time-frequency (TFR) data and ERPs were averaged separately

over the virtual channels ipsi- and contralateral relative to auditory location for the central condi-

tion, and ipsi- and contralateral relative to visual location for the peripheral condition. Next, the

TFR laterality index (ipsilateral -  contralateral /  ipsilateral + contralateral, see Haegens et al.

(2011)), and ERP difference waves (contralateral – ispilateral) were computed. A double differ-

ence approach was used to test for interaction effects of the direction of perceptual shift (central/

Figure 2: Source reconstruction of 40 Hz-coherence (stimulation vs. baseline) in the auditory

localizer experiment. t-values are masked using 95% of the maximal value, which is indicated

by the crosshairs. N = 15.



peripheral)  and perception (illusion/no- illusion). Specifically, activity in the peripheral condi-

tion was first subtracted from activity in the central condition (for illusion and no-illusion trials

separately). Then, these differences were submitted to a cluster-based permutation dependent-

samples t-test (illusion vs. no-illusion, cluster threshold p = 0.05, 1000 permutations). To directly

examine whether there were simple perception-related differences, especially within the periph-

eral condition as described by Bonath et al. (2007), illusion against no-illusion was also tested in

the central and peripheral conditions separately.

For the ERP analysis we also computed a 3-factorial ANOVA (with an additional factor Hemi-

sphere instead of forming a difference wave) to complement the difference wave analysis and to

specifically test for lower-level interactions and main effects of Hemisphere, Direction and Per-

ception. Peak latencies of the components in a +/-20 ms window around 50, 100, and 200 ms

were first extracted from the average across all conditions. Then, amplitudes were averaged over

a  +/-10  ms  window  around  the  identified  peak.  To  directly  test  for  asymmetrical  evoked

responses in the time window identified by Bonath et al. (2007), we also included the +/-20ms

average around 250 ms in the analysis. Averaged peak amplitudes were subjected to a repeated-

measures ANOVA with Holm correction for four latencies.  For post-hoc tests, the estimated

marginal  means  were contrasted  where  applicable  using  the  emmeans  package in  R (Lenth,

2019), with Holm-correction for multiple comparisons.  We did not compute a corresponding

ANOVA for the TFR data because this would require a selection of time-frequency regions of

interest, which is not as straightforward as in the case of ERPs.



Results

Behavior

Mean accuracy in the unisensory auditory conditions of the main experiment was 74.7 ± 9.7

(SD) %. The illusion rate across ventriloquist conditions was 55.8 ± 23.3 (SD) %. Responses in

the unisensory auditory control experiment indicated that subjects  could reliably discriminate

sound locations  well  below the  angle  used  in  the  main  experiment.  Fig.  3  illustrates  mean

response rates in all conditions of the main experiment and Fig. 4 illustrates mean response rates

for the unisensory auditory control experiment. A 3x2 repeated measures ANOVA of response

accuracy with factors Visual Stimulus and Auditory Location revealed a main effect of Visual

Stimulus (F(2,50) = 98.93, p < 0.001) and an interaction between Visual Stimulus and Auditory

Location (F(2,50) = 3.41, p = 0.0408, see Fig. 5). The main effect of Auditory Location was not

significant (F(1,25) = 3.17, p = 0.087). Post-hoc tests for the main effect of Visual Stimulus

revealed that accuracy was higher for congruent compared to no Visual Stimulus (t = 4.65, p <

0.0001), higher for congruent compared to adjacent Visual Stimulus (t = 13.821, p < 0.0001),

and higher for no compared to adjacent Visual Stimulus (t = 9.17, p < 0.0001). This indicates

that visual stimuli influenced auditory perception and induced the VI. Post-hoc tests for the inter-

action between Visual Stimulus and Auditory Location revealed that accuracy was higher for

peripheral compared to central Auditory Location when no Visual Stimulus was presented (t =

2.75, p = 0.0089), but not when the Visual Stimulus was congruent or adjacent to the auditory

location (both p > 0.2). Simple contrasts of Visual Stimulus within the levels of Auditory Loca-

tion mirrored those of the main effect (all p < 0.01). 

Next, we analyzed the influence of experimental runtime on illusion rate. The factor Quartile had

a significant influence on the illusion rate (F(3,25) = 5.23, p = 0.0025). Post-hoc tests revealed

that illusion rates were lower in the second, third and fourth quartile compared to the first quar-

tile (t = 2.84, p = 0.0292; t = 3.04, p = 0.0169; and t = 3.62, p = 0.0029, respectively). This

decrease of illusion rates only from the first to the subsequent quartiles suggests that fatigue did

not substantially influence perception of the VI. Otherwise, a continuous increase or decrease

would have been expected. The reduction in illusion rates may rather reflect an initial training

effect.



Figure 3: mean response rates (l = left, c = center, r =

right) for all conditions. Error bars indicate SEM. Solid

and dashed gray lines around the plots indicate the cen-

tral and peripheral ventriloquist conditions, respectively.

Figure 4: mean response rates in the unisensory auditory experiment. Error bars indicate SEM.

This figure demonstrates that participants could discriminate central and peripheral sounds well

below the angle used in the main experiment (17.5°).



Crossmodal influence

We compared illusion with no-illusion trials pooled across different stimulus locations. This was

done to test for oscillatory power modulations related to crossmodal influence.  For the scalp

level analysis, a significant negative electrode cluster was found over mediocentral channels in

the prestimulus period (p = 0.038, illusion < no-illusion; see Fig. 6). The cluster ranged from -0.5

to -0.12 s, between 4.2 and 4.9 Hz, i.e. the theta band. The across-subject correlation between

illusion  rates  and  illusion –  no-illusion power  differences  in  the  cluster  was  not  significant

(R = -0.35, p = 0.1553). The corresponding BF was 0.49.

For the source space analysis, a significant negative cluster was found at medial frontal regions

in the prestimulus period (p = 0.05, illusion < no-illusion). The cluster encompassed a -0.48 to 0

s time interval at a frequency of 2.7 to 4.4 Hz. Hence, the scalp level analysis, as well as the

source level analysis revealed differential prestimulus low frequency power in the delta to theta

range between illusion and no-illusion trials. Because the source level cluster extended to the

Figure 5: Mean and individual response accuracies, indicated by bars

and dots, respectively. Asterisks indicate significant post-hoc tests for

the 3x2 ANOVA (** p < 0.01; *** p < 0.001). Please note that the

simple effects of Visual Stimulus, which mirrored the main effect, are

not depicted.



time  of  stimulus  onset,  we  also  analyzed  the  poststimulus  period  subsequently.  In  the

poststimulus period, a comparable cluster (p = 0.014) ranging from 0 to 0.5 s, between 2.7 and

4.4 Hz was obtained (see Fig.  7).  The across-subject  correlations  between illusion rates and

illusion -  no- illusion power differences were not significant on the source level (prestimulus:

R = -0.27,  p  =  0.284;  poststimulus:  R = -0.44,  p  =  0.0668).  The  BFs  were  0.33  and  0.95,

respectively.

For the region of interest analysis in the inferior parietal gyrus, no significant effect was found.

We also repeated the control analysis on behavioral data for fatigue in this participant subsample

and did not find a significant influence of quartile (F(3,17) = 2.72, p = 0.0537), though there was

a trend towards significance.  In summary, both the scalp and source level analyses revealed an

influence of medial frontal theta band power prior to stimulus onset on the perception of the VI.

Figure 6: Time-frequency spectrum and topography of t-values for the illusion / no illusion com-

parison on the sensor level. Significant regions / channels are indicated by saturation / asterisks,

respectively.



Lateralization

In this line of analysis, we analyzed the symmetry of auditory cortical responses related to the

occurrence of sound shifts  toward the center  or the periphery.  Spectra  for baseline-corrected

activity in the four conditions and the laterality index, as well as the tested differences are illus-

trated in Fig. 8. The analysis of the TFR laterality index revealed no significant effects for the

comparison between the central minus peripheral  condition differences within the illusion and

no-illusion  conditions (lowest negative cluster p = 0.48). The analysis of the ERP difference

waves did also not reveal any significant effects (lowest negative cluster p = 0.67). ERPs and dif-

ference waves are illustrated in Fig. 9.

When testing simple effects of illusion vs. no-illusion, for the central and peripheral conditions

separately, again no significant differences were obtained. In the TFR data, the lowest negative

Figure 7: Time-frequency spectrum and sourceplot of t-values for the illusion vs. no illusion com-

parison on the source level. Significant regions / virtual channels are indicated by saturation. The

prestimulus period is shown at the top, the poststimulus period at the bottom.



cluster p-value for the comparison in the central condition was p = 0.52; in the peripheral condi-

tion it was p = 0.42. In the ERPs, the lowest positive cluster p-value for comparison in the cen-

tral condition was p = 0.57. No clusters were found in the peripheral condition.

In the  ANOVAs of  averaged ERP amplitudes,  no significant  3-way interaction  effects  were

found, contrary to the hypothesis that ERP amplitudes should depend on an interaction of hemi-

sphere, the direction of perceptual shift, and the occurrence of the illusion. However, a signifi-

cant main effect of Hemisphere was found around 102 ms (F(1,14) = 12.54, p= 0.013). Post hoc

tests revealed that amplitudes around 102 ms were larger in the contralateral compared to the

ipsilateral hemisphere (t = 3.54, p = 0.0033). Moreover, a Direction x Hemisphere interaction

effect was observed around 204 ms (F(1,14) = 15.16, p = 0.0065). Post hoc tests revealed that

amplitudes were larger in the contralateral compared to the ipsilateral hemisphere when visual

stimuli were presented peripherally (t = 4.44, p = 0.0005). No such effect was found when visual

stimuli were presented centrally (t = 1.25, p = 0.6015). Moreover, ERP amplitudes around 204

ms were larger for centrally presented visual stimuli, compared to peripherally presented visual

stimuli within the ipsilateral hemisphere (t = 4.33, p = 0.007). Thus, ERP amplitudes around 204

ms differed between hemispheres for peripherally, but not for centrally presented visual stimuli.

Taken together,  the current  results do not support the notion that lateralized cortical  activity

reflects subjective sound location in the VI.

Factor DF 36-56 ms 92-112 ms 184-204 ms 230-270 ms

F-value p-value F-value p-value F-value p-value F-value p-value

Direction 1,14 0.92 0.3727 6.17 0.0788 7.24 0.0703 1.93 0.3727

Perception 1,14 1.41 0.5108 0.96 0.5108 2.14 0.4965 6.5 0.0924

Hemisphere 1,14 0.29 0.6 12.54 0.013* 5.46 0.1046 3.72 0.1488

Direction x Perception 1,14 0.05 1 0.03 1 0.12 1 0 1

Direction x Hemisphere 1,14 0.78 0.394 6.14 0.0796 15.16 0.0065* 1.84 0.394

Perception x Hemisphere 1,14 0.16 1 0 1 1.8 0.8046 0.08 1

Direction  x  Perception  x  Hemi-

sphere 1,14 0.07 1 0.45 1 0.02 1 0.52 1

Table 1: F- and p-values for the 3-factor ANOVA of ERP amplitudes. The reported p-values are

Holm-corrected for comparisons at four latencies.



Figure 8: A: Time-frequency spectra in the contra- and ipsilateral source regions of interest for all

conditions. Data are baseline-corrected using the 500 ms prestimulus period. Note that this correc-

tion was only applied for illustrative purposes, but not in the analyzed data, where a similar correc-

tion is implicit in the calculation of the laterality index. 

B: Time-frequency spectra of the laterality index and tested differences.



Figure 9: Event-related potentials and difference waves in the source regions of interest. Time peri-

ods used for the ANOVA of averaged amplitudes are indicated by gray lines above the abscissa,

and periods where main or interaction effects were found are indicated by asterisks. The figure

illustrates that amplitudes around 100 ms are generally larger in the contralateral vs. ipsilateral

hemisphere, while amplitudes around 200 ms show this difference only for peripheral visual stim-

uli.



Discussion

In this study, we investigated neural correlates of the ventriloquist illusion. We focused on exam-

ining oscillatory activity related to crossmodal influence, and asymmetrical activity related to

perceived sound location. Our study revealed that a decrease of slow wave prestimulus oscilla-

tions in mediofrontal areas facilitated the illusion.

Behavior

The response patterns indicated that participants could accurately localize unisensory auditory

stimuli.  Since the illusion rates in the ventriloquist conditions were markedly higher than the

unisensory error rates, there is strong evidence that visual stimuli shifted the perceived sound

location, in line with previous studies (Bruns, 2019). Our analysis of response accuracy showed

that accuracy was higher for congruent audiovisual trials compared to unisensory auditory trials

and ventriloquist trials, and higher for unisensory auditory trials compared to ventriloquist trials.

This confirms that visual stimuli biased the perceived sound localization. In addition, we found

that accuracy was higher for peripheral compared to central auditory location, but only when

sounds were presented alone. This suggests that the advantage for peripheral sounds was super-

seded by visual influence.

An analysis of illusion rates across the duration of the experiment showed that illusion rates were

higher in the first quartile compared to the following three. This suggests that participants got

better at discriminating the sounds after initial practice, but contradicts the idea that fatigue had a

strong impact on illusion rates. Taken together, our study replicated prior observations that visual

stimuli can affect the perceived location of sounds. 

Cross-modal influence

In this line of analysis, we investigated modulations of oscillatory activity related to the occur-

rence of the VI, irrespective of the direction of perceptual shift. The analysis was performed on

the level of the scalp, the whole brain source level, and with a focus on inferior parietal sources.

In our analysis of scalp-level activity, we found a significant prestimulus modulation of frontal

theta band power: illusory perception was associated with decreased theta power. This finding

could reflect a state of diminished cognitive control (Cavanagh & Frank, 2014) that leads to a

reliance on more salient visual information. The topography of the effect was consistent with

frontal sources, a notion that was further supported by the source-level analysis. On the source



level, we found a sustained decrease of theta power in the prestimulus and poststimulus periods

in mediofrontal  regions associated with the illusion. Theta band oscillations have been impli-

cated in the monitoring of response conflict (Cohen & Cavanagh, 2011) and are well suited for

long-range information transfer across cortical regions (von Stein & Sarnthein, 2000). Therefore,

they may serve as a neural mechanism for perceptual adjustment and action selection in multi-

sensory tasks, where information might be disparate and has to be integrated across different sen-

sory regions. Thus, the frontal theta modulation could reflect activity of populations representing

action goals, ultimately biasing sensory circuits  involved in response selection (E. K. Miller,

2000). In line with this assumption, theta band functional connectivity has been suggested to sig-

nal changing task demands and dynamically modulates the integration of cortical areas into dis-

tributed networks (Keil, Pomper, & Senkowski, 2016). Similarly, Rohe and Noppeney (2018)

argued for a task-dependent modulation of functional networks by frontal areas in audiovisual

perception. Finally, our finding of reduced frontal theta oscillations in the VI is also consistent

with recent evidence that the VI is susceptible to top-down influence and is not a purely percep-

tual phenomenon. For instance, it has been shown that reward expectations (Bruns, Maiworm, &

Röder, 2014) and emotional valence (Maiworm, Bellantoni, Spence, & Röder, 2012) modulate

the VI. The VI can also be induced by imagined visual stimuli (Berger & Ehrsson, 2013, 2014),

further supporting the notion that it results not solely from bottom-up processing. In line with

these recent findings, early evidence for a contribution of response bias as opposed to perceptual

changes to the ventriloquist effect came from the study by Choe et al. (1975), where the authors

argued for an influence of shifts of the decision criteria. 

We did not find a substantial influence of experimental runtime on illusion rates in the partici-

pants from this analysis. This suggests that the effects in the low-frequency range are not due to

fatigue increasing with experimental duration, but unfold on a shorter time scale. Taken together

with the observation of temporally sustained decrease of theta power, this indicates that the vari-

ability of multisensory integration in the VI is due to modulations of cognitive control that span

several trials, but not longer time periods. Furthermore, illusion rates were not significantly cor-

related with theta power changes across subjects. Therefore, the observed modulation appears

not to relate to interindividual differences in the tendency to perceive the VI, but to perceptual

variability within each individual.

Contrary to our hypotheses and the conclusions of Rohe & Noppeney (2015), we found no illu-

sion-related  modulation  of  prestimulus  activity  or  induced  responses  in  the  inferior  parietal

region of interest. Possible reasons for the lack of an effect include the reduced spatial resolution



of source-level EEG compared to fMRI or a location difference between the analyzed regions

across studies. However, we also found no corresponding effect in nearby regions in the whole-

brain analysis. Furthermore, it is unclear whether differences in oscillatory activity between per-

ceptual conditions have enough sensitivity to the perceptual prior for a common source, which

was computed from behavioral data and then correlated with the BOLD signal in the original

study by Rohe and Noppeney (2015). In summary,  our results did not corroborate an involve-

ment of parietal cortex in the ventriloquist illusion.

Lateralization

This analysis focused on hemispheric asymmetries in auditory areas, depending on perceptual

shifts towards the center or periphery. Contrary to our hypotheses and the results of Bonath et al.

(2007), we found no significant effects on ERP amplitudes or neural oscillations in the laterality

analyses. Interhemispheric balance in the auditory region of interest did not reflect the perceived

auditory stimulus location. This conclusion is based on the lack of an interaction between Direc-

tion and Perception in the analysis of the TFR laterality index and the ERP difference waves. We

also tested a simple contrast of illusion vs. no-illusion within the peripheral condition, thereby

trying to replicate the finding of Bonath et al. (2007) more directly. However, this analysis also

resulted in no significant effects. 

One possible reason for the lack of perception-related effects is that, in contrast to Bonath et al.

(2007), we did not analyze multimodal differences, which might be more sensitive to modulation

by crossmodal integration. However, if the effect described by Bonath et al. is due to an integra-

tive process, we consider it plausible that it should also be detected when analyzing responses to

multimodal stimuli directly. An ERP study using an audiotactile ventriloquist paradigm (Bruns

& Röder, 2010) found enlarged central ERPs in a similar time range as Bonath et al. (2007) for

central compared to lateral sound perception, irrespective of the physical sound location. Impor-

tantly, the ERP asymmetry effects described by Bonath et al. (2007) could not be replicated in

that study either. Another possible reason for the lack of laterality effects is that more realistic

stimuli including spectral cues might be necessary to drive salient responses in auditory cortex

(Callan, Callan, & Ando, 2013). In the same vein, hemispheric asymmetries are more consis-

tently  found for  monoaural  compared to  lateralized  binaural  stimuli  (Woldorff  et  al.,  1999).

However, we found prominent ERPs in our auditory region of interest, including some compo-

nents that showed hemispheric dominance, using simple sounds with temporal location cues. On

a more fundamental level, there is evidence from primate studies that acoustic space is repre-

sented by population codes which might not be easily resolvable using EEG (L. M. Miller &



Recanzone, 2009). Hence, it remains an open question whether the physical or subjective loca-

tion of auditory stimuli is reflected in the EEG. Lastly, it is possible that our region of interest

did not include relevant neural loci to capture the effect. However, the selected region of interest

should be considered suitable because it showed the largest modulation in response to lateralized

sounds in the localizer experiment.

Whereas we did not find perception-related changes in auditory areas, we found stimulus-related

modulation of ERPs in the ANOVA of peak amplitudes. In the N1 range, evoked potentials were

enhanced in the contralateral  relative to the ipsilateral  auditory cortex, demonstrating a well-

known contralateral dominance of the auditory system (Pantev, Ross, Berg, Elbert, & Rockstroh,

1998; Picton et al., 1999). In the P2 range, this enhancement was only observed for peripheral

visual stimuli. This indicates that the location of visual stimuli had an influence on auditory pro-

cessing. However, the lack of interactions with perception indicates that the altered auditory pro-

cessing had no direct impact on perception. In summary, whereas we could not replicate the ERP

asymmetry effects described by Bonath et al. (2007), we found evidence for a modulation of

auditory  cortical  activity  by  spatial  visual  information.  This  modulation,  however,  was  not

related to the VI. 

Limitations and future directions

The current analysis has a number of limitations. Firstly, the exact temporal localization of the

effect is difficult due to the low temporal precision in the low-frequency range. We found modu-

lations of prestimulus theta-band activity over a time span of 400 ms in the sensor-level analysis,

which spread across the whole trial in the source-level analysis. Due to the width of the sliding

temporal window in the time-frequency analysis, activity from minus to plus 500 ms around a

given time point is included in the spectral estimate at 5 Hz. This hampers strong conclusions on

the temporal dynamics of the effect. Interesting evidence regarding the time course of causal

inference in the VI comes from a recent study by Aller & Noppeney (2019), who found that the

brain estimates auditory and visual signal location under the prior of forced fusion in the time

range of 100 to 250 ms after stimulus onset.

Although there is evidence for left-lateralized processing of ITD cues (Tardif, Murray, Meylan,

Spierer, & Clarke, 2006), low trial numbers did not allow us to analyze all conditions separately.

Instead, we pooled contra- and ipsilateral electrodes across conditions for the laterality analyses.

Therefore, we could not make inferences about hemispheric asymmetries or the processes under-

lying shifts in specific directions. However, averaging across several conditions was required to



uncover more general correlates of the crossmodal influence of visual signals on auditory spatial

perception, such as the reduction in theta-band power that we observed. We also did not find a

significant correlation between illusion rates and power differences in the analyzed clusters, pos-

sibly due to the low statistical power with a sample size of 18 participants. The Bayes Factors

between 0.33 and 0.95 for the correlation values and sample size indicated no substantial evi-

dence for or against the null hypothesis, therefore the correlation between theta power and illu-

sion rates should be reexamined in a larger sample. 

Conclusion

Taken together, our findings indicate that modulations of theta band power in frontal cortical

areas influence the perception of the VI. In contrast to a previous study (Rohe & Noppeney,

2015), we did not find a representation of a perceptual prior for forced fusion of audiovisual sig-

nals in parietal cortex. Overall, our analyses of laterality and cross-modal influences as mecha-

nisms underlying the VI support earlier notions of top-down influences and shifts of decision cri-

teria, rather than a modulation of cortical activity in primary sensory or parietal areas.

Our study shows that reduced pre- and poststimulus theta power in mediofrontal regions is asso-

ciated with the perception of the VI. This suggests that diminished top-down control over the

demanding  auditory  localization  task  leads  to  stronger  crossmodal  influence  and  hence,  a

stronger VI. We could not corroborate earlier results of a relationship between perceived audi-

tory location and interhemispheric balance. Instead, our findings support the notion that frontal

theta-band oscillations serve as a neural mechanism underlying top-down control of crossmodal

influence in the ventriloquist illusion.
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