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Demonstrating a quantum computational speedup is a crucial milestone for near-term quantum technology.
Recently, quantum simulation architectures have been proposed that have the potential to show such a quan-
tum advantage, based on commonly made assumptions. The key challenge in the theoretical analysis of this
scheme – as of other comparable schemes such as boson sampling – is to lessen the assumptions and close the
theoretical loopholes, replacing them by rigorous arguments. In this work, we prove two open conjectures for
these architectures for Hamiltonian quantum simulators: anticoncentration of the generated probability distri-
butions and average-case hardness of exactly evaluating those probabilities. The latter is proven building upon
recently developed techniques for random circuit sampling. For the former, we develop new techniques that
exploit the insight that approximate 2-designs for the unitary group admit anticoncentration. We prove that the
2D translation-invariant, constant depth architectures of quantum simulation form approximate 2-designs in a
specific sense, thus obtaining a significantly stronger result. Our work provides the strongest evidence to date
that Hamiltonian quantum simulation architectures are classically intractable.

Quantum computers and simulators are expected to greatly
outperform classical devices when solving certain tasks. Fa-
mous examples of such tasks include the factorization of in-
tegers [1] and the simulation of Hamiltonian dynamics [2–4].
While the importance of these results can hardly be overem-
phasized, the realization of devices capable of outperforming
classical computers for practical problems appears to be far
out of reach for current technology [5–8]. A key milestone
in the development of quantum computers and simulators is
therefore to assess the possibility of performing computations
that cannot be efficiently reproduced by a classical computer,
a state of affairs referred to as a quantum advantage or “quan-
tum supremacy”. Besides being a technological breakthrough,
such an experiment can be regarded as the first experimental
violation of the Extended Church-Turing thesis, and will be a
watershed moment in the history of computation.

In order to conclusively demonstrate the superior computa-
tional power of quantum devices we must hold ourselves to a
particularly high standard of evidence. While several exam-
ples of large-scale experimental quantum simulators that out-
perform certain classical algorithms have been reported [9–
13], to have high confidence that these devices are providing
bona fide quantum speedups, we must give evidence that no
classical algorithm will ever be able to solve this problem ef-
ficiently. This has been advanced by recent work providing
evidence for the computational hardness of certain sampling
tasks that are both robust against some errors and feasible on
near-term quantum devices [14, 15]. Indeed, these hardness-
of-sampling results are widely viewed as the most promising
avenue to achieving a provable quantum advantage in the near
future.

However, several key open problems are outstanding for
this approach. First, in the near future only imperfect and
small universal quantum devices are becoming available in
laboratories around the world [16, 17]. A key open question
is hence to identify a task that is both feasible on the large-
scale quantum hardware that is available today and for which

complexity-theoretic evidence for hardness can be provided.
Second, it is crucial that the achievement of an advantage is
verified [18], a daunting task [19–22] given its computational
hardness and the sheer size of the sample space. Finally, the
hardness results rely on unproven albeit plausible conjectures
beyond standard complexity-theoretic assumptions. Answer-
ing these questions requires building new tools at the interface
of quantum many-body physics and computational complex-
ity theory.

Quantum advantage schemes for quantum simulators that
involve the constant-time evolution of translation-invariant
Ising Hamiltonians have been proposed in Refs. [23, 24].
Those architectures show a provable quantum advantage un-
der similar assumptions as in Refs. [14, 25] for large-scale
quantum simulators that are available and outperform known
classical algorithms already today [9–11, 13]. At the same
time, they admit an efficient and rigorous certification pro-
tocol that only requires partial trust in single-qubit measure-
ments [24, 26]. This constitutes a key step towards facilitat-
ing the large scale experimental realization of quantum ad-
vantages and closing the certification loophole. This approach
is entirely measurement-based and hence different from gate-
based proposals [14, 15, 27, 28].

The central open problem in the complexity theoretic ar-
gument for hardness of all such sampling schemes revolves
around its robustness to noise [14, 15]. This argument builds
upon ideas from Ref. [29] that shows the hardness of exact
sampling for certain models based on commonly believed
complexity assumptions (i.e., a generalization of P 6= NP
called non-collapse of the polynomial hierarchy) using a tech-
nique called Stockmeyer’s algorithm [30]. To make these re-
sults noise-robust, the key idea, developed by [14], is to make
use of average, rather than worst-case complexity. In partic-
ular, they showed that noise robust sampling hardness would
follow if one could show that it is very hard to approximate
the output probabilities of most randomly chosen quantum cir-
cuits.
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Proving this key conjecture called approximate average-
case hardness has remained elusive for all known practical
schemes that are amenable to the Stockmeyer proof strat-
egy. Aaronson and Arkhipov have also observed, however,
that evidence for approximate average-case hardness can be
provided using certain properties of the sampled distribution:
First, exact average-case hardness constitutes a necessary cri-
terion for the approximate version thereof. Second, the so-
called anticoncentration property reduces the notion of ap-
proximation that is necessary for the hardness proof to a more
plausible one that involves only relative errors. Indeed, both
of these loopholes have recently been closed for the prominent
universal circuit sampling proposal [28, 31–33].

In this work, we close both loopholes simultaneously for
the simple quantum simulation architecture on a square lattice
of Ref. [24] – thus bringing it up to the highest standard to
date for evidence for computational intractability.

First, we prove anticoncentration for this model. In fact,
our main contribution is to establish an even stronger prop-
erty than anticoncentration, namely, that the effective circuits
generated by the architectures mimic Haar-randomness up to
second moments – surprisingly – already on square (n×O(n))
lattices. In precise terms, we prove that these circuits form an
approximate 2-design.

Theorem 1 (Approximate 2-design). Consider the architec-
tures of quantum simulation with local rotation angles cho-
sen uniformly from [0, 2π) on an n × m lattice with m ∈
O (4n+ log (1/ε)). When measuring the first m− 1 columns
in the X-basis, the effective unitary acting on the last column
forms a relative ε-approximate unitary 2-design.

Numerical evidence provided in Ref. [24] suggests that an-
ticoncentration happens already for n × n lattices. And in
fact, the emergence of relatively ε-approximate 2-designs is a
much more powerful result than mere anticoncentration. First,
observe that the 2-design property directly implies anticon-
centration [32–35]. Second, we note that generating the mo-
ments of the Haar measure is considered even stronger evi-
dence for hardness of classical simulation than mere anticon-
centration [16]. What is more, 2-designs in fact find a number
of applications such as decoupling [36–38] and randomized
benchmarking [39] and robust quantum gate tomography [40].

But already rigorously establishing anticoncentration is a
difficult endeavour, in our case particularly so due to the low
depth involved. Indeed, for the case of random circuit sam-
pling anticoncentration holds at depth O(

√
n) on a

√
n×√n

2D grid [33], and at depth O(n) in 1D [32, 41], but it is not
expected for constant depth [27, 42]. With our work, we show
anticoncentration at much lower – constant – depth but in a
different model of random circuits which obey a form of trans-
lation invariance. Our result implies the first non-trivial an-
ticoncentration bound for constant-time, translation-invariant
dynamics on a square lattice, going significantly beyond di-
rect measurement-based embeddings [23, 32, 43–45]. It can
also be seen as an analytical proof of the two-design property,
which was numerically explored in a similar measurement-
based scheme [46].

Our proof of the 2-design property is inspired by and sig-

nificantly develops further a recent result of Brandão et al.
[31] that shows that random universal circuits form an ap-
proximate t-design. Explicitly, we exploit the connection to
gaps of frustration-free Hamiltonians [31, 47]. We follow the
general strategy of Brandão et al. [31], but every individual
step of the proof requires new methods, which might be of
independent interest. In particular, we prove that the effec-
tive circuits generated by the translation-invariant time evolu-
tion are computationally universal – a non-trivial task given
that those circuits are not locally universal. We then exploit a
recent generalization of the detectability lemma [48] and the
famous martingale method pioneered by Nachtergaele [49] to
lower-bound the spectral gap of the detectability Hamiltonian.

As our second main contribution, we prove average-case
hardness for exactly evaluating the output probabilities of the
architectures. To do so, we extend a recent result of Bouland
et al. [28] showing exact average-case hardness of universal
circuit sampling [16] to the translation invariant case. Infor-
mally, we obtain the following result:

Theorem 2 (Average-case hardness). It is #P-hard to exactly
compute any 3/4 + 1/ poly(N) fraction of the output proba-
bilities of the architectures of quantum simulation.

Our work also demonstrates that these average-case hard-
ness methods are applicable to many other sampling architec-
tures, such as continuous forms of IQP circuits [15] and other
measurement-based schemes [23, 43, 45].

Architectures of quantum simulation showing a quantum
speedup. Our new analysis builds on the proposal for a
quantum speedup from Ref. [24], which we recall here. It is
a scheme that is much reminiscent of a quench-type quantum
simulation, involving the evolution of a product state under a
nearest-neighbour Hamiltonian for a constant time. Here, we
define a slightly modified protocol, as the angles are drawn
Haar-randomly from S1 and not discretely as in Ref. [24]:

• Preparation: Arrange N := nm qubits on an n-row
m-column lattice L, with vertices V and edges E. Pre-
pare the product state vector

|ψβ〉 =

N⊗
i=1

(
|0〉+ eiβi |1〉

)
, β ∈ [0, 2π)N , (1)

for β chosen randomly from the Haar measure on
(S1)×N . S1 denotes the circle [0, 2π]/ ∼, where ∼
identifies 0 and 2π.

• Time evolution: Let the system evolve for constant
time τ = 1 under a nearest-neighbour and translation-
invariant Ising Hamiltonian

H :=
∑

(i,j)∈E

Ji,jZiZj −
∑
i∈V

hiZi, (2)

with constants Ji,j and hi chosen to implement a uni-
tary eiH . This amounts to a constant depth circuit.

• Measurement: Measure all qubits in the X basis.
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This protocol can be translated to the setting of deep quan-
tum circuits via measurement based quantum computing. In
particular, it can be proven similarly to Ref. [24] that the above
architecture is equivalent to a circuit with randomly drawn
gates acting on the last column of n qubits. We can express
this random circuit with Haar-randomly drawn angles β̃ji as

Umβ = E

(
n∏
i=1

eiβ̃m−1
i Zi

)
E...E

(
n∏
i=1

eiβ̃1
iZi

)
, (3)

with the global entangling unitary

E :=

(
n∏
i=n

Hi

)(
n−1∏
i=1

CZi,i+1

)
, (4)

where Hi denotes the Hadamard gate acting on the ith qubit
and CZ denotes the controlled Z gate. Based on the conjec-
tures of approximate average-case hardness and anticoncen-
tration, the protocol was shown to yield a superpolynomial
speed up with high probability [24] using the techniques of
Ref. [14].

The 2-design property and anticoncentration. We now
prove anticoncentration for the architecture in Ref. [24] with
continuous angle choices. For a proof in full technical detail,
we refer to Appendix B. Consider a distribution v on the uni-
tary group U(2n) acting on n qubits and the corresponding
output probabilities |〈x|U |0〉|2 for obtaining x ∈ {0, 1}n. We
say that v anticoncentrates if there exist constants α, β > 0
such that for any fixed x ∈ {0, 1}n

Pr
U∼v

(
|〈x|U |0〉|2 ≥ α

2n

)
≥ β. (5)

Instead of proving this directly, we show a stronger prop-
erty: the architectures of quantum simulation define relative ε-
approximate 2-designs in the sense that the random circuit Ũmβ
relative ε-approximate unitary 2-design. That is, the deep ran-
dom circuit Umβ approximates the first and second moments
of the Haar measure up to a relative error ε:

Definition 3 (Relative ε-approximate unitary t-designs). Let
v be a distribution on U(N). Then, v is an ε-approximate
t-design if

(1− ε)∆µHaar,t 4 ∆v,t 4 (1 + ε)∆µHaar,t, (6)

where the superoperator ∆v,t is defined via

∆v,t(ρ) :=

∫
U(N)

U⊗tρ
(
U†
)⊗t

dv(U), (7)

and A 4 B if and only if B −A is completely positive.

It has been observed that this property together with the
Paley-Zygmund inequality yields anticoncentration [32–35]:

Lemma 4 ([32]). Let v be an ε-approximate unitary 2-design
on U(2n). Then, v anticoncentrates in the sense that for 0 ≤
α ≤ 1 and for all x ∈ {0, 1}n we have

Pr
U∼v

(
|〈x|U |0〉|2 > α(1− ε)

N

)
≥ (1− α)2(1− ε)2

2(1 + ε)
. (8)

Thus, if the deep circuit family {Umβ }β forms an ε-
approximate unitary 2-designs the remaining quantum state
on the last column anticoncentrates. But this already implies
that the full output distribution pβ(x) := |〈x| exp(iH)|ψβ〉|2
anticoncentrates by a property of measurement-based quan-
tum computation: Let xL ∈ {0, 1}n(m−1) be a string of
outcomes obtained from measuring the first m − 1 columns,
and xR ∈ {0, 1}n a string of outcomes obtained from
measuring the last column. Then p(x) ≡ p(xL, xR) =
p(xR|xL)p(xL) = p(xR|xL)/2n(m−1). Hence, p(x) anticon-
centrates, if p(xR|xL) does. But this is proven by the 2-design
property of the depth-(m− 1) circuit Umβ .

Notice that the relative-error notion of approximate 2-
designs which we use here is distinct from an additive-error
definition of t-designs, which is much weaker and in particu-
lar would not suffice to prove anticoncentration.

Proof of Theorem 1 (outline). Proving Theorem 1 amounts to
proving the relative ε-approximate 2-design property of the
depth-m random circuit family {Umβ }β . In the proof, we fol-
low a strategy for showing this type of result pioneered in
Refs. [31, 50]: the key idea behind this strategy is to succes-
sively reduce the 2-design property of the full circuit to a sim-
pler property, namely the spectral gap of a certain frustration-
free Hamiltonian [47].

More precisely, we proceed in three steps. In the first step,
we reduce the 2-design property to a so-called 2-copy tensor
product expander (TPE) property defined as an upper bound
on the quantity g(v, 2), which is defined as follows. Given a
distribution v on the unitaries, let

g(v, 2) :=

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∫

U(2n)

U⊗2,2dv(U)−
∫

U(2n)

U⊗2,2dµHaar(U)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
∞

with U⊗2,2 := U ⊗U ⊗U∗ ⊗U∗. Tensor-product expanders
are similar to approximate 2-designs in the sense that if

g(v, 2) ≤ 2−4nε, (9)

then v is a relative ε-approximate 2-design [31]. g(v, 2) has
the convenient property that g(v∗k, 2) ≤ g(v, 2)k, where v∗k

is the k-fold convolution. The k-fold convolution corresponds
to concatenations of the form U1 · · ·Uk with each Ui drawn
from v. Since the circuit Umβ is a concatenation of m − 1
unitaries that are distributed according to the same measure,
this property allows to reduce the proof to proving the TPE
property for one or more steps of the circuit.

To prove the 2-design property for (3) an obvious but ulti-
mately not fruitful approach is thus to choose v to be one layer
E
(∏n

i=1 e
iβ̃iZi

)
in the circuit (3). Instead, we choose three

such layers and rewrite it in the form E2UE with fixed global
unitaries E and E2. We obtain

U =
(
eiϕZXZ1ZXZ1 ...eiϕZXZn ZXZn

)
(
eiϕZ1 Z1 ...eiϕZnZn

)(
eiϕX1 X1 ...eiϕXn Xn

)
(10)
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for Haar-randomly drawn ϕXi , ϕZi and ϕZXZi , with the nota-
tion ZXZi = Zi−1 ⊗ Xi ⊗ Zi+1 for 2 ≤ n − 1, ZXZn =
Zn−1⊗X andZXZ1 = Z1⊗X2. The correct intuition here is
that fixed unitaries do not alter the degree of randomness and
that we can simply remove E and E2. Indeed, we can prove
for some any distribution v and general unitaries V and W
that g (V vW, 2) = g(v, 2). It thus suffices to bound g(vn, 2),
where vn denotes the distribution that U is drawn from.

However, for such a bound to be feasible it is crucial that
the distribution v contains a universal gate set. We prove this
using the fact that eiαZ-gates and eiαX -gates are dense in the
single qubit unitaries. Furthermore, any additional two-qubit
entangling gates suffices to obtain full universality [51, 52].
We have entangling two-qubit gates on the boundary and en-
tangling three-qubit gates in the bulk. Using the the boundary
unitaries, we can propagate the universality into the bulk.

In the next step, we reduce the tensor-product expander
property of U , that is, an upper bound on g(vn, 2) to a spec-
tral gap of a certain frustration-free Hamiltonian. To do so, we
apply a generalized version [48] of the so-called detectability
lemma [53], which yields the bound

g(vn, 2) ≤ 1√
∆(Hn)

9 + 1
, (11)

where ∆(Hn) denotes the spectral gap of the local Hamilto-
nianHn, i.e., the difference between its first and second eigen-
value. This Hamiltonian is defined as

Hn :=

n∑
i=1

(
1− PXi

)
+

n∑
i=1

(
1− PZi

)
+

n∑
i=1

(
1− PZXZi

)
,

(12)
with local orthogonal projectors

PXi :=
1

2π

∫ (
eiϕXi Xi

)⊗2,2

dϕXi ,

PZi :=
1

2π

∫ (
eiϕZi Zi

)⊗2,2

dϕXi ,

PZXZi :=
1

2π

∫ (
eiϕZXZi ZXZi

)⊗2,2

dϕZXZi .

In the last step of the proof, we find a lower bound to the
spectral gap of Hn. Proving that a local Hamiltonian has a
spectral gap in the thermodynamic limit is in general a highly
non-trivial task. In fact, deciding whether a general Hamil-
tonian is gapped in the thermodynamic limit is known to be
undecidable [54, 55]. To prove a lower bound to the spec-
tral gap of Hn we exploit that it is frustration-free so that the
global ground states simultaneously minimize all local Hamil-
tonian terms. This property can be used as leverage to tackle
the problem of lower bounding the spectral gap. In particular,
we apply the Nachtergaele bound [49], sometimes called mar-
tingale trick. This method requires frustration-freeness, fi-
nite range of interactions and a third condition concerning the
overlap of ground state projectors G[m,n] of the local Hamil-
tonians 1⊗m−n ⊗H[m,n] ⊗ 1⊗N−n+1.

The ground space for intervals containing the boundary
terms corresponds to a well studied problem in the context

of the Schur-Weyl duality, namely, characterizing the set of
matrices that commute with all unitaries of the form U⊗2.
These are precisely the standard representations of the sym-
metric group S2, thus the corresponding ground space is 2-
dimensional. The bulk Hamiltonian admits a larger ground
space but – perhaps surprisingly – turns out to be explic-
itly computable and always of dimension 3. Using (non-
orthonormal) basis states for these ground spaces, we can con-
struct approximations to the ground state projectors. This al-
lows us to verify the third condition for l = 6. Then, the
Nachtergaele bound can be applied and yields

∆(Hn) ≥ ∆
(
HB

7

)
32

for all n ≥ 8, (13)

where HB
n is the Hamiltonian Hn without the two-local

boundary terms. As ∆(HB
7 ) > 0 is a constant, we have

proven that the circuits Umβ defined in Eq. (3) is a relative
ε-approximate 2-design in depth m ∈ O(4n+ log(1/ε)).

Average-case hardness. In this section, we prove average-
case hardness of calculating the output probabilities of the
architecture using polynomial interpolation techniques. Our
argument follows the proof strategy developed in Ref. [28].
Specifically, we show that a machine O that computes a cer-
tain fraction of all instances can be used to construct a ma-
chine O that solves all instances in random polynomial time,
a property known as random self-reducibility. But solving all
instances is known to be #P hard, which implies that solving
that fraction of instances is just as hard. We now sketch the
proof of this statement. For a detailed proof and a technical
statement, we refer to Appendix D. Moreover, we provide a
generalization of this statement in Appendix E, which con-
tains the statement in Ref. [28] as a special case and moreover
shows average-case complexity for commuting quantum cir-
cuits (IQP circuits) [15].

For the proof it suffices to consider the probability of a
single output probability, which we choose w.l.o.g. to be
p0,β = |〈0| exp(iH)|ψβ〉|2. This is a consequence of the so-
called hiding property, which refers to the fact that we can
hide all output strings in the circuit without changing the prob-
abilities with which the circuits are drawn. To see this, note
that we can write any state |1〉 of a qubit in the output state
as X|0〉. But the operator X can be propagated through the
circuit (3) to meet a Hadamard gate, where it becomes the
operator Z. Together with a gate exp(iαZ) it then forms the
gate i exp(i(α+π/2)Z). By translation-invariance of the Haar
measure, the angle π/2 does not change the probabilities for
the circuit.

We can thus show the worst-to-average reduction for com-
puting the output probability p0,β . This reduction is inspired
by a similar reduction due to Lipton [56] for the perma-
nent of a matrix: Consider an instance p0,β of our compu-
tational problem defined by β = (β1, ..., βN ). Suppose, we
draw an instance γ = (γ1, ..., γN ) from the Haar measure
on (S1)×N . The reduction is based on an interpolation be-
tween the fixed instance β and the randomly drawn instance
γ. This can be achieved by linear interpolation between the
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angles: η(θ) := θβ + (1 − θ)γ. However, for worst-to-
average reduction similar to the permanent to work, we need
that |〈0| exp(iH)|ψβ〉|2 is a polynomial in θ. This can be
dealt with by truncating the Taylor expansion of the gates:
In the circuit picture, the above interpolation corresponds to
exp(i(θβi + (1− θ)γi)Z). Instead we can consider the gate

Gi(θ) = eiγiZ

(
K∑
k=0

(iθ(βi − γi)Z)k

k!

)
, (14)

with K = poly(N). This defines a circuit Ũ(θ) for which
the output probability p0,β(θ) = |〈0|Ũ(θ)|0〉|2 can be shown
to be a polynomial in θ with degree polynomial in n, us-
ing a Feynman path integral form. Furthermore, we can
show that Gi(θ) is drawn from a distribution that is arbitrarily
close to the Haar measure. Similarly to the reduction for the
permanent, we can now query the machine O polynomially
many times to recover the polynomial p0,β(θ). Using mod-
ern techniques for the recovery of polynomials such as the
Berlekamp-Welch algorithm [57], we can bound the probabil-
ity with which O needs to be correct. In particular, we can
prove (with the Markov inequality) that if O solves a fraction
of 3/4 + 1/ poly(N) of the instances drawn from the per-
turbed Haar measure, then one can solve all instances with a
probability of 1/2 + 1/ poly(N). Moreover, by repeating the
above procedure polynomially many times and taking a ma-
jority vote over all trials, this probability can be exponentially
amplified.

We note that, strictly speaking, our result does not prove
average-case hardness of the Haar distribution on S1 but a
close distribution with the property that it takes values out-
side of the unitary group which are 1/2poly(n) close to the
ideal ones. Movassagh [58] provided a fix for this techni-
cal caveat by replacing the polynomial interpolation step with

a rational-function interpolation which is based on the QR-
decomposition. The polynomial interpolation method has the
advantage, however, to allow for 1/2poly′(n) robustness to
noise at the cost of reducing the fraction of hard instances to
a polynomially small one. This level of robustness is crucial
to formalize the result in a Turing machine model which has
finite precision.

Conclusion. In this work, we have solved two of the open
conjectures that provide the theoretical footing of quantum
simulation proposals in Ref. [24] showing a complexity theo-
retic quantum speedup. We have, thus, provided a translation-
invariant, nearest-neighbour and constant depth proposal for
a quantum advantage with the strongest theoretical evidence
that is feasible with state-of-the-art methods. The conjecture
of approximate average-case complexity remains open for all
quantum speedup proposals and is the only missing step to a
full loophole free complexity-theoretic argument. These ob-
servations render the scheme considered in this work among
the most stringent quantum advantage schemes for which the
conceptual loopholes are most convincingly closed.
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Appendix A: The full Hamiltonian and mapping to effective circuits

The Ising Hamiltonian for the architectures of quantum simulation reads

H :=
∑

(i,j)∈E

π

4
ZiZj −

∑
i∈V

π

4
deg(i)Zi, (A1)

where deg(i) is the number of adjacent edges to the vertex i, i.e., it takes the values 2, 3 or 4 depending on whether i is located
at an edge, the inner boundary or the bulk. We now turn to showing how the architecture of quantum simulation described in
the main text can be mapped to a circuit of the form (3). In more detail, we show that the architectures are equivalent to the
following random circuits (compare Fig. A):

Definition 5 (Effective random circuit). We define an effective circuit by the following protocol:

1. Prepare each qubit in the state |+〉.

2. For each qubit, draw a phase ϕj ∈ S1 ∼= [0, 2π]/ ∼ uniformly at random and apply the diagonal gate Gj := eiϕjZ .

3. Apply a controlled Z gate CZ to all neighbouring qubits.

4. Apply a Hadamard gate to each qubit.

5. Repeat the above D = poly(N) many times.

6. Measure in the Z eigenbasis.

In general, we refer to the resulting quantum circuits arising from drawing random Gj as random circuits.

The task that we will show to be average-case hard is to sample from the output distribution of this circuit. In general, we
restrict to families of graphs that are uniformly bounded, i.e. the number of edges associated to each vertex is bounded by a
constant.

|+〉 Heiϕ
1
1Z

|+〉 Heiϕ
1
2Z

|+〉 Heiϕ
1
3Z

|+〉 Heiϕ
1
4Z

|+〉 Heiϕ
1
5Z

|+〉 Heiϕ
1
6Z

Heiϕ
2
1Z

Heiϕ
2
2Z

Heiϕ
2
3Z

Heiϕ
2
4Z

Heiϕ
2
5Z

Heiϕ
2
6Z

•

• •

••

• •

••

•

•

• •

••

• •

••

•

Figure 1. Two layers of the circuit described in Definition 5.

First, notice that eiH implements a CZ-gate (up to a global phase) along each edge. Furthermore, the preparation state defined
in (1) can be written as

|ψβ〉 =

N⊗
i=1

(
|0〉+ eiβi |1〉

)
=

N⊗
i=1

R(βi)|+〉, (A2)

http://arxiv.org/abs/1810:04681
http://dx.doi.org/10.1038/srep42861
http://dx.doi.org/10.4007/annals.2007.165.55
http://dx.doi.org/ 10.1145/129712.129758
http://arxiv.org/abs/arXiv:1810.00738
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with R(θ) := diag(1, eiθ). What is more, the gates R(βi) commute with the Hamiltonian. The form of the effective circuit
follows from teleporting the gates acting on the columns along the CZ gates between the columns. Notice that

R(βi) = ei
βi
2 e−i

βi
2 Z . (A3)

Appendix B: 2-designs from architectures of quantum simulation

In this appendix, we prove that the architectures for quantum simulation described in Ref. [24] form relative ε-approximate
2-designs as stated in Theorem 1. In turn, the 2-design property of the last column implies anticoncentration of the state on all
qubits as explained in the main text. Let us restate the theorem here for convenience.

Theorem 1 (Approximate 2-design). Consider the architectures of quantum simulation with local rotation angles chosen uni-
formly from [0, 2π) on an n×m lattice with m ∈ O (4n+ log (1/ε)). When measuring the first m− 1 columns in the X-basis,
the effective unitary acting on the last column forms a relative ε-approximate unitary 2-design.

To prove the theorem, we will apply a general proof strategy that has been pioneered in Refs. [31, 50]. The idea of the proof
is to successively reduce the 2-design property to spectral gaps of certain frustration-free Hamiltonians:

In the first step (App. B 1), we reduce the 2-design property to the so-called 2-copy tensor-product expander property of the
probability distribution v with respect to which the random circuit is drawn. Technically, this property is an upper bound of
the quantity g(v, 2) for the probability distribution v. Using the translation-invariance of the measure for our random circuits,
one can reduce bounding the quantity g(v, 2) for the full measure to bounding the same quantity for the measure for a constant
number of steps in the circuit. In the second step (App. B 2), we identify a suitable number of circuit steps for which we
characterize the corresponding measure v. We then show that an upper bound for g(v, 2) can be reduced to a lower bound
for certain frustration-free Hamiltonians. In the last step (App. B 3), we apply methods from quantum many-body theory to
obtain a lower bound for the spectral gap of those frustration-free Hamiltonian. In particular, we check that those frustration-free
Hamiltonians satisfy the conditions required for a famous theorem of Nachtergaele [49] to hold.

1. Tensor product expanders and designs

In the first step of the proof, we reduce the 2-design property to a so-called 2-copy tensor product expander property as
established in Ref. [31]. For completeness and to set the notation, we review this step here. We use the following relative-error
definition of unitary t-designs. This notion is distinct from an additive-error definition of t-designs, which would not suffice to
prove anticoncentration.

Definition 6 (Unitary t-designs). Let v be a distribution on U(N). Then, v is an ε-approximate t-design if

(1− ε)∆µHaar,t 4 ∆v,t 4 (1 + ε)∆µHaar,t, (B1)

where

∆v,t(ρ) :=

∫
U(N)

U⊗tρ
(
U†
)⊗t

dv(U), (B2)

and A 4 B if and only if B −A is completely positive.

The basis of our proof is that approximate t-designs are closely related to the notion of a quantum t-copy tensor product
expander (TPE).

Definition 7 ([31]). Let v be a distribution on U(N). v is a (N,λ, t) TPE if

g(v, t) :=

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

U⊗t,tdv(U)−
∫

U(N)

U⊗t,tdµHaar(U)

∣∣∣∣∣
∣∣∣∣∣
∞

≤ λ, (B3)

where we denote U⊗t,t := U⊗t ⊗ (U∗)⊗t.

This connection is formalized in the following lemma.

Lemma 8 ([31]). If g(v, t) ≤ ε, then v is an εN2t-approximate t-design.
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A key step of the proof is to use a property of TPEs about how they behave under the concatenation of randomly drawn
unitaries. This allows one to reduce the TPE property for the full circuit to a TPE property of few steps of the circuit. First, note
that for two unitaries V,U ∈ U(N) the map ?⊗t,t is an action of the unitary group:

(UV )⊗t,t = U⊗t,tV ⊗t,t. (B4)

If we draw k times independently unitaries from the distribution v and concatenate them, we obtain a unitary drawn from the
k-fold convolution v∗k. The latter is defined as the push-forward measure under the multiplication:

v∗k(X) :=

∫
χX(U1...Uk)dv(U1)...dv(Un), (B5)

with χX denoting the characteristic function of the set X ⊂ U(N). Notice that this is precisely the situation we are faced with
for random local quantum circuits as effected by the MBQC representation of the architectures. By definition, in this case, the
measure of the full circuit is a concatenation of local measures for a small number of steps in the circuit.

Since in the end we want to upper bound g(v, t), the following well-known lemma (see, e.g., Ref. [47]) capturing this compo-
sition property will be at the heart of our proof.

Lemma 9 (Composition property). g(v∗k, t) ≤ g(v, t)k.

Proof. We use the translation-invariance of the Haar measure. Let us denote

Pv :=

∫
U(N)

U⊗t,tdv(U), PHaar :=

∫
U(N)

U⊗t,tdµHaar(U). (B6)

Using (B4), we can now easily see that for any distribution v we have

PvPHaar =

(∫
U(N)

U⊗t,tdv(U)

)(∫
U(N)

U⊗t,tdµHaar(U)

)
(B7)

=

∫
U(N)

∫
U(N)

(U1U2)⊗t,tdµHaar(U1)dv(U2) (B8)

=

∫
U(N)

∫
U(N)

(U1)⊗t,tdµHaar(U1)dv(U2) (B9)

=

∫
U(N)

(U1)⊗t,tdµHaar(U1) = PHaar. (B10)

Analogously, we obtain PHaarPv = PHaar. Notice that this also shows P 2
Haar = PHaar, i.e. PHaar is a projector. Notice that

PHaar is in fact an orthogonal projector. As a consequence we have

g(v, t)k = ||Pv − PHaar||k∞ ≥
∣∣∣∣(Pv − PHaar)

k
∣∣∣∣
∞ =

∣∣∣∣(Pv − PHaar)
k
∣∣∣∣
∞ =

∣∣∣∣∣∣
∣∣∣∣∣∣P kv +

k∑
j=1

(
k

j

)
(−1)jPHaar

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

(B11)

=
∣∣∣∣P kv − PHaar

∣∣∣∣
∞ = g(v∗k, t). (B12)

We notice that for distributions v such that
∫

U(N)
U⊗t,tdv(U) is normal, even equality holds.

2. Reduction to spectral gaps of frustration-free Hamiltonians

The random quantum circuits generated by measuring the first m − 1 columns are translation invariant in the sense that the
full measure is the (m − 1)-fold convolution of the measure for an individual column. We refer to the circuit generated by one
column as a layer of the random circuit. Clearly, when using Lemma 9 one has the freedom of choosing any k-fold convolution
of the measure for a single layer since the full circuit is then the (m− 1)/k-fold convolution of the resulting measure.

The simplest choice of local measure when proving Theorem 1 is of course to choose v to be the distribution that is defined
by one layer of (3). However, the fixed unitary E in this layer complicates the reduction to spectral gaps. On the other hand, the
gates of the form

∏
i e

iϕiZi are not entangling and thus can not generate all unitaries, a condition required for the proof.
A more sophisticated and ultimately successful approach is to group the circuits into subroutines of three layers:
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Figure 2. Three layers of the physical circuit on six sites. For a convenient graphical representation, we use the notation Zθ := exp(iθZ).

The global entangling gates E are still present. We observe that any such group of three layers can be reformulated as follows.

H Xϕ1
1

H Xϕ1
2

H Xϕ1
3

H Xϕ1
4

H Xϕ1
5

H Xϕ1
6

H

H

H

H

H

H

•

• •

••

• •

••

•

Zϕ2
1

Zϕ2
2

Zϕ2
3

Zϕ2
4

Zϕ2
5

Zϕ2
6

Z
X
ϕ3

1

Z
X
Z
ϕ3

2

Z
X
Z
ϕ3

3

Z
X
Z
ϕ3

4

Z
X
Z
ϕ3

5

X
Z
ϕ3

6

•

• •

••

• •

••

•

H

H

H

H

H

H

•

• •

••

• •

••

•

E U E2

Figure 3. A circuit on six sites that implements the same unitary as the one in Figure 2.

Every layer is now of the form E2UE, where U is drawn randomly. The following lemma shows that we can simply remove
E and E2:

Lemma 10 (Removal lemma). Given a distribution v on U(N) and two fixed unitaries V,W ∈ U(N). Consider the distribution
V vW that is defined by drawing U from v and then form V UW . Then, g(V vW, t) = g(v, t).

Proof. The proof follows from invariance of the operator norm under unitaries:

g(vV,W , t) =

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

(V UW )⊗t,tdv(U)−
∫

U(N)

U⊗t,tdµHaar(U)

∣∣∣∣∣
∣∣∣∣∣
∞

(B13)

=

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

(V UW )⊗t,tdv(U)−
∫

U(N)

(V UW )⊗t,tdµHaar(U)

∣∣∣∣∣
∣∣∣∣∣
∞

(B14)

=

∣∣∣∣∣
∣∣∣∣∣V ⊗t,t

(∫
U(N)

U⊗t,tdv(U)

)
W⊗t,t − V ⊗t,t

(∫
U(N)

U⊗t,tdµHaar(U)

)
W⊗t,t

∣∣∣∣∣
∣∣∣∣∣
∞

(B15)

=

∣∣∣∣∣
∣∣∣∣∣V ⊗t,t

(∫
U(N)

U⊗t,tdv(U)−
∫

U(N)

U⊗t,tdµHaar(U)

)
W⊗t,t

∣∣∣∣∣
∣∣∣∣∣
∞

(B16)

†
=

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

U⊗t,tdv(U)−
∫

U(N)

U⊗t,tdµHaar(U)

∣∣∣∣∣
∣∣∣∣∣
∞

= g(v, t). (B17)
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In † we use that V ⊗t,t and W⊗t,t are unitary operators and that multiplying with unitaries does not change the singular values.
However, the operator norm coincides with the norm of the largest singular value.

Lemma 10 allows us to restrict to the distribution vn defined as follows: First, draw randomly ϕXi , ϕ
Z
i , ϕ

ZXZ
i ∈ S1 from the

Haar measure on S1 and then form the unitary

U =
(
eiϕZXZ1ZXZ1 ...eiϕZXZn ZXZn

)(
eiϕZ1 Z1 ...eiϕZnZn

)(
eiϕX1 X1 ...eiϕXn Xn

)
. (B18)

As we will see in Lemma 12 this distribution is universal in the sense of the following subsection:

Definition 11 (Universal propability distributions). We call a probability distribution v on the unitary group U(N) universal if
for every ball Bε ⊂ U(N), there exists a k ∈ N such that v∗k(Bε) > 0.

For convenience, we define ZXZ1 := X1Z2 and ZXZn = Zn−1Xn in the following.

Lemma 12. The gate set consisting of the unitaries
{
eiϕZj Zj , eiϕXj Xj , eiϕZXZj ZXZj

}
j

is universal.

Proof. We first observe that the generated set of
{
eiϕZj Zj , eiϕXj Xj

}
is dense in the unitaries acting on the system at site j. We

first consider the boundary: On sites 1 and 2, we have gates of the form eiϕZXZ1 X1⊗Z2 . For most ϕZXZ1 this is an entangling gate
in the sense of Refs. [51, 52]. Together with the 1-qubit unitaries, these hence yield a universal gate set on sites 1 and 2 [51, 52].

We can now use this universality on the boundary to ‘propagate universality to the bulk‘: Consider the gate eiϕZXZ2 Z1⊗X2⊗Z3 .
Since we have a universal gate set on site 1 and 2, we can use it to approximate the unitary CNOT which satisfies

1⊗ Z2 = CNOT(Z1 ⊗ Z2)CNOT. (B19)

Hence, we can build the unitary

(CNOT⊗ 1)(1⊗H ⊗ 1)eiϕZXZ2 Z1⊗X2⊗Z3(1⊗H ⊗ 1)(CNOT⊗ 1) = eiϕZXZ2 1⊗Z2⊗Z3 , (B20)

which is entangling on sites 2 and 3. We can now repeat this procedure inductively and thereby propagate universality to all
sites.

The above lemma allows us to keep the asymptotic scaling low: To obtain universality with a more standard translation-
invariant gate set, one would have to group the effective circuit into concatenations of n layers. Then, one would obtain the
gates eiϕXZ , a 2-local entangling unitary, on every pair of qubits. A similar observation was used in Ref. [59] to show univer-
sality of quantum computing with the cluster state and (X,Y )-plane measurements. However, in our case this would lead to a
linear overhead in the convergence to secon moments (plus an additional overhead from the detectability lemma). Consider the
projectors

PXi :=
1

2π

∫ (
eiϕXi Xi

)⊗2,2

dϕXi , PZi :=
1

2π

∫ (
eiϕZi Zi

)⊗2,2

dϕXi , PZXZi :=
1

2π

∫ (
eiϕZXZi ZXZi

)⊗2,2

dϕZXZi

(B21)
and define the Hamiltonian

Hn :=

n∑
i=1

(
1− PXi

)
+

n∑
i=1

(
1− PZi

)
+

n∑
i=1

(
1− PZXZi

)
. (B22)

We would like to reduce the proof to lower-bounding the spectral gap of Hn. We achieve this by making use of the detectability
lemma [53] in its generalized version [48]:

Lemma 13 ([48]). Let {Q1, ..., Qm} be a set of projectors and H =
∑
iQi. Assume that each of the Qi commutes with all but

at most g others. Given any state |ψ⊥〉 orthogonal to the ground state, then∣∣∣∣∣
∣∣∣∣∣
m∏
i=1

(1−Qi)|ψ⊥〉
∣∣∣∣∣
∣∣∣∣∣
2

≤ 1
∆(H)
g2 + 1

. (B23)

We can now prove the following key lemma:
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Lemma 14 (Detectability lemma bound).

g(vn, 2) ≤ 1√
∆(Hn)

9 + 1
, (B24)

where ∆(Hn) denotes the spectral gap of Hn, i.e. the difference between its lowest and second-lowest eigenvalue.

Proof. Consider the operator

Tn :=

∫
U(N)

U⊗2,2dvn(U)
†
=
(
PZXZ1 ...PZXZn

) (
PZ1 ...P

Z
n

) (
PX1 ...PXn

)
, (B25)

where † follows from evaluating the integrals over the angles ϕXi , ϕ
Z
i and ϕZXZi independently. Notice that the operator Tn is

not necessarily Hermitian or even normal. Thus, there is no reason to assume that Tn has an orthonormal basis of eigenvectors.
Consider the eigenspace ES(v) of the operator

∫
U⊗2,2dv(U) to the eigenvalues 1. It was proven in Ref. [50, Lemma 3.7]

that for a universal distribution v we have ES(v) = ES(µHaar). In particular, in combination with the universality of vn proven
in Lemma 12 we obtain

g(vn, 2)2 =

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

U⊗2,2dvn(U)−
∫

U(N)

U⊗2,2dµHaar(U)

∣∣∣∣∣
∣∣∣∣∣
2

∞

(B26)

=

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

U⊗2,2dvn(U)− PES(µHaar)

∣∣∣∣∣
∣∣∣∣∣
2

∞

(B27)

=

∣∣∣∣∣
∣∣∣∣∣
∫

U(N)

U⊗2,2dvn(U)− PES(v)

∣∣∣∣∣
∣∣∣∣∣
2

∞

(B28)

= max
ψ

||ψ||=1

∣∣∣∣(Tn − PES(v)) |ψ〉
∣∣∣∣2 (B29)

§
≤ max
ψ∈ES(v)⊥

||ψ||=1

‖|Tn|ψ〉||2, (B30)

where PES(v) denotes the orthogonal projector onto ES(v). In § we decompose |ψ〉 = |ψ||〉 + |ψ⊥〉 with |ψ||〉 ∈ ES(v) and
|ψ⊥〉 ∈ ES(v)⊥ and compute

g(vn, 2)2 = max
ψ 6=0

∣∣∣∣(Tn − PES(v))
(
|ψ||〉+ |ψ⊥〉

)∣∣∣∣2
||ψ|| + ψ⊥||2 (B31)

= max
ψ

ψ⊥ 6=0

∣∣∣∣(Tn − PES(v))|ψ⊥〉
∣∣∣∣2

||ψ||||2 + ||ψ⊥||2 (B32)

≤ max
ψ⊥ 6=0

∣∣∣∣Tn|ψ⊥〉∣∣∣∣2
||ψ⊥||2 . (B33)

Moreover, each of the local projectors PXi , P
Z
i , P

ZXZ
i commutes with all but at most 3 others. The detectability lemma

(Lemma 13), thus, directly yields the bound for g = 3.

3. Lower bounding the spectral gap

In the following we are going to show that there is a constant α > 0 such that ∆(Hn) > α for all n. One method to obtain
such a lower bound on the spectral gap in the thermodynamic limit is the Nachtergaele bound [49] sometimes called martingale
method.

Lemma 15 (Nachtergaele [49]). Given a family of Hamiltonians H[p,q] for [p, q] ⊂ Z acting on (C2)⊗|[p,q]| = (C2)⊗(q−p+1).
Assume there are numbers positive numbers l, dl, ql and γl such that the following conditions hold:
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1. There is a constant dl for which the Hamiltonians satisfy

0 ≤
N∑
i=l

1[1,i−l] ⊗H[i−l+1,i] ⊗ 1[i+1,n] ≤ dlH[1,n] for all n ≥ ql. (B34)

2. The lowest eigenvalue for all H[p,q] is 0 and there is a spectral gap γl > 0:

∆
(
H[q−l+1,q]

)
≥ γl for all q ≥ ql (B35)

for some constant ql.

3. We denote the ground state projector of 1[1,p−1] ⊗H[p,q] ⊗ 1[q+1,n] with G[p,q]. There exist εl < 1/
√
l + 1 such that∣∣∣∣G[q−l+1,q+1]

(
G[1,q] −G[1,q+1]

)∣∣∣∣
∞ ≤ εl for all q ≥ ql. (B36)

Then,

∆
(
H[1,n]

)
≥ γl+1

dl+1

(
1− εl

√
l + 1

)2

for all n ≥ ql. (B37)

Here, we would like to apply Lemma 15 to the family defined in Eq. (B22). Notice that the conditions in Lemma 15 do not
require translation-invariance. The most non-trivial part will be to verify the last condition, which requires information about
the ground spaces and the ground space projectors. We need the ground spaces of the following Hamiltonians:

HL
n := Hn −

(
1− PZXZn

)
and HB

n := Hn −
(
1− PZXZ1

)
−
(
1− PZXZn

)
(B38)

with L standing for ‘left edge‘ and B standing for ‘bulk‘. In the following lemma we identify((
C2
)⊗2,2

)⊗n ∼
=
((

C2
)⊗n)⊗2,2

to ease the notation.

Lemma 16 (Ground spaces). We denote with Gn,GLn and GBn the ground space of the Hamiltonians Hn, H
L
n and HB

n . We have

Gn = GLn =
{
|ψ0〉⊗n, |ψ1〉⊗n

}
and GBn =

{
|ψ0〉⊗n, |ψ1〉⊗n, |ψφ〉⊗n

}
, (B39)

with

|ψ0〉 := (1⊗ Vπ0
)|Φ〉 =

1

2
(|0000〉+ |0101〉+ |1010〉+ |1111〉), (B40)

|ψ1〉 := (1⊗ Vπ1
)|Φ〉 =

1

2
(|0000〉+ |0110〉+ |1001〉+ |1111〉), (B41)

where |Φ〉 = 1
2

∑
i∈{0,1}2 |i i〉 is the maximally entangled state vector and Vπi are the standard representations of the identity

and the swap π0, π1 ∈ S2. The third basis state vector is

|ψφ〉 := |ψ0〉 − |ψ1〉 =
1

2
(|0101〉+ |1010〉 − |0110〉 − |1001〉). (B42)

Proof. We have

Hn|ϕ〉 = 0 ⇐⇒ PXi |ϕ〉 = |ϕ〉, PZi |ϕ〉 = |ϕ〉, PZXZi |ϕ〉 = |ϕ〉 ∀j (B43)

⇐⇒
(
eiϕXi Xi

)⊗2,2

|ϕ〉 = |ϕ〉 ∧
(
eiϕZi Zi

)⊗2,2

|ϕ〉 = |ϕ〉 ∧
(
eiϕZXZi ZXZi

)⊗2,2

|ϕ〉 = |ϕ〉 ∀ ϕXi , ϕZi , ϕZXZi

(B44)

and similarly for HL
n and HB

n . The first equivalence follows from the fact that all local Hamiltonians are positive semi-definite
and the second follows similar to the proof of Ref. [31, Lemma 17] (originally [47]):

Re
〈
φ
∣∣PZi∣∣φ〉 = ReEϕ

〈
φ
∣∣∣(eiϕZi

)⊗2,2
∣∣∣φ〉 ≤ 1, (B45)
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with equality if and only if
(
eiϕZi

)⊗2,2 |φ〉 = |φ〉 for all but a measure zero subset, which is empty by continuity of the angles.
This follows analogously for gates of the form eiϕXi and eiϕZXZi . The form of Gn and GLn follows from the fact the gate sets
defining the Hamiltonians Hn and HL

n generate a dense subset of the unitaries. Thus, ground states |ϕ〉 satisfy U⊗2,2|ϕ〉 = |ϕ〉
for all unitaries U ∈ U(2n). This problem is well studied in the context of the Schur-Weyl duality. In fact, it is well known
(compare, e.g., the proof of Ref. [31, Lemma 17]) that this implies the form presented in Lemma 16.

The more involved case is GBn . The ground space of the local Hamiltonians (1− PZ) + (1− PX) is generated by |ψ0〉 and
|ψ1〉. Thus, the ground space of

∑n
i=1(1 − PZi ) + (1 − PXi ) is given by span {∏n

i=1 |ψsi〉|s ∈ {0, 1}n}. Furthermore, notice
that(

eiϕXi Xi
)⊗2,2

|ϕ〉 = |ϕ〉 ∧
(
eiϕZi Zi

)⊗2,2

|ϕ〉 = |ϕ〉 ∧
(
eiϕZXZi ZXZi

)⊗2,2

|ϕ〉 = |ϕ〉 ∀ ϕXi , ϕZi , ϕZXZi (B46)

⇐⇒
(
eiϕXi Xi

)⊗2,2

|ϕ〉 = |ϕ〉 ∧
(
eiϕZi Zi

)⊗2,2

|ϕ〉 = |ϕ〉 ∧
(
eiϕZZZi ZZZi

)⊗2,2

|ϕ〉 = |ϕ〉 ∀ ϕXi , ϕZi , ϕZZZi .

(B47)

We use that the gates eiϕXX and eiϕZZ generate the single qubit unitaries. Thus, up to infinitesimal error, they generate the
Hadamard gate H , which we can use to rotate the tensor factor X to Z. Hence, we have the additional constraint that(

eiϕZZZi ZZZi
)⊗2,2

|ϕ〉 = |ϕ〉 (B48)

for all 2 ≤ i ≤ n− 1.
First, for three qubits we show in the following that the space is generated by |ψ0〉|ψ0〉|ψ0〉, |ψ1〉|ψ1〉|ψ1〉 and |ψφ〉|ψφ〉|ψφ〉.

In more detail, we compute(
eiϕZZZ

)⊗2,2 |0000〉|0101〉|0110〉 = ei(+ϕ+ϕ+ϕ+ϕ)|0000〉|0101〉|0110〉 = e−4ϕi|0000〉|0101〉|0110〉, (B49)(
eiϕZZZ

)⊗2,2 |0000〉|0101〉|0101〉 = ei(+ϕ+ϕ−ϕ−ϕ)|0000〉|0101〉|0101〉 = |0000〉|0101〉|0101〉, (B50)(
eiϕZZZ

)⊗2,2 |0000〉|0000〉|0110〉 = ei(+ϕ−ϕ+ϕ−ϕ)|0000〉|0000〉|0110〉 = |0000〉|0000〉|0110〉, (B51)(
eiϕZZZ

)⊗2,2 |0101〉|0101〉|0101〉 = ei(+ϕ−ϕ−ϕ+ϕ)|0101〉|0101〉|0101〉 = |0101〉|0101〉|0110〉, (B52)(
eiϕZZZ

)⊗2,2 |0110〉|0110〉|0110〉 = ei(+ϕ−ϕ+ϕ−ϕ)|0110〉|0110〉|0110〉 = |0110〉|0110〉|0110〉, (B53)(
eiϕZZZ

)⊗2,2 |0101〉|0110〉|0110〉 = ei(+ϕ−ϕ+ϕ+ϕ)|0101〉|0110〉|0110〉 = |0101〉|0110〉|0110〉, (B54)(
eiϕZZZ

)⊗2,2 |0101〉|0101〉|0110〉 = ei(+ϕ−ϕ+ϕ−ϕ)|0101〉|0101〉|0110〉 = |0101〉|0101〉|0110〉. (B55)

All other cases can be obtained from the fact that
(
eiϕZZZ

)⊗2,2
is invariant under permutations of the qubits and that flipping

all four bits in one qubit only changes the sign of the exponent.
The lesson to be learned from the above calculation is that in a linear combination in span{∏3

i=1 |ψsi〉|s ∈ {0, 1}3} that satis-
fies (B48), terms as |0000〉|0101〉|0110〉 need to cancel. No such terms appear in |ψ0〉|ψ0〉|ψ0〉 and |ψ1〉|ψ1〉|ψ1〉. Furthermore,
consider the linear combination:

|ϕ〉 :=λ000|ψ0〉|ψ0〉|ψ0〉+ λ100|ψ1〉|ψ0〉|ψ0〉+ λ010|ψ0〉|ψ1〉|ψ0〉+ λ110|ψ1〉|ψ1〉|ψ0〉
+ λ001|ψ0〉|ψ0〉|ψ1〉+ λ101|ψ1〉|ψ0〉|ψ1〉+ λ011|ψ0〉|ψ1〉|ψ1〉+ λ111|ψ1〉|ψ1〉|ψ1〉.

From the condition that certain terms need to cancel, we obtain λ100 = −λ101, λ101 = −λ001, λ001 = −λ011, λ011 =
−λ010, λ010 = −λ110. Assuming that λ001 6= 0, we can w.l.o.g. choose the free parameters λ001 = −1, λ000 = 1 and
λ111 = −1. This fixes the state

|ϕ〉 =|ψ0〉|ψ0〉|ψ0〉 − |ψ1〉|ψ0〉|ψ0〉 − |ψ0〉|ψ1〉|ψ0〉+ |ψ1〉|ψ1〉|ψ0〉+ |ψ0〉|ψ0〉|ψ1〉 − |ψ1〉|ψ0〉|ψ1〉 − |ψ0〉|ψ1〉|ψ1〉 − |ψ1〉|ψ1〉|ψ1〉
=|ψφ〉|ψφ〉|ψφ〉.

We extend this via complete induction over the number of qubits: Assume we have the ground state space GBn for the Hamil-
tonian Hn. Using the positivity of Hn ⊗ 1, we have for any ground state |ϕ〉 of Hn+1 the form

|ϕ〉 =
∑

σ∈{0,1,φ}

|ψσ〉⊗n ⊗ (λσ|ψ0〉+ µσ|ψ1〉)

= λ0|ψ0〉⊗n|ψ0〉+ µ0|ψ0〉⊗n|ψ1〉+ λ1|ψ1〉⊗n|ψ0〉+ µ1|ψ1〉⊗n|ψ1〉+ λ̃φ|ψφ〉⊗n|ψφ〉+ µ̃φ|ψφ〉⊗n(|ψ0〉+ |ψ1〉),
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for some constants λ̃φ and µ̃φ. These need to satisfy the last constraint (B48) for i = n as well. Applying 1 − PZZZn to this
yields(

1− PZZZn

) (
µ0|ψ0〉⊗n|ψ1〉+ λ1|ψ1〉⊗n|ψ0〉+ µ̃φ|ψφ〉⊗n(|ψ0〉+ |ψ1〉)

)
= 0 (B56)

⇐⇒ µ0|ψ0〉⊗n−2

(
1−

(
eiϕZZZn ZZZn

)⊗2,2
)
|ψ0〉⊗2|ψ1〉+ λ1|ψ1〉⊗n−2

(
1−

(
eiϕZZZn ZZZn

)⊗2,2
)
|ψ1〉⊗2|ψ0〉+ (B57)

+ µ̃φ|ψφ〉⊗n−2

(
1−

(
eiϕZZZn ZZZn

)⊗2,2
)
|ψφ〉⊗2(|ψ0〉+ |ψ1〉) = 0 (B58)

for all ϕZZZn . Using the definitions (B40) and (B42) one can easily verify that this implies µ0, λ1, µ̃φ = 0: The above expression

contains the summands µ0

(
1− e4iϕZZZn

)
|ψ0〉⊗n−2|0000〉|0101〉|0110〉, λ1

(
1− e4iϕZZZn

)
|ψ1〉⊗n−2|0000〉|0110〉|0101〉 and

µ̃φ

(
1− e4iϕZZZn

)
|ψφ〉⊗n−2|0101〉|0110〉|0000〉. This completes the proof.

The last step of the proof of Theorem 1 is achieved by a lower bound on the spectral gap of Hn.

Lemma 17 (Lower bound on the spectral gap). ∆(Hn) ≥ ∆(HB7 )
32 for all n ≥ 8.

Proof. For the proof we verify all three conditions in Lemma 15.
First condition. We start with the first condition in Lemma 15. There is a technical difficulty in defining the family of

Hamiltonians H[q,p]: If we simply choose H[q,p] to be Hp−q+1 acting on the qubits in [q, p] we run into problems with the first
condition. The problem is that in the sum in (B34) the boundary terms act on the bulk and cannot be bounded by the bulk
Hamiltonian. Instead, we reduce the proof to the Hamiltonian HL

n and choose H[q,p] to be the local summands of HL
n that act

on the qubits in [q, p]. We show that it suffices to lower bound the spectral gap of HL
n :

∆(Hn) = min
|ϕ〉∈G⊥n
||ϕ||=1

〈ϕ|Hn|ϕ〉 (B59)

= min
|ϕ〉∈(GLn )

⊥

||ϕ||=1

〈
ϕ
∣∣HL

n +
(
1− PZXZn

)∣∣ϕ〉 (B60)

= min
|ϕ〉∈(GLn )

⊥

||ϕ||=1

(〈
ϕ
∣∣HL

n

∣∣ϕ〉+
〈
ϕ
∣∣(1− PZXZn

)∣∣ϕ〉) (B61)

≥ min
|ϕ〉∈(GLn )

⊥

||ϕ||=1

〈
ϕ
∣∣HL

n

∣∣ϕ〉 = ∆
(
HL
n

)
. (B62)

In the remainder of the proof we will verify the conditions of Lemma 15 for the family of Hamiltonians defined as

H[p,q] :=

{
HL
q−p+1 ⊗ 1[q+1,n] for p = 1

1[1,p−1] ⊗HB
q−p+1 ⊗ 1[q+1,n] for p > 1

.

With this definition, we immediately have that the first condition is satisfied obviously with dl = (l + 1).
Second condition. The second condition follows from the fact that HL

n is frustration-free. Because of the translation-
invariance in the bulk, we always have

∆
(
H[n−l+1,n]

)
= γl := ∆

(
HB
l

)
> 0 for all n ≥ l + 1. (B63)

Third condition. Denote with Gn, GLn and GBn the ground space projectors onto the ground spaces Gn,GLn and GBn . In
Lemma 16 we identified a basis for these ground spaces. The strategy is to use this basis to construct approximations XB/L to
the ground space projectors GB/L. For these approximations, we can then verify the third condition directly. We illustrate how
the terms appearing in condition (B36) act on a chain of qubits in Fig. 4.

First, observe that

|〈ψσ|ψ0〉|k + |〈ψσ|ψ1〉|k + |〈ψσ|ψφ〉|k = 1 +
2

2k
, (B64)
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GLn

GLn+1

GBl+1

Figure 4. Illustration of the supports of the projectors G[p,q] appearing in Eq. (B36) for a chain of qubits.

for all σ ∈ {0, 1, φ}. In particular, {|ψ0〉⊗k, |ψ1〉⊗k, |ψφ〉⊗k} constitutes an orthonormal basis up to an exponentially small
error. We can use this to show that∣∣∣∣∣∣

∣∣∣∣∣∣
∑

σ∈{0,1,φ}

(|ψσ〉〈ψσ|)⊗k −GBk

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

≤
√

6

2k
and

∣∣∣∣∣∣
∣∣∣∣∣∣
∑

σ∈{0,1}

(|ψi〉〈ψi|)⊗k −GLk

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

≤
√

2

2k
. (B65)

We only prove the former. The latter can be shown analogously. Consider the operator

B :=
∑

σ∈{0,1,φ}

|σ〉〈ψσ|⊗k, (B66)

where |σ〉 is any orthonormal basis of GBk . Then we have

∣∣∣∣BB† −GBk ∣∣∣∣∞ =

∣∣∣∣∣∣
∣∣∣∣∣∣

∑
σ,ρ∈{0,1,φ}

|σ〉〈ψσ|⊗k|ψρ〉⊗k〈ρ| −
∑

σ∈{0,1,φ}

|σ〉〈σ|

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

(B67)

=

∣∣∣∣∣∣
∣∣∣∣∣∣
∑
σ 6=ρ

|〈ψσ|ψρ〉|k|σ〉〈ρ|

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

(B68)

≤

∣∣∣∣∣∣
∣∣∣∣∣∣
∑
σ 6=ρ

|〈ψσ|ψρ〉|k|σ〉〈ρ|

∣∣∣∣∣∣
∣∣∣∣∣∣
2

(B69)

=

∑
σ 6=ρ

|〈ψσ|ψρ〉|2k
1/2

=

√
6

2k
, (B70)

where ‖.‖2 denotes the Schatten 2-norm. We used for the inequality the monotonicity of the Schatten p-norms. Notice that B
and B† act as zero on the orthogonal complement of the ground space. Furthermore, both maps are invertible if restricted to
the ground space for n > 1 as {|ψσ〉} constitutes a basis of the ground space. Hence, B†B =

∑
σ(|ψσ〉〈ψσ|)⊗k has the same

eigenvalues as BB†. The above is a bound on the difference between the eigenvalues of BB† restricted to the ground space and
1, as BB† and GBk can be diagonalized simultaneously. Moreover, GBk is the projector onto the support of B†B and we obtain(

1−
√

6

2k

)
GBk ≤ B†B ≤

(
1 +

√
6

2k

)
GBk . (B71)

Thus, we have

∣∣∣∣B†B −GBk ∣∣∣∣∞ ≤
√

6

2k
. (B72)

In the following we denote

XL
k :=

∑
σ∈{0,1}

(|ψi〉〈ψi|)⊗k, and XB
k :=

∑
σ∈{0,1,φ}

(|ψσ〉〈ψσ|)⊗k. (B73)
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We can now verify (B36). We successively apply the identity GB/L = XB/L +
(
GB/L −XB/L

)
and the triangle inequality to

obtain

R :=
∣∣∣∣∣∣GB[n−l+1,n+1]

(
GL[1,n] −GL[1,n+1]

)∣∣∣∣∣∣
∞

(B74)

≤
∣∣∣∣∣∣XB

[n−l+1,n+1]

(
XL

[1,n] −XL
[1,n+1]

)∣∣∣∣∣∣
∞

+
11

2l+1
(B75)

=

∣∣∣∣∣∣
∣∣∣∣∣∣
∑

i∈{0,1}

(|ψi〉〈ψi|)⊗(n−l) ⊗ Yi

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

+
11

2l+1
(B76)

with

Yi :=
∑

σ∈{0,1,φ}
σ 6=i

(
(|ψσ〉〈ψσ|)⊗l(|ψi〉〈ψi|)⊗l

)
⊗ (|ψσ〉〈ψσ|) (1n+1 − |ψi〉〈ψi|) . (B77)

We get

R ≤
(

1 +

√
2

2n−l

)
max
i
||Yi||∞ +

11

2l+1
(B78)

≤
(

1 +

√
2

2n−l

) ∑
σ∈{0,1,σ}

σ 6=i

|〈ψi|ψσ〉|l +
11

2l+1
(B79)

=

(
1 +

√
2

2n−l

)
2

2l
+

11

2l+1
≤ 8.5

2l
, (B80)

for n ≥ l + 2. We achieve εl ≤ 1
2
√
l+1

< 1√
l+1

by setting l = 6. The first inequality follows as in Ref. [31, Lemma 18]:
Consider the operator

B̃ =
∑

i∈{0,1}

|i〉〈ψi|⊗n−l, (B81)

with |i〉 denoting any orthonormal basis of the space Gn−l. We obtain∣∣∣∣∣∣
∣∣∣∣∣∣
∑

i∈{0,1}

(|ψi〉〈ψi)⊗(n−l) ⊗ Yi

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

=

∣∣∣∣∣∣
∣∣∣∣∣∣
∑

i∈{0,1}

B̃†|i〉〈i|B̃ ⊗ Yi

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

(B82)

=

∣∣∣∣∣∣
∣∣∣∣∣∣B̃†

 ∑
i∈{0,1}

|i〉〈i| ⊗ Yi

 B̃

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

(B83)

≤
∣∣∣∣∣∣B̃B̃†∣∣∣∣∣∣

∞

∣∣∣∣∣∣
∣∣∣∣∣∣
∑

i∈{0,1}

|i〉〈i| ⊗ Yi

∣∣∣∣∣∣
∣∣∣∣∣∣
∞

(B84)

≤
(

1 +

√
2

2n−l

)
max
i
||Yi||∞. (B85)

The first inequality follows from the submultiplicativity of the spectral norm and the fact that ||B̃||2∞ is the maximal singular
value of B̃ squared and so is ||B̃B̃†||∞. The second inequality follows from (B65).

From Lemma 15 we obtained an α > 0 such that ∆(Hn) ≥ α for all n. In summary, we obtain an ε-approximate 2-design
from the sequence of bounds

g
(
v∗kn , 2

)
≤ g(vn, 2)k ≤

(
(1 + ∆(Hn))

− 1
2

)k
. (B86)
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We complete the proof of Theorem 1 using Lemma 8 and the bound((
1 +

∆(Hn)

9

)− 1
2

)k
≤ 2−4nε (B87)

=⇒ − k

2
log

(
1 +

∆(Hn)

9

)
≥ 4n+ log

(
1

ε

)
(B88)

=⇒ k ≥ 2
(
4n+ log

(
1
ε

))
log
(

1 + ∆(Hn)
9

) ≥ 18
(
4n+ log

(
1
ε

))
∆(Hn)

. (B89)

As we group in layers of three to obtain the probability distribution vn, it suffices to choose the depthD of the effective circuit (3)
as

D = m− 1 ≥ 54
(
4n+ log

(
1
ε

))
∆(Hn)

∈ O
(

4n+ log

(
1

ε

))
, (B90)

which shows that the approximate 2-design property follows in linear depth.

Appendix C: Numerical results for the gap ∆
(
HB

7

)
As was shown in Appendix B, the spectral gap ∆(Hn) determines the convergence rate of the effective circuits (3) to a 2-

design. We have further proven that the spectral gap is lower bounded by ∆
(
HB

7

)
/32. This immediately implies the existence of

gap in the thermodynamic limit but does not give us the size of this gap. We can use standard techniques for exact diagonalization
to approximate the gap ∆

(
HB

7

)
. In more detail, the Hamiltonians HB

n are unitarily equivalent to

H̃B
n :=

n−1∑
i=1

((
1− PXZi

)
+
(
1− PZXi

))
+

n∑
i=1

(
1− PZi

)
, (C1)

with PZi as in (B21) and

PXZi :=
1

2π

∫ (
eiϕXZi Xi⊗Zi+1

)⊗2,2

dϕXZi PZXi :=
1

2π

∫ (
eiϕZXi Zi⊗Xi+1

)⊗2,2

dϕZXi . (C2)

The unitary that maps the Hamiltonians is defined as

Vn =

{∏n−1
i=1 CZ2i,2i+1 for n even∏n−2
i=1 CZ2i,2i+1 for n odd.

(C3)

It can be straightforwardly shown that VnHB
n V
†
n = H̃B

n .
The local terms are now 256 × 256 matrices, which can be computed by Mathematica on a laptop using the definition (C2).

Furthermore, we have used the in-build python-function scipy.sparse.linalg.eigsh to compute the first four eigenvalues of H̃B
7 .

Notice that the ground space degeneracy is 3 according to Lemma 16. For the spectral gap we obtain the following numerical
values for small n:

n 3 4 5 6 7
∆
(
HB
n

)
≈ 0.070 0.096 0.105 0.109 0.111

∆ (Hn) ≈ 0.241 0.202 0.175 0.157 0.146

We thus find strong numerical evidence for the size of the constants involved in our asymptotical result. Plugging this in the
Nachtergaele bound yields that {Umβ }β forms an ε-approximate 2-design in depth m−1 ≈ 15700(4n+log(1/ε)). If we simply
extrapolate the numerics in Appendix C we get the more moderate constant m − 1 ≈ 490(4n + log(1/ε)) as a lower bound
sufficient for the 2-design property. As these rigorous arguments provide upper bounds, we expect the real constants that yield
anticoncentration to be much lower.
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Appendix D: Proof of average-case hardness

This appendix applies the analysis from Ref. [28] to the architectures developed in Ref. [24]. We obtain average-case hardness
results for these architectures. Drawing an angle ϕ ∈ S1 uniformly at random means to draw from the Haar measure H

(
S1
)

of S1 viewed as a compact Lie group. Furthermore, the product group (S1)×Dn is what we draw from in the architecture in
Definition 5. We will abbreviate the corresponding Haar measure with

H := H
((
S1
)×Dn)

. (D1)

Now, we introduce distributions close to the Haar measure as in Ref. [28].

Definition 18 (θ-perturbed Haar-distribution). The distributionHθ is defined by drawing {Rlj}j∈V,l∈[D] fromH and then setting

the random unitaries Glj := Rlje
−ihljθ with rlj := −i logRlj .

The intuition for the above definition is to draw from the Haar measure and then ‘rotate back by a small angle θ‘. Notice that
this is a modification of the definition in Ref. [28, Definition 9] where the latter applies to the Haar measure on the group of all
unitaries. For technical reasons explained further in the proof of Theorem 20, we need to consider a truncated version of the
above distribution.

Definition 19 ((θ,K)-truncated perturbed Haar distribution). The distribution Hθ,K is defined by drawing {Rlj}j∈V,l∈[D] from
H and then setting the unitaries

Glj := Rlj

(
K∑
k=0

(−ihljθ)
k

k!

)
. (D2)

We can restrict our analysis to the computation of p0(C) := |〈0n|C|+n〉|2. The reason for this is that our architecture admits
the hiding property, i.e. we can hide the fixed outcome in the circuit without changing the measure. Indeed, for a string y, we
can equivalently view this outcome as 0n for the circuit that has additional X gates inserted before measurement wherever y
contains a 1. These X gates are equivalent to a Z-gate applied after (or before) the random gate Gi but since Z is diagonal, this
does not change the probabilities of the gates Ci because of the translation-invariance of the Haar measure. We can now state
the main theorem:

Theorem 20 (Main theorem). For the inputC, a circuit as in Definition 5, it is #P-hard to compute 3
4 + 1

poly(n) of the probabilities

p0(C ′) over the choice C ′ drawn from C ∗ Hθ,K and over the choice of θ ∈ [0,poly−1(n)) with K = poly(n). Here, the
multiplication is meant gate-wise over the random gates.

Before we come to the proof, let us briefly discuss what this means. Clearly, for every circuitC it isC∗H = H by definition of
the Haar measure. We will show a worst-to-average reduction for the (θ,K)-truncated perturbed Haar measure for polynomially
large K and small θ. It therefore average-case hard to approximate the outcome probabilities of our circuit over a distribution
that is indistinguishable from the Haar measure. For the proof of Theorem 20, we need two lemmas. The first one has been
proven in Ref. [24]:

Lemma 21 (Hardness of approximation in worst case). Approximating the output probabilities of the architecture to within
precision 2− poly(n) is #P-hard.

The second lemma is analogous to Ref. [28, Fact 14].

Lemma 22 (Analog of Ref. [28, Fact 14]). Given a circuit C with random gates {Glj}j,l, we can choose independent Haar-
random gate entries {Rlj}j,l and use this choice to publish C1 from C ∗Hθ and C2 from C ∗Hθ,K . Then, |p0(C1)− p0(C2)| ≤
2− poly(n) for a sufficiently large choice K = poly(n).

The proof is based on the standard bound on truncated Taylor expansion.

Proof. Both circuits Cs with s ∈ {1, 2} admit the form

Cs =

(∏
i∈V

Hi

∏
i∈V

G1
s,i

∏
e∈E

CZe

)
...

(∏
i∈V

Hi

∏
i∈V

GDs,i
∏
e∈E

CZe

)
, (D3)
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with

Gl1,i = GliR
l
i

( ∞∑
k=0

(−irliθ)
k

k!

)
, Gl2,i := GliR

l
i

(
K∑
k=0

(−irliθ)
k

k!

)
. (D4)

Thus, the standard (Suzuki) bound on the truncated expansion of the matrix exponential can be applied directly:∣∣〈ψ|Gl1,i −Gl2,i |φ〉∣∣ ≤ κ

K!
(D5)

for a constant κ. In particular, the fact that the above expression does not grow with n is an artefact of the fact that all local gates
have uniformly bounded norm. We use the well known Feynman path integral representation of amplitutes:

〈0n|Cs|+n〉 =
∑

y12 ,...y
D
n+1∈{0,1}n

D∏
l=1

(〈
yl+1

1 |E| yln+1

〉 n∏
i=1

〈
yli+1

∣∣Gls,i∣∣ yli〉
)

with y1
1 = +n and yD+1

1 = 0n. Applying the standard bound from above to the Feynman expansion of |〈0n|C1|+n〉 −
〈0n|C2|+n〉| and using the triangle inequality we immediately obtain the bound

|〈0n|C1|+n〉 − 〈0n|C2|+n〉| ≤ 2O(poly(n))

K!
.

The claimed bound now follows from the choice K = poly′(n).

The last ingredient we need for the proof is the Berlekamp-Welch-Algorithm:

Theorem 23 (Berlekamp-Welch-Algorithm). Let q be a degree d polynomial in a single variable over a field F. Suppose we are
given k pairs {(xi, yi)} of elements in F with all xi distinct and with a promise that yi = q(xi) for at least max(d+1, (k+d)/2)
points. Then, one can recover q exactly in poly(k, d) deterministic time.

Proof of Theorem 20. Let C be a circuit in our architecture with random gates Gli. We can draw a family of gate entries Rli from
HG and then use it to publish a circuit from Hθ,K with random gate entries

R′li (θ) := Rli

(
K∑
i=0

(−iriθ)
k

k!

)
(D6)

with rli = −i logRli. Furthermore, we publish a circuit C ′ from Hθ,K by defining random gates G′li (θ) := Gli ∗R′li (θ). We have
to check that the function q defined as q(θ) := p0(C ′(θ)) is a polynomial. Again, this follows from a Feynman path integral
representation:

〈0n|Cs|+n〉 =
∑

y12 ,...y
D
n+1∈{0,1}n

D∏
l=1

(〈
yl+1

1 |E| yln+1

〉 n∏
i=1

〈
yli+1

∣∣G′li (θ)
∣∣ yli〉

)
(D7)

where each
〈
yli+1

∣∣G′li (θ)
∣∣ yli〉 is a polynomial in θ of degree K. Thus, the above expression is a polynomial of degree nKD and

the absolute square is a polynomial of degree 2nKD. We will now prove that computing 3
4 + 1

polyn of the above probabilities
over the choice of truncated-perturbed Haar-random circuits is enough to compute the probability for C with only a polynomial
overhead. However, we know the latter to be #P-hard from Lemma 21.

Assume there is a Turing machine O that can accurately compute p0(C ′) for 3
4 + 1

polyn of the choices of C ′. Given such a
machine, we can use it to define another machine O that does the following: For fixed θ1, ..., θk ∈

[
0,poly−1(n)

)
it queries

O(θl) for l = 1, ..., k. Then, O′ applies the Berlekamp-Welch Algorithm to the points {(θl,O(θl))} to compute a polynomial q̃
of degree 2nK and then evaluates q̃(1). Using Markov’s inequality and the union bound, we obtain that with a probability of at
least 1

2 + 1
polyn the requirements of the Berlekamp-Welch algorithm are met. This implies q̃ = q.

Finally, we have to show that p0(C ′(1)) is a 2− poly(n) additive approximation to p0(C). However, this is the content of
Lemma 22.

The careful reader might observe that the distribution Hθ,K takes values outside the unitary group. However, the gates are
exponentially close to unitaries and Theorem 20 is necessarily true if the full approximate average-case hardness conjecture
holds [28]. Moreover, Movassagh [58] have provided an alternative interpolation, based on the QR-decomposition instead
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of the geodesics approach taken here in analogy to Ref. [28]. This interpolation is in the unitary group such that the output
probabilities are rational functions with polynomially many parameters to fix. Then, one can apply a version of the Berlekamp-
Welch algorithm for rational functions [58, Alg. 2]. We remark that the same fix carries over to our setting. Here, the interpolation
based on the QR-decomposition yields a rational interpolation in the subgroup of the gates exp(ϕiZ). One can further relax the
assumption of exactness to additive errors of the form 2− poly(N), which is crucial to formalize the result in a Turing machine
model which has only finite precision. This uses powerful results by Rakhmanov [60] and Paturi [61] for the stable interpolation
and extrapolation of polynomials. The corresponding fraction of hard instances is reduced from 1/4−1/poly(n) to 1/ poly(n),
though. We omit the details here and instead refer to Refs. [14, 28, 62].

Appendix E: Average-case hardness for generalized circuit sampling and commuting quantum circuits

In this appendix we generalize the average-case hardness result in Ref. [28] and in Appendix D. First, we generalize the notion
of an architecture in Ref. [28].

Definition 24 (Generalized circuit sampling). A generalized architecture A is a family of directed graphs G = (E, V ), one for
each n with equally many adjacent input and output edges at each vertex. We denote with mv for v ∈ V the number of input
edges. Furthermore, every vertex is equiped with a label which is either a Lie-subgroup Gv of U(dmv ) or a fixed unitary in
U(dmv ). This graph specifies a protocol applied to an input product state. If the label is a fixed unitary, we apply this unitary
and if it is a subgroup, we draw a unitary Haar-randomly from this subgroup. We refer to the gates drawn from Lie-subgroubs
as random gates.

Similar to the discussion in Appendix D, we define the perturbed Haar measure.

Definition 25 (Perturbed Haar measure). The distribution HAθ,K is defined by drawing a circuit A with the generalized architec-
ture A and local random gates Rv drawn from the Haar measures on Gv ⊆ U(dmv ) and then setting

Gv = Rv

(
K∑
k=0

(−iθrv)
k

k!

)
, (E1)

with rv := −i logRv .

This allows us to formulate the following theorem:

Theorem 26 (Average case hardness in generalized architectures). Let A be such that it is #P-hard to compute the probabilities
|〈0n|U |0n〉|2 in the worst-case. For a circuit C with underlying architecture A, it is #P-hard to compute 3

4 + 1
poly(n) of the

probabilities p0(C ′) over the choice C ′ drawn from C ∗HA and over the choice θ ∈ [0,poly−1(n)) and K = poly(n).

The proof in Appendix D can be straightforwardly generalized to show Theorem 26. Furthermore, the result also yields
average-case hardness of exact evaluation for IQP circuits [15] so long as the random angles are chosen uniformly in [0, 2π)
rather than discretely as in the original model.
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