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Kurzfassung

In der vorliegenden Arbeit werden zwei unterschiedliche Molekülsysteme auf metal-
lischer Oberfläche, die ein Doppelmuldenpotential aufweisen, mit Hilfe von Rastertunnel-
mikroskopie (STM), Rasterkraftmikroskopie (AFM) und Röntgenabsorption untersucht.
Die Motivation für diese Untersuchungen liegt darin, dass Doppelmuldenpotentiale essen-
tiell für die Realisierung von Bits in digitaler Technologie sind. In beiden Molekülsystemen
wird außerdem die Frage nach der Ansteuerung durch elektrischen Strom untersucht.

Das erste Molekülsystem ist der Ladungstransferkomplex Tetrathiafulvalen(TTF)/Tetra-
cyanoethylen(TCNE) auf der Gold (111)-Oberfläche. Mittels atomar auflösendem AFM
konnten zwei Konformationszustände des TCNE identifiziert werden. Während eine
Konformation einen ausgeprägten Kondo-Effekt aufweist, ist dieser in der anderen
Konformation nicht vorhanden. Dies wird mit einer Änderung der Parameter des
Anderson-Modells durch eine Änderung der Hybridisierung mit der Oberfläche erklärt.

Die Konformationszustände des TCNE im Ladungstransferkomplex liegen auf entge-
gensetzten Mulden eines asymmetrischen Doppelmuldenpotentials, das mit Hilfe von
Schaltratenmessungen per STM untersucht wurde. Beim Schalten in den thermisch
stabilen Zustand ist ein wahrscheinlich thermischer Relaxationsschritt vorhanden, der
in der anderen Schaltrichtung fehlt. Die unterschiedliche Schaltdynamik ermöglicht ein
kontrolliertes Schalten in den gewünschten Zustand.

Das zweite untersuchte Molekülsystem ist der metallorganische Komplex Dysprosium-
tris(1,1,1-trifluoro-4-(2-thienyl)-2,4-butanedionat) (Dy(tta)3). Die Monolagen-weise und
intakte Adsorption wurde mittels STM überprüft. Durch STM und Röntgenabsorption
ist eine Koordinationsgeometrie mit zwei tta-Liganden flach auf der Oberfläche und
einem hoch stehenden tta-Liganden evident. Eine uniaxiale magnetische Anisotropie, die
gesuchte Energiebarriere, wurde mit Hilfe von Röntgen-Magnetischem Zirkulardichroismus
nachgewiesen. Diese Anisotropie wird von den negativen Ladungen der zwei flach
liegenden Liganden induziert. Eine Wechselwirkung des magnetischen Moments mit den
Tunnelelektronen wird ausgeschlossen.
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Abstract

In the following dissertation two different molecular systems on a metallic surface that
show a double-well potential are investigated by methods of scanning tunneling microscopy
(STM), atomic force microscopy (AFM) and X-ray absorption (XA). The investigation
is motivated by the fact that double-well potentials are essential for the realization of
digital bits in computational technology. In both molecular systems the question of
control or addressing the state by electric current is explored.

The first investigated molecular system is the charge transfer complex tetrathiaful-
valene(TTF)/tetracyanoethylene(TCNE) on the (111)-surface of gold. By means of
atomically resolved AFM two distinct conformational states of the TCNE were identified.
While one state shows a pronounced Kondo effect, the effect is not present in the second
state. This is explained by a change of parameters of the Anderson impurity model due
to a change of the hybridization with the surface.

The conformational states of the TCNE in the charge transfer complex lie in the two
minima of an asymmetric double-well potential that is investigated by measuring of
switching rates with STM. When switching into the thermally stable state, a probably
thermal relaxation process is present that is absent in the other switching direction. The
difference in the switching dynamics allows a controlled switching in the desired state.

The second investigated molecular system is dysprosium-tris(1,1,1-trifluoro-4-(2-thienyl)-
2,4-butanedionate) (Dy(tta)3). The intact and monolayer-wise adsorption of the complex
on the surface are verified by STM. Combined XA and STM studies prove a coordination
geometry with two tta-ligands adsorbed flat on the surface and one tta-ligand standing
upright. A uniaxial magnetic anisotropy, the potential barrier, in the central dysprosium
ion is detected by X-ray Magnetic Circular Dichroism. The anisotropy is induced by the
negative charges of two flat-lying ligands. An interaction of the magnetic moment with
tunneling electrons is ruled out.
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1 Introduction and Outline

During the last century physical research played a decisive part in digital technology’s
advance to smaller length scales. In magnetic hard drives the storage density has been
increased by orders of magnitude with the implementation of readout mechanisms using
magnetic tunnel resistance [1] and giant magnetoresistance [2, 3]. Half a century before
that the invention of the transistor started the development what we now know as the
modern digital computing technology [4, 5, 6]

To increase the computational speed and the storage density the devices are made
smaller to put more on a smaller surface [7]. As the miniaturization enters atomic scales,
material properties change fundamentally. Collective phenomena like magnetic domains
or semiconducting band bending loose their meaning when talking about a small number
of atoms.

In order to develop digital memory devices with molecular-sized bits, two-state devices
composed of single molecules need to be found within basic research. In these molecules
the two states need to have different properties, e.g. electric or magnetic, to enable a
readout of the state. The potential landscape of the molecular system needs a sufficiently
large energy barrier that ensures that the system stays on one side of the potential when
not excited by external stimuli. In the case of magnetic memory in magnetic hard drives
the barrier of the double well potential is facilitated by magnetic anisotropy.

For single magnetic atoms one might ask, what can create a suitable magnetic anisotropy
in a single magnetic metal center, when the magnetic moment is not stabilized by the
exchange coupling of other metal atoms. In general, one might look for alternative
realizations of two-state devices or energy landscapes with a double-well potential.

The surface science of adsorbed molecules is suited for the research of alternative digital
systems. Organic molecules are very versatile and can be synthesized with a wide range
of properties. Molecules adsorbed on a metal surface are automatically contacted by an
electric lead, which would be important for reading and writing a memory device.

The field of surface science made a breathtaking progress during the last decades. Building
on the well established Scanning Tunneling Microscopy technique [8] that revolutionized
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1 Introduction and Outline

the field of surface science, allowing the imaging of surfaces with atomic resolution, the
non-contact Atomic Forces Microscopy has been developed [9, 10]. The technique allowed
for the first time atomically resolved imaging of single molecules that are adsorbed flat
on the surface [11]. Not only did the images look like the familiar Lewis formulas of the
molecules, but they opened up new methods of research. The measurement of the Local
Contact Potential Difference (LCPD), for instance, allowed the determination of atomic
and molecular charges and even partial charges within molecules [12].

In the present work two molecular systems on a metal surface are evaluated as candidates
for two-state devices according to two criteria. First, the realization of an energy
landscape of two-state devices, a double-well potential. Second, the accessibility by
electric tunneling current of the object in the double-well potential, either the center of
mass of a molecule or the magnetic moment in a central ion of a metal-organic complex.

The thesis has the following structure. In chapter 2 the basic experimental methods
are presented as well as some basic concepts about the investigated physical systems.
Scanning Tunneling Microsopy and Atomic Force Microscopy as well as the corresponding
spectrosopies are briefly sketched. Here, the interpretation of STM data as a measurement
of local density of states is discussed. How to obtain a measure of local electric potential
on the sub-molecular level is laid out. Basics concepts and phenomena that occur when
molecules are adsorbed on metal surfaces are presented. Briefly, the basic definitions
and notations are introduced that are necessary to discuss the magnetism of localized
electrons on the atom. Certain X-ray absorption spectroscopy methods are presented.
Finally, in section 2.6 a review of the literature on the donor molecule Tetrathiafulvalene
(TTF) and the acceptor molecule Tetracyanoethylene (TCNE) adsorbed on different
noble metal surface is presented. Some predictions for the charge transfer complex
TTF/TCNE on the gold Au(111) surface can be made from the known literature that
will be confirmed in this thesis.

Chapter 3 deals with the two-state system TTF/TCNE on the Au(111) surface. Two
conformational states that are an implementation of the sought-after two-state device are
identified by AFM. The presence of the many-body Kondo state in one of the states and
the absence in the other state hints at different charges of the states. This is disproved
by LCPD measurements.

Chapter 4 continues the investigation of the molecular system TTF/TCNE but focuses
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on the switching dynamics and its relation to the tunneling current. After finding a
difference in the switching process for the two directions, a way to controllably switch
the TCNE molecule into the desired state is presented.

In chapter 5 the ligand-field-induced uniaxial anisotropy is utilized as a potential barrier
for the magnetic moment of a metal center in the metal-organic complex dysprosium-
tris(1,1,1-trifluoro-4-(2-thienyl)-2,4-butanedionate) (Dy(tta)3). It is shown that the
ligand-field induced anisotropy is uniaxial due to the adsorption on the surface. An
addressing of the magnetic moment by the tunneling current will be discussed.

Chapter 6 gives an overview of the results presented in previous chapters.
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2 Experimental and theoretical details

The investigation of chemical adsorbates on metal surfaces can be done either by detecting
a strong signal from an ensemble of molecules, e.g. using an optical technique, or by
observing the individual molecules with a scanning probe setup. This thesis focuses on
the latter approach in particular in Chapter 3, while also using the former approach in
a combined investigation presented in Chapter 5. In the following chapter the working
principles of the used methods, namely the Scanning Tunneling Microscopy (STM) and
Spectroscopy as well as the Atomic Force Microscopy (AFM), will be explained in detail.
In addition, the near edge X-ray absorption fine structure (NEXAFS) and the X-ray
magnetic circular dichroism (XMCD) will be introduced.

2.1 Scanning Tunneling Microscopy

The measurement of conductivity (more precisely the differential conduction) of single
atoms and small molecules gives access to a plethora of quantum-mechanical properties
such as electronic and vibrational energy levels. To perform the measurement the
molecules have to be contacted by electrodes which is achieved in this thesis with STM. A
conducting tip is moved over the flat surface of a single crystal with molecules of interest
on it and the tunneling current is measured. The surface is scanned line by line keeping
either the distance to the surface in the constant height mode of operation or keeping
the electric current constant in the constant current mode via an electric feedback. The
resulting image of either the current in the constant height mode or the constant current
topography is used to identify the individual molecules on the surface and to note their
position for further experiments.
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2 Experimental and theoretical details

2.1.1 The tunneling current

The principal part of a tunneling microscope is the tunneling junction between the
probe tip and the metal sample surface. As we will see in the following the size of the
electrical tunneling current depends exponentially on the tip-surface distance and on the
local density of states on the surface under the tip. This allows precise imaging with
sub-molecular resolution.

The tunneling of a particle with mass m and energy E over a barrier of width d in z-
direction with energetic height U can be described by the transmission coefficient formula
within the quasiclassical approximation (also known as the Wentzel–Kramers–Brillouin
or the Liouville–Green method) [13]. Under the assumption that the barrier width d

is bigger than the wave length of the particle wave function, the interaction between
the two sides of the barrier can be regarded as very low and the states on each side of
the barrier are approximated by their eigenstates as if they were isolated. For a free
particle tunneling through a one-dimensional barrier the transmission probability takes
the well-known exponential form

T ∝ exp(−2
h̄

∫ d

0
dz
√

2m(U(z)− E)). (2.1)

Using the approximation of a trapezoidal barrier with an average height Φ = (U(0) +
U(d))/2 this reduces to

T ∝ exp(−2
h̄
d
√

2m(Φ− E)). (2.2)

In the case of conduction electrons in two metallic leads that are separated by a non-
conducting barrier, Φ is the energy difference between the Fermi level and the vacuum
level, which is roughly the work function of the two leads. Assuming a typical metal
work function value of 4 eV gives an increase of tunneling probability by an order of
magnitude for a decrease of the barrier by 1Å. In the setup of a vacuum barrier between
a flat surface and a rough-textured tip the tunneling current is therefore dominated by
the tunneling from the tip atoms closest to the surface. Tips with the effective sharpness
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2.1 Scanning Tunneling Microscopy

of one atom are therefore likely, resulting in lateral resolution of scanning imaging of the
length scale of a single atom.

To obtain the electric current between tip and sample with the voltage V applied across
the barrier, all matrix elements Mµν for the transition between all tip states ψµ and all
surface states ψν multiplied by the occupation of the respective state (as described by
the Fermi-function) have to be summed up. This results in the current being

I = 2πe
h̄

∑
µ,ν

f(Eµ)[1− f(Eν + eV )]|Mµν |2δ(Eµ − Eν). (2.3)

As the experiments are mostly done at room temperature or below, the Fermi function
can be approximated by a step function. In order to further simplify the equation and to
obtain a formula that is easy to discuss, the case of very low voltages can be considered,
in which only the states close to the Fermi level contribute to the tunneling conduction.
The expression for the current then simplifies to the Ohmic product of the applied voltage,
a physical constant and the sum of all transition matrix elements at the Fermi level.

I = 2π
h̄
e2V ·

∑
µ,ν

|Mµν |2δ(Eµ − EF )δ(Eν − EF ). (2.4)

It has been shown by Bardeen that the matrix element for transitionMµν can be obtained
by integrating the quantum mechanical current over any surface ~S that lies entirely in
the tunneling barrier and is perpendicular to the current [14].

Mµν = h̄

2me

∫
d~S(ψ∗µ~∇ψν − ψν ~∇ψ∗µ) (2.5)

This has been used by Tersoff and Hamann [15] to develop an expression of the current
that separates the states of the tip and the surface. Since the integral in equation 2.5 is
performed only over some surface in the barrier region, the assumptions for the particular
wave functions need only be accurate at this surface. An exponential decay towards the
direction of the gap is plausible for both wave functions. The state wave functions of
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2 Experimental and theoretical details

the sample surface material ψν can be expanded as general surface Bloch waves that
exponentially decay into the gap region and the tip states ψµ as asymptotically spherical
and also exponentially decaying. Then the current is obtained to be proportional to the
following expression.

I ∝Dt(EF )V ·
∑
ν

|ψν(r0)|2δ(Eν − EF )

∝Dt(EF )V ρS(r0). (2.6)

Here, the density of states of the tip at the Fermi level is represented by Dt(EF ), while
the density of states of the sample ρS(r0) is evaluated at the center of the tip sphere r0.
With Φ as the work function of the two metals and d the tunneling barrier width, the
exponential dependence of the current on d enters via the exponential decay of the sample
density of states ρS(r0) ∝ e−2d

√
2mΦ
h̄ . ρS and d are the two quantities of interest that are

simultaneously probed by the tip via the tunneling current.

An STM image of an adsorbed molecule on the surface contains contributions from
both quantities d and ρS. Typically, the frontier orbitals of the molecule hybridize with
the Fermi level of the metal surface, effectively extending the surface to the molecule.
As a consequence, the current image in a constant height scan of a molecule at low
bias voltages for a non-varying ρS(E) will resemble the frontier orbital closest to the
Fermi level. Typically, the symmetry and the nodal planes of the orbital are clearly
distinguishable. The topography signal in a constant current scan (d at constant I(d)) is
essentially the logarithm of the constant height image.

For the characterization of surfaces and adsorbates the constant current imaging is the
most popular scanning regime. Its main drawback is the limited scanning speed due to
the bandwidth of the constant current feedback. The practical advantage is that there
is no need to determine the plane of the surface, which would require an additional
measurement procedure.

2.1.2 Spectroscopy

Beside STM imaging, an extremely valuable tool for studying surfaces and adsorbates
originates in the dependence of the tunneling current on the density of states localized
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2.1 Scanning Tunneling Microscopy

under the tip at a particular point on the surface. It is possible to obtain the information
on the energetic position of the adsorbate states with respect to the Fermi-level of the
surface by measuring the current and differential conductance while varying the bias
voltage. The tunneling probability is proportional to the surface density of states, as
seen in equation 2.6. However, the equation was derived under the condition of small
voltages and constant ρS. It can be extended to higher voltages for a variable ρS [16, 17].

I ∝
∫ EF+V

EF
dE ρS(E) Dt(E − eV ) T (EF + eV, d), (2.7)

with T (EF + eV, d) = e−2d
√
m
h̄

√
2(Φ+EF−E)+eV , (2.8)

where T (EF + eV, d) is the transmission coefficient that mostly depends on the geometry
of the junction. Using the lock-in technique that will be explained in detail in the next
section, the differential conductance dI

dV
can be conveniently obtained. That in turn,

again assuming a constant density of states on the tip, is proportional to the density of
states on the surface at the applied voltage, modified by the slowly varying transmission
term

dI

dV
(V, d) ∝ ρS(EF + eV )T (EF + eV, d). (2.9)

Typically, the density of states observed in spectroscopy originates from surface states
of the metal leads or states of the adsorbate such as the highest occupied molecular
orbital or the lowest unoccupied molecular orbital. Aside from this elastic tunneling
process an inelastic tunneling process can also take place. Such a process is sketched in
Figure 2.1 a). An electron from an occupied level in the negatively biased lead can loose
the energy h̄ω0 to the excitation of a vibration ω0 while tunneling into the unoccupied
level with the energy E2 =E1 − h̄ω0 in the other lead. The possibility of the excitation
opens an additional tunneling path increasing the tunneling current. Since the required
occupation of levels occurs for bias voltagesV that correspond to higher electron energies
than the vibration energy, the effect is visible as a kink in the tunneling current diagram
that is plotted against the bias voltage at eV = h̄ω0, which is shown in 2.1 b). Also
shown is the second derivative of the current with respect to the voltage, which has a
peak shape with the width that is in most cases dependent mostly on the temperature.
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2 Experimental and theoretical details

a) b)d

Figure 2.1: Taken from [18]: a) electron tunnels from energy E1 to E1 − h̄ω0 =E2 across a
barrier with thickness d with potential difference -eV ; b) resulting kink in the current I and
the corresponding peak in its second derivative I”

As is the case for imaging, spectroscopy is recorded while maintaining either a constant
tip height or a constant current. Constant current spectroscopy has the advantage of
compensating the exponentially increasing transmission coefficient of the junction. It
is therefore used in the voltage range between some 200meV and the work-function
energy. Constant height spectroscopy, in turn, is useful around the Fermi-energy at
voltage magnitudes smaller than 1V.

2.1.3 Lock-In detection

The exponential dependence of the current on the distance and the billion-fold ampli-
fication of the current by the measurement electronics does not only provide detailed
images on the atomic scale but also makes the measurement setup highly susceptible
to mechanical and electronic noise. While the STM feedback loop keeps the tunneling
junction intact thereby making the imaging possible. In the case of open feedback
spectroscopy an additional method to compensate noise is used, namely the lock-in
technique.

The operational principle of the lock-in detector relies on the orthogonality of trigonomet-
ric functions of different periodicity. Multiplying the measured signal by a reference sinus
wave and integrating over an integer multiple of the reference sine periods leaves only a
part of the signal in a narrow bandwidth around the frequency of the reference wave.
All contributions to the signal from frequencies outside the narrowed bandwidth interval
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2.1 Scanning Tunneling Microscopy

including the noise vanish. Therefore, if the signal of interest has the same periodicity as
the reference, it is amplified with respect to its noise level.

Let us consider a resistor that is measured for a time n ·T while it is traversed by current
I0 at an applied voltage V0 to which a modulation voltage VM sin(2πft) is added, with
f = 1

T
being the frequency and inverse period of the modulation as well as the reference

wave. Along with the signal of interest I(V ) also some noise INoise is measured. Since
I(V ) is for all practical purposes a real analytic curve, it can be expanded in a Taylor
series. The lock-in operation then becomes

∫ n ·T
0

I(V0 + VM · sin(2πft) + INoise(t))×
1
π

sin(2πft) dt

=
∫ n ·T

0
(I0 + dI

dV |V0VM · sin(2πft) + 1
2
d2I

dV 2 |V0(VM · sin(2πft))2 + ...)× 1
π

sin(2πft) dt

+
∫ n ·T

0
INoise(t)

1
π

sin(2πft) dt

= dI
dV |V=V0 ·VM + 1

π
ĨnNoise(f)|f= 1

T
+O(V 3

M). (2.10)

As all odd powers of the sine function vanish after integration over one period, all terms
with even powers of VM vanish leaving only odd numbered derivatives. Assuming that
the first derivative is bigger than the third and higher derivatives (which they are if VM is
small compared to the energy resolution of the setup) the lock-in signal gives essentially
the first derivative with respect to the applied voltage multiplied by the modulation
voltage represented by the first term of the last line in the above equation. The in-going
noise is transformed to the nth sine Fourier coefficient at the frequency f = 1

T
and is not

multiplied by the modulation voltage. Since the first derivative is the interesting part of
the signal, the signal to noise ratio (SNR) of the lock-in signal is the ratio of these first
two terms

SNR =
dI
dV |V=V0 ·VM

1
π
ĨnNoise(f)|f= 1

T

. (2.11)

For modulation widths that are small compared to the energy resolution of the experiment
the signal to noise ratio can be increased by increasing VM , for higher modulations however,
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2 Experimental and theoretical details

the higher orders of the expansion in equation 2.10 become significant and contribute to
the systematic (non-stochastic) part of the measurement error. Therefore VM is typically
set to some low integer fraction of the resolution.

The main reason to use the lock-in detection principle in the first place lies in the
denominator of equation 2.11. Noise outside the narrow bandwidth window of 1

n ·T
(here as always f = 1

T
) around the modulation frequency is filtered away by the lock-in

technique. Integrating over a higher number of periods n decreases the width of the
frequency interval and therefore the measured noise. To increase n while the overall
measurement time is kept the same, the modulation frequency can be increased up to the
bandwidth limit of the instruments, making a higher bandwidth useful. This contrasts
the alternative method of simple averaging for a longer time, where the bandwidth has
to be reduced to increase the SNR. The frequency can be chosen to lie far away from
frequencies of known external noise sources, such as streetcars.

Electrical conductance measurements in particular have an additional advantage for
measuring at a higher modulation frequency. The current over a resistor exhibits a pink
noise, a noise that has a lower magnitude at a higher frequency, typically modeled as
1
fα

with roughly 0.8 < α < 1.5. While its physical origins can vary and are not fully
understood, pink noise occurs in many different types of conductors [19, 20] including
tunneling junctions. As a convenient consequence for lock-in detection a measured
bandwidth window at higher frequency contains significantly less noise.

To illustrate the advantage of the lock-in technique over simple averaging of a longer
signal trace, the results of a simulation are presented in Figure 2.2. The simulated current
in this example is obtained by summing the integral of the two arc tangent steps that are
seen as kinks in Figure 2.2 a) and a simulated noise with a 1

f0.8 power spectral density
(Figure 2.2 d)). To obtain the derivative of the current with respect to the bias voltage
with a high signal to noise ratio either the lock-in technique can be applied or the current
can be averaged for some period of time which would lead to a decrease in noise for longer
measurement times. In the first case the lock-in modulation would appear in the current
as seen in Figure 2.2 b) while in the second case a step-wise bias voltage ramp might be
used and the dI/dV obtained from the mean value of one current step that is shown
in Figure 2.2 c). The resulting derivatives strongly differ in noise performance as seen
in Figure 2.2 e), with the lock-in signal exhibiting a much cleaner signal. Admittedly,
the presented example shows the noise in the case of the arbitrarily chosen modulation
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2.1 Scanning Tunneling Microscopy
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Figure 2.2: a) Simulated current vs. voltage behavior of a hypothetical resistor; dI/dV can be
obtained either using lock-in modulation b) or step-wise ramping and differentiating after
averaging c); d) power spectral density of a modeled 1/f0.8 noise added to the simulated
current (averaged over 128 trace samples); e) dI/dV obtained from step-wise ramping (pink)
and from the lock-in technique (green); f) signal to noise ratio performance vs. invested time
for lock-in (green squares) and averaging (red circles) .

amplitude of 1mV at 1 kHz modulation frequency. Nevertheless, one can obtain the
evolution of the signal-to-noise ratios upon increasing the measurement duration. As can
be seen in Figure 2.2 f), where the ratio of the feature size of the test signal and the root
mean square of the noise are plotted as a function of increased measurement time, the
lock-in technique gains a better noise performance much faster than simple averaging.
The higher power law dependence is even stronger for higher pink noise power exponents.
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2 Experimental and theoretical details

2.2 Non-contact atomic force microscopy

For the investigation of charge transfer complexes within this work, the non-contact
frequency-shift atomic force microscopy (AFM) is utilized. The operation principle of the
imaging technique as well as the measurement of the local potential difference (LCPD)
will be explained in detail. These two experimental techniques are used in this work.

The presentation of the AFM technique will follow the review article of Giessibl [21]. The
principles of LCPD will be presented following the description in the thesis of Christian
Lotze [22].

As described previously the STM signal is dominated by the states at the Fermi level of
the substrate and the frontier orbitals of the adsorbates. While insights into the local
density of states are of great interest, the interpretation of the conductance signal is often
ambiguous. In contrast to this, the AFM signal stems from all attractive and repulsive
forces of all electrons between the tip and the surface. Hence, it offers information that
is complementary to that of STM.

2.2.1 Operational principle: the damped harmonic oscillator

In non-contact mode AFM the probe tip is placed on an oscillating cantilever. When the
probe interacts with the sample of interest the oscillation is perturbed and this change in
oscillation is then measurable. The cantilever can be regarded as a very good harmonic
oscillator and the force between tip and sample FTS as an addition to the restoring force

F = −
(
k + ∂FTS

∂x

)
x. (2.12)

The well-known equation for a driven damped harmonic oscillator describes the movement
along the oscillation coordinate x of an oscillator that is driven by the sinusoidal force of
amplitude FD and frequency ω. With the effective mass m, the spring constant k, the
resulting eigenfrequency ω0 = 2πf0 =

√
k
m

and the quality factor Q the equation is

ẍ+ ω0

Q
ẋ+ ω2

0x = FD
m

sinωt. (2.13)
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2.2 Non-contact atomic force microscopy

The time dependent solution to the above equation evolves into the steady state solution.
Using the ansatz A sin (ωt+ ϕ) in equation 2.13 one obtains for the amplitude A and
phase shift ϕ between driving force and resulting oscillation

A =
FD
m√

(ω0ω
Q

)2 + (ω2
0 − ω)2

, and ϕ = arctan Q(ω2 − ω2
0)

ω0ω
− π

2 . (2.14)

In resonance the oscillation amplitude has the maximal value FDQ
mω2

0
. In the frequency

region ω0
Q
, called the resonance width or full width at half maximum, the amplitude is at

least a factor 1√
2 of that value. In this region the phase can be linearly approximated as

roughly 2Q
f0

(f − f0).

The driving force is applied as an electrical signal to the actuator, typically a piezo-crystal
near or in the oscillator. The deflection signal, another piezo voltage, is the input of the
feedback loop that keeps the oscillator at constant amplitude and at its eigenfrequency.
In the amplitude branch of the feedback loop the amplitude of the deflection signal is
used to control the amplitude of the driving oscillation. An increase in driving amplitude
at resonance frequency would mean a dissipation of the oscillator energy into the sample.
In the present thesis the driving amplitude was monitored to stay constant to ensure
that no inelastic changes occur in the sample.

In the frequency branch of the feedback circuit a phase locked loop (PLL) adjusts the
frequency of the driving oscillator so that the deflection signal oscillation and driving
oscillation maintain the exact π

2 phase difference and thereby the same frequency. The
difference in eigenfrequency f0 between the probe interacting with the sample and when
it is sufficiently far away, is called the frequency shift ∆f .

With the tip being at some distance to the sample the forces and force gradients are
small compared to the restoring force and stiffness of the oscillating cantilever. Taylor-
expanding the square root in the expression for the frequency, the frequency shift becomes
proportional to the force gradient of the tip sample interaction.

∆f = 1
2π

√√√√ 1
m

(
k + ∂FTS

∂x

)
− 1

2π

√
k

m
≈ f0

2k
∂FTS
∂x

(2.15)
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2 Experimental and theoretical details

The obtained frequency shift can be used in mapping with Å resolution by plotting it
against the piezo voltage of a scanning microscope in the same manner as imaging with
STM. In order to understand what the ∆f signal means, we will look at typical forces
that occur between the probe and the sample.

2.2.2 Forces at the nano-scale

A sharp probe tip above a surface has two main length scales at which forces act. When
the distance of the tip apex to the surface is only few Å the very short ranged Pauli-
repulsion and the van der Waals attraction between apex atom and closest surface atom
play a major role. For distances in the nanometer range the electrostatic and van der
Waals attraction between the several nanometers large portion of the tip and an equally
large portion of the surface dominate.

It is common to model the closed ranged interaction with the Lennard-Jones-potential
that contains a fast decaying repulsive term and a slower decaying attractive term. The
attraction originates from dispersive van der Waals force due to induced dipoles between
any two atoms or molecules. Since the dipole potential has a 1

z3 distance dependence,
the potential for a pair of molecules has a 1

z6 shape. For the sake of computational
convenience the repulsive term is approximated as the square of the attractive term. The
potential takes the form

ELJ = ε

((
zm
z

)12
− 2

(
zm
z

)6
)
. (2.16)

Here, zm is the position of the minimum position of the potential and ε the binding
energy. It is shown in Figure 2.3 in red.

While the repulsive forces only matter at close tip-surface distances, the attractive 1
z6

potentials between each tip atom and all surface atoms add up. For a sphere of radius R
above an infinite surface at distance z Hamaker calculated [23] the sum of the dispersive
potentials to be:

EvdW = HR

12z (2.17)

Here, H is the material dependent Hamaker constant. An example Hamaker-potential is
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Figure 2.3: Modeled example interaction potential between tip and sample(blue), electrostatic
(solid red) and large scale van der Waals 1/z (dashed red) contributions to the potential;
resulting frequency shift (black) - second derivative of the potential.

plotted in Figure 2.3 as a red dashed line along with the resulting combined potential
which is the sum of the Lennard-Jones- and the Hamaker contribution. Also seen in
Figure 2.3 is the second derivative of the potential that is observed as frequency shift ∆f
in AFM.

Figure 2.3 shows a distance dependence of the frequency shift. It explains the contrast
mechanism and resolution in frequency modulated AFM imaging at various distances
between the tip and the surface. Within few Å the frequency shift changes its origin and
hence the resolution. Above 6Å tip-surface distance, in this example, only the long range
attractive van der Waals force plays a role and only surface steps and larger molecular
islands are visible. Between 5Å and 6Å the short ranged attractive forces dominate,
making larger molecules distinguishable. At slightly above 4Å the ∆f stems from Pauli
repulsion. In this regime individual atoms can be imaged.
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2 Experimental and theoretical details

2.2.3 Local Contact Potential Difference

In addition to the dispersive forces discussed above, electrostatic forces from charges,
dipoles and the applied voltage cause an attraction of tip and surface. In the following, a
method to detect such charges will be presented.

Being made of conducting materials, the tip and the sample form a capacitor with
capacitance C. The energy EC of this capacitor depends on the voltage V between
the tip and sample. The force between the two sides of the capacitor in the direction
perpendicular to the plane is the derivative of the energy EC with respect to the
corresponding coordinate.

EC = 1
2CV

2; F = 1
2
∂C

∂z
V 2. (2.18)

Here, the derivative of the voltage is zero since it is held constant by the external power
supply in typical experiments.

While a macroscopic capacitor can be free of electric fields and forces at zero bias voltage,
this is not the case on the nanometer scale. Local charges and dipoles create electric
fields that offset the voltage at which the electrostatic force in the capacitor is minimal.
The AFM frequency shift, which is proportional to the second derivative of the energy,
shows a parabola that is displaced by the so-called local contact potential difference
(LCPD).

∆f ∝ ∂2C

∂z2 (V − LCPD)2 (2.19)

A positive charge on the sample surface has to be compensated with a negative bias
voltage applied to the sample side. LCPD measurements can be used to determine the
charge of single atoms on the surface [11] and intramolecular charge distributions of small
molecules [12]. They are used in this thesis to determine the charge state of switching
molecules.

The term contact potential difference originates from the Kelvin probe technique [24].
The difference in work functions in two metals that are electrically connected, i.e. their
Fermi levels are aligned, leads to a charge at the interface. In a capacitor of known
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2.2 Non-contact atomic force microscopy

capacitance C and the contact potential difference CPD, this charge is Q = C × CPD.
When the capacitance is varied in a known way, like the change in distance of a plate
capacitor, the CPD can be obtained by measuring the voltage and thereby the charge at
the capacitor plate.

Even if the tip and surface are made from the same material and no charges or dipoles are
located at the surface, there typically is a CPD. The main source is the Smoluchowski-
dipole [25] of the sharp tip. Due to the kinetic term in the Hamiltonian, the electron
density on a surface tends to be smoother than the corrugation presented by the positions
of atomic core. As the tip is a highly corrugated surface, this results in a dipole
pointing with its positive charge towards the sample surface. Such a dipole shifts the
parabola in equation 2.19 towards positive bias voltage values. As a practical consequence,
experimental values of the LCPD yield relative rather than absolute information on the
variation in electric potential across different positions of the tip above the surface.

2.2.4 The experimental setup

The STM and AFM data that will be presented in the later chapters was acquired in two
Createc-type STM-AFM setups. The basic design ideas of the setup will be layed out.

Surface science methods like STM rely on ultra high vacuum (UHV) conditions to ensure
that the investigated surface and investigated adsorbate are preserved during examination.
Therefore, the STM setup is incorporated into a UHV-chamber. After the sample is
prepared in one part of the chamber it is transferred without leaving the vacuum into
the STM.

Various pumps like the turbomolecular pump, the ion pump and the titan sublimation
pump maintain a pressure of few 10−10 mbar during the preparation of the sample. In low
temperature STM the cryostat temperature of ∼4.8K creates the effect of a cryo-pump
that reduces the pressure further below 10−11 mbar ensuring cleanness for several weeks
of measurement time. The initial cleanness is visible in the STM itself.

Since most volatile impurities have higher condensation temperatures than the temper-
ature of liquid helium, they are pumped efficiently by the cryostat. An exception is
the hydrogen molecule (H2) that is not visible in STM in coverages below a mono-layer
and diffuses from outside through the valves into the setup. The presence of H2 can be
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2 Experimental and theoretical details

detected in I-V curves at currents of several nA [26]. When a contamination is detected,
the sample is re-prepared.

In studies of adsorbates on surfaces the sample is typically prepared by cleaning the metal
surface and depositing the adsorbate on it. The cleaning is achieved by repeated cycles
of bombardment with noble gas atoms at kinetic energies in the order of magnitude of
1 keV and subsequent annealing to temperatures that thermally restructure the surface.
The deposition of the studied adsorbate is mostly done by heating bulk specimen of the
adsorbate to the evaporation temperature while positioning the sample surface in front
of the evaporation process.

The STM in the Besocke design [27], as is used in Createc machines, consists of three
piezo crystals holding a disc shaped "ramp" which has a fourth piezo crystal in the center.
On the central piezo the STM tip or the AFM sensor is mounted. The AFM sensor
consists of another piezo crystal and a tuning-fork shaped cantilever on which the STM
tip is mounted.

The four STM piezo crystals have the shape of a tube. They are electrically contacted in
such a way that the length of the tube as well as the bending change applying a piezo
voltage. On each of the three outer piezo crystals lies one of the three segments of the
"ramp" disc. Each segment is slightly sloped forming a ramp that translates the rotation
of the disc into vertical displacement of the tip. In this manner movements of the tip on
the scale of a millimeter are facilitated, which are necessary during the transfer of the
sample in and out the STM.

A substantial part of the measurement time is dedicated to the forming of the tip. For this
purpose the tip is repeatedly inserted into the sample surface with varying bias voltages
applied. After each treatment the tip is tested for scanning resolution and spectroscopic
adequacy. For AFM experiments the treatment and testing are more extensive since tips
with a low background frequency shift are needed.

The acquired spectra were analyzed using the Igor Pro software [28] while the images
were acquired using the STMAFM 3.1 software provided by Createc and analyzed using
WSxM 5.0 [29].
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2.3 Molecules on metal surfaces

2.3 Molecules on metal surfaces

Some basic knowledge about phenomena that occur in molecules adsorbed on metal
surfaces like chemisorption and physisorption as well as the Kondo effect that will serve
as a gauge for the charge of the adsorbed molecule in Chapter 3 will be presented in the
following. The lowering of the LUMO energy that will be observed and exploited for the
determination of the adsorption geometry in Chapter 5 will be sketched.

2.3.1 Chemisorption

a)

c)

b)

d) e)

1 3 4

2 2
11

3 3

4 4

Figure 2.4: Schematic diagrams of (a) molecule–molecule orbital interactions and (b)
molecule–metallic surface interactions. Cases (c), (d) and (e) represent the 1, 3 and 4
molecule–metallic surface interactions, respectively. Image taken from [30, 31].

Although chemisorption is rare on noble metal surfaces like gold and no chemisorbed
molecules are studied in this work, it poses a clear picture of the evolution of the molecular
orbitals of the adsorbates and their interaction with the states of the metallic surface.
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2 Experimental and theoretical details

The discussion of chemisorption follows the review of Hoffmann [30]. To introduce the
basic concept of orbital hybridization we look at the well-known case of molecule-molecule
bonding shown in Figure 2.4 a). Filled and unoccupied orbitals of one molecule can
mix with filled and unoccupied orbitals of a second molecule. Hybridization creates an
energetically lowered bonding and a higher anti-bonding orbital. If instead of the second
molecule a solid is considered, essentially the same interactions take place with solid
levels below and above the Fermi-level as sketched in 2.4 b). According to perturbation
theory states lying closer on energy hybridize more.

In the case of a hybridization of an occupied state and an unoccupied state, like those
marked as 1 and 2 in Figure 2.4, the bonding orbital is filled while the anti-bonding state
is empty. This well-known mechanism of a chemical bond is sketched in Figure 2.4 c).
Interaction of the type 3, shown in Figure 2.4 d), between occupied levels result in
repulsion and are the source of steric effects.

Typically, the hybridization of unoccupied levels does not affect the bonding between
molecules at all. On surfaces, however, it is possible that the bonding overlap of an
unoccupied surface state and and unoccupied molecular orbital lies below the Fermi level
of the solid. As illustrated in Figure 2.4 e) a bond can then be formed.

The bonding to a metal can deform organic molecules. A very simple example is Zeise’s
salt, where the ethylene molecule bends away its hydrogen groups from the platinum
ion [32]. The ethylene donates electron density to the metal in a sigma-like overlap of
atomic and the molecular π orbitals. Simultaneously, electron density is donated back by
a pi-like overlap of the d-orbital and the π∗ orbital. This interaction of the π system with
the d-orbital results in a rehybridization from the flat sp2 to the bent sp3 configuration.

A chemical bond does not necessarily form between the adsorbate and the surface. If
both the HOMO and the LUMO are energetically too far away from the Fermi-level
upon adsorption or if there is insufficient spatial overlap of relevant states, the conditions
for the formation of a bond that are depicted in Figure 2.4 are not met.

2.3.2 Orbital derived states in physisorption

As described previously in 2.2, the van der Waals forces between the molecule and a
metal surface form an attractive potential for the molecule. Such cases in which van
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der Waals forces are the dominating force of bonding between molecule and surface are
termed physisorption. They show a characteristic bonding length of at least 2 Å and
lead to quantitative rather than qualitative changes in the electronic structure of the
constituents.

Between the two extreme cases of chemisorption and pure physisorption there exists a
wide variety of cases with both contributions. Among the adsorbates that do not form
full chemical bonds with the surface only the most inert lack significant hybridization
between adsorbate and surface states. The sharp levels of an isolated molecule become
broadened states of an adsorbate. The width of the resonance reflects the lifetime of an
ionic excitation i.e. the time an electron (hole) can reside on the LUMO (HOMO) before
it is conducted to the metal. The lifetimes of excited states in adsorbates on metals lie in
the femtosecond range (e.g. [33]) as opposed to the isolated molecules where the lifetimes
lie in the range of tens of nanoseconds [34].

Even when states of a metal surface do not mix with molecular states and the metal
does not fill or empty the molecular orbitals, the proximity of the conducting surface
alters the position of the molecular orbitals. A significant component of the energetic
distance of the HOMO and the LUMO and hence, their distance to the Fermi-level,
is the so-called on-site Coulomb repulsion U . Adding or removing an electron to the
neutral molecule costs the energy that is needed to create the electric field of the charge.
However, the image charge of the metal screens this electric field, leading to a reduction
of the HOMO-LUMO gap. Both levels lie closer to the Fermi-level [35, 36].

The amount of screening and therefore the energy by which the levels are shifted depends
strongly on the distance to the surface. As a consequence, molecular orbitals that are
degenerate due to symmetry in the gas phase are split on the surface if they are situated
on different sides of the molecule. A well-known example is the case of C60 on Au(111)
where the triply degenerated LUMO splits upon adsorption [37].

2.3.3 The Kondo effect

While chemisorption and physisorption happen at energy scales of some eV down to some
100 meV, phenomena at few meV also play an important role in surface science. Magnetic
adsorbates on surfaces show an interesting quantum phenomenon at low temperatures
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∆
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Figure 2.5: a) Anderson impurity model with the impurity energy εd Coulomb repulsion
energy U and hybridization strength ∆; b) spin-flip scattering processes: conduction electron
with momentum k and spin ↓ is scattered at the impurity with spin ↑ leaving the conduction
electron with the momentum k′ and simultaneously flipping both spins; sketch adapted
from [39, 38]; c) Kondo effect leads to a density of states at EF .

known as the Kondo effect. The basic terms and concepts relevant to the Kondo effect
will be outlined following the descriptions in [38] and [39].

The first experimental evidence for a low energy scale quantum phenomenon stem
from resistance measurements in the bulk of several metals in particular gold wires [40,
41]. Contrary to the expectation of a steadily decreasing resistance upon lowering the
temperature, a resistance minimum appeared at a finite temperature. Along with the
low temperature, diluted localized magnetic moments in the material seemed to be the
key ingredient [42]. Motivated by this phenomenology J. Kondo developed the model
that includes an additional scattering effect between the impurity and the conduction
electrons, the Kondo effect. Originally, the model predicted an unphysical infinite
increase of resistance for temperatures approaching 0 K, while being accurate above a
certain characteristic temperature TK [39]. Upon the development of Anderson’s scaling
theory [43] and the application of renormalization group methods[44] the behavior below
TK could be described correctly.

It has been further shown by [45] that the Kondo Hamiltonian describes a strong coupling
regime of the Anderson impurity model [46], which will be described here. The main
features of the model are on the one hand a localized level occupied by a single electron
with spin 1

2 , historically an impurity d-shell level, and on the other hand a continuum of
conduction electrons. The electronic level lies at an energy εd below the Fermi energy of
the conductor and is therefore occupied. To occupy the level with an additional electron,
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2.3 Molecules on metal surfaces

a Coulomb repulsion energy U has to be overcome and εd +U lies above the Fermi energy.
Both energies, εd and εd + U , have to lie considerably further than the impurity-level
width ∆ from the Fermi-energy. The model is described by the following Hamiltonian:

H = εd(nd,↑ + nd,↓) + Und,↑nd,↓ +
∑
k,s

εknk,s +
∑
k,s

(Vkc†k,scd,s + V ∗k c
†
d,sck,s). (2.20)

Here, εk is the energy of the conduction-electron state of momentum k, nk,s is the number
operator for conduction electrons of momentum k and spin s, the latter having the two
values ↓ and ↑. Analogously, nd,s is the number operator for the impurity state. Both
number operators are compositions of creation and annihilation operators c†d,s cd,s on
the impurity and c†k,s ck,s in the conduction band. The last summation term is the one
responsible for the formation of the new state. The term describes the mixing of the
conduction and impurity states and contains the coupling coefficient Vk that add up
to the width of the impurity level ∆ = Σk|Vk|2δ(−εk) [47]. The model is illustrated in
Figure 2.5 a).

The spin of the impurity electron is degenerate and can interact with the conduction
electrons. In Figure 2.5 b) an exchange process is sketched. The conduction electron
with momentum k and spin ↓ is scattered at the impurity with spin ↑ leaving the
conduction electron with the momentum k′ and simultaneously flipping both spins [38].
Simultaneously, a spin excitation is created near the Fermi level that screens the impurity
spin [39]. This leads to the rise of the resonance near the Fermi level that is seen in
Figure 2.5 c) and is detectable by STM.

As mentioned above, the characteristic energy scale of the effect is the Kondo temperature
TK . Expressed with parameters of the Anderson impurity model it looks as follows [47,
39, 38]:

kBTK ='
√

2
π

∆U exp
(
− π

2∆

(∣∣∣∣ 1
εd

∣∣∣∣+ ∣∣∣∣ 1
εd + U

∣∣∣∣)−1)
(2.21)

The form of the ratio in brackets is written in a way that makes it easier to discuss
the change in Kondo temperature with the parameters of the impurity. This can be
used to explain the presence and absence of the Kondo resonance upon a change in the
parameters of the impurity.
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2.4 Magnetism of Lanthanides

The magnetism of Dysprosium being a major object of interest in this work, some general
remarks about lanthanide metals shall be made. The lanthanide row of the periodic
table consists of elements with a partially filled 4f-shell. The partial filling of this shell is
responsible for the magnetic and phosphorescent properties that make these materials
widely used in technological applications.

2.4.1 Paramagnetism of 4f-shell electrons

Figure 2.6: From [48]: Radial compo-
nents of the 4f-wave functions of Ce(1
4f-electron) and Tm (13 4f-electrons)

According to the Aufbau principle, with rising element number the atomic shells are
filled in the order of rising n+ l, with n and l being the principle and azimuthal quantum
number of the hydrogen-like atom respectively. The most peculiar thing about the
4f-shell is seen in Figure 2.6. The radial components of the wavefunctions of the example
lanthonides Thulium and Cerium are plotted against the distance r to the atomic core.
Strikingly, the 4f-shell, which is filled after the 5s, 5p and the 6s shells, shows most of
its electron density significantly closer to the atom center than the 5s, 5d and, most
prominently, the 6s shell. As a consequence, the 4f wave function does not significantly
overlap with the wavefunctions of the neighboring atoms and therefore does not take
part in the chemical bond.
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The 4f-shell is an inner shell and as such insulated from the environment of the atom.
At the same time it is only partially filled, which results in a magnetic moment from
the spin and the orbital moment of the electrons. Unlike in the 3d-transition metals,
the orbital moment of the electrons is never quenched and contributes to the magnetic
moment [49].

In contrast to the d-shells, the ligand- or crystal-field in the 4f-shell is always weaker
than the spin-orbit energy and the electron repulsion energy due to its isolated character.
This ordering of energetic scales of magnitude makes the 4f-shell best described in the
Russel-Saunders coupling scheme [50, 48]. The orbital quantum number L and the spin
quantum number S of the whole shell are good quantum numbers. Their values in the
ground state are given by the Hund’s rules. Both vectors ~L and ~S add up to the total
orbital momentum ~J with the quantum number J , whose value again is given by a Hund’s
rule. Each level represented by the term symbol 2S+1LJ can split into up to 2J + 1 states.

The gJ -factor that is needed to connect the total orbital momentum quantum number
with the corresponding magnetic moment, is given by the Landé formula [49, 51, 13].
With the quantum number M as the projection of the total orbital momentum on the
z-axis and eigenvalue of Jz, the magnetization Mz of the atom is

Mz = µBgjM. (2.22)

From this follows that the highest possible component of the magnetic moment in the
direction of the magnetic field is gjJ . It can be obtained experimentally by measurements
of saturation magnetization at temperatures approaching T = 0K [52].

At higher temperatures T the magnetization in a magnetic field is given by the thermo-
dynamic expectation value 〈Mz〉:

〈Mz〉
µBgj

= 〈M〉 =
∑
M M exp (ε(M)/kBT )∑
M exp (ε(M)/kBT ) . (2.23)

Here, ε(M) is the energy that contains the Zeeman energy εZ = µBgjMB, but can also
contain other contributions like the electrostatic interaction with the crystal or ligand
field.

The magnetic susceptibility χ, which is the initial slope of the magnetization curve, of
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4fN 2S+1LJ gj gjJ gj[J(J + 1)] 1
2 Mexp

eff

Ce3+ 4f1 2F5/2 6/7 15/7 2.535 2.3-2.5
Pr3+ 4f2 3H4 4/5 16/5 3.578 3.4-3.6
Nd3+ 4f3 4I9/2 8/11 36/11 3.618 3.4-3.5
Pm3+ 4f4 5I4 3/5 12/5 2.683 2.9
Sm3+ 4f5 6H5/2 2/7 5/7 0.845 1.6
Eu3+ 4f6 7F0 0 0 0 3.5
Gd3+ 4f7 8S7/2 2 7 7.937 7.8-7.9
Tb3+ 4f8 7F6 3/2 9 9.721 9.7-9.8
Dy3+ 4f9 6H15/2 4/3 10 10.646 10.2-10.6
Ho3+ 4f10 5I8 5/4 10 10.607 10.3-10.5
Er3+ 4f11 4I15/2 6/5 9 9.581 9.4-9.5
Tm3+ 4f12 3H6 7/6 7 7.561 7.5
Yb3+ 4f13 2F7/2 8/7 4 4.536 4.5

Table 2.1: Characteristics of trivalent lanthanide ions according to [52, 53]: configuration,
term-symbol of the Hund’s rules ground state, corresponding g-factor, saturation magnetic
moment gJJ in units ofµB, the effective magnetic moment from the Curie law [52] (in µB)
and the effective magnetic moment (in µB) from measurements of the Curie constant (in
µB) [53].

single paramagnetic ions follows Curie’s law [49]:

χ = µ0g
2
Jµ

2
BJ(J + 1)
3kBT

. (2.24)

It is then possible to obtain experimentally the effective magnetic moments gJ [J(J + 1)] 1
2

from measurements of the susceptibility at different temperatures. The results of such
measurements for the typically trivalent ions were compiled by van Vleck [53] and can be
seen in table 2.1.

As a result of the isolated nature of the 4f-shell the experimentally observed effective
magnetic moments agree with the Hund’s rules values of the orbital moments. In table 2.1
the characteristics of the trivalent lanthanide ions for the non trivial configurations of
the 4f-shell are presented. Except for samarium and europium, which show van-Vleck
susceptibility [53], the Curie’s law effective magnetic moments g2

JJ(J + 1) match the
measured values that were obtained for different salts of the lanthanides [53, 52]. This
agreement validates the picture of the 4f-shell being in the Hund’s rules ground state
with J and M being good quantum numbers. The constant J of the ground state term
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2.4 Magnetism of Lanthanides

and the J,M basis are important ingredients in the formalism of the magnetic anisotropy
of 4f electrons.

2.4.2 Ligand-field induced anisotropy of single ions

When incorporated in molecules or crystals, ions of lanthanides are affected by the
electrostatic interaction with the chemical ligands or the neighboring atoms. The
degeneracy of the 2J + 1 states of the ground state level with term symbol 2S+1LJ is
lifted. As a result of this interaction the orbital moment L of the partially filled f-shell
acquires one or more preferred directions. Due to the strong spin-orbit coupling the
spin S of the shell aligns parallel or anti-parallel (depending on the configuration) with
the orbital moment. One can describe the pronounced anisotropy of the total angular
momentum J in terms of J,M and material dependent constants [48, 49, 50], as shall be
done in the following.

The interaction energy εa of the 4f-shell with the ligand field is given by the integral over
the charge density ρ4f (r) and the electrostatic potential ϕlf of the ligand. The potential
in turn is given by the charge density ρ(r) and the Coulomb law integral.

εa =
∫
eρ4f (~r)ϕcf (~r)d3r , with ϕlf (~r) = −

∫ eρ(~r′)
4πε0|~r − ~r′|

d3r′. (2.25)

Here, ε0 is the vacuum permittivity and −e is the electron charge. The potential can be
expanded in terms of spherical harmonics.

ϕlf (~r) =
∑
lm

Aml Ylm(~̂r) , with Aml = −(−1)m 4π
2l + 1

∫ eρ(~r′)
4πε0r′l+1Yl−m(~̂r′)dr′3 . (2.26)

Here, the well-known spherical harmonics Ylm(r̂) are evaluated on the vector r̂ that has
unit length and points in the direction of the position vector r. The summation over
m goes from −l to l. Computing the matrix elements of the interaction Hamiltonian
involves integrating over eigenstates of the Laplace operator that are spherical harmonics
themselves. Due to the properties of spherical harmonics, in the case of the interaction
with f-electrons, the summation over l in Equation 2.26 only needs to go from 0 to 6.
After further considerations of general properties of spherical harmonics and matrix
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elements within the groundstate configuration only terms with even l are non-zero [50].
Although the first term in the summation has the largest contribution numerically, it
contains harmonics with l = 0 and does not lead to a splitting of states. It will therefore
be omitted in the following.

It is possible to further simplify the evaluation of matrix elements of ϕlf(r) in Equa-
tion 2.26 by applying the Wigner-Eckart theorem [48, 54]. For a constant J , the matrix
elements of ϕlf (r) are proportional to operator equivalents that are written in terms of ~J
operators.

Hlf =
∑

l=2,4,6

∑
m=−l,...,l

Bm
l Om

l ( ~J). (2.27)

The terms with l = 2 contain the following second powers of components of ~J :

O0
2 = 3J2

z − J(J + 1) , and O2
2 = 1

2(J2
+ + J2

−) = J2
x − J2

y . (2.28)

The corresponding coefficients B0
2 and B2

2 are widely known in literature as zero splitting
parameters D = 3B0

2 called axial anisotropy and E = B2
2 the transverse anisotropy. The

operators O2
m for the remaining values of m would also be relevant for an arbitrary

direction of the x, y and z-axis. However, if the axes are chosen such that first the
absolute value of B0

2 and then that of B2
2 is maximized, the terms with m = ±1,−2

vanish.

In absence of a magnetic field a non-zero D will lift the degeneracy of states with different
M . For negative values of D, the z-axis is the easy axis of anisotropy. The magnetic
moment generated by the 4f-shell will tend to point along this axis.

Which terms of Hlf in Equation 2.27 are non-zero depends on the symmetry of the ligand
or crystal field. In a cubic crystal field, for example, only the operators O4

0, O4
4, O6

0 and
O6

4 contribute, while only the coefficients B4
4 and B4

6 are linearly independent. In lower
symmetry such as in organic molecules, on the other hand, moments with l = 4 and
higher are significantly lower and can be neglected. This is due to a faster fall-off as
seen in the higher power in the denominator in the expansion 2.26 and higher length of
coordination bonds compared to metallic bonds.

To develop an intuition, which ligand field for which M leads to a lower energy, a more
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2.4 Magnetism of Lanthanides

M

Figure 2.7: Left: angular variations of 4f wave function for various ml [48]; right: angular
dependence of the total 4f-charge density for M states composing the lowest spin-orbit
coupled (J) state for each lanthanide [55, 56].

graphic approach has been taken by Rinehart and Long [55]. Instead of looking at the
electric potential of the ligand, one can consider the shape of the charge density of the
4f-shell itself and how it will react to a particular ligand field. Figure 2.7 shows the shape
of single electron f-orbitals for various values of the angular momentum quantum number
ml. For high values of ml the 4f density is oblate shaped, while the ml = 0 state is more
cigar shaped.

When we consider the many electron total charge density for different lanthanides, which
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is plotted in Figure 2.7 for various values of M , a similar pattern occurs for some of
the elements. Elements with single- or few-electron configurations like cerium (Ce),
praseodymium (Pr), terbium (Tb) and dysprosium (Dy) show also oblate shaped charge
density distributions for high M , while being more cigar-shaped for low M .

The interaction energy of this charge density increases with smaller distance to negatively
charged ligands, as seen in the equations 2.25. For the oblate shaped density distribution,
coordination of ligands to the equatorial region are higher in energy, while ligands
pointing towards the poles are lower [57]. Consequently, if there are three or more closest
negatively charged ligand atoms lying in a plane with the Ce, Pr, Tb or Dy ion in the
center, states with a cigar-shaped 4f-shell and small M will be lower in energy. The
lowest order anisotropy constant, for example D or B0

4 will have a positive value. If there
are two negatively charged ligands coordinating from opposite sides of the ion, an oblate
shaped 4f-shell corresponding to a high M will be energetically favored. The magnetic
moment will align along the, so-called, easy axis of anisotropy.

2.5 X-ray absorption techniques

In addition to scanning probe techniques, X-ray absorption spectroscopy, performed in
the group of Prof. Wolfgang Kuch, was used in this work. In particular, X-ray magnetic
circular dichroism (XMCD) and X-ray natural linear dichroism (XNLD) was applied to
determine the magnetization of a rare earth metal center of a molecular complex and the
orientation of the atomic axis of the ion. The orientation of the ligands of this complex
upon adsorption on the sample surface was determined by a combination of STM and the
near edge X-ray absorption fine structure (NEXAFS). To illustrate how atomic orbitals
affect the X-ray absorption cross section, the formula for the cross section will be derived
following the description in the book of Stöhr [58].

In X-ray absorption spectroscopy, electrons from the completely filled inner shells of
the atoms of one element are excited into empty states by an X-ray beam of a specific
energy, polarization and incidence angle [58]. The latter two can be represented by the
electric field vector ~E as well as the vector potential of the magnetic field ~A. In absence
of charges, as in a traveling electromagnetic wave, using the Coulomb gauge the two
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quantities are simply related by:

~E = 1
c

∂ ~A

∂t
. (2.29)

Here, as in the rest of this section, cgs units are used following the work of Stöhr [58].
To illustrate the interaction between light and matter, an example plane wave can be
plugged into the Hamiltonian of the excitation.

~A = ~εA0cos(~k ·~r − ωt) = ~ε
A0

2 (ei(~k ·~r−ωt) + e−i(~k ·~r−ωt)) (2.30)

Due to the Coulomb gauge (equation 2.29) the unit vector ~ε of the ~A-field is identical
to that of the ~E-field in a plane wave. The magnitude of the wave vector is determined
by the photon energy h̄ω as |~k| = ω

c
= 2π

λ
, with λ being the wavelength. ~k and ~ε are

perpendicular to each other. The photon flux I of this plane wave, which is the number
of photons per area per time, is the ratio of the energy flux of the electric field E2

0
8π and

the photon energy.

I = E2
0c

8πh̄ω = A2
0ω

8πh̄c (2.31)

With that we can define the X-ray absorption cross section σX as the excitation probability
Γi→f divided by the photon flux.

The transition probability is given by Fermi’s golden rule. Within the time dependent
perturbation theory the Hamiltonian of the atom is known while the interaction with
the electromagnetic field is added as the perturbation. It is convenient to use the vector
potential, since it directly enters the Hamiltonian of the interaction of an electron in an
electromagnetic field. The perturbation has the form [13]:

V = − e

mc
~A · ~p+ e2

mc2
~A2. (2.32)

For a many electron system ~p is the sum of all momenta of each individual electron and
m is the corresponding sum of all their masses. The second term can be neglected as the
numeric coefficient is very small. Within the so-called dipole approximation, the factor
e±i~k ·~r in the expression for ~A in Equation 2.30 is close to 1 and can be neglected as well.
This is a consequence of ~r being much smaller than λ in typical atoms for X-ray energies.
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Plugging the perturbation 2.32 into Fermi’s golden rule, we obtain the transition rate to
be:

Γi→f = 2π
h̄

e2

m2c2A
2
0|〈f |~ε · ~p|i〉|2ρ(Ef ). (2.33)

Here, |i〉 and 〈f | are the initial and final state and ρ(Ef ) is the density of states at the
energy of the final state that is probed by the spectroscopy. The expression 2.33 can be
rewritten in terms of the position operator ~r using the relation 〈f |~p|i〉 = imωfi〈f |~r|i〉
with h̄ωfi being the energy difference between the initial and the final state [13]. The
X-ray cross section thus becomes:

σX = 16π2 e
2

h̄c
h̄ω|〈f |~ε ·~r|i〉|2ρ(Ef ). (2.34)

Two different X-ray techniques use Equation 2.34, XPS and XAS. In photoemission
spectroscopy X-rays above the ionization energy excite the electron into a vacuum state.
The energy of the free electron can be measured to determine the binding energy of the
original core electron. In this work X-ray absorption spectroscopy (XAS) is used. X-rays
probe empty bound states by exciting the core electron into these.

A major consequence of equation 2.34 are the dipole selection rules that explain the shape
of the measured spectra. If we express the initial and final states in terms of spherical
harmonics R(r)Ylm(θ, φ), then, within the dipole approximation, it can be shown that
the indices l and m have to change each by ±1, 0 [51]. l is called the orbital quantum
number and is connected to the total angular momentum of the electron ~L by the relation
|~L|2 = h̄2l(l + 1). m in turn is proportional to the projection of the angular momentum
onto the z-axis. The spin of the electron is conserved [13].

From the s-shell the core electron is excited into the p-shell, which is called the K-edge in
X-ray notation. From the p-shell (L-edge) the electron can be excited into an s-shell or a
d-shell and so on. After the excitation of the core electron, the remaining hole has a total
angular momentum j = l ± s. The states differ in energy by the spin-orbit interaction
leading to separate peaks in XAS for the corresponding states, e.g. L2 with j = 1/2
and L3 with j = 3/2. The projection of the total orbital momentum mj of the excited
electron, in turn, changes by 1 (-1) for right (left) polarized light [51].
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2.5 X-ray absorption techniques

Following the creation of the core hole, Auger processes take place leading to the emission
of electrons from the atom. These secondary electrons either leave the sample or excite
further secondary electrons that leave the sample. The emission of electrons in a metal
sample can be conveniently used to experimentally determine the intensity of the X-ray
absorption [58]. By measuring the electric current between the sample and ground the
total electron yield, the amount of all electrons escaping the sample is determined. Since
the travel path of electrons in the solid is very short, only X-ray absorption near the
surface of the metal is measured.

2.5.1 Angle dependency of the K-edge

The analysis of the peak intensities near a particular absorption edge in X-ray absorption
spectroscopy (NEXAFS) allows to determine the orientation of empty states like molecular
π∗-orbitals and thereby the orientation of adsorbed molecules.

As we see in equation 2.34, the intensity of the XAS signal is directly proportional to the
scalar product of the polarization vector of the X-ray beam and the position operator of
the involved states. For an excitation from an isotropic core state with s symmetry, the
spatial extent and orientation of the final state determine the value of the scalar product.
Varying the incidence angle of the X-ray beam will change the intensity from an oriented
final state like an empty π∗ molecular orbital, making the orientation measurable.

A scaling factor I(θ) of the XAS intensity for a tilt angle θ of the probed final state of
the excitation can be derived from equation 2.34. Instead of the position operator ~r we
take a unit vector ~o in the direction of the orbital [59]. Let ϕ be azimuth angle of ~o and
ϑ the angle to the surface normal. For a random distribution along the azimuth direction
the product of the orbital vector and the polarization vector is averaged over it. With φ
being the azimuth angle of the polarization vector, the scaling factor becomes:

I(θ) = 1
2π

∫ 2π

0
(~o ·~ε)2dϕ = 1

2π

∫ 2π

0




sinϑ cosϕ
sinϑ sinϕ

cosϑ

 ·


sin θ cosφ
sin θ sinφ

cos θ




2

dϕ (2.35)

= cos2 ϑ cos2 θ + 1
2 sin2 ϑ sin2 θ (2.36)
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Measuring the XAS intensity at two different angles, the tilt angle of the orbital can be
determined. Since θ = 0◦ would correspond to propagation of the X-rays in the surface
plane and is therefore not possible, typical values for the two angles are θ = 20◦ and
θ = 90◦. From the ratio of the two intensities the average tilt of the orbital can be
deduced.

As can be further seen in equation 2.36, recording the XAS at the so-called "magic angle"
of around θ = 55◦ gives an intensity that is independent of the tilt angle. This is useful
for comparisons to bulk or powder measurements or to measurements with unpolarized
light.

2.5.2 X-ray Natural Linear Dichroism

A dichroism is the difference in absorption spectra for two different polarization states of
light. The dependence of absorption on the orientation of linear polarized light described
above is an example of linear dichroism. Another example is the determination of the
magnetization by XA spectroscopy in rare earth atoms that has been described by
Goedkoop and Thole [60, 61]. In the following the XNLD and XMCD techniques are
described for the case of lanthanide magnetism.

As has been described before, in a ligand or crystal field the shape of the electron density
of the 4f-shell is distorted from spherical symmetry, resulting in a magnetic moment.
However, the distortion from spherical symmetry also leads to an angular dependence of
XA intensities. As a consequence of the localized behavior of 4f electrons the intensities
can be accurately simulated by atomic multiplet calculations using the so-called Cowan’s
code [62, 63].

The code of Cowan computes the wave functions, energy levels and dipole transition
probabilities using the Hartree-Fock method. The wave functions are represented by a
linear combination of Slater-determinants, the so-called multiplet.

The absorption process at the M edge of a lanthanide atom involves the electronic
excitation of an electron from the 3d shell to the 4f shell:

3d104fn|αJM〉 → 3d94fn+1|α′J ′M ′〉

where α labels all quantum numbers except for J and M . While the initial state |αJM〉
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is the Hund’s rules ground state and therefore unique, the final state has two open shells
with potentially thousands of multiplets. Hundreds of these multiplets can be reached by
dipole transitions that have to satisfy the conditions J ′ − J = −1, 0, 1.

The square of the transition matrix element and hence the cross section of the excitation
can be factorized according to the Wigner-Eckart theorem [60, 63, 61]. The first factor is
the square of the so-called Wigner 3j-symbol. The second factor is the reduced dipole
matrix element, which is independent of orientation of the angular momentum [60].

σmαJMα′J ′M ′ ∝

 J 1 J ′

M m −M ′

2

|〈αJ ||C(1)||α′J ′〉|2. (2.37)

Here, m = 0 holds for linearly polarized light and m = ±1 for right or left circularly
polarized light parallel to the magnetic field orientation. While the second factor, the
reduced dipole matrix element, is proportional to the total strength of the spectral line,
the square of the 3j-symbol determines how the total line strength is divided up among
the individual line components. The 3j-symbol is responsible for the dependence of
the cross section on the temperature and the magnetization [63]. With the degeneracy
in M lifted, the states with the energetically lowest M are occupied according to the
Boltzmann distribution e

ε(M)
kBT . If, for example, the degeneracy is lifted by a magnetic

field, then the levels split due to the Zeeman energy ε = µBgjMB. The temperature and
field dependent cross section becomes [60]:

σmαJMα′J ′M ′(B, T ) ∝ AmJJ ′(B, T )|〈αJ ||C(1)||α′J ′〉|2, (2.38)

where AmJJ ′(B, T ) is the Boltzmann-weighted average of the 3j-symbol with kBT as the
thermal energy

AmJJ ′(B, T ) =

J∑
M=−J

 J 1 J ′

M m −M ′

2

e
ε(M)
kBT

J∑
M=−J

e
ε(M)
kBT

. (2.39)

The spectra at the M5 edge of lanthanide metals typically consist of three characteristic
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peaks that correspond to the change of ∆J = 0,±1. For these peaks the factors AmJJ ′(B, T )
in the case of linearly polarized light take the following form [60]:

A0
J,J+1 A0

J,J A0
J,J−1

(J + 1)2 − 〈M2〉
(2J + 3)(J + 1)(2J + 1)

〈M2〉
J(J + 1)(2J + 1)

J2 − 〈M2〉
J(2J − 1)(2J + 1)

(2.40)

Here, 〈M2〉 is the Boltzmann average of M2 in the same manner in which the 3j-symbol
is averaged in Equation 2.39.

The practical consequence of the relations 2.40 is that the relative peak intensities at
the M5 edge can be used to determine the square of the magnetization produced by the
4f-shell. A higher absolute value of magnetization in the direction of the polarization of
light comes along with a higher intensity of the central ∆J = 0 peak and lower ∆J = ±1
side peaks.

Although Zeeman splitting has been considered in the above derivation of the result
and not the case of crystal or ligand field splitting, ligand field effects can be studied
using linearly polarized X-rays without a magnetic field [64]. Further, the ligand field
parameters are part of the modeling of the spectra in the code of Cowan. Therefore,
the linear dichroism in the absence of a magnetic field can be quantitatively evaluated
simulating the XA spectra.

2.5.3 X-ray Magnetic Circular Dichroism

While the linear dichroism discussed before gives insights into the absolute value of the
magnetization, circular dichroism is directly proportional to the magnetization itself.

To get an idea of the mechanism, one can look again at an excitation from an inner shell
to a partially filled shell such as at the L2,3 edge of a 3d transition metal or the M4,5 of a
rare earth. The absorption cross section of such an excitation depends on the occupation
of the different Zeeman-split states and hence on the magnetic moment.

The amplitudes of the ∆J = 0,±1 intensities at the M5 edge of lanthanide atoms as
described in Equation 2.40, evaluated analogously for right- and left circularly polarized
light A±1

J,J ′(B, T ), have the following values [61]:
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A±1
J,J+1(B, T ) = (J + 1)(J + 2)± (2J + 3)〈M〉+ 〈M2〉

2(2J + 3)(J + 1)(2J + 1) (2.41)

A±1
J,J(B, T ) = J(J + 1)∓ 〈M〉 − 〈M2〉

2J(J + 1)(2J + 1) (2.42)

A±1
J,J−1(B, T ) = J(J + 1)∓ (2J − 1)〈M〉+ 〈M2〉

2J(2J − 1)(2J + 1) (2.43)

Here again, the thermal dependence from left hand side is in the Boltzmann weighted
average of the quantum number M . For each peak at the M5 edge, the difference in
intensity between the left and right polarized light, which is defined as the XMCD signal,
is proportional to the thermal expectation value of the projection of the total angular
momentum onto the z-axis and therefore to the magnetization.

J

J

J

M M M

M

M

BBB

EE

E

Figure 2.8: From [61, 65]: Left: Energy
levels of the 3d104f13 → 3d94f14 transi-
tion of Yb3+ without a magnetic field;
Right: degeneracy in M split by mag-
netic field. Dipole allowed transitions
|JM〉 → |J ′M ′〉 indicated by the ar-
rows, relative intensities given by the
dots. Bottom: relative amplitudes of
the dotted lines as given by the square of
the 3-j symbol. The polarization of the
light with respect to the magnetic field
~H required for the different ∆M chan-
nels is indicated at the bottom. Only
the M = −7

2 → M = −5
2 line of the

∆M = 1 channel indicated by the solid
arrow is allowed at 0 K.

To get a more intuitive picture of the mechanism of the XMCD signal, we examine
the spectroscopy of Yb3+ atoms from the thesis of Goedkoop [61, 65] that is depicted
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in Figure 2.8. The spectrum consists of only the one ∆J = −1 line at the M-edge,
the transition 3d104f13(2F 7

2
) → 3d94f14(2D 5

2
), while the M4 line is dipole forbidden. A

magnetic field H splits the energies of the initial and final levels by −g µB BM . The
dipole allowed transitions are indicated by arrow lines and grouped according to the ∆M
and the corresponding three polarizations left and right circularly polarized and parallel
linearly polarized.

If all levels were populated equally, no difference in absorption would arise for left and
right circularly polarized light, as seen in the squares of the Wigner 3-j symbols that are
proportional to the transition matrix element. Since the levels are populated according to
the Boltzmann distribution, more transitions from lower lying initial states are available
for absorption of left circularly polarized light and less absorption of right circularly
polarized light takes place. The difference in absorption between the two polarizations is
defined as the XMCD and is proportional to the magnetic moment of the probed atom.
In the limit of 0 K only one transition is possible, the one that is indicated by the solid
line in the Figure. The absorption line then is not visible for right circular polarized light
nor for linear parallel polarized light.
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2.6 Literature review on Tetrathiafulvalene and Tetracyanoethylene

Before the data on the charge transfer complex TTF/TCNE on Au(111) are presented,
a brief overview of known results for the individual components on the surface will be
given. This will give a basic understanding of the interactions between the surfaces and
the molecules that will be helpful for the more complicated case of the mixture.

In general a molecular charge transfer complex consists of a donor molecule that typically
shows a low ionization potential and donates electrons from the highest occupied molecular
orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO) of an acceptor
molecule that is more electronegative than the donor. Energetically the complex is
stabilized by the Coulomb attraction between the ions that compensates for the energy
cost of the ionization of the two molecules. In the case of planar donor and acceptor
molecules the Coulomb attraction between the centers of charge and hence the centers of
mass of the molecules favors stacked configurations.

Noble metal surfaces readily donate or accept electrons, but are not particularly elec-
tropositive or -negative. Charge transfer with typical donors or acceptors still takes place.
In particular tetrathiafulvalene (TTF) and tetracyanoethylene (TCNE) show charge
transfer among others on the (111) surfaces of gold and copper, respectively, as will be
recapitulated in the following.

2.6.1 TTF on Au(111)

The presence of charge transfer in the donor molecule TTF on the Au(111) surface
was shown by STM and DFT by Fernandez-Torrente et al. [66] The adsorption of a
molecular electron donor on Au(111) is characterized by the spontaneous formation of a
superlattice of monomers spaced several nanometers apart caused by an intermolecular
long-range repulsive potential. As can be seen in Figure 2.9 f)-h) the TTF molecules form
arrays of monomers along the face-centered cubic fcc regions of the Au(111) herringbone
reconstruction with a homogeneous pair distance of the monomers. Upon increase of
molecular coverage this pair distance decreases as is plotted in Figure 2.9 i). The TTF
molecules evidently repel each other and are forced to smaller distances by the abundance
of molecules and the preference for the fcc sites over the hcp sites of the herringbone
reconstruction. The repulsive interaction responsible for this is the Coulomb interaction
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Figure 2.9: Results from DFT simulations and STM experiments [66] a) Fully relaxed config-
uration of TTF on Au(111). The uppermost two gold layers as well as the molecular degrees
of freedom are relaxed until atomic forces are lower than 0.01 eV/Å. b) Tersoff-Hamann
constant current image [15] of the molecule in a) (V=-0.5 V). c) Induced electronic density
by the molecule surface interaction. d) Lateral (x-y planes) integration of the induced charge.
The arrows show the vertical distance values at which the two topmost surface layers and
the two binding S atoms lie. e) Accumulated induced dipole. Together with (d), it reveals
that the molecule becomes positively charged. f)–h) STM images of TTF on Au(111) at
various coverages. i) Pair distributions f of the one dimensional TTF arrays for the data
shown in f) –(h). For 0.08 and 0.16 ML, the distributions are performed on hcp regions.
More than 500 pairs are analyzed in each plot. The molecular coverage is determined from
STM images of large surface areas, assuming that 1 ML corresponds to 2 molecules/nm2.
From the lowest to the largest coverage, an average pair distance is obtained r of 3.5, 2.5,
3.3, and 1.7 nm in the one-dimensional arrays. The corresponding 1D distribution functions
for non-interacting particles fran are included.

as follows from ab-initio calculations of charging of the TTF on Au(111) [66].

The local interaction character between the surface Au and the S atoms of the TTF
implies a sizable bonding strength and a large charge donation into the surface. Indeed,
the adsorption energy after dipole corrections is -0.86 eV, and the surface to molecule
distance is 2.76 Å. The electronic structure of the S atoms has a large contribution in
the HOMO, which causes a large redistribution of electronic charge (Figure 2.9(c)). The
charge donation is expressed by a partial decrease of the electron density in the whole
molecular plane. The result is a positive charging of the molecule and the creation of a
surplus of negative charge localized close to the S–Au bonds. Figure 2.9 (d) shows the
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planar integration of charge. An excess of positive charge (~ 0.6 e) is located around
the molecule, and the corresponding screening negative charge (~ -0.4 e) is between the
molecule and the first atomic layer.

While the molecule itself is rather flat, the TTF is tilted along the long axis of the
molecule as can be seen in the calculations as well as in the STM images that are well
reproduced by the Tersoff-Hamann simulations in Figure 2.9 (b). This tilt is due to the
rather local interaction of one sulfur atom with one gold atom rather than a van-der-Waals
interaction of the conduction electrons of the surface with the molecular orbitals of the
TTF [66].

Figure 2.10: STM results of TCNE adsorption on Au(111) [67]. a) TCNE molecules order in
a loose hexagonal pattern within the fcc domains of the Au(111) herringbone reconstruction.
b) STS of TCNE/Au(111) shows a HOMO resonance at -1.5 eV and a LUMO resonance at
+2.5 eV.

2.6.2 TCNE on Au(111)

In contrast to TTF, TCNE does not show charge transfer on the pure Au(111) surface
as has been shown by Wegner et al. [67]. Figure 2.10 shows that TCNE adsorbates
form open, loosely ordered islands within the larger (fcc) domains of the Au-herringbone
reconstruction. Each molecule appears as an elongated protrusion in the STM topography
(~ 6 Å× 9 Å) with a slight kidney-like shape. Theoretical LDOS isosurfaces of TCNE in
the planar view are square-like with clearly distinguishable nodal planes as opposed to
the kidney-shaped molecules experimentally observed. Therefore the TCNE is likely not
oriented with its molecular plane parallel to the Au(111) surface plane, but rather “side
view” of the orbital is imaged. Tunneling spectroscopy of TCNE/Au(111) (Figure 2.10 b)
shows peaks at -1.5V and +2.5V relative to the Fermi energy (V = 0 ≡ EF ), which are
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assigned to the HOMO and LUMO states, respectively. TCNE molecules on Au(111)
are easily manipulated by the STM tip as opposed to the copper (100) surface where
chemisorption and charge transfer occur. The difference is explained by comparison of
electron affinities (EA) of atomic and molecular elements as referenced to the neutral
species. Atomic Au has the larger EA, 2.31 eV, of the two substrates and therefore
is less likely to establish a strong charge-transfer bond by donating electrons to the
TCNE molecules (EA = 3.17 eV). The intermolecular interaction dominates the TCNE
behavior and TCNE cyano groups are not tightly bound to the Au substrate, leading to
an out-of-plane ordering.

a)

d)

b) c)

Figure 2.11: Charge states of TCNE on Cu(111) from [68]. a) Chemical structures of TCNE
with illustration of bending angles of doubly charged α and β-states. b) The calculated
LDOS of β-TCNE adsorbed on Cu(111). Molecular orbitals for isolated β-TCNE and isolated
planar TCNE are shown for comparison. For clarity, orbitals are labeled by their occupation
in planar TCNE. c) Calculated molecular orbitals for isolated β-TCNE. Also shown is the
measured spatial map of the Kondo resonance from δ-TCNE, taken at 1mV. d) Comparison
of spectra with the tip over the corner and center of δ-TCNE at 5.3 K. Kondo side bands
corresponding to inter- and intramolecular vibrational modes are more prominent with the
tip over the center of the molecule. The inset is a spatial map of the dI/dV signal at 35 mV.
Scale bars in insets of c) and d) are 5Å.

2.6.3 TCNE on Cu(111)

While the difference in electron affinities of pure TCNE and the Au(111) surface is not
sufficient to lead to charge transfer, electron donation from the more electropositive
Cu(111) to TCNE is observed by STM [68]. Since the overall behavior of single TCNE
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molecules on Cu(111) is strikingly similar to that of TCNE in the TTF/TCNE complex
on Au(111) it will be described briefly.

TCNE adsorbs onto terraces of a cold (5.3K), Cu(111) surface in five different states
labeled α to ε [68]. Single TCNE molecules are reversibly switched between these states
by applying voltage pulses with the tip of the STM. From α (and β) the molecule
switches to δ via γ by applying a negative voltage, while the switching in the reverse
direction occurs for the opposite polarity. Upon elevating the temperature to 55K all
molecules switch to the thermodynamically stable β-state. In Figure 2.11 a) the chemical
structure as well as the bending configurations along the C=C bond of the α- and β-states
deduced from DFT calculations are shown. As can be seen from the projected density of
states of the β-state in Figure 2.11 b) the LUMO lies completely below the Fermi-level
and is therefore occupied by two electrons. This result is in agreement with spatial
dI/dV mappings at positive bias (Figure 2.11 c)) showing a density of states distribution
resembling a higher unoccupied orbital. According to the calculations the orbital in
question is the LUMO+2 which lies lower than the LUMO+1 due to the bending of the
molecule (labeled by occupation in planar neutral TCNE). However Mulliken population
analysis gives a net charge transfer from Cu to TCNE of ~0.4 e. In a back back-donation
process [69] ~1.6 e are thought to be transferred from lower-lying orbitals of TCNE near
EF to the Cu surface.

Among the five states the β-and the δ-states are those with identical adsorption site
and orientation, which makes them the relevant case for comparison to the TCNE in
the rigid charge transfer complex. The δ-TCNE exhibits a butterfly-like shape and
appears much taller than the other configurations, which is believed to be additional
deformation related to the central C=C bond of the molecule. While no peaks that can
be attributed to molecular orbitals are seen in dI/dV in the stable ±0.5V range, δ-TCNE
shows a pronounced peak at the Fermi energy due to the Kondo effect as well as several
vibrational sidebands all shown in Figure 2.11 d). The occupation of molecular orbitals
in δ-TCNE must be distinct from the other states, since unpaired spin near the Fermi
level is required for the Kondo resonance. On basis of DFT calculations it is reasoned
that a lengthening of the C=C bond leads to a partial occupation of the LUMO+2 in
δ-TCNE.

As can be guessed from the above studies the combination of the two molecules will form
a charge transfer complex on the Au(111) surface in the following manner. The TTF
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molecules donate electrons to the surface and the surrounding surface poses electropositive
centers for attachment of the electron acceptor TCNE. The Coulomb attraction between
the molecules and surface and the TCNE forces the molecules into the plane. The
situation for the TCNE is then similar to that on Cu(111) with the interesting difference
that it has no rotational or translational freedom in the plane due to steric hindrance by
the TTF neighbors. Since TCNE is prone to switching between molecular deformations
on the surface, it might also do so on in the charge transfer complex. This is what will
be described in the following chapters.
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surface

Microscopic degrees of freedom are suitable for information storage or computing. As
miniaturization approaches molecular scales the question arises whether and how infor-
mation can be stored in single molecular arrangements. The challenge for basic research
is to find as many answers to this question so that engineers of later generations with
superior technologies have a wide choice of working principles to choose for the design of
actual computing machines.

Even though the general physical principles are known at least in theory or from
experiments in other fields, the interplay of different effects is beyond imagination or
theoretical modeling and has to be tested experimentally.

The basic concept of digital computing is the bit, a unit of information that can have
one of two values, and may therefore be physically implemented with a two-state device.
The two memory states can be implemented in various ways, magnetization, resistance
or holes in punched cards. For computation purposes however, it is necessary to be able
to switch between the two states. In abstract terms the device is represented by a double
well potential with stable states at the opposite ends and a set of stimuli to overcome
the potential barrier. In the study presented here, the charge transfer complex composed
of the electron donor molecule tetrathiafulvalene (TTF), the electron acceptor molecule
tetracyanoethylene (TCNE) and the (111) termination of a gold single crystal is utilized
to build a two-state device. The design for a memory array of single molecular bits and
working principles of initialization readout and writing will be presented in the following
two chapters.

The present chapter introduces the charge transfer complex TTF/TCNE on Au(111)
and explores in detail the correlation of Kondo effect and molecular conformation of the
acceptor molecule [70].
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3.1 Deposition of the compound onto the surface

Both molecules, TTF and TCNE, were evaporated from powder by heating the respective
evaporant to 315 - 320K inside a pumped sealed glass tube connected via a leak-valve
to the preparation chamber. A submonolayer of TTF was evaporated by placing the
sputtering-annealing cleaned, < 220K cold Au(111) crystal in front of the open leak valve
for about 10 minutes. The very volatile TCNE was deposited by flooding the chamber
with TCNE via the leak-valve to pressures above 10−8 mbar for a similar amount of time,
effectively depositing more than 20 Langmuir of the substance. In order to obtain a
submonolayer of the TTF-TCNE compound in the desired 1:1 stoichiometry the sample
crystal was then annealed from 220K to about 300K, which is above the evaporation
temperature of TCNE from the Au(111) surface but below the evaporation temperature
from the coordinated structure with TTF, leaving only the coordinated TCNE on the
surface.

3.2 Adsorption geometry

The TTF-TCNE mixture orders in three different phases of ordered molecular islands
that are shown in the STM image Figure 3.1 a). The island in the middle consists of
the checkerboard ordered phase in the upper part and the ordered rows of the more
complicated row phase that is described in detail later. These two phases with interesting
physical properties are the ones where the number of TTF molecules equals that of
TCNE molecules. The left island exhibits a structure with an excess of TTF that is
different from the two named structures. The TTF excess structure exhibits some similar
properties as the other two, but the data is far less conclusive and further discussion of
it will therefore be omitted.

The arrangement of the molecules in the checkerboard phase is shown as an overlay on
the STM images in Figure 3.1 b) and that of the rows structure in d). From the STM
image we conclude that the TTF and TCNE molecules assemble in ordered islands with
a mainly flat adsorption geometry. Some molecules appear mostly dark on the STM
images as if the respective TCNE sites were vacant. This, however, is not the case. The
TCNE molecules are present albeit in a low conducting state. Figure 3.1 c) shows the
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Figure 3.1: STM images of: a) ordered molecular islands on Au(111) surface with three
different phases of the mixture; b) checkerboard structure with superimposed structural
models of individual molecules at 12mV, 0.2 nA STM feedback, seemingly missing TCNE
molecule is in the low conducting state; white circles (black dashed lines) mark protrusions
(depressions) analogously to that in c); c) calculated shape of the frontier orbitals of the
acceptor TCNE and donor TTF, dashed lines mark nodal planes of TCNE; d) closeup of
the rows phase at -30mV; inset of d) current trace at -150mV shows two steps.

frontier orbitals from DFT calculations1, the LUMO of the acceptor TCNE and the
HOMO of the electron donor TTF. These strongly hybridize with the Au states at the
Fermi level, as will be shown later. The characteristic shapes of these orbitals are the
shapes that are distinguishable in the STM images. TCNE appears with a protrusion
around the C=C double bond intersected by the nodal plane through the double bond
and surrounded by nodal planes across the single bond to the four cyano groups whose
density of states blends in to the neighboring TTF molecules. In Figure 3.1 b) and c)
the nodal planes are marked by dotted lines.

The TTF molecules, on the other hand, appear as a tilted donuts, the orientation of which
is recognized by the distance to the neighbor molecules. In addition, the approximate
dimensions of the molecules from the calculations, which are 4.5Å×4.5Å for TCNE and
5Å×9.5Å for TTF, match the ones from the STM images.

The most striking property of TCNE molecules in this complex is their switching behavior.
In certain bias regimes like at -150mV the molecules flicker between a high and low
conductance state in a distinguished bistable behavior. As can be seen in the current
over time trace in the inset of Figure 3.1 d) the molecule transitions randomly between
the two states.

The flickering behavior can be easily visualized in STM imaging in Figure 3.2 a). As the
1Using the Gaussian 09 package, employing the 6-31G+dp basis set
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Figure 3.2: a) switching in the checkerboard phase at -350mV, 0.3 nA; black (white) line on
switching (non-switching); b) checkerboard structure at 12mV, 0.2 nA STM , points (1)-(4)
mark spectroscopy shown in c); c) dI/dV on different parts of the TCNE LUMO, vertically
offset by 10 nS each for clarity; d) dI/dV on different dark TCNE molecules (not shown).

scanning proceeds in horizontal lines, the switching molecules can be in different states
on different lines, leading to stripe shaped artifacts seen in the image. Such artifacts
are visible on all images at bias voltages higher than +100 mV or lower than -100 mV.
Larger regions with all TCNE molecules switching are interrupted by non-switching rows.
The switching TCNEs can occur in single, double or multiple rows; such rows can have
different lengths within an island and so forth. Such irregularities are present in the
checkerboard phase but are completely absent in the row phase that is more regular and
shows as a consequence reproducible switching data in a wider bias and current range.
As can be seen in Figure 3.1 d) the row phase consists of alternating rows of pairs of
TTF molecules oriented either parallel or nearly orthogonal to each other with TCNE
molecules at the edges of the rows. The row phase and its structure along with the
switching behavior of both phases will be treated in detail in chapter 4.

Whether charge transfer takes place in this mixture of donor and acceptor molecules and
the surface, can be easily concluded from the dI/dV spectroscopy. Figure 3.2 c) shows
differential conductance in the meV range around the Fermi level on different positions on
the TCNE molecule that are depicted in b). The most prominent spectroscopic feature
is the peak at zero bias voltage originating from the Kondo effect that appears on the
TCNE LUMO and is absent on the nodal planes of the LUMO. The origin of this effect in
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organic acceptor molecules on noble metal surfaces is discussed in previous works [71, 72]
and is understood to be the formation of a new many body ground state from conduction
electrons of the surface and the electron in the LUMO which is half-filled after charge
transfer from the surface or neighboring molecules.

As can be seen from points (3) and (4) in Figure 3.2 c), the Kondo peak is also present
between two diagonally adjacent TCNE molecules. In analogy to the case of other organic
acceptor molecules [72] the LUMO of TCNE can be assumed to be elongated beyond the
molecular backbone towards the cyano legs.

The distribution of charge between the two molecule species and the surface results from an
interplay between both species as well as both species and the surface individually. TCNE
alone does not exhibit charge transfer on the Au(111) surface due to non-planar adsorption
with only two cyano groups oriented towards the metal, while charge transfer takes place
on the Ag(100) and the Cu(100) surfaces, where TCNE is planarly adsorbed [67]. In
crystals TTF and TCNE stack with the molecular planes facing each other at a distance
of 3.1 Å [73] and exhibit charge transfer of about 0.5 e per molecule [73, 74]. TTF on the
other hand, is positively charged by about 0.5 e on the Au(111) surface [66]. It is safe
to assume for the present case that the electropositivity of the surface is increased by
the donation of electrons from the adjacent TTF molecules to the surface facilitating a
planar adsorption of TCNE as well as charge transfer from the surface to TCNE. From
the presence of the Kondo resonance the amount of charge accepted by the TCNE can
be gauged to be 1 e−.

While a transfer of charge directly from the TTF to the TCNE molecule is also imaginable,
the center of mass distance between the molecules of 5− 10 Å is certainly larger than
a typical adsorption distance of 3 Å. Hence, the overlap of the TCNE LUMO with the
TTF HOMO is significantly smaller than the overlap of the respective molecular frontier
orbitals with the surface states. Therefore, the direct charge transfer is likely to play a
negligible role.

Even if the charge accepted by the TCNE does not stem directly from the TTF molecule,
the electrostatic potential of the charged neighboring TCNE and the change in local
charge on the surface can induce additional charge transfer from the TTF to the surface.
Therefore, the charge of the TTF can be assumed to lie between the single TTF case
of +0.5 e and +1 e. Another class of spectroscopic features seen in Figure 3.2 c) are
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3 Charge transfer complex TTF/TCNE on the Au(111) surface

vibrational excitations that appear on the molecule as small steps. Where the intensity
of the Kondo peak is diminished, the steps at ±30mV that correspond to the rocking
mode are of a large intensity that is comparable to the full intensity of the then reduced
Kondo peak. This effect was discussed for the similar charge transfer complex of TCNQ
with TTF as an interplay between the Kondo effect and vibrations [75]. Alternatively,
the convolution of the Kondo peak and the vibrational excitation is an artifact of the
actual movement of the molecule due to the excitation of the vibration. No density of
states from the LUMO and hence no Kondo peak at zero bias voltage is observed above
a vertical nodal plane. At the vibrational excitation energy however, adjacent parts of
the orbital move into the junction adding the additional conductance associated with the
Kondo state.

The central finding of the present chapter is the absence of the zero bias peak in the
dI/dV spectroscopy on the low conducting TCNE molecules. Figure 3.2 d) shows three
spectra measured on the central protrusion of three different low conducting TCNE
molecules. For better comparability of the feature sizes the spectra are scaled according
to their feedback parameters. Beside low-amplitude features that are different for all
three spectra and therefore stem likely from tip vibrations, the dI/dV traces are flat.
It will be shown in the following that the absence of the Kondo peak is not due to a
different charge of the two states of the TCNE but due to differences in the hybridization.

3.3 Molecular configuration of the high and low states

Since the STM apparent heights offer information on electronic density of states and
not the actual topography, the images contain only information on the position and
orientation of the whole molecule and not on the individual atoms of which the molecule
is composed. The low and high conductance of the respective state visible in STM can
therefore have either a topographic or an electronic origin or a combination of both.
Given that the Kondo-state contributes to the tunneling conduction some electronic
contribution is certainly present.

From the point of view of possible applications, an intriguing explanation of the STM
contrast would be the switching of charge state that, if true, would certainly result in a
change of conductivity. This would pose a sub nano-scale implementation of a charge

52



3.3 Molecular configuration of the high and low states

1.0nm

b)a)

~0.75 Å

-10

-8

-6

-4

Fr
eq

ue
nc

y 
sh

ift
 (H

z)
210-1-2

∆Z(Å)

~0.75 Å

TTF
TCNE UP 1
TCNE UP 2
TCNE DOWN

c)

 Approach

Figure 3.3: a) Constant-height (-2Å from 57 pA 90mV feedback) frequency shift df image of
a TTF-TCNE molecular island, colored circles mark sites of df approach curves shown in b),
the approach axis gives the distance from the constant-height plane fixed at 57 pA 90mV
STM feedback setting on a TCNE down molecule; c) sketch of TCNE bending as measured
from approach curves. All data acquired with Xe-functionalized tips.

trap flash cell with a convenient readout mechanism. It will be shown in 3.4 that the
two states have at least roughly the same charge.

3.3.1 Determination of topography from frequency shift contrast

To determine the actual topography AFM frequency shift imaging and spectroscopy have
been performed. To have a well defined and inert tip apex a xenon atom has been placed
on the lowest end of the tip. The interpretation of the constant-height frequency shift
contrast depends on the actual height. Figure 3.3 b) shows several df approach curves
on different sites of the molecular island that are indicated in Figure 3.3 a). The curves
show the qualitative behavior of a Lennard-Jones potential with a long-ranged attractive
part stemming from electrostatic forces and chemical interaction of probe and molecule
and a short ranged repulsive part originating from the Pauli repulsion of the probe apex
atom and the individual atoms that constitute the molecules [76]. The Pauli repulsion
dominates the inter-atomic forces at close distances and therefore occurs only between
the last tip atom and some few molecule atoms. The attractive force is composed of
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3 Charge transfer complex TTF/TCNE on the Au(111) surface

several unknown electrostatic contributions from a larger part of the tip and the molecule
such as the charges of the probe atom and the molecule or the shape of the metallic part
of the tip and hence lacks lateral resolution on the sub-molecular scale. The repulsive
part of the df approach curve contains the desired information on atomic heights.

To have comparable height measurements on different molecules, the height was deter-
mined from the long-range attractive region of the df approach curves. For this purpose
the curves have been fitted with the second derivative with respect to the frequency of
the Lennard-Jones potential 2.16 and the long-range attractive potential 2.17. The df
signal in the region between 2 Å and 7 Å does not depend on the interaction between
the tip and molecules and is therefore not shown in Figure 3.3 b). The df signal in this
region depends only on the long-range forces between the tip and the sample at a certain
height of the tip above the sample. When the df curves are shifted so that the long-range
regions overlap, they are adjusted to the same plane of constant height.

The repulsive parts of the curves measured on the centers of the low (green) and high
(red) TCNE molecule are displaced by about 0.75Å. Hence, the central double bonded
carbon atoms have a difference in height above the gold surface of the same amount as
sketched in Figure 3.3 c). Thereby a major topographic difference between the two states
of the bistability is evident. Analogously, since the plane of constant height of the df
image in Figure 3.3 a) lies in the repulsive part of the approach curves for all molecular
species, topographic information can be deduced from the df-contrast. At a sufficiently
small region of the tip height z the df-z curve can be approximated as a straight line.
For a sufficiently planar molecular arrangement, such as present here, the contrast of the
image represents not only the frequency shift but also the actual atomic vertical distance
to the underlying surface [11].

The deduced atomic configuration sketched in Figure 3.3 c) can be confirmed by simulating
the df contrast in different contrast regimes and comparison with the experimental data.
In Figure 3.4 a) an STM image of a part of a TTF-TCNE island is shown. The same
area is imaged using AFM frequency shift at constant-height at different distances in b)
and c). Figure 3.4 d) shows a zoom on two low TCNE molecules.

In order to predict the contrast resulting from various deviations from a perfectly flat
adsorption, the df images were simulated using the program of Hapala et al. [77]. The df
simulations for a model island of 8 TCNE and 8 TTF molecules shown in Figure 3.4 e)
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Figure 3.4: a) STM topography of TTF-TCNE island. Dashed line shows not switching TCNE
row, two TCNE in the down state are visible on the right; b) - d) constant height (given
with respect to feedback parameters in a)) df images at different approach heights (d) is a
zoom in to the two low TCNEs); e) model of a TTF-TCNE island arrangement; deformed
molecules marked by small letters; side view of the deformations in the lowest row are shown
in f); g) - i) simulations of df contrast at different heights using the arrangement in e).

are obtained for three different heights above the surface plane, neglecting effects of
charge [78]. The upper two rows of the model island are flat, while the lower two rows
are deformed. The deformations of the molecules are sketched and labeled in Figure 3.4 f).
u and d label the upward and downward bent TCNE molecules respectively and t and
b label the tilted and bent TTFs in Figure 3.4 e) as well as f). Simulated as well as
experimental data show the same evolution of contrast towards sharp lines between all
neighboring atoms of the same molecule and even of neighboring molecules at lower
constant-height planes.

From the qualitative agreement of the experimental data b) - d) with the simulated images
g) - i) but also from the experimental data in b) alone one can confirm the sketched bends
and tilts. The TTF molecules lie in the aforementioned deformed configurations. The
legs of the TCNE molecule are bent in the direction of the surface normal resulting in
the central double-bonded carbon atoms pointing either up or down. Thus the bistability
has these two configurations as metastable states.

Within the height range that is dominated by the Pauli repulsion, the contrast mechanism
varies [77] as can be seen in the qualitative difference between the images Figure 3.4 b)
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3 Charge transfer complex TTF/TCNE on the Au(111) surface

and d). In b) the molecules resemble an assembly of balls that can be thought of as a
convolution of the van der Waals spheres of the scanned atoms and the van der Waals
sphere of the apex atom (here a Xe atom). In image d), on the other hand, the molecule
rather resembles its skeletal model with rods at the positions of the chemical and hydrogen
bonds. Initially, when the repulsive contributions start to dominate the df-image contrast,
the functionalized tip and the scanned molecule are sufficiently stiff to not be deformed
by the forces between them. When the tip is pushed closer onto the molecule, elastic
deformations occur in the tip functionalization. The repulsion between probing Xe-atom
and imaged atom becomes stronger than the force associated with the lateral spring
constant of the tip apex. This leads to lateral displacement of the probe away from the
imaged atom thus reducing the interaction and consequently the frequency shift. Stronger
displacement of the tip is forced if the tip apex is placed directly above a center of an
atom or a connecting line between atom centers that lie closer than the van der Waals
diameter of the apex atom, leading to a higher frequency shift contrast on top of chemical
bonds. The closer the bonded atoms are the smaller is the room for lateral relaxation
and therefore the higher the frequency shift contrast enabling the discrimination of bond
order [79] or hinting to close-lying atoms like in a hydrogen bond [80]. As a consequence
of the elastic deformation of the tip the contrast mechanism within the same image varies.
In particular, the interpretation of the df-contrast as actual topography that has been
used for the image Figure 3.4 b) (same as Figure 3.4 a)) does not hold for Figure 3.4 d).
Here, the apparent rods are brighter if they are actually higher as well as when they
represent shorter bond lengths. The above presented analysis of height difference is,
however, limited to the region of negative frequency shifts where the additional effect of
bond lengths on the df-contrast is negligible.

3.3.2 Origin of energy barrier between states

Having established the clear picture of the conformations of the two states of the bistability,
the origin of the energetic barrier between them can be deduced. An estimate for the
deformation energy of the observed bending in the TCNE can be obtained from the
same B3-LYP calculations that also give the frontier orbitals in Figure 3.1. Deforming
the molecule along the 17mV vibrational mode reproduces the bending and increases
the energy by about 200meV. This lies roughly in the same order of magnitude as the
perceived energy barrier of 200meV (estimated in chapter 4). The energy landscape is
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3.3 Molecular configuration of the high and low states

governed by the van der Waals interactions and by the energetically stronger chemisorption
to the degree that it occurs. The question is, whether the van der Waals forces are
sufficient to induce such a strong bending and whether chemical forces that act in the
direction of the bending are present.

An obvious contribution is the electrostatic attraction of oppositely charged molecules
that squeezes the TTF/TCNE island and by exertion of force parallel to the surface
induces deformation of individual molecules. Indeed, the island is densely packed forming
a square lattice with a lattice constant equal to the calculated lengths of the molecules.
Since there is no space left between the molecules, steric interaction certainly takes place.

Assuming a charge of 0.5 e - 1 e for TTF, -1 e for the TCNE and a lattice constant of
1 nm, the lattice energy per molecule of the TTF/TCNE islands is about 3-4 eV. This
lies roughly in the same order of magnitude as the said 200 meV. Since the electrostatic
force acts parallel to the surface and the molecule bends perpendicular to it, the force
components have to be compared. For an angle of about 10◦ between the C≡N bond
and the molecular plane that corresponds to about 0.5Å measured height difference of
the molecule center and the legs, the force in the direction parallel to the surface lies
in the order of magnitude of 0.2 nN. Coulomb attraction at distances of 0.5-1 nm would
produce the same forces and hence, would be sufficient to cause the observed bending.

The electrostatic interaction, however, acts mutually on the TTF and the visibly tilted
and bent TTF molecules and it is not clear, to what proportions the force is divided
between both species. If the deformation energy is divided between both molecular
species, Coulomb repulsion alone might not be sufficient to explain the observed geometry
of the dark state.

The need for additional effects aside from the squeezing of the island by the electrostatically
attracted neighbor molecules is evident from the AFM data. As can be seen from the
comparison of the AFM image in Figure 3.4 b) and the simulation in g) the bright TCNE
molecules are rather planar with the cyano groups of the different states lying in the same
plane. Would the molecule be more bent with the central C=C bond further away from
the surface as is sketched in configuration u in Figure 3.4 e) and f), that C=C bond would
also appear brighter in the AFM image. Instead, singular cyano legs appear brighter,
implying a slight tilt along the diagonal of the molecule. This planar configuration of the
bright state at the same distance of the cyano legs to the surface as in the strongly bent

57



3 Charge transfer complex TTF/TCNE on the Au(111) surface

dark state speaks against a squeezing by the electrostatically attracted neighboring TTF
molecules as the sole origin of the bent of the dark state.

On the other hand, it is worth noting that cyano groups are bent upwards from the
metal surface. Such bending can be facilitated by a slight change of hybridization from
sp2 towards sp3 due to a backbonding with Au d-orbitals. Charge backdonation from
transition metals to the strong π-acceptor TCNE is known for V(TCNE)2 films [69] and
TCNE on a Cu surface [68]. Bending away of the cyano legs from the metal is similar to
the situation in Zeise’s salt where the hydrogen legs in the structurally similar ethylene
bend away from the central platinum ion [32] or in the similar case of acetylene on the
Pt(111) surface [30]. In both cases the atomic d-orbital overlaps with the initially empty
π∗ molecular orbital and an electron is donated from the d-orbital to the π∗ molecular
orbital. The interaction of the central C=C double-bond with the d-like valence band
would then cause one energy well of the bistability. In the bright state, where the central
C=C double-bond is 0.75 Å further away from the surface, the second energy well is
formed by the interaction between the electrophile cyano groups and the s-like conduction
band. The steric squeezing of the island by the electrostatically attracted neighboring
TTF molecules contributes to the barrier between the wells.

The TTF tilt and bending determine the presence of the bistability on the neighboring
TCNE molecules. A row of non-switching TCNEs and TTF molecules that are tilted
along the long molecular axis (visualized by molecule labeled t in Figure 3.4 e)) is marked
by a dashed line in Figure 3.4 a) - c). This is contrasted by TTF molecules that are bent
along the short molecular axis with the dithiolium rings pointing upwards. The central
double bond of the neighboring bistable TCNE molecules points perpendicular to the
short molecular axis of the TTF. The former tilt direction was observed in the case of
single TTF molecules on a Au(111) surface [66], which hints at the latter tilt direction
being induced by the interaction with the TCNE and therefore a sizable interaction
between the two molecule species in the case of the switching TCNE. If the TCNE exerts
a force on the TTF that is strong enough to alter the adsorption configuration, it likewise
experiences a force from the TTF that contributes to a considerable part of the energy
potential of the switching.

In addition to the bending, TTF as well as TCNE molecules show tilts out of the surface
plane recognizable by one side of a molecule having a higher contrast than the opposite
side. The direction of the tilt does not seem to follow a pattern along the island and is
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3.4 Charge state of conformational states

indeed not necessarily the same for one and the same molecule after several switching
events. This is just one of the irregularities of the arrangement in the molecules that
are observed in the df images. Beyond the strong distinct deformations described above,
both species show further minor deviations from planar arrangements like twists in all
possible directions. All of these irregularities in tilt and twist not only change from
switching event to switching event but also have an effect on the switching behavior as
will be discussed in chapter 4.

3.4 Charge state of conformational states

The two states of the bistability have been shown to differ in conformation. However,
the dI/dV data is also pointing to a different charge. The highly conducting state shows
the Kondo resonance due to the charge transfer of one electron from the metal to the
molecule. It has also a larger average atomic distance to the metal. The low conducting
state can be assumed to be stronger coupled and exhibit a stronger hybridization with
the metal states. The amount of transferred charge can deviate from exactly one electron,
e.g. by a lower Coulomb repulsion energy that comes along with delocalization of the
hybridized orbital or by a change in chemical potential upon stronger adsorption. The
charging itself could then, if present, contribute significantly to the stability/bistability
potential well of the system and is thus important for understanding of and eventual
reproduction in different molecular systems. In the following a measurement of the charge
of the two states will be presented that shows the charge of the two states to be identical
within measurement accuracy.

3.4.1 Measurement of electric potential

Non-contact AFM measurements of the force gradient generally show a bias offset in
the minimum of electrostatic attraction between the probe and the sample. This local
contact potential difference (LCPD) is caused by the electric field of localized charges
and dipoles at tip and sample and can be used to qualitatively investigate them. The
exact correspondence between LCPD and electric field can not be determined without
the exact knowledge of the electrostatic probe parameters such as its Smoluchowski
dipole and are therefore not available. However, in the case of the charge transfer system
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Figure 3.5: a) STM topography of TTF-TCNE island with Xe atoms distinguishable at the
upper edge, df vs. bias ramps were measured at two TTF molecules (blue pentagons) and
four TCNE molecules (green crosses), c) example df vs. bias and current vs. bias obtained
from a TCNE in up and down state - switching between the two is visible in both signals;
b) LCPD obtained from the parabolic fit of the df trace vs. vertical displacement on the
molecules shown in a)

TTF-TCNE the exact charge of one state of the TCNE is known to be one electron as
revealed by the presence of the Kondo resonance. The charge of the TTF, on the other
hand, can be safely assumed to be between zero and one donated electron. In order
to qualitatively determine the charge of the second TCNE state, the LCPD difference
between the high conducting TCNE and the TTF can be used as a gauge.

The LCPD was measured on four TCNE molecules and two TTF molecules of one island
as indicated in Figure 3.5 a). Three switching and one non-switching TCNE were used
in order to account for variations of charge and steric landscape within the island. The
functionalization by Xenon of the Au-tip provides chemical inertness at probe-molecule
distances closer than the molecule-surface distance whereby closer approaches and higher
spatial resolution can be achieved. During the approach from a constant-current STM
feedback set point, the df vs. approach (denominated - Z) curve is recorded. The df vs.
Z curve is compared to a Lennard-Jones fit of known height above the gold substrate
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3.4 Charge state of conformational states

in order to obtain the current and molecule-independent approach height that is used
in Figure 3.5 b). Figure 3.5 c) shows an LCPD bias ramp taken forward and backward.
The high state is distinguishable by its higher conductance. The LCPD is extracted as
the maximum point of a parabola fit to the df data. The frequency shift data was drift
corrected using an ad hoc model with one linear and one exponentially decaying term
and adjusted the first df value of the forward ramp to be the same as the last value of
the backward ramp. After this correction, the largest source of error is the combination
of noise in the df signal and the rather small region of stability that is available for the
fit. In this example the molecule switches in the bistable regime of positive voltages and
again in the bistable regime of negative voltages and exposes both states at one fixed
height visible in the current as well as the frequency shift signal.

Since the LCPD varies with approach distance, LCPD approach curves such as Fig-
ure 3.5 b) rather than single LCPD values have to be taken into account for a meaningful
interpretation. At further distances the spatial resolution of LCPD vanishes and the
values for all three species cluster around the same value, which can be interpreted as the
average value for the island. At closer approach distances the TTF LCPD signal is clearly
lower than the TCNE signal indicating the more positive charge localized under the
probe as expected. At even closer distances all LCPDs diverge to high values, however,
a change in the excitation amplitude of the tuning fork (not shown) indicates that the
probe is not necessarily in the non-contact regime and the interpretation of the LCPD
changes from simple electrostatic properties of the surface. This leaves a region between
4.0 Å and 4.4 Å where the LCPD has some spatial resolution (as seen in the difference
between the TTF and the TCNE) and can be interpreted in a straightforward manner
as electrostatic signal of the molecules. Quantitatively, the difference in LCPD between
the high and the low TCNE molecules in this region amounts to only 10± 15meV, with
the low TCNE showing insignificantly higher values. Meanwhile, the difference between
the TTF molecule and the high TCNE, which is to be used to gauge the LCPD, is a
significant 50± 15meV. Assuming a charge difference of at least one between donor and
acceptor and surface charge as the only source of electric field, the charge difference
between the two TCNE molecules is as small as 0.1 ± 0.1 e. We can therefore safely
assume the two TCNE states to have roughly the same charge and therefore the charge
to have no significant effect on the bistability potential.
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Figure 3.6: a) Total electron density from 6-311+G* B3LYP DFT calculation of a neutral
TCNE molecule colored with the resulting electric potential (negative - blue, positive - red)
and the electric dipole (red arrow); b) Electric potential averaged over a circle with 2.5Å
radius at various distances to the image plane of an arrangement of molecule and image
molecule; c) example for the calculated potential of a negatively charged TCNE molecule
and its charge image.

3.4.2 Comparison to simulated potential

The above conclusion is drawn under the assumption that only monopole charges are
sources of electrostatic potential. Can we assume on-surface charge as the single source
for electric field affecting the probe? Molecular dipoles create electrostatic fields as
well. While the electric field of the monopole charge is screened by the image charge
of the opposite value in the metal surface, the field of a dipole is enhanced since the
image dipole has the same direction. The closer the image plane lies to the charge and
dipole the stronger is the screening. For sufficiently small distance the dipole field can
dominate the electrostatic interaction or at least make the situation too complicated
for interpretation. Indeed, the more negatively partially charged upward bent cyano
legs of the low TCNE lead to a dipole of up to 1.2Debye pointing towards the metal
surface while the slightly downward bent cyano legs of the high TCNE lead to a dipole
of opposite direction. The sign reversal of the dipole field has to lead to a more positive
LCPD for the low TCNE as compared to the high TCNE which indeed is observed to a
small degree. The change of charge from more negative in the high state to more positive
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3.4 Charge state of conformational states

in the low state would be observable as a more negative LCPD in the low state which is
not observed. Since the two effects compete it is helpful to quantitatively determine the
effect of image charges on the electrostatic potential which is done in the following using
the electrostatic potential derived from DFT-B3LYP simulations of the molecules and a
manual addition of the image potential approximation.

Image charges are a well known mathematical tool from classical electrostatics for the
treatment of charge distributions in the vicinity of conducting surfaces. The charge
carriers in the conducting surface rearrange to make the electric field lines perpendicular
to the surface. This induced charge distribution is idealized as being located on a
mathematical surface of zero thickness. In reality, it is spread out extending over a
thickness of the order of 2Å [81]. Whether the method of image charges is valid at
distances in the order of magnitude of the size of the surface charge redistribution is not
clear a priori. However, density functional theory provided in reference [81] shows that
the approximation still holds for the right choice of image plane position. Surface-state
and image-state energies can be experimentally determined using photoemission, inverse
photoemission, and two-photon photoemission spectroscopies. An estimation of the
position of the image plane for different surfaces of different metals has been done in [82].

In the case of Au(111) the image plane lies only a few picometers below the so called
jellium edge which is the plane half an atomic layer spacing beyond the outermost atomic
layer. A reasonably small center-of-mass distance of TCNE to the image plane lies
in the order of 1.4Å. The calculated spatial potential distribution of a bent TCNE
molecule or a TTF molecule is added to its charge-inverted and inversely bent mirror
image that is displaced by about 3 Å as seen in Figure 3.6 c). The calculations are done
using the well established 6-311+G* basis set and the B3LYP functional implemented in
the Gaussian 09 Software package by deforming the relaxed structure manually along
the corresponding vibrational mode to achieve a bending compatible to the df contrast
data and recalculating the electronic structure and electrostatic potential. Figure 3.6 a)
shows the total electron density colored with the electrostatic potential and the dipole
that results from the more negatively partially charged cyano legs. Different scenarios
of charges of the molecules are compared in Figure 3.6 b). The effect of charge clearly
dominates over the effect of the dipole. While the TCNE with the down-pointing dipole
has a clearly higher potential than the up pointing dipole, the difference to the uncharged
TTF or TCNE is considerably larger. The general trend of the measured LCPD is clearly
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3 Charge transfer complex TTF/TCNE on the Au(111) surface

reproduced by a rather positively charged TTF and equally negatively charged TCNE
molecules. Unlike in the LCPD data the potentials remain distinct at larger distances
which is due to the model consisting of only one molecule and not an island of oppositely
charged molecules that would yield an average potential at large distance.

3.5 Absence of the Kondo effect in the bent conformational state

As established above, TCNE exists in two equally charged states with one of the states
exhibiting a clear Kondo state and the other at least a not visible Kondo state. The
change in conformation evident from the df data can be assumed to go along with a
change in hybridization with the surface electron states which in turn modifies the Kondo
state. Within the formalism of the Anderson impurity model several parameters are
governing the Kondo temperature TK which is the energy scale of the Kondo effect [38].

kBTK '
√

2∆U

π
exp

(
− π

2∆

(∣∣∣∣ 1
εS

∣∣∣∣+ ∣∣∣∣ 1
εS + U

∣∣∣∣)−1)
(3.1)

Here, εS is the energetic position of the singly occupied molecular state below the Fermi-
level of the surface. ∆ is the broadening of that molecular state due to hybridization
with surface states. U is the Coulomb energy needed to add a second electron to the
orbital. Both, εS and U , need to be larger than ∆. Since both TCNE states can be
assumed to have a roughly similar spatial extension of the LUMO, U is also likely the
same. On the other hand, the hybridization strength ∆ and the position of the LUMO
with respect to the Fermi level are very likely to depend on the adsorption geometry. As
seen in the equation 3.1, a too small ∆ or a too high εS, or a combination thereof, may
lead to a Kondo temperature that is below the measurement temperature of 4.8 K and
therefore a vanishing Kondo effect.

The bright TCNE molecules are flat or only slightly bent with the cyano groups facing
the surface. In contrast, the dark TCNE molecules exhibit a bent configuration with the
C=C bond being closest to the surface. The closer distance may go along with stronger
bonding to the surface and eventually even a stronger hybridization ∆. However, the
LUMO features a nodal plane at this position, whereas the electron-rich cyano groups
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point upwards. Hence, any directional bonding and hybridization with the conduction
electrons of the surface is expected to be small. In addition, the bent configuration rather
hybridizes with the energetically lower lying d-band leading to a higher εS and hence an
exponentially lower TK .

3.6 Summary

The TTF/TCNE on Au(111) charge transfer complex poses an interesting two-state
system from the point of view of basic research. The molecules adsorb in a checkerboard
monolayer making them easy to investigate by STM. The TCNE molecules occur in two
conformational states, which, at liquid helium temperatures, show similar stability. One
of the conformations is flat, while the other is bent with the center C=C bond lying
closer to the surface. All TCNE are singly charged with a charge of roughly one electron
being donated by the surface to the LUMO of the TCNE.

The energy landscape with the barrier between the conformations is dominated by
two competing energetic contributions. The first is the π accepting bond between the
d-like surface electrons and the central C=C bond of the TCNE molecule. The bond
energetically favors the bent configuration due to a rehybridization from sp2 towards
sp3 at the two central C atoms. The second energetic contribution is the energetically
disfavored bending of the molecule that forces it into flat state.

Whether the accepted electron in the LUMO is coupled to the d-band of the substrate or
the conduction band changes the Kondo temperature drastically. Plausible trends in the
parameters of the Anderson impurity model predict a higher Kondo temperature for the
bent state. This is also observed.

Although the TCNE is not a charge switch, it undoubtedly can be used as a memory
storage bit with the two conduction states with high on/off ratio as carriers of information.
Additionally the Kondo many body state can be switched on and off which might become
relevant in quantum information technology.

The route of controlling the switching by the tunneling current is presented in the next
chapter.
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4 Switching of Tetracyanoethylene in TCNE/TTF on
Au(111)

In the following chapter the switching behavior of TCNE/TTF on Au(111) will be
investigated in detail. Possible mechanisms will be discussed within the framework of
vibrational excitations and the ladder climbing model.

As we have seen, the TCNE molecule is transitioning between two conformational states
that have different electronic properties. Since the two conformations interact differently
with the surface, with the neighboring molecules and the electric field of the tip, the
two switching process directions might also differ and do so as will be described below.
Switching from a metastable state to another can be seen as overcoming a potential
barrier in a double-well potential. As the system is stable at the bottom of the potential
well it has to be excited, either vibrationally within the potential to an energy level that
has a smaller barrier to the second stable state, or electronically to an excited state with
a potential landscape that has a lower or no barrier to the second state. The slower
of the two steps, initial excitation or final transition, determines the overall switching
rate. In the case of a vibrational excitation determining the switching rate the number
of successive excitations needed can be inferred from the dependence on the electric
current. In the case of TCNE the switching direction into the upward bent state (up) is
dominated by the initial excitation while the reverse direction (down) is governed by the
final transition as will be shown in the following.

4.1 Acquisition of time resolved data

The likelihood of a switching event, the rate, is the essential property of the process that
can be easily measured and gives insight into the underlying physical mechanisms. The
rate is measured by recording the occupation times of one molecule in a particular state
and determining the decay times.
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Figure 4.1: a) STM image (-70mV, 0.25 nA) with overlaid structure models of TTF/TCNE,
some switching molecules are marked red; b) sketch of measurement scheme; c) current trace
(300mV); d) histogram of current values shows two maxima low(green)/high(blue); e) f)
switching rates up/down obtained from exponential decay rate in histogram of dwell times
of low(green)/high(blue) current state; g) h) more accurate evaluation method.
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4.1 Acquisition of time resolved data

The tip was placed above a TCNE molecule in one of the areas marked red in Figure 4.1 a)
and the feedback was switched off while the current was recorded as sketched in b).
For the detection of the current a Femto DHPCA-100 IV-converter operating at the
bandwidth of 220 kHz was used. With a NI-PXI 5142 digitizer recording traces of 20 s
to 100 s at a speed of one million samples per second is possible. Rates within the
measurement bandwidth between 10mHz and 0.5MHz are detectable1. The experiment
is performed using several different molecules, the presented data however stems from
one molecule for a particular graph of rate vs. current or voltage.

Covering many orders of magnitudes of timescales inevitably goes along with accumulating
big amounts of data, several hundreds GB in the present case. Hence the evaluation
must proceed automatically, ideally applying the same algorithm on all data sets. This
makes the choice of method, how to determine the rate, crucial. The simplest method to
determine a rate of switching from one state would be to divide the overall dwell time in
this state by the number of the switching events, thus obtaining the average dwell time,
the reciprocal of the rate. For this purpose a histogram of the current vs. time trace
seen in Figure. 4.1 c) is generated. The overall dwell time is easily obtained as the area of
the corresponding peak from a current vs. time histogram as seen in Figure. 4.1 d). The
histogram shows also the threshold current that separates the two conductance states.
Using this threshold level one can obtain the number of switching events as the number
of level crossings in the current vs. time trace, as was done in the present case using the
Igor Pro software.

However, this simple method fails at the limit of the measurement bandwidth or slightly
outside of it, namely if the average dwell time is longer than the overall measurement
time or shorter than the time resolution. Since the switching is a random process (as will
be shown), dwell times within the measurement bandwidth are observed for processes
with rates that are clearly outside the bandwidth. The bandwidth limit poses a selection
bias on the observed dwell times and the limit value itself will appear as the average
dwell time rather than the real value. The solution to the limited bandwidth problem
is the decay time analysis. In the steady state approximation the solutions of a rate
equation follow an exponential decay. In a given time interval the probability for the
system to remain in a state decreases by a constant factor. From the histogram of dwell
times (Figure 4.1 e),f)), with a suitable bin width, one can see the validity of the steady

1This corresponds to a time resolution of 100 s to 2µs
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4 Switching of Tetracyanoethylene in TCNE/TTF on Au(111)

state assumption and determine the decay constant which is identical to the average
dwell time. The problem of the limited bandwidth vanishes as one resorts to compare the
probabilities of dwell times that occur within the measurement range. The applicability
of the method is limited by the choice of the suitable bin width. A too long time interval
reduces the number of bins and therefore the accuracy, while a too short time interval
gives too long decay times. The average dwell time method can give an estimate for a
suitable bin width but is only applicable within the measurement bandwidth. A manual
adjustment of the binning would contradict the requirement of having the same algorithm
for all data sets.

To avoid binning the dwell times, one can interpret the measurement of switching events
as a decay experiment, where all molecules start in one state and an increasing fraction
of molecules decays into the other state over time. Instead of examining many molecules
switching one time, we look at one molecule switching. The evaluation is done by putting
all dwell times of one state into a descending sorted list of events. Plotting the list index
for each event over the corresponding dwell time (see Figure 4.1 g) and h)) reveals the
exponential decay of the state over time. The method was used for initialized occupations
by Miyamachi et al. [83]. The method behaves considerably more stable in automatic
evaluations. Since it contains the same information as the histogram method, no further
distinction will be made between the two.

As has been mentioned above, the molecular arrangement shows subtle variations in tilt
of the individual molecules that can change from switching event to switching event.
It would not be surprising if the switching behavior and therefore the rate, would be
affected by the changes in arrangement. And indeed strong changes in the rate of at
least one switching direction are observed. This is of course a major complication since
the molecular arrangement can be observed only by scanning and not during recording of
a current trace. To resolve this complication we assume that there exists one particular
arrangement of the whole island that is more likely and more stable and we can still
study it neglecting the less stable arrangements that will inevitably decay into the stable
one. The part of the data from the unstable arrangements is excluded from evaluation in
two ways. First, the occurrence of a second rate can clearly be seen as a second decay
time in the histogram of dwell times. In such case only the rate that corresponds to
the longer total time spent in the state is chosen as the only investigated one. Second,
complete sequences of measurements for a certain bias and molecule are not considered
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in the evaluation if the arrangement change is seen in the current trace by eye without
further statistical tools. The case is considered instable for further investigation.

The selection procedure is made that strict in order to yield smooth regular dependencies
of the rate on current and bias. However, the selection procedure is well-founded since
only properties of the current traces themselves and not the rates obtained from them
are criteria for selection.

4.2 The ladderclimbing model

The ladder-climbing model has been developed originally for laser induced dissociation
[84] and is widely known in transport experiments since the works of D.M Eigler on Xe on
Ni(110) [85] and B.C. Stipe on O2 on Pt(111)[86][87] as well as theoretical literature[88][89]
associated with the underlying physical processes. In these works Stipe et al. observed
vibrational modes of O2 on Pt(111) and excited the corresponding vibrations with the
electrical current of a scanning tunneling microscope in order to trigger dissociation or
simple rotation on the surface of the molecule. The order of the process (the number of
electrons needed for a particular dissociation or rotation event) was inferred from the
dependence of the rate on the current. The comparison of inelastic excitations visible
in dI/dV and the order of the process at each bias voltage showed unambiguously the
vibrational modes forming the reaction path. From the order of the process and the
excitation energy a measure of the effective barrier can be estimated. In the following
the ladder-climbing model will be sketched with a focus on the relationship between the
experimental observables and the order of reaction.

The model consists of a set of consecutively excitable vibrational levels (the "ladder")
that exist on the left side of a reaction barrier that the molecule overcomes by reaching
a sufficiently high level nmax. The vibrations are excited by an external stimulus like
light, collisions or, in our case, an electric current. The photons, electrons or collision
partners need a sufficient energy to excite at least one excitation. Since the potential of
vibrational excitations is harmonic, one rung of the ladder is climbed at a time. In the
case of an electric excitation the generation of vibrations can be viewed as linear to the
electric current [89]. For an external current I and a level n, into which the system is
excited, one can define a cross section Φn of the interaction with the electron. Then, one
can define an effective current Ĩn.
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of population probabilities N2(dashed), N3(solid) vs. current.

The excited molecule may be coupled to a bath, in our case the surface, which poses a
relaxation path from the state n to a lower state after an average time τn. Bath induced
excitations can be neglected at temperatures low enough that full population of the
lowest level can be assumed in the absence of the current. Additionally, the current (or
originally the photons) can induce deexcitations from level n with the cross section Φn.
The situation can be described by a system of rate equations in the form of

Ṅ1 = −Ĩ2N1 + 1
τ2
N2 + Ĩ2N2

Ṅ2 = Ĩ2N1 −
1
τ2
N2 − Ĩ2N2 − Ĩ3N2 + 1

τ3
N3 + Ĩ3N3

Ṅ3 = Ĩ3N2 −
1
τ3
N3 − Ĩ3N3 − Ĩ4N3 + 1

τ4
N4 + Ĩ4N4

Ṅ4 = ....

Here, Ni is the population probability of the ith vibrational level. Although the system
overcomes the reaction barrier upon reaching nmax, this happens on a substantially longer
time scale than τ . In this quasi-stationary state, the sum of all probabilities can still be
thought of as nearly constant d

dt

∑
iNi ' 0 at all times before the switching event.

In order to obtain the experimental observable, the switching rate, the switching is
modeled by defining the highest excitable level nmax just above the reaction barrier from
which the switching occurs with a rate that is proportional to the population probability
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4.2 The ladderclimbing model

Nnmax . The model is then called the truncated harmonic oscillator.

The truncation can be seen as an approximation for either a more realistic potential
shape or for vibrationally assisted tunneling [90]. From each level there is a certain rate
to tunnel into the other side of the reaction barrier. For levels below nmax however, the
tunneling rate is negligible compared to the bath induced relaxation rate into the lower
levels. This rate increases for higher levels and dominates for the last level nmax over the
relaxation into the lower levels.

Figure 4.2 a) visualizes the model for the simplified case of a system with three vibrational
levels and all Φn = 1. In 4.2 b) the solutions of the population probability of the second
and the third levels are shown for an example currents of one electron per ten(thirty)
bath induced relaxation times τ . The system starts with only the lowest level being
populated and evolves into a stationary state with constant occupation of all states in
the limit of long times. As can be seen in 4.2 c) at low currents the final population
probability increases as a power law. Consequently measuring the switching rate vs. the
current tells the number of ladder levels needed to switch the molecule and together with
the excitation energy an estimate for the barrier height can be obtained.

Besides a direct excitation of vibrations, the electric current can induce excitations into
ionic states from which the system relaxes into a vibrationally excited state[91]. Such
coherent excitations can excite the vibration along the reaction coordinate by multiple
steps in contrast to the incoherent single step excitations described above. The coherent
excitations can dominate the reaction process at low currents when the vibrational
lifetimes τ are smaller than the average time between successive electron tunneling
events [89]. As in the incoherent case, the rate follows a power law dependence on the
electric current. Since the power law depends on the height of the reaction barrier, the
electron energy and the energy of the vibration mode along the reaction coordinate,
different powers are observed for different tunneling bias voltages [86].

Another mechanism that strongly depends on the bias voltages is the anharmonic coupling
of a high frequency mode to the reaction coordinate mode [92]. At sufficient energies of
the tunneling electron an energetically higher lying mode is excited which then relaxes
into the reaction coordinate mode. This is observed as a threshold voltage for a switching
with a rate that is linearly dependent on the electric current.
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4.3 Order of reaction - estimation of potential barrier height

As we have seen, the TCNE molecule can be switched between two stable states with
large on/off conduction ratio that can be used as bits in computation or digital memory
storage. In order to explore the possibility of applications and also to obtain a working
principle that can be transferred to other molecular systems the energy landscape of the
switching has to be investigated in more detail.

The scanned images presented previously were acquired at bias voltages smaller than
±90mV where no switching up was observed on the timescales of several hours and the
switching down showed a rate in the order of magnitude of 0.2mHz. This makes scanning
at the speed of one image per hour possible, which is necessary due to the slow speed
of the AFM feedback. From a survey of STM images low rates like the 0.2mHz or the
values in the following two paragraphs can be obtained.

It is noteworthy to point out that there is no detectable threshold voltage for the down
switching process. Switching was observed at voltages as low as -1.5mV indicating a
probably thermal activation of the process that will be discussed towards the end of this
chapter.

A voltage value of ±90mV could be stated as the threshold voltage for the switching
up based on sporadic occurrence of switching events in STM images at this voltage.
However, only two such events were recorded, one at +90mV and one at −90mV, which
is statistically insignificant. A reasonable definition of threshold voltage would be a
voltage above which and within a defined timescale the process occurs with statistical
significance. This is the case for voltages above 108mV for the switching up process, a
value that will be discussed in the context of available vibrational modes. The order of
magnitude for the timescale and the statistical significance can reasonably be chosen as
about two hours and at least ten events at a current below 300 pA. A strength of the
electric current has to be postulated since it marks the timescale at which electrons are
available for excitation of the switching process. In a very similar voltage range between
110mV and 130mV the rate of the switching down increases from the hardly measurable
base level of 0.2mHz to a clear signal in the order of magnitude of around 1Hz. It is the
switching mechanism that dominates above this voltage region that we will focus on in
the following.
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Figure 4.3: a) STM image of bistable molecules in the row phase at -340mV; white cir-
cles(rectangles) mark (non-)switching TCNE, b) Closeup at -30mV, colored dots mark
localizations of spectra shown in c) dI/dV on different parts of the high TCNE LUMO
(1)-(4) and a low conducting TCNE (0) (not shown); d) dI/dV on TCNE and TTF, Y-axis
scaled as if STM-feedback opened at 1.1V, 0.27 nA on the TTF and TCNE molecules in the
row and checkerboard phase).

4.3.1 Two phases with similar adsorption

In analogy to the checkerboard phase of TTF/TCNE, also the row phase that was
introduced in 3.2 exhibits switching between two states and will help to understand the
switching process. While the stripe-like row phase appears different from the pattern of
the checkerboard phase on the first glance, a closer look reveals that it is rather similar
regarding the arrangement of the molecules of the two different species with respect to
each other and the resulting interaction between the molecules as well as the interaction
of the molecules with the surface. Having two variations of the same energy landscape
that are qualitatively similar but quantitatively different, allows experimental access to
different parts of that landscape with the same set of some experimental parameters.
In addition, a wider range of different experimental parameters is available on the two
different phases. In particular, the row phase shows no irregularities aside from island
boundaries and survives a higher electrical power before decomposition, allowing a higher
portion of the potential landscape to be investigated. The checkerboard phase on the
other hand is found more often and is insensitive to impurities during the growth process;
therefore more data on it could be acquired in particular AFM topography data.

STM topography and spectroscopy of the row phase can be seen in Figure 4.3. The
arrangement consists of rows of 2 TTF and two TCNE molecules. Rows with switching
TCNEs alternate with rows of non switching molecules. As can be seen from Figure 4.3 b)
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4 Switching of Tetracyanoethylene in TCNE/TTF on Au(111)

the switching and the non-switching TCNE molecules differ in the orientation with respect
to the TTF neighbors and the tilt of the respective TTF neighbor in the same manner
as in the checkerboard phase. The C=C axis of the switching TCNE is perpendicular
to the long axis of the TTF which is tilted along its short axis. The molecular axis of
the non-switching TCNE on the other hand is more parallel to the long axis of the TTF
which is tilted along its long axis. The latter tilt direction was observed in the case of
single TTF molecules on a Au(111) surface [66], which hints at the former tilt direction
being induced by the interaction with the TCNE and therefore a sizable interaction
between the two molecule species in the case of the switching TCNE. If the TCNE
exerts a force on the TTF that is strong enough to alter the adsorption configuration, it
likewise experiences a force from the TTF that contributes to the energy landscape of
the switching.

The occurrence of charge transfer between the TCNE molecule in the high conducting
state and the gold surface can be concluded in a similar manner as for the checkerboard
phase. This is indicated by the very similar appearing peaks at zero bias shown in
Figure 4.3 c) that is analogously attributed to the formation of the Kondo state. Just as
in the other phase the zero bias peak is located at the cyano legs of the TCNE molecule
while the strongly enhanced vibrational steps at about 30 mV are prominent in the center
of the molecule. Both features are absent in the low conducting state as can be seen in
Figure 4.3 c). Both the Kondo-effect and the vibrational excitations are very sensitive to
the interaction of the molecule with the surface. Therefore the similarity in spectroscopy
of both states is a sign of a similar adsorption configuration and a similar environment
that acts on the TCNE in the two phases.

Information about the distance and overlap of the unoccupied molecular orbitals of the
TCNE and the TTF molecules can be inferred from dI/dV spectroscopy in the positive
eV range. For better comparison the spectra on TTF and TCNE in the row phase and
the checkerboard phase shown in Figure 4.3 d) were scaled to have the same current value
at a certain bias voltage. A strong onset of differential conductance can be seen between
300mV and 400mV for both molecules in both phases. This similar density of states
cannot so easily be attributed to the LUMO of the molecules, since the HOMO of the
electron donor TTF is supposed to lie close to the Fermi level and the TTF can certainly
be assumed to have a HOMO-LUMO gap in the range of some eV. An explanation
has been proposed for similar data on the TTF TCNQ charge transfer complex [93].
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4.3 Order of reaction - estimation of potential barrier height

Calculations showed the formations of delocalized bands that have been confirmed by
the presence of bound states with a distinct dispersion of bound states visible in dI/dV
spectroscopy. We did not observe such bound states, since the sharp onset of density of
states, which is also the expected energy region for bound states, is outside of the bias
range, where the TCNE does not switch. Indeed, the dI/dV presented in Figure 4.3 d)
can only be be understood as a weighted average of two dI/dV spectroscopies in which
the weighting coefficients are unknown due to unknown residence times of the states.

A considerable overlap of the unoccupied orbitals of the TTF and TCNE molecules in
both phases can be concluded, even though the density of states at electron energies
above ∼500mV is increasingly difficult to probe. Since the orbitals are located at the
molecules, an overlap hints at a small intermolecular distance and therefore a steric
interaction that is similarly present in both phases.

4.3.2 Estimation of the energy barrier height in the row phase

A first estimate of the barrier height can be gained from Figure 4.4. The rates for the
two switching directions are measured for different currents at two bias voltages in the
regime of predominant occupation in the high state above 200mV. The data points in
Figure 4.4 a) were taken from two different molecules that are shown in Figure 4.4 b).
While some outliers are present, the values for both molecules are mostly the same and
the data from both molecules can be combined in the analysis.

Figure 4.4 a) shows a linear dependence on the current, which means that single tunneling
electrons with these energies can trigger switching events in both directions. From this,
a barrier height lower than 230 mV can be concluded.

The rates into the high conducting state at 300mV are by an order of magnitude higher
than those at 230mV. Following the ladder climbing model this is either caused by the
population of higher vibrational levels of the same mode or by the excitation of an
energetically higher vibrational mode that allows the transition from the first excited
state. An alternative explanation is the interaction with electronic density of states of the
high molecule that sets in at this bias voltages and the associated increase in excitation
cross section.

The rate into the low conducting state is considerably lower and roughly the same for
both voltages. It is, however, governed by the same power law as the rate into the high
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significantly too low are excluded from fits. b) STM image 3nA, 300mV, investigated
molecules marked with orange dots; c) fit parameters of power law fit y0 +AIN .

state. From this it can be concluded that fewer vibrational modes contribute to this
direction of the reaction pathway, in particular no modes with energies between 230 mV
and 300 mV.

At voltage magnitudes that are about one half of the above mentioned, one tunneling
electron is not sufficient to excite a switching event. In Figure 4.5 the rates for both
switching directions vs. the current at a voltage of -110mV that is close to the stability
regime of ±90mV are presented. The rates for both directions are closer to each other
than at higher voltages, while the rate of switching up is also orders of magnitude lower.
The power law fit for the up switching gives a power N = 1.88± 0.03 which corresponds
to roughly two electrons needed to switch. At this lower bias voltage vibrational modes
that involve stretching of the bonds are not excited by electrons resulting in more
electrons needed to overcome the same energy barrier. The deviation from integer values
can originate from different reaction paths with different number of vibrational levels
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contributing with different probabilities to the switching. The power-law fit for the down
switching direction is not only deviating from integer values, but is also lower than one,
a behavior not explained by the ladder climbing model that will be discussed in more
detail for the checkerboard phase in the following section.

In Figure 4.6 a) and b) a comparison of rates at a broader voltage range is presented.
Rates were obtained at different bias voltages while the current in the low state was kept
roughly the same. All rates increase with increasing electron energies. Assuming a current
induced mechanism this increase can be interpreted as the onset of energetically higher
vibrational modes of the molecule [87], here the 3 C-C stretching modes (124mV-161mV),
the C=C stretching mode (177mV) and the 4 C≡N stretching modes (275mV-283mV)
of the molecule in vacuum2. All mentioned modes being in-plane vibrations, none of
them is likely part of the reaction coordinate for the observed out-of-plane deformation

2According to B3-LYP aug-ccvdz DFT
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of the molecule. Therefore, the increase in rate observed in Figure 4.6 a) and b) can be
attributed to anharmonic coupling of these modes to the reaction coordinate. All other
vibration modes lie, at least in the free molecule, below 80mV.

To assign the increase in rate to particular vibrational frequencies, the derivative of the
logarithm is plotted in Figure 4.6 c) and d). At both voltages the rate into the high state
increases faster than the rate into the low state except in a voltage region around the
177mV C=C stretching mode. There, switching from the low state into the high state
stagnates, while the switching into the low state gains in rate. The opposite situation is
observed around the energy of the C-C stretching vibration that is symmetric around the
molecular axis at 147mV. The rate into the low state remains rather constant around
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this energy, while the rate from the low state into the high state increases measurably.
The different role of different modes speaks for a rather asymmetric shape of the reaction
barrier.

The two switching into the low state behaves differently at different bias polarities.
While the molecules switch into the high state at similar rates for both voltage signs,
the switching from the high into the low state is by two orders of magnitudes slower
at positive bias. Effects of the local density of states that can cause such a polarity
dependence [94] have been discussed within a resonance model, in which an incident
electron becomes temporarily captured by molecular orbitals localized in a resonant state
resulting in excitation of molecular vibrations. Although dI/dV as a measure of LDOS
is not easily available at all bias voltages at which switching occurs and the LDOS of
both states is rather flat in the range of ±150 mV, where the asymmetry of the rates
with respect to bias polarity is clearly present already, such effects can explain why the
reaction yield is strongly influenced by whether the electron was injected to the molecule
or extracted from it.

A scenario with the opposite role of the electronic density of states is thinkable. The
electronic density of states of molecular levels that are hybridized with the Fermi level
might provide a tunneling path for the electrons with shorter interaction time of the
electrons with the molecule and therefore a smaller interaction cross section for vibrational
excitations. Such an electronic density of states might be the one visible in the dI/dV
above 200mV in Figure 4.3 d) in the high conducting state. The scenario would explain
the present reduction of the switching rate from the high into the low state.

Another prominent feature visible in the increase of switching rates in Figure 4.6 d) is
the increase around the energy of the 4 C≡N stretching modes (275mV-283mV) of the
TCNE molecule. While the increase is very prominent for the up direction and even
visible to the naked eye in b), it is much less pronounced for the switching into the low
state. Whether this is due to the overall lower rates at positive bias voltages or a result
of the asymmetry of the reaction barrier cannot be deduced without comparable data at
negative voltages.

In order to estimate the dimensions of the reaction barrier within the truncated barrier
approximation, the need for two ladder excitations at 110mV and for one excitation
at 230mV point at a threshold value of about 200mV, that has to be overcome. This
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barrier height is three orders of magnitude higher than the thermal energy at 5K, the
temperature at which the states are stable, but it is also still two orders of magnitude
higher than the thermal energy at 50K, when all molecules are in the low state, as we
will see in section 4.6

4.4 Saturation effects of current driven excitation in the
checkerboard phase

In contrast to the up direction the down switching does not follow the ladder climbing
model. Although that holds in both the checkerboard and the row phases, we will turn
to the checkerboard phase, in which the size of the effect is larger.

Power law fit of rate UP: A • (I/nA)N
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4.4 Saturation effects of current driven excitation in the checkerboard phase

As can be seen in Figure 4.7 a) the rates of switching into the high state lie on straight
lines in the log-log plot and fit power laws with powers of about N = 2. Therefore the
switching process into the high state in the checkerboard phase is governed by the same
need for two electrons as the same direction at similar voltages in the row phase. Since
for one voltage the data has been acquired on the same molecule but not all voltages
were measured on the same molecule the absolute values of the rates can vary, while the
power law behavior is the same.

The switching into the low state on the other hand behaves completely differently. In
Figure 4.7 b) it can be seen that the rate for the down switching, at least in this range,
does not depend on the current. For positive as well as negative values of bias voltage the
rates are similar or at least of the same order of magnitude across one order of magnitude
of tunneling current. While the exact threshold is not detectable with the setup, some
tunneling current is needed to induce the switching. This is confirmed by retracting the
tip by 10Å (outside of the tunneling regime) above the measured molecule for a certain
time with sufficient voltage applied and checking the STM images for changes in state.
Since some tunneling current is needed to increase the rate from the baseline of some
µHz, but above a certain value of current the rate stagnates, the underlying switching
mechanism can be considered saturated.

What mechanism in addition to the current causes the switching into the low state in the
saturated regime, is however, not obvious. Since the switching rate does not show a power
law dependence on the tunneling current, the switching cannot be induced by electron
excitations alone. Alternative stimuli that can induce conformational changes are the
temperature and the electric field that can change the reaction landscape and assist a
conformational change [95] or even induce it entirely [96]. The electric field component
in the z-direction can be ruled out as the only driving force since the rates are similar at
both polarities. Furthermore the size of the tunneling current at a given bias depends on
the tip height above the sample which in turn determines the size of electric field. The
rate being independent of the current also means that it does not depend on the electric
field strength. At least in the voltage range of ±{120...150}mV the electric field either
does not play a role or its effect saturates similarly to that of the tunneling current.

A similar behavior of the switching down is found in the row phase as can be seen in the
power law fit of the rates in Figure 4.5. The clearly sublinear dependence of the switching
down rate on the current can be seen as the onset of saturation.
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Figure 4.8: a) box-like potential - increasing energy spacing; b) TCNE in box-like potential
created by steric interaction with TTF; c) shallow dissociation potential - decreasing energy
spacing; d) attractive interaction due to hybridization of d-orbital of Au and the TCNE-
LUMO dominate.

The saturation effect can be explained by considering that the switching in both directions
probably requires the tunneling current, but also contains an additional step that is not
influenced by the parameters of the junction and is significantly slower than the current
induced step and therefore dominates the speed of the switching. After the system is
excited in the first step to a certain intermediate level, the second step proceeds thermally
induced or by tunneling [90]. A saturation would then occur and the rate of the second
step would be indeed independent of the current if no further excitations by the current
are possible from the intermediate level. The population of the intermediate level would
reach an equilibrium between excitation, relaxation and deexcitation for some value of
the electric current and the overall speed of reaction would stagnate for higher currents.

This scenario is difficult to imagine in the case of vibrational ladder climbing as the first
step excitation, since higher lying vibrational levels are always available for excitation
in a harmonic potential. Whether the second step is thermally induced or proceeds by
tunneling, the barrier that has to be overcome is thinner from an energetically higher
lying intermediate level and hence the rate of the second step process would be higher
for a higher electrical current. This implies either a strong deviation from the harmonic
shape of the reaction potential or a non-vibrational intermediate state.

A possible non-vibrational intermediate state might be the excitation of an electron into
the singly occupied LUMO of the TCNE molecule that lies energetically close to the
Fermi level and spatially convenient for an occupation by a tunneling current electron.
However the excitation of the LUMO as the intermediate state in question would not
explain the rather sharp onset of switching at ±90mV. The apparent symmetry around
the Fermi energy rather implies an inelastic excitation.
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4.4 Saturation effects of current driven excitation in the checkerboard phase

A gap in the vibrational spectrum can be explained by an anharmonicity in the vibrational
potential along the reaction path of a suitable shape as illustrated in Figure 4.8 a). While
the energy levels in a harmonic potential are equidistant, a more box-like potential can
lead to level spacings that strongly increase with increasing level number. In this case
the electron energy that is sufficient to excite the first level could be insufficient for the
excitation of higher levels, leading to saturation of the excited level population and the
saturation of the switching rate that depends on it. Interestingly, the overall switching
rate would then be of the order of magnitude of the rate of the second step. As illustrated
in Figure 4.8 b), it is the steric repulsive interaction with the neighboring molecules that
facilitates the box-like potential.

In a typical adsorption potential that is illustrated in Figure 4.8 c) the anharmonicity is
shallower than a harmonic potential, leading to a decreasing level spacing. This potential
behaves like the truncated harmonic oscillator described in 4.2. In the low state the
attractive interaction between TCNE and the surface switching up direction, on the other
hand, is dominated by the attractive interaction of the TCNE molecule with the surface
which is most likely caused by a hybridization of d-like states of the metal surface and
the TCNE-LUMO.

In more general terms, the energetic potential of the reaction path is composed of a
part that can be expressed as some combination of vibrational modes and the reaction
barrier. If the reaction barrier is hindering the respective vibrations it induces a steep
anharmonicity. In such an anharmonic potential, models that base on the truncated
harmonic oscillator picture can fail in describing the dependence of the rate on the
current.

Similar to the row phase the up switching rate increases considerably with increased
bias voltage as can be seen in Figure 4.9 a). Given that vibrational modes are available
for excitations in the shown energy range up to 270mV the increase in rate is expected.
The switching rate into the low state on the other hand is not dependent on the bias
voltage as can be seen in Figure 4.9 b) at least for positive voltages. This suggests that
possibly only few vibrational modes around 100mV couple to the reaction path and only
the excitation of these few modes causes switching. Alternatively, the same mechanism
that reduces the increase in rate of switching into the low state at positive biases in the
row phase can also be responsible here.
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4 Switching of Tetracyanoethylene in TCNE/TTF on Au(111)

Contrary to the behavior at positive bias the down rate increases when increasing the
electron energy at negative bias as shown in Figure 4.10. Although the absolute values
are lower, the increase is similar to that of the direction into the high conducting state,
suggesting a similar increase in the excited vibrational modes upon increase of electron
energy. In particular around -270mV an upward trend is visible by the naked eye for
both switching directions.

Since the difference to the case of positive bias voltages, where the down switching rate
stagnates, is the presence of molecular density of states at positive bias, the different
behavior can be rationalized in terms of different tunneling pathways. At positive
bias voltages the elastic tunneling through the molecular density of states dominates
the tunneling process reducing the effective cross section of inelastic tunneling thereby
reducing the switching rate that depends on inelastic excitations. This interpretation
suggests that at positive, as well as negative, voltages that correspond to the energetically
highest vibrational modes of TCNE the switching rates for both directions would show a
power law dependence on the current, the data, however, is not available.
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Figure 4.9: a)/b)Rates into high/low state of two molecules in the checkerboard phase shown
as up/down pointing triangles at positive bias voltages. Color codes indicate current through
molecule in original state.
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Figure 4.10: Rates into high/low state of two molecules in the checkerboard phase shown as
up/down pointing triangles at negative bias voltages. Color codes indicate current through
molecule in original state.

4.5 Effects of environment on switching

It is necessary to mention that not all current time traces recorded on the checkerboard
phase show the clear characteristic of one single switching rate given for a specific
current-voltage set point. Some traces are segmented into periods with rates that differ
by orders of magnitude, which is even visible by eye in the raw data without the help
of statistical evaluation. The segmentation is considerably rarer in the row phase. The
definite explanation is unknown, however it could be attributed to structural changes in
the island e.g. changes of TTF tilt that change the steric environment for the TCNE
molecules and thus the energy landscape of the switching. While there are differences of
switching behavior and TTF tilt in the checkerboard phase in different unit cells, all unit
cells of the row phase are identical with respect to switching behavior and TTF tilt.

During statistical evaluation dwell time histograms of the current traces were fitted with
two exponentials instead of one. The rate obtained from that with longer time integral
is considered as the one mainly measured during the trace. Nevertheless outliers are
still present in the shown data in particular in the row phase as shown in Figure 4.4,
indicating a second stable configuration of the island with different switching landscapes
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4 Switching of Tetracyanoethylene in TCNE/TTF on Au(111)

of the individual molecules. In the case of the row phase however the majority of the rate
vs. current data points lies on the power law fit curve allowing to neglect the outliers
for the fit. In the case of the checkerboard phase the data sets that were excluded from
this work consist mostly of rate vs. current data points that could be fitted with the
same functional dependences as that included, but have too many outliers to produce
reasonable numerical fits.

4.6 Stability of conformational states and rates at higher
temperature.

The previous discussion of the conformational change is easily visualized as the motion
along a reaction coordinate in a double well potential. It was shown above that at least
one of the wells has a depth of a certain order of magnitude (≈ 200-300 mV). More
information on the parameters of the potential e.g. if one of the conformational states
is energetically lower than the other, would require the variation of more experimental
parameters. As the equilibrium population density of the vibrational states changes with
temperature [97] imaging the switching molecules at higher temperatures and comparing
the stability regimes to lower temperatures can provide further insights.

In the previous discussion higher vibrational levels were assumed to be populated by the
tunneling current. Since the lowest lying vibrational modes (≈ 10 mV) are energetically
well above kBT at T = 4 K (≈ 0.4 mV) the system lies in the vibrational ground state.
The situation is different at T = 50 K (≈ 4 mV) when the thermal energy is in the same
order of magnitude as some vibrational modes. The population density of an excitation
is the sizable Boltzmann factor e−

E1
kBT ≈ 1

10 , where E1 is the 1st excitation energy of the
energetically lowest lying mode.

STM images at different bias voltages were recorded at T = 50 K as seen in Figure 4.11
and show different stability behavior of TCNE molecules at different voltages. Let us
compare this stability behavior with the one at T = 4 K that was discussed previously.

The fairly simple bistability behavior of the low temperature regime is contrasted by
the higher diversity at the higher temperature. In Figure 4.11 constant-current STM
images of a TCNE-TTF island taken at 50 K at different bias voltages 400 mV, 700 mV,
90 mV, -300 mV are presented. Similar to the low temperature case, rows with similar
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Figure 4.11: Constant-current STM images at 30 pA of a TCNE-TTF island at different bias
voltages: 400 mV, 700 mV, 90 mV, -300 mV a)-d) respectively. Several TCNE molecules
marked with numbers of red(blue) color if they appear rather high(low) in the respective
image. Several molecules appear flickering throughout the series.

stability within them alternate in the island. Rows of always stably high appearing
TCNE molecules are present. The most striking difference is the presence of molecules
that appear in the low state independently of the bias, whereas in the low temperature
case all TCNE molecules appear high at positive voltages above ≈200 mV. The second
difference is the presence of flickering molecules below 100 mV and above ≈200 mV. A
minor difference are TCNE molecules that flicker and appear rather high or low depending
on the voltage.

Molecules that appear in only one state (here high) regardless of temperature and
electronic stimuli are clearly predominantly in their thermodynamically stable state.
The energy well of the low state is for these molecules either too shallow or absent.
Analogously the low only molecules are in their thermodynamically stable state while for
the flickering molecules both states have the same energy. From this follows that the
relative energetic position of the two conformations changes along the molecular island.
The energy well of the high state however is available for every TCNE molecule.

Not only vibrational modes of the free molecule are populated by temperature but also
center of mass motions of the molecules in the steric potential created by their neighbors.
At this elevated temperature the molecules see an effectively denser island around them
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4 Switching of Tetracyanoethylene in TCNE/TTF on Au(111)

and all steric effects are amplified. This can contribute to the pronounced stability of the
low state. It is however unlikely to change the trend in stability e.g. make a less stable
state to the more stable one.

It is worth to mention that the vibrational modes populated by the temperature need
not be the same as the modes populated by the electric current. The tunneling electrons
deposit energy in the particular mode through inelastic excitations only if the cross-
section of the respective excitation is non-zero. On the other hand, all modes can be
considered equally well populated thermally because the molecule is well coupled to the
substrate that acts as thermal bath.

4.7 Controlled switching
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Figure 4.12: a) Three images of the same six molecules. Manipulations marked by green stars.
b) Rates of switching up (red) and down (green) vs. tunneling current. c) bias voltage is
ramped to the instable regime and back with selected switching preference.

As we have seen in section 4.4 the two switching directions behave very differently under
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4.8 Summary

the variation of the electric circuit parameters bias and voltage. This opens the possibility
for the application as memory device for which the control procedure will be described
in the following.

As is illustrated in Figure 4.12 a) a set of six molecules that can be viewed as a molecular
digital memory array of six bits. Here it is set into the example configurations all six
molecules in the high state, three molecules in the down state and three in the up state, all
states reversed to the previous configuration corresponding "111111", "000111","111000"
respectively. The system shows no fatigue after millions of single switching events,
meaning that the switching can be performed an unlimited number of times. The
principle that is exploited to increase the probability of the desired outcome of the
random switching event is shown in Figure 4.12 b). A current can be chosen by setting
the height of the STM tip above the surface such that the rate of switching into the high
state or the rate into down state is dramatically higher than that of the reverse process.
The bias voltage is then ramped out of the stable regime into the regime of random
switching and back into the stable regime as can be seen in Figure 4.12 c). With the tip
height set for the desired high or low state, the molecule is likely but not guaranteed to
end in this state at the end of the ramp. If the molecule does not switch into the desired
state the procedure can be repeated.

4.8 Summary

The TTF/TCNE on Au(111) charge transfer complex adsorbs in at least two ordered
phases with similar electronic and conformational structure of the TCNE molecules.
While the atomic configuration of the phase discussed in chapter 3 is known very well,
the second phase offers higher stability at elevated voltages, which allows more thorough
investigation of the switching rates. For the discussion of the switching phenomena in
the charge transfer complex the results of the two phases can be combined.

Utilizing the ladder climbing model, the number of inelastic excitations via tunneling
electrons needed to facilitate the switching from the bent conformational state into the
flat state is determined. Comparing different numbers of electrons at different bias
voltages, the reaction barrier height can be estimated. From the fact that one excitation
suffices to switch the TCNE at electron energies around 230mV, but two are needed at
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4 Switching of Tetracyanoethylene in TCNE/TTF on Au(111)

energies between 110mV 150 mV that excite C-C stretch vibrations, an effective barrier
height in the order of magnitude of 200 mV is estimated.

While this barrier height seems to be higher than the thermal energy at room temperature,
already at a moderately elevated temperature of 50 K only the bent state can be
observed. This implies an asymmetric energy landscape with the bent state as the
thermodynamically stable state.

The switching from the flat state is suppressed at positive bias voltages. This is possibly
due to a reduction of the cross section of vibrational excitations by an alternative elastic
tunneling path through an elevated density of electronic states in the flat conformation
at positive bias voltages.

The route to controlled switching into the desired state is opened up by the qualitatively
different behavior of the switching rates. Possibly due to a gap in the vibrational
excitation spectrum facilitated by repulsive interaction with neighboring molecules the
switching rate shows a less than linear dependence on the tunneling current. This speaks
for a two-step process with a current independent, likely thermally induced second step.
The asymmetry of the switching behavior can be exploited to find parameters of voltage
and current which favor the switching rate into one state or the other, allowing controlled
probabilistic switching.

92



5 Magnetic anisotropy in a single-ion lanthanide
complex on the surface

The magnetic moment is well established as a degree of freedom in computing and
memory storage [98, 99]. As single magnets that represent one bit of information
approach the molecular scale, not only does the amount of potentially stored information
increase, but also new methods of quantum computation become available [100, 98].
Among other practical concerns the magnetic moment needs to be stabilized [101]. In
magnets composed of hundreds of atoms and even in single-molecule magnets (SMM)
with several metal ions, this stabilization is mainly facilitated by exchange coupling
[102, 103, 104, 105, 106, 107]. The even more important factor in the definition of
the magnetic moment as memory unit is the magnetic anisotropy, preferably along the
direction of a single axis. This is true for all sizes of magnets but is especially important
for single-ion complexes [108, 109, 110, 111]. Here, the anisotropy is also responsible for
the stabilization of the moment, since exchange coupling is not necessarily available.

The transition between states of different magnetic moment is facilitated by thermal
excitations. By increasing the energy barrier between the two ground states with opposite
magnetic moment and the excited states and by reducing the admixing between the
relevant states, the so-called anisotropy barrier is formed. Avoiding the admixing of states
with opposite magnetic moment is important in order to reduce the effect of tunneling
of magnetization. As explained in section 2.4.2, the magnetic anisotropy of the 4f rare
earth ions is the result of the interaction between the ligand- or crystal-field and the
orbital angular momentum of the ion. Due to the strong spin-orbit coupling, at least
in the Hund’s rules ground state, the spin of the 4f-shell is strictly parallel or strictly
anti-parallel (depending on the number of electrons) to the orbital angular momentum
for all realistic magnetic fields. The resulting large total angular momentum and hence,
a large magnetic moment in the second half of the lanthanide row, makes elements like
terbium, dysprosium or holmium interesting for magnetic applications.
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

In some SMMs a big anisotropy barrier is achieved in an environment of pronounced
symmetry, as for example in terbium and dysprosium double-decker molecules TbPc2

and DyPc2 [112]. There, the metal ion is embedded in an four-fold cylindrical symmetry
between two phthalocyanine molecules. The configuration then strongly favors ground
states with oblate shaped density distribution of the 4f-orbital, which are also the states
with the highest magnetic moment. Another approach involves dysprosium and ligand
fields with a low symmetry [57]. The low symmetry also favors the oblate shaped density
distribution and thereby induces a uniaxial anisotropy with a high anisotropy barrier
and a high magnetic moment.

In addition to a stable magnetic moment an electric readout mechanism would be
convenient. Such a readout mechanism was accomplished for the above mentioned
terbium double-decker SMM [113]. When placed between the two leads of a gated electric
transport device, the magnetic state of the 4f-shell and even the nuclear spin state could
be detected.

Within this work a combination of the two approaches is investigated. When an organic
molecule with a dysprosium (Dy) center is adsorbed on a metal surface, its symmetry is
lowered. As a consequence a pronounced uniaxial anisotropy arises. At the same time,
the molecule is contacted by an electric lead which could potentially serve as an electric
readout. Although an electric readout has not been realized for the molecular complex
studied in this work, the presented approach is advantageous because of its simplicity and
universality. It promises a high potential for various chemical agents that can perform as
hosts for the information carrying magnetic moment.

In the following, the results of a combined STM and XA spectroscopy study of the
complex dysprosium-tris(1,1,1-trifluoro-4-(2-thienyl)-2,4-butanedionate) (Dy(tta)3) are
presented. The complex was synthesized by Prof. Dr. Constantin Czekelius. The X-ray
absorption (XA) measurements were performed by Dr. Matthias Bernien in the research
group of Prof. Dr. Wolfgang Kuch.

In order to get insights in the effect of adsorption of the complex on the 4f-shell of the
central metal ion, XA spectroscopy has been performed at the high-field diffractometer
of the beamline UE46-PGM1 at BESSY II, using p- or circularly polarized X-rays. The
absorption of linearly polarized light is sensitive to the orientation and filling of the
4f-shell while circularly polarized X-rays are sensitive to the orientation and size of
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magnetic moment that originates from it. The XA spectra are simulated using multiplet
theory implemented in the code of Cowan [63]. The exact anisotropy of Dy(tta)3 on
Au(111) is deduced from the dependence of the magnetization on the magnetic field
strength and orientation. To obtain the magnetization the X-ray Magnetic Circular
Dichroism (XMCD) signal is recorded. This signal is proportional to the magnetization
up to the magnetic dipole term Tz that is included in the multiplet simulation of the XA
spectra.

From the angle and field-dependent magnetization data, the size of the anisotropy
barrier can be approximated. Since the data is taken at one temperature only, the lower
energy level differences are known quite well, while the higher are unknown. Dynamic
measurements would be able to determine the total barrier, but are, as of now, not
available for sub-monolayers.

The following chapter follows closely the paper of Bernien and Stoll [114]. All STM
experiments and interpretation thereof has been done in the AG Franke by Paul Stoll.
All XAS experiments and simulations of the spectra as well as the interpretation thereof
has been done by Dr. Matthias Bernien in the AG Kuch. The determination of the
anisotropy parameters from the magnetization curves has been redone for the purpose of
consistent figure style and is in agreement with the values presented in the paper [114].
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

5.1 Experimental details
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Figure 5.1: Left: Structure of Dy(tta)3 [114]. Right: tta ligand (top), 6-31+g* [115, 116, 117,
118] calculated LUMO sideview (center), LUMO top view (bottom).

The Dy(tta)3(H2O)2 complex with the structure shown in Figure 5.1 was prepared in the
group of Prof. Dr. Czekelius as the dihydrate Dy(tta)3(H2O)2 according to well known
synthesis methods [119, 120]. The evaporation of the dihydrate was studied by mass
spectrometry in the group of Prof. Dr. Czekelius to establish that the water ligands are
cleaved off well below the evaporation temperature of 463K [114]. Also, no fragments of
hydrolysis are detected. These studies show that Dy(tta)3 can be evaporated without
decomposition.

These molecules were evaporated from a Knudsen cell at 470K onto an atomically clean
Au(111) surface held at room temperature in ultrahigh vacuum. The sample was then
annealed to 385K to allow for self-assembly on the surface.

The prepared sample was cooled down and transferred under ultrahigh vacuum conditions
into a custom-made scanning tunneling microscope (STM) with a working temperature of
4.8K. All STM images were recorded in constant-current mode with a Au-coated tungsten
tip. Differential conductance spectra were acquired with fixed tip-sample distance or
activated feedback loop as indicated in the respective figure captions, using a lock-in
amplifier.

X-ray absorption (XA) spectra were measured at the highfield diffractometer of the
beamline UE46-PGM1 at BESSY II, using p-polarized or circularly polarized X-rays. No
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5.2 Molecular configuration on the Au(111) surface

spectral changes at the O-K, Dy-M4,5 edges have been observed on the time scale of the
experiment. Furthermore, no changes of the magnetic response were observed. Thus,
X-ray-induced degradation (beam damage) of the molecules can be excluded. The XA
signal was recorded in total electron yield mode measuring the drain current of the sample
as a function of photon energy. For the X-ray magnetic circular dichroism (XMCD)
measurements, an external magnetic field was applied parallel to the photon propagation
direction. All X-ray natural linear dichroism (XNLD) spectra were measured in a small
magnetic field of 20mT applied parallel to the k vector of the X-rays, to ensure efficient
extraction of the secondary electrons at a temperature of 4.5K. All XA measurements
were performed at the same surface coverage of 0.2ML.

5.2 Molecular configuration on the Au(111) surface
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Figure 5.2: (a) STM image of the Dy(tta)3 complex on Au(111). The islands of densely packed
Dy(tta)3 complexes align along the herringbone reconstruction (V = 0.5V, I = 75pA).
Inset: Chemical structure ofDy(tta)3. (b) Close-up STM image of the molecular islands. A
regular zigzag alignment of the molecules within these islands can be observed. A smaller
and larger lobe separated by a nodal plane can be identified (V = 0.3V, I = 50pA).

The structure of Dy(tta)3 as shown in the left part of Figure 5.1 promises a strong
adsorption onto the gold surface due to the thienyl terminations at the three organic
ligands of the complex. Due to the three-dimensional geometry, however, only two of the
three ligands should be able to adsorb onto the surface. Along with this ideal scenario,
decomposition of the complex is also thinkable. When studying magnetic properties with
XAS, a result that is averaged over a macroscopic number of molecules is obtained. It
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

can be verified by STM that the adsorption configuration is identical for all molecules on
the surface.

Upon deposition the Dy(tta)3 molecules accumulate along the herringbone reconstruction
of the Au(111) surface as can be seen in Figure 5.2. At surface coverages close to a full
monolayer the restricted area for adsorption forces densely packed molecular arrangements,
which align along the herringbone reconstruction. A closeup view of the STM images
reveals features of uniform appearance. Figure 5.2 b) shows that each unit consists of two
bright oval-shaped protrusions with slightly different apparent height and background
protrusions, which are less well defined. The size of these units matches well with the
molecular size and their uniformity reveals that the molecules are intact on the surface.
Comparison of the LUMO shape of the singly charged tta ligand (superimposed on the
STM image) with the oval protrusions suggests that one tta moiety is standing upright
with respect to the surface. The other two ligands are seen as the lower protrusions in
the STM images, partially located underneath the upper ligand as sketched in the inset
of Figure 5.3.
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Figure 5.3: a) X-ray absorption spectra of the O K edge of 0.2ML Dy(tta)3 on Au(111),
recorded with angles of 25◦, 55◦, and 90◦ between the polarization vector of the linearly
polarized X-rays and the surface normal. b) Sketch of the adsorption geometry with direction
of X-ray beam and E-field vector.

This adsorption scenario leads to the assumption that the complex changes coordination
geometry upon binding to the surface. A more reliable determination of the orientation
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5.2 Molecular configuration on the Au(111) surface

of the ligands on the surface can be obtained by near-edge X-ray absorption fine structure
(NEXAFS) that has been discussed in detail in chapter 2.5. Figure 5.3 a) shows angle-
dependent spectra taken at the oxygen K edge, which represent transitions from the
O 1s core levels to unoccupied molecular states. All spectra exhibit a pronounced
π∗ resonance at 531.2 eV photon energy with its intensity being highest when the
incidence angle of the X-rays is strongly grazing. This situation corresponds to the
polarization vector of the exciting X-rays being closest to the surface normal demonstrated
in Figure 5.3 b). Therefore, the π electronic systems around the oxygen atoms, and thus
the C–O bonds, must on average exhibit an orientation more parallel to the surface.
Assuming random azimuthal orientations of the molecules as also seen in STM images,
the NEXAFS spectra are quantitatively evaluated as described in detail in section 2.5.1.
The measured angle dependence matches a scenario in which two of the ligands are fully
parallel to the surface, while the third one is standing upright with its plane parallel to
the surface normal, consistent with the STM results.
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Figure 5.4: Differential conductance spectra recorded in constant-current mode at different
sites of the Dy(tta)3 molecules as color-coded onto the STM image (Vmod = 5mV, I = 100 pA
for A, C; Vmod = 15mV, I = 59pA for B). The spectrum recorded on the lower ligand (A,
red) shows a broad resonance at 1860meV, the one at the edge of the upper ligand (C, blue)
shows a sharper resonance shifted to higher energy (2460meV). The spectrum at the center
(B, green) of the molecule shows a double-peak structure due to both contributions. Red
and blue arrows indicate the full width at half maximum (FWHM) of the fitted Gaussian
lineshapes (dashed lines). The reference spectrum on Au (yellow) is flat.

The geometry of the adsorbed molecules is also reflected in the electronic structure of
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

the organic ligands as measured by scanning tunneling spectroscopy. In Figure 5.4 the
differential conductance spectra (dI/dV) with submolecular resolution are presented.
Spectra taken on the upper ligands (location C) exhibit a resonance at 2460meV with a
full width at half maximum (FWHM) of 350meV. Spectra on the lower ligand (location
A) show a peak that is energetically down-shifted by about 500meV and significantly
broader (FWHM = 580meV). This behavior evidences a stronger hybridization with the
substrate, leading to energy-level broadening and downshifting of the resonance due to
stronger screening of the tunneling electrons [37]. When tunneling through both types of
ligands, i.e., through the center of the molecule (location B), both peaks can be detected
simultaneously. Hence, the spatially resolved spectra corroborate the picture of one
upright-oriented ligand, which is hardly affected by the underlying substrate, and two
ligands, which are almost flat on the gold surface.

5.3 Magnetic anisotropy of Dy(tta)3

The flat adsorption geometry of the two negatively charged β-diketone groups implies a
coordination towards the central ion from opposite directions. The predominant ligand
field distorts the 4f-shell charge cloud from spherical symmetry. This on the one hand,
lifts the degeneracy of the projection Jz of the total orbital angular momentum ~J , the
M -quantum number, resulting in an anisotropy of the magnetization. On the other hand,
the XA spectroscopy will differ for different angles between the polarization vector ~E of
the X-rays and the quantization axis of the ion as well as for different polarization of the
X-rays.

5.3.1 Orientation of Dy(tta)3 4f orbitals

To determine the preferred direction of the magnetization, XA measurements with linearly
polarized X-rays have been carried out and compared to simulated spectra. Figure 5.5
shows XA spectra recorded at different X-ray incident angles. The peaks correspond
to transitions from the filled 3d shell to the open 4f shell with the lower energy part
deriving from the 3d5/2 and the higher energy transitions deriving from the 3d3/2 states,
respectively. The characteristic triplet structure at the M5 edge stems from transitions
with J = 0,±1 as has been described in detail in section 2.5.2. It is known from the
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5.3 Magnetic anisotropy of Dy(tta)3

Figure 5.5: XA spectra
(black lines) of 0.2ML
Dy(tta)3 on Au(111),
recorded at the Dy-
M4,5 edges with angles
of 25◦, 55◦, and 90◦
between the E vector
of the X-rays and the
surface normal at a
temperature of 4.5K.
Green lines are simu-
lated spectra obtained
from multiplet calcula-
tions. The spectra are
offset for clarity.

work of Goedkoop and Thole [61] that for linearly polarized light the intensity of the
J = 0 peak increases with the square of the magnetization, while the intensities of the
J = ±1 peaks decrease. Hence, the low intensity of the middle peak of the M5 edge
for 25◦ between the E vector and the surface normal compared to a high intensity of
the peak for the E being parallel to the surface evidences a predominant magnetization
direction in the surface plane.

The line shape for the magic angle of 55◦ agrees with that of a calculation of a 3+
oxidation state [61], as expected for the molecule with three monovalent tta-ligands. In
addition, the agreement of the measured line shape with a calculated line shape of a free
ion evidences an unperturbed character of the measured 4f-shell of the Dy atoms.

Not only the preferred orientation of magnetization in absence of a magnetic field can be
inferred from XA spectroscopy, but also the magnetization in a magnetic field, which
is important for deducing the size and the orientation of the magnetic anisotropy. As
explained in 2.5.3, XMCD signals are the difference between two spectra recorded with
opposite helicities of circularly polarized X-rays and are proportional to the magnetization
projected onto the k-vector of the X-rays [61, 121]. In Figure 5.6 Dy M4,5 XA spectra
for circularly polarized X-rays and the corresponding XMCD difference curves taken in
a magnetic field of 6T and a temperature of 4.5K are presented. The XMCD signal
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

Figure 5.6: a) Dy-M4,5
XA spectra (black lines)
recorded under 90◦ and
25◦ incidence angles in an
applied magnetic field of
6T parallel to the k vector
of the circularly polarized
X-rays at a temperature of
4.5K; the spectra are offset
for clarity; b) the XMCD
signal reflects a sizable
magnetic moment of the
Dy core for 25◦ incidence;
green lines are simulated
spectra obtained from
multiplet calculations.

at 25◦ grazing incidence is 8.7 times higher compared to the one in the perpendicular
direction. The strong angle dependence of the XMCD signal further hints at a large
magnetic anisotropy due to the distinct ligand field.

To quantify this magnetic anisotropy we recorded the XMCD signal as a function of the
magnitude and the direction of the external magnetic field. The integrated Dy-M5-XMCD
signal at 35◦ and 90◦ incidence angles is shown in Figure 5.7 a). The magnetization curve
at 35◦ shows a steep increase and seems to saturate already at about 2T. The XMCD
signal in the vertical direction is very small and does not reach saturation up to 6T.
The integrated Dy-M5-XMCD as a function of angle between the magnetic field and the
surface is shown in Figure 5.7 b) for B = 6T and T = 4.5K. The XMCD is maximum
at grazing directions and minimum when the magnetic field is applied normal to the
surface.

The magnetization can be modeled as the magnetization of the 4f-shell in the applied
magnetic field. Unlike in lanthanide bis(phthalocyaninato) complexes, where an unpaired
electron is delocalized on the phthalocyanine ligands [122], each of the three tta ligands
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5.3 Magnetic anisotropy of Dy(tta)3
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Figure 5.7: a) Magnetic field dependence of the integrated Dy-M5 XMCD signal at 35◦ and
90◦ incidence angles; fit for D < 0 depicted by solid lines, for D > 0 by dashed lines; the
XMCD signal is normalized to its saturated value on the left vertical axis for D < 0 and on
the right axis for D > 0; b) angle dependence of the integrated Dy-M5 XMCD in an applied
magnetic field of 6T. All measurements were carried out at a temperature of 4.5K with
magnetic field and X-ray beam along the indicated angles.

in the free Dy(tta)3 complex is singly negatively charged but has an even number of
electrons. Since the Dy ion and the ligands are in their stable oxidation states a scenario
in which additional unpaired spins on the ligands are created upon adsorption onto
Au(111) is highly unlikely. Due to the shielded nature of the 4f electrons, the angular
momentum L is not expected to be quenched by the ligand field. Due to its large size the
spin-orbit coupling is easily treated in the Russel-Saunders (LS) scheme with the lowest
multiplet given by Hund’s rules as J = 15/2 for the nine 4f electrons of a Dy3+ ion [123].

A simple model Hamiltonian with a Zeeman term and a zero-field splitting parameter D
acting on the spin-orbit coupled states |JM〉 can be used to describe the magnetization
curves:

H = µBgJ ~B · ~J +DJ2
z , (5.1)

with µB being the Bohr magneton and gJ = 4/3 the Landé g factor. Although the
direction of the z-axis in the Hamiltonian is not known a priori, the strong preference
of the magnetization to point parallel to the surface plane hints at two options. Either,

103



5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

the z-axis lies in the surface plane and the zero field splitting parameter D is negative,
favoring high M values. Since the molecules are randomly oriented along the azimuth,
the observed magnetization is an average of a random distribution of this easy axis of
anisotropy. Alternatively, the z-axis lies perpendicular to the surface plane and D is
positive, disfavoring a magnetization perpendicular to the surface. The magnetic moment
is then mostly precessing around the hard z-axis.

The fit curves in Figure 5.7 are obtained by diagonalizing 5.1 for each value of ~B and
calculating the Boltzman-weighted average of the expectation value of the magnetization
in the direction of ~B averaged over different azimuthal angles to account for the random
azimuthal orientations of the Dy ions. Since the XMCD gives the magnetization only
up to a proportionality factor, the axes are normalized to the saturation values that are
obtained from the respective fit. While the easy-axis curve (D < 0) clearly matches the
experimental data, the hard-axis curve (D > 0) fails to capture the steep increase of
magnetization at small magnetic fields and saturates to a constant value rather than
to follow the slow increase after 2T. The hard axis fit fails to converge giving a high
positive D value.

Using the information on the ligand field, the XA spectra can be simulated as is visible
by the green lines in the figures 5.5 and 5.6. The spectra have been simulated and fitted
to the experimental data using multiplet theory [61, 63]. The spectra are simulated using
Cowan’s code [63] as implemented in [124]. The details of the calculations are described
in the Appendix of [114]. To calculate the field-dependent integrated XMCD, all allowed
X-ray-induced transitions are summed over the thermally populated eigenstates of the
Hamiltonian. Averaging over different azimuthal incidence directions and orientations of
the magnetic field is carried out to account for the random azimuthal orientations of the
Dy ions.

Combining the simulation of the XA spectra and the insight about the easy axis of
anisotropy, the orientation of this axis can be determined from the linearly polarized XA
data. Figure 5.8 shows the difference spectrum between spectra measured with 25◦ and
90◦ incidence angle already shown in Figure 5.5 and compares it to simulated spectra
for three different orientations of the symmetry axis of the orbitals with respect to the
surface. According to the simulations, the largest difference spectrum is produced by
an orientation of the anisotropy axis of the metal ion in the surface plane. Since the
experimental spectrum is very close to this situation and rather exceeds it, the easy axis
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5.3 Magnetic anisotropy of Dy(tta)3

Figure 5.8: Dy M4,5 XNLD
difference spectrum be-
tween the first (25◦) and
the last (90◦) spectrum
from Figure 5.5. This spec-
trum is compared to sim-
ulated difference spectra
for three tilting angles of
the anisotropy axis with re-
spect to the surface.

of anisotropy lies certainly parallel to the surface.

From the combined fit of the magnetization and all of the simulated XA spectra with D
as the fitting parameter a value of D = −0.68(15)mV is obtained.

5.3.2 The ground state as confirmation of the uniaxial model

Strictly speaking, the Hamiltonian 5.1 of the system might also contain the parameter E
as the energetic difference between the x and y directions of the total orbital angular
momentum as well as some higher order field parameters. Indeed, some small value of
E cannot be excluded and has to be assumed due to the low symmetry of the ligand
field. Its main effect is the mixing of states with different projection of the total angular
momentum onto the z-axis. However, due to the azimuthal averaging of magnetization it
is difficult to determine the size of the parameter or the orientation of the corresponding
x axis. When included in the fit routine, the main effect of a non-zero E on the fit curve
is a better match at higher magnetic fields at the cost of a worse match at very small
fields. The mean squared deviation does not decrease significantly. Hence, it can be
assumed to be small compared to D.

However, small additional ligand field parameters are, non-diagonal contributions to the
Hamiltonian like the E parameter would lead to new eigenstates which are mixtures of
different M states. Determining the degree of mixture would give a further estimate of
the validity of the model 5.1.
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

b)a)

Figure 5.9: a) Calculated Dy M4,5 XA spectra for three initial-state doublets and experimental
spectrum measured with linearly polarized X-rays and the E vector parallel to the surface;
b) calculated Dy-M4,5 XA spectra in the absence of a ligand field for the three dipole-allowed
transitions ∆J = 0,±1.

In order to exactly identify the ground state, the experimental spectra can be compared
to calculated spectra for different M . Already in Figure 5.5 a) the agreement of the
simulated curves assuming an M = 15

2 ground state to the experimental data is clearly
visible. In Figure 5.9 a) calculated spectra for three initial state doublets with maximum
angular momentum projection are compared to an experimental Dy M4,5 XA spectrum.
The XA spectrum was measured with linearly polarized X-rays and the E vector parallel
to the surface and is the one marked 90◦ in a). The simulations have been performed by
first calculating the Dy M4,5 XA spectra of a Dy3+ ion separately for each of the J = 0,±1
dipole transitions that are presented in Figure 5.9 b). The final spectrum is calculated as
the sum of these three contributions using weighting factors that depend on the initial
state, the helicity, and the orientation of the light, as described in the Appendix of [114].
These weighting factors are shown for the individual Kramers doublets and a situation
in which the symmetry axis of the f orbitals is parallel and the incidence of the X-rays is
perpendicular to the surface.

Qualitatively, Figure 5.9 a) shows that initial states with higher M lead to a higher
intensity at the ∆J = 0 peak at the M5 edge with the M = ±15/2 having the highest
intensity. The ∆J = 0 peak in the experimental data has at least of the intensity of the
simulatedM = ±15/2 curve and is distinctively higher than theM = ±13/2 case. Hence,
the initial state in the experiment can be unambiguously identified as the M = ±15/2
state, thereby validating the assumed model.
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5.4 Inelastic tunneling spectra and the first excited state energy

Anisotropy parameters with higher powers of the projection operators of the total orbital
angular momentum play a crucial role in systems with crystallographic point group
symmetry as has been discussed in chapter 2. The symmetry of ligand field created
by three ligands whose coordination is rather determined by the adsorption on the
surface than the coordination chemistry of the central ion does not likely fall into the
crystallographic point group. The higher powers of the angular momentum operators
correspond to higher order terms of a multipole expansion of the electric field of the
ligands. The isolated nature of the 4f-shell provides a distance between the ligand charge
and the 4f shell that makes the effect of higher multipole terms significantly smaller than
that of lower terms. Therefore, higher powers of the angular momentum operator can be
neglected in the Hamiltonian.

5.4 Inelastic tunneling spectra and the first excited state energy

It would be desirable if the magnetic state of an individual molecule could be read out.
With the STM tip one can directly address the spin states of individual atoms or molecules
and detect their magnetic excitations by inelastically tunneling electrons [125, 126, 127].
With the central ion in the Dy(tta)3 lying in a well defined ground state and having a
good estimate of the energy separation between the ground state and the first excited
state, magnetic excitations by tunneling electrons of a particular known energy can be
expected.

With the above derived magnetic ground state of J = 15/2 and M = ±15/2 as well as a
pronounced easy axis of anisotropy, with D = −0.68(15)meV, we expect possible inelastic
transitions from theM = ±15/2 to theM = ±13/2 state with E = D[(15/2)2−(13/2)2] =
−9.5(2.1)meV. The involved levels are visualized as the two lowest levels in the diagram
of the anisotropy barrier in Figure 5.10 a). Differential conductance spectra on single
molecules indeed exhibit symmetric steps at ±7.7(3)meV around the Fermi level with
a change of conductance of 10% as is depicted in Figure 5.10 b). This transition could
therefore correspond to the inelastic excitation from the M = ±15/2 ground state to
the M = ±13/2 first excited state. Although this is in agreement with the XA data,
a different origin, like the excitation of molecular vibrations, must be ruled out. To
account for alternative explanations of the inelastic excitations, the most natural test is
to perform the IETS on isostructural molecules with a Gd3+ center. Gd(tta)3 exhibits the
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Figure 5.10: a) Estimated energy levels according to anisotropy parameters from XMCD;
b) STS spectra show inelastic excitations on Dy(tta)3, black lines are fits using an arctan-
step function to determine the step positions (±7.7(3)mV) and height (10% of the dI/dV
amplitude).

same structural and electronic properties as Dy(tta)3. Gd3+, however, has a half-filled
4f shell. Hence, the total angular momentum is zero and we do not expect a sizable
magnetic anisotropy, due to the absence of spin-orbit coupling in the Hund’s rules ground
state.

5.5 Adsorption structure of Gd(tta)3 on Au(111)

The Gd(tta)3 complexes have been evaporated at 470K and deposited at room tempera-
ture onto the clean Au(111) surface and postannealed to 385K, similar to the preparation
with Dy(tta)3. In both cases, close-packed islands are observed, which align with the
herringbone reconstruction (compare Figures 5.11a), c) and 5.2).

Importantly, the STM images of Gd(tta)3 also reveal a similar appearance of the individual
molecules. They consist of a bright oval shape, which are attributed to an upright standing
tta ligand, and a lower protrusion associated with two almost flat-lying tta ligands. The
comparison of the differential conductance spectra reveals the similarity of the frontier
molecular orbitals of the Gd- and Dy-complex and thus reflect the equivalent orientation
of the molecules on the surface (Figures 5.11b) and 5.4).
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dI
/d

V 
(a

rb
.u

)

2.52.01.5
Bias voltage (V)

 LUMO low

 LUMO high

 LUMO both

 Fit

 Au (111)

3.0nm

10 nm

b)a)

c)

Figure 5.11: a) and c): STM images of Gd(tta)3 on Au(111) (V=0.65V, I= 70 pA). They
reveal the close resemblance to the molecular arrangement and orientation of Dy(tta)3 on
Au(111); b) dI/dV spectra on Gd(tta)3 on Au(111): a peak at 2080mV with FWHM of
549mV is found on the lower protrusion (red) and a peak at 2523mV, FWHM of 389mV is
found on the higher protrusion (blue); both peaks appear simultaneously when tunneling
through both ligand types in the center of the molecule (green). The peak positions vary by
≈ 100mV depending on the arrangement of the neighbouring molecules.

5.5.1 XA spectroscopy on Gd(tta)3 on Au(111)

As in the case of Dy(tta)3, XA spectroscopy is performed on the control molecule Gd(tta)3

to confirm the identical ionization and the expected absence of zero-field splitting.

Angle-dependent Gd M4,5 XA spectra for linear polarization are shown in Figure 5.12 a).
The shape of the spectrum recorded at the magic angle (55◦) is typical for Gd in its 3+
oxidation state [61]. The 4f shell is half-filled with a spin of S = 7/2 and a vanishing
angular momentum. No significant angle-dependent variation of the spectra is observed,
as can be seen from the vanishing XNLD spectrum in the lower part of Figure 5.12 a),
given by the difference between the spectra recorded at 90◦ and 25◦ X-ray incidence.
Gd M4,5 XA and XMCD spectra recorded at B = 6T and T = 4.5K with circular
polarization are shown in the Figure 5.12 b) for 90◦ and 20◦ X-ray incidence. Again, no
significant variation of the spectra with the incidence angle is observed, as is expected in
an atomic shell with vanishing angular momentum. As in the case of the Dy XA spectra
presented above, all spectra shown in Figure 5.12 are fitted simultaneously with spectra
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

a) b)

Figure 5.12: Angle-dependent Gd M4,5 XA a) and XNLD as well as XA and XMCD b) of 0.2
ML Gd(tta)3 on Au(111) recorded at T = 4.5K. The spectra shown in panel a) are measured
in a small magnetic field of 20 mT with angles of 20◦ , 55◦, and 90◦ between the E vector of
the linearly polarized X-rays and the surface normal. The spectra shown in panel b) are
measured in a magnetic field of 6T applied parallel to the k vector of the circularly polarized
X-rays. Simulated spectra fitted to the experimental ones are shown in green.

(green lines) obtained from multiplet calculations as explained in the appendix of [114].

In Figure 5.13, the integrated Gd M5 XMCD signal is plotted as a function of magnetic
field along the k vector of the X-rays for 20◦ and 90◦ incidence angles. The XMCD signal
at 90◦ incidence is only slightly smaller than the one at 20◦, indicating a small magnetic
anisotropy. Due to the vanishing angular momentum, such an anisotropy cannot be
explained by electrons occupying pure 4f states. Presumably, it is a consequence of
a slight hybridization between the 4f and 5d states. This leads to a small magnetic
anisotropy that can be described by Equation 5.1. The difference in magnetization for
20◦ and 90◦ incidence can be matched by many combinations of anisotropy parameters
and orientations of the anisotropy axes.

The theoretical integrated XMCD curves shown in Figure 5.13 are a fit to the experimental
data assuming anisotropy axes parallel to the surface. The best fit is obtained for
D = 0.02meV. In this situation, the first excited state is only 0.3meV higher in energy
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Figure 5.13: Integrated Gd M5
XMCD signals recorded at 20◦
(black symbols) and 90◦ (green
symbols) incidence angles as a
function of external magnetic
field at a temperature of 4.5 K.
Lines are a fit to the experimen-
tal data of the model described
in the main text. The XMCD
signal has been normalized to
its saturated value.

than the ground state.

5.5.2 Non-magnetic origin of inelastic excitations in Gd(tta)3

Inelastic excitations of vibrations in the tunneling spectroscopy of organic molecules are
similarly common as inelastic excitations in magnetic metal centers. Magnetic excitations,
however, require a lifting of degeneracy in a quantum number by either a magnetic field
or, in absence of a magnetic field, a sizable magnetic anisotropy.

Due to the absence of a sizable magnetic anisotropy in the XMCD data, no inelastic
excitations of magnetic origin should occur in the differential conductance spectra recorded
on the Gd complexes. However, inelastic tunneling spectra on the Gd(tta)3 complex
show a very similar inelastic step for the Dy-complex as seen in figure 5.14. Hence,
these excitations can safely be assumed to originate from molecular vibrations. The
prominent exposure and its decoupling from the substrate render the upper ligand very
sensitive to vibrational excitations by the tunneling electrons. The absence of inelastic
spin excitations could be due to several reasons. First, tunneling into particular f states
could be suppressed by symmetry [128]. However, in the present case, the 4f states
remain largely unperturbed and close to spherical symmetry. The tunneling coupling
should therefore not underlie symmetry selection rules due to their shape. Second, the
4f electrons are hardly accessible with the tunneling electrons. The tunneling path is
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5 Magnetic anisotropy in a single-ion lanthanide complex on the surface

probably dominated by the molecular states of the ligand, which are coupled to the 5d
and 6s electrons of the rare-earth ion by coordination bonding. The hybridization of the 4f
electrons with the Fermi level of the electrodes is likely to be small, such that the magnetic
information cannot be accessed directly by electronic transport measurements [129].

Figure 5.14: STS
showing inelastic ex-
citations of Gd(tta)3;
black lines show
arctan-step function
fit to determine
the step position
(±7.2(4)mV) and
height (10% of the
dI/dV amplitude).
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5.6 Summary

In the research of single magnetic centers as computing devices the adsorption of metal
organic complexes on metal surfaces serves two purposes. First, the metal surface itself
is a metallic lead for a possible electronic readout. Second, the adsorption changes the
coordination geometry, thereby affecting the anisotropy barrier in the magnetic center.

Due to their high magnetic moment and anisotropy, Dy(tta)3 molecules are ideal candi-
dates for magnetic data storage when adsorbed on a surface. The adsorption configuration
on Au(111) forces two of the three tta ligands into the surface plane. The ligand field
imposes a distinguished orientation of the symmetry axis of the f orbitals and direction of
magnetization parallel to the surface. Such an easy-axis anisotropy is an ideal situation
for creating large anisotropy barriers. The ground state of the Dy3+ ion has the maximum
projected magnetic moment of M = ±15/2, in contrast to Dy-bis(phthalocyaninato)
complexes, where an M = ±13/2 ground state has been observed [108].

Gd(tta)3 molecules adsorb in exactly the same configuration. However, due to the
half-filled 4f shell, their anisotropy is vanishingly small, as expected. Features seen in
inelastic tunneling spectra appear identically in both systems and are thus attributed to
vibrational excitations. No spin excitations are distinguished in the tunneling spectra,
which is due to the rather shielded nature of the 4f electrons.
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5.6 Summary

To couple the 4f electrons more effectively to the electric leads, the 4f levels have to lie
energetically closer to the frontier orbitals of the ligand and to the Fermi level of the
leads. A different choice of organic ligand such as in a metallocene is known to show a
higher mixing of molecular orbitals and the 4f shell of lanthanides [130].

Changing the ligand certainly also affects the anisotropy barrier of the metal center. Some
dysprosocenes have shown hysteresis at temperatures as high as 60mK [131]. Whether
this properties would be enhanced upon adsorption onto a metal surface or whether
they would vanish cannot be estimated in advance. However, the search for conveniently
readable single atom magnetic memory might reach its goal in single-ion metal organic
complexes adsorbed on metal surfaces.
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6 Summary

In this thesis two molecular systems that show an energy barrier between two distinct
states were investigated by STM at liquid helium temperatures. In both systems the
question of addressing by the electric current was evaluated.

The TCNE in the TTF/TCNE on Au(111) charge transfer complex shows two distinct
conformational states, one significantly bent towards the surface and another that is
rather flat. The bending is likely facilitated by a rehybridization from sp2 towards sp3 at
the two central C atoms that stems from the π-accepting bond with d-orbitals of the
substrate. The bond and the bending affect the energy landscape and the barrier between
the two states. The states differ in conductance, which makes a readout possible.

The presence of the Kondo effect in the flat conformational, high conducting state and
the absence in the bent state hint at different charge states. However, roughly the
same charge of the two conformational states could be established by measurements of
LCPD and comparison to simulated electric potential curves. The assessment of charge
is possible because the state that exhibits the Kondo effect certainly accepts exactly
one electron from the surface into the LUMO. The difference in LCPD between the
Kondo-TCNE and the TTF that donates one electron to the surface, is a gauge for the
charge visible by LCPD.

The absence of the visible Kondo effect in the bent state can be explained by a change in
the Kondo temperature due to different parameters of the Anderson impurity model in
the bent state. The hybridization with the d-states of the substrate rather than with the
conduction band, goes along with a lower hybridization ∆ and a higher distance of the
singly occupied LUMO state from the Fermi-level εS.

The switching dynamics of the TCNE was investigated by measuring switching rates
from the random telegraph noise in two different ordered phases of the TTF/TCNE. By
applying the ladder climbing model the number of inelastic excitations needed to switch
from the thermally stable bent state into the high conducting state can be counted.
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6 Summary

An energy barrier height in the order of magnitude of 200 mV is estimated. From the
evaluation of the switching rates into the thermally stable state it is concluded that an
additional thermal process is involved. This difference in switching dynamics allows a
controlled switching into the desired state. A high current increases the probability that
the random telegraph noise terminates in the high conducting state, while a low current
increases the probability to end in the thermally stable state.

In the case of a magnetic moment of the central ion in the metal-organic complex
Dy(tta)3 the energy barrier between the states of opposite magnetic moment is the
uniaxial magnetic anisotropy. Dysprosium is chosen as metal center for its high magnetic
moment and the potentially large anisotropy barrier that results from the large moment.

The uniaxial magnetic anisotropy is detected by XMCD and XNLD. The estimated size
of the anisotropy barrier between the two wells of about 40 mV exceeds the thermal
energy at room temperature. Although the potential has the right double-well shape, it
is too shallow to result in a magnetic hysteresis. The shape of the potential is induced
by two of the negatively charged tta ligands that coordinate from opposite sides of the
Dy atom. The surface acts as a neutral ligand. The coordination is deduced from STM,
dI/dV as well as from NEXAFS measurements.

The question of addressing by tunneling electrons is more difficult in the case of Dy(tta)3.
Inelastic excitations with the correct energy to be excitations from the M = ±15/2
ground state to the first excited state M = ±13/2 are detected in dI/dV. A test molecule
Gd(tta)3 is investigated and shows as expected no relevant magnetic anisotropy. It shows,
however, the same inelastic excitations. This means that the excitations in Dy(tta)3 are
non-magnetic but likely vibrational.

What is common to both systems, the TTF/TCNE and the Dy(tta)3, is not only that an
energetic barrier is formed. In both cases it is only through the adsorption of the molecule
on the surface that the energetic barrier arises in the observed form. In the TCNE, the
molecule can bond to the surface in two different geometries, creating two potential wells.
In the adsorption of Dy(tta)3, the surface orients the molecule and thereby the orientation
of its magnetic anisotropy as well as acts as a neutral ligand needed for the creation of the
anisotropy. This is in contrast to adsorption of molecules on the surface which already
posses the desired properties in solution or in a crystal such as chemical switches [132]
or organic molecules with a metal center such as the double-decker molecules TbPc2
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or DyPc2 [133]. As the examples in the present thesis demonstrate, not only does the
contact to the metal surface allow to electrically probe the molecules and observe the
phenomena in them, but also creates properties and phenomena that otherwise would
not be present.
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