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abstract

Studying dynamics in molecules occurring on the few-femtosecond to sub-
femtosecond timescale is a formidable challenge, due to the wealth of phenom-
ena exhibited by molecular systems. Complex manifolds of electronic states
featuring electron-nuclear and electron-electron correlations complicate the
interpretation of experimental data. In order to improve the situation, it is
desirable to perform experiments where as much information as possible is
obtained about the processes under scrutiny. When ionization is involved,
this amounts to the detection of the full momentum vectors of all charged
particles created in a single event, i.e. electrons and ions, the latter of which
may dissociate into smaller fragments. This can be accomplished in coincidence
experiments using a reaction-microscope detector. In this thesis, a reaction
microscope is employed with the aim of studying attosecond dynamics taking
place in molecules.

First, the polyatomic molecule 1,3-butadiene is investigated using intense
femtosecond laser pulses. According to the well-known three-step model, an
electron is released from the molecule via strong-field ionization and may
subsequently return to and rescatter from its parent ion, all of which happens
within a single laser cycle. A common phenomenon in the response of molecules
to strong fields is ionization to multiple final electronic states of the cation.
Here, the coincidence capabilities of the reaction microscope are exploited to
demonstrate directly for the first time that the resulting multiple electron
continua display differences in their rescattering behaviour. Using aligned
molecules, it is furthermore shown that the probability for the electron to
return to the core is dependent on the orientation of the molecule with respect
to the laser polarization direction, since the returning electron wave packet
retains structural information on the shape of its initial bound state.

The other goal of the thesis is to take the step from experiments relying on
the sub-cycle dynamics occurring in a femtosecond laser pulse to attosecond
pump-probe coincidence spectroscopy. To this end, a beamline combining
a reaction microscope with a two-colour, attosecond-stable interferometric
setup based on high-harmonic generation is presented. The setup is designed
to operate at a repetition rate of 100 kHz, which is an order of magnitude
larger than other setups currently combining attosecond spectroscopy with
coincidence detection and which affords shorter acquisition times for coincidence
experiments. First test results, in particular the first full characterization of
attosecond pulse trains driven by sub-8 fs pulses at a repetition rate of 100 kHz,
permit an optimistic perspective that, in the near future, the beamline will be
capable of providing attosecond and few-cycle femtosecond pulses for pump-
probe experiments on molecular targets, promising to uncover novel insights
into the complex attosecond dynamics of polyatomic molecules.
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kurzzusammenfassung

Die direkte Beobachtung ultraschneller dynamischer Prozesse in Molekülen,
welche auf einer Zeitskala von weniger als einer Femtosekunde ablaufen können,
stellt aufgrund der großen Komplexität solcher molekularen Systeme eine große
Herausforderung dar. Daher ist es wünschenswert, experimentell möglichst
viele Informationen über die zu untersuchenden Prozesse zugänglich zu machen.
Durch Koinzidenzmessungen mit einem Reaktionsmikroskop ist es möglich,
in Ionisationsexperimenten die vollständigen Impulsvektoren aller geladenen
Teilchen (Elektronen und positiv geladene Ionen), die in einem einzelnen Ioni-
sationsereignis entstehen, zu bestimmen. In der vorliegenden Arbeit wird ein
solches Reaktionsmikroskop mit dem Ziel, Attosekunden-Prozesse in Molekülen
zu untersuchen, eingesetzt.

Zunächst wird der Einfluss intensiver Femtosekunden-Laserpulse auf das
mehratomige Molekül 1,3-Butadien betrachtet. Die Vorgänge, welche in
Atomen und Molekülen im starken elektrischen Feld solcher Pulse ablaufen,
können durch ein gängiges Dreischrittmodell beschrieben werden, wobei die
drei Schritte innerhalb einer einzigen Oszillationsperiode des elektrischen Feldes
stattfinden: Ein Elektron wird durch Starkfeldionisation freigesetzt und dann
kurze Zeit später durch das Laserfeld zu seinem Mutterion zurückbeschleunigt,
an welchem es schließlich rückstreuen kann. Es ist weiterhin bekannt, dass
in Molekülen mehrere elektronische Zustände des Ions durch Starkfeldionisa-
tion besetzt werden können. Mit Hilfe von Koinzidenzmessungen wird in der
vorliegenden Arbeit nun erstmals direkt gezeigt, dass die mehreren daraus
resultierenden Elektronenkontinua ein unterschiedliches Rückstreuverhalten
aufweisen. Des Weiteren wird mit Hilfe ausgerichteter Moleküle demonstriert,
dass in 1,3-Butadien die Rückkehrwahrscheinlichkeit des Elektrons von der
Molekülorientierung abhängt, da das zurückkommende Elektronenwellenpaket
die Struktur des ursprünglichen gebundenen Zustands des Elektrons teilweise
beibehält.

Ein weiteres Ziel dieser Arbeit ist es, Attosekunden-Pump-Probe- und
Koinzidenzspektroskopie miteinander zu verbinden. Daher wird ein neuer
experimenteller Aufbau vorgestellt, der ein Reaktionsmikroskop und ein at-
tosekundenstabiles Zweifarben-Interferometer, basierend auf der Erzeugung
hoher Harmonischer, kombiniert. Die Repetitionsrate von 100 kHz ist um
eine Größenordnung höher als in vergleichbaren Aufbauten, die derzeit in
Verwendung sind, was eine kürzere Messdauer für Koinzidenzexperimente
ermöglicht. Ergebnisse erster Testmessungen mit dieser Apparatur werden
vorgestellt, insbesondere die erste vollständige Charakterisierung von kurzen,
durch sub-8 fs-Pulse und bei 100 kHz erzeugten Attosekunden-Pulszügen. Diese
Ergebnisse zeichnen ein positives Bild im Hinblick auf die Möglichkeit künftiger
Koinzidenzexperimente an Molekülen mit Hilfe des präsentierten Attosekunden-
Pump-Probe-Aufbaus, welche tiefe Einblicke in die komplexen Vorgänge solcher
Systeme ermöglichen könnten.
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Introduction

Time scales of processes in molecules

The relevant time scales for nuclear motion in molecules (rotations, vibrations,
and nuclear rearrangement in chemical reactions) range from picoseconds down
to a few femtoseconds [1]. Laser sources producing pulses with femtosecond
duration have made it possible to observe and control these nuclear dynamics
in real time (launching the field of femtochemistry [1]), relying on pump-probe
schemes, where a pump pulse creates a non-stationary superposition of states
and a second pulse, after a variable delay, probes the current state of the
system’s time evolution [2]. Theoretically, the nuclear motion is often studied
in terms of the Born-Oppenheimer approximation, which assumes that the
electronic degrees of freedom can adapt adiabatically to the instantaneous
position of the nuclei [2]. The motion of the latter is in turn governed by
potential-energy surfaces, each of which is determined by the charge distribu-
tion of a specific, stationary electron state. As long as the potential-energy
surfaces associated with different electronic states are well separated, the
Born-Oppenheim approximation holds and the nuclear and electronic degrees
of freedom remain decoupled. Otherwise, avoided crossings or conical intersec-
tions occur [3], where the dynamics become non-adiabatic but still unfold on a
femtosecond time scale [2].

Even faster, attosecond dynamics are possible, when multiple electronic
states are coherently populated, e.g. by a broadband pulse in the extreme
ultraviolet (XUV) spectral regime or sudden removal of an electron [4, 5]. This
leads to the concept of charge migration [6, 7], where charges may rapidly
move from one molecular site to another, purely due to the sub-femtosecond
electron dynamics and without the involvement of nuclear motion, which
only sets in afterwards. Still, the attosecond electron motion is relevant for
chemistry, because it could facilitate the observation and control of novel
reaction pathways that are not limited to specific Born-Oppenheimer potential-
energy surfaces but instead directly guided by the time-dependent electron
wave packet [2]. The time-resolved experimental and theoretical exploration of
such sub-femtosecond motion is the topic of the field of attosecond science.

1



2 introduction

Observing attosecond processes

Today, laser sources operating in the near-infrared (IR) spectral domain and
based on the titanium:sapphire technology routinely provide pulses with a
duration of a few femtoseconds, i.e. consisting of almost only a single oscillation
of the electric field [5]. However, such pulses are still too long to directly
observe sub-femtosecond processes in a pump-probe configuration. Nonetheless,
attosecond science is based on these sources, exploiting non-linear processes
that unfold within one oscillation period of the electric field of a femtosecond
pulse in the interaction with matter. In detail, when an intense femtosecond
laser pulse is focused into a molecular or atomic target, the dynamics can
be described by a three-step model [8]: The strong laser field first releases
an electron via strong-field ionization (SFI) (i). Subsequently, the electron
propagates in the continuum (ii) and may finally be driven back to the ion
core (recollision, iii), from which it either scatters (rescattering) or with which
it recombines. Coherent, broadband electromagnetic radiation in the XUV
spectral domain is emitted in the latter case, a process which is called high-
harmonic generation (HHG).

There are two approaches to exploit this mechanism to obtain sub-femtosecond
temporal resolution:

n Attosecond pump-probe spectroscopy: The electromagnetic radiation
generated upon recombination is emitted in bursts, each with a duration
down to tens of attoseconds [9]. Since one burst is emitted each half
cycle of the driving IR pulse, a train of pulses is formed (attosecond
pulse train) [10]. Gating techniques exist to isolate a single burst from
the pulse train [11, 12], leading to an isolated attosecond pulse.
These attosecond pulses can then be used to investigate another target,
where either charged particles or absorption spectra are detected.1 In
order to study dynamics, a pump-probe scheme needs to be implemented.
The most obvious solution would be to use attosecond pulses as both the
pump and the probe. However, this approach has so far been limited by
the low photon flux of attosecond sources based on HHG, which makes
two-photon absorption, as required for pump-probe measurements,
unlikely [2]. Instead, the most widely adopted route is to replace either
the pump or the probe pulse with a replica of the IR pulse driving HHG,
which inherently has a well-defined sub-cycle phase relationship to the
attosecond pulses. Both attosecond pulse trains and isolated attosecond
pulses can be combined with the driving IR to study sub-femtosecond
processes [5].

n Self-probing schemes: In addition, also the three-step process itself
possesses an inherent sub-cycle temporal resolution: Step one, SFI,
may launch electronic and nuclear wave packets in the parent ion [16–

1The latter case is called attosecond transient absorption [13–15] and is not the focus of
the present thesis.
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18], which evolve during the continuum propagation of the electron.
When recolliding with its parent ion, the continuum electron then
interrogates the current state of the dynamics, which is encoded in
the amplitude and phase of the emitted high-harmonic radiation (high-
harmonic spectroscopy) [17] and in the momentum distribution of the
rescattered electrons (laser-induced electron diffraction (LIED)) [18].
The time in the continuum is different for different final energies of
the photons or rescattered electrons and can additionally be varied by
tuning the driving-laser wavelength [19]. These techniques may make it
possible to image electronic and nuclear dynamics with sub-nanometre
spatial as well as sub-femtosecond temporal resolution [20].

Thesis goals and outline

The goal of the present thesis is to make a contribution to each of these two
approaches to experiments with attosecond temporal resolution, where in both
cases a prominent role is played by a reaction-microscope detection system.
Reaction microscopes facilitate the measurement of the three-dimensional
momentum vector for each charged particle created in a single interaction
event (typically one or several electrons and a parent ion or ionic fragments),
i.e. to perform kinematically complete coincidence measurements [21].

The contribution to the first approach consists in the design and initial
implementation of an XUV-IR pump-probe beamline in combination with a
reaction microscope, operating at a high laser repetition rate and with high
enough stability and XUV photon flux to perform attosecond experiments on
molecular targets. The increased informational content provided by the reaction
microscope compared to less powerful detection systems more commonly used
in attosecond pump-probe experiments is expected to help in the interpretation
of such measurements [5]. The design of this beamline and first test results
are described in detail in part III of the thesis.

The contribution to the second approach, presented in part II, consists in
testing some common assumptions related to the underlying three-step model.
To this end, experiments are performed using the polyatomic molecule 1,3-
butadiene as the target and utilizing the reaction microscope in combination
with intense femtosecond laser pulses. The experiments rely crucially on
the simplest multi-electron effect exhibited by most polyatomic molecules
as part of their response to a strong laser field: the population of multiple
electronic states in the ion upon ionization [22], which is also relevant for
the preparation of electron wave packets with attosecond dynamics via SFI
[16]. The coincidence capabilities of the reaction microscope are exploited to
disentangle the distributions of rescattered electrons correlated with different
electronic states of the ion. Comparison of these channel-resolved distributions
makes it possible to draw conclusions on the three-step model itself. Conceivable
implications for high-harmonic spectroscopy and LIED are also discussed.
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Part I contains the necessary fundamentals for a proper understanding of
the other two parts.
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chapter 1

Strong-field and
Attosecond Physics

Strong laser fields and the three-step model

Strong-field physics is concerned with the (non-linear) response of matter to a
strong external electric field. An electric field is considered to be strong when
its magnitude is no longer negligible compared to the field binding electrons
to atoms, molecules, or solids. For a hydrogen atom in the electronic ground
state, this field amounts to 5× 1011 V/m [23]. For molecules, which are the
major focus of the present thesis, the valence electrons are bound somewhat
more weakly. Such strong electric fields can be produced using femtosecond
laser sources. These generate intense (millijoules of energy per pulse) laser
pulses, which may only consist of a few electric-field oscillations [24]. When
such a beam of short pulses is focused, peak electric field strengths comparable
to or exceeding the electric forces binding electrons to the nucleus occur.

For not too short multi-cycle or few-cycle pulses with linear polarization
and without a chirp1, the temporal evolution of the electric field E(t) can be
described by [25]

E(t) = E0(t) · cos(ωt+φCEP), (1.1)

where ω is the carrier frequency2 and E0(t) is the envelope function, which
describes the amplitude of the oscillations and which is slowly varying compared
to the oscillations with frequency ω. The phase φCEP is called the carrier-
envelope phase (CEP) and characterizes the offset of the maximum of the

1A chirped pulse is one with a time-dependent carrier frequency ω(t).
2
ω is related to the wavelength λ according to ω = 2πc/λ, where c is the speed of light.

7



8 chapter 1. strong-field and attosecond physics

envelope with respect to the nearest maximum of the carrier oscillations. The
CEP becomes important for few-cycle pulses. Note that eq. (1.1) contains
no spatial dependence, since spatial variations can usually be neglected for
atomic or molecular targets, because the wavelength is much larger than the
extent of the target (dipole approximation) [26]. While for resonant processes
in atomic or molecular physics typically only the envelope of a pulse is relevant,
strong-field processes are sensitive to the sub-cycle oscillations of the electric
field. It is this sub-cycle dependence of the strong-field response that links
strong-field to attosecond physics.

The sub-cycle processes occurring in the target under the influence of the
strong laser field are described by the semi-classical three-step model [8], which
has been of paramount importance for the development of attosecond physics
and for the interpretation of attosecond experiments. It provides a uniform
explanation for a number of phenomena initiated by intense short pulses in
gaseous targets. The three steps are: 1) strong-field ionization of an electron,
2) propagation of the released electron in the continuum under the influence
of the laser field, where the electron may be driven back to its parent ion (also
called the core in this thesis), and 3) recollision and interaction with the parent
ion. The three steps are described in detail in the following sections.

1.1 ionization

Single- and multi-photon ionization

The first step of the three-step model is strong-field ionization (SFI). During
ionization, one or several electrons are removed from the target, leaving the
target itself in a positively charged state, while the electron is promoted from
a discrete bound state to the continuum of unbound states. The difference in
energy between the initial bound state and the electronic state of the cation
upon ionization is called the ionization potential (IP). When electromagnetic
radiation with frequency ω is used to drive ionization, absorption of a single
photon with energy ~w is sufficient if ~w > IP. In this case, the rate of
ionization Γ is given by

Γ (t)∝ σ · E0(t)2, (1.2)

where σ is the cross section for single-photon ionization.
For increasing intensities3, multi-photon ionization becomes significant, the

rate of which scales as σN · E0(t)2N with the electric field strength, where N
is the photon order and σN the corresponding cross section. For N -photon
absorption, ionization of targets becomes possible for IP < N · ~ω. These
processes can be described by perturbation theory, where the laser field is

3The electric field E is related to the intensity I according to I = cε0
2 · E

2, where ε0 is
the vacuum permittivity and c is the speed of light.
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regarded as perturbation to the larger forces binding the electron to the target
[23].

Strong-field ionization

For increasing intensities – entering the regime of SFI – eventually the laser
field becomes so strong that it can no longer be seen as a perturbation. Instead
it deforms the potential binding the electrons to the core significantly: Consider
an electron bound in a Coulomb-like potential. When the laser field is present,
it is superimposed on the electric field from this potential. The resulting barrier
has only a finite width, enabling the bound electron to tunnel through the
barrier into the continuum. This process is called tunnelling ionization. The
point in space where the electron leaves the barrier is called the tunnelling
exit. Two different regimes exist, which can be distinguished via the Keldysh
parameter γ = ω

√
2IPme
eE0

, where e is the elementary charge and me the electron
mass: For γ� 1, the system can adiabatically adjust to the laser field and the
barrier remains essentially unchanged while the electron tunnels through it.
For γ & 1, the barrier changes during tunnelling and a ‘vertical heating’ helps
the electron to traverse the barrier [27]. Therefore, the process becomes more
similar to perturbative multiphoton ionization, and the regime γ > 1 is called
the multi-photon regime of SFI.

In the case of pure tunnelling ionization, the rate of ionization Γ has an
exponential dependency on the instantaneous field strength E(t), described by

Γ (t)∝ exp
(
−2(2IP)3/2

3E(t) · m
1/2
e
~e

)
. (1.3)

This relation is derived within the so-called strong-field approximation, where
it is assumed that, for the continuum states, the influence of the Coulomb field
of the core can be neglected compared to the strong laser field [27]. The pre-
exponential proportionality factor is not captured well within the strong-field
approximation, but more refined approaches such as ADK theory exist that
improve on this point [28, 29].

In addition to the total ionization rate, one can also derive predictions for the
momentum distribution of the released electron in the continuum immediately
upon ionization from the strong-field approximation, where the momentum
p̃z,0 parallel to the laser polarization direction has to be distinguished from the
momentum components p̃x,0 and p̃y,0 in the plane perpendicular to it (called
lateral momentum). The distribution of the former is often assumed to be zero
[30–32] whereas the lateral momentum distribution is given by [27, 33]

Γ (p̃x,0, p̃y,0)∝ exp

−
(
p̃2
x,0 + p̃2

y,0
)
·
√

2IP

E(t) · ~em1/2
e

 . (1.4)
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Thus, the lateral momentum distribution after tunnelling has the shape of a
Gaussian centred around zero momentum. Equation (1.4) remains valid for γ
close to 1 [27]. However, it is to be expected that the momentum distribution of
the electron before tunnelling also influences the lateral momentum distribution
after tunnelling. This is often included heuristically [34] by inserting an
additional pre-factor in eq. (1.4) [35–39]:

Γ (p̃x,0, p̃y,0)∝
∫

dp̃z,0|ψ̂(p̃x,0, p̃y,0, p̃z,0)|2× exp

−
(
p̃2
x,0 + p̃2

y,0
)
·
√

2IP

E(t) · ~em1/2
e

 ,
(1.5)

where ψ̂ is the momentum representation of the electron wave function in the
bound state, i.e. the Fourier transform of the electrons initial orbital ψ(~r).
According to eq. (1.5), the lateral momentum distribution after tunnelling
is determined by the projection of the momentum distribution of the bound
electron along the laser polarization direction times an exponential tunnelling
filter.

For molecules, eq. (1.5) implies that the lateral momentum distribution
of the continuum electron depends on the orientation of the molecule with
respect to the laser polarization direction, since different parts of the bound
electron’s orbital are projected onto the lateral plane for different orientations.
Similarly, also the total ionization yield eq. (1.3) is expected to depend on the
molecular orientation, which has been confirmed by numerous experiments
[40–43]. Several approaches exist to calculate this angular ionization probability
theoretically [44–46], the most commonly employed of which is the molecular
ADK theory [47, 48]. Molecular ADK theory agrees well with experimental
findings for small, diatomic molecules [40, 42], but discrepancies have been
found for larger, polyatomic molecules [42, 43, 49, 50]. The angular ionization
probability is denoted by S(θ,φ) in this thesis and depends on both the polar
θ and the azimuthal φ coordinates of the polarization vector in the molecular
frame (see section 5.1).

The effect of nodal planes

One particularly important factor that is known to significantly affect SFI
in molecules is the presence of nodal planes in the released electron’s initial
orbital. Nodal planes are planes along which the electron density is zero in a
particular orbital, due to destructive interference. The orbital’s amplitude is
identical on both sides of the nodal plane, but the phase differs by a factor
of π. When the ionizing field’s polarization vector lies within a nodal plane,
the momentum of the electron upon ionization cannot lie in the same plane
[16]. To see this, consider, as a simple example, a diatomic molecule with an
anti-bonding orbital ψ(~r):

ψ(~r)∝ φ(~r− ~R/2)−φ(~r+ ~R/2), (1.6)
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where φ(~r) is the spherical symmetric s-type atomic wave function making up
the anti-bonding orbital and the nuclei are positioned at ~R/2 and −~R/2. Clearly,
for all ~r with ~r ⊥ ~R, ψ(~r) = 0, and therefore the plane perpendicular to ~R
through the origin forms a nodal plane of the orbital ψ(~r). The momentum-
space orbital ψ̂(~p), i.e. the Fourier transform of ψ(~r), then fulfils

|ψ̂(~p)|2 ∝ |φ̂(~p)|2 sin2
(
~p · ~R
2~

)
, (1.7)

where φ̂(~p) is the Fourier transform of φ(~r) [51]. Thus, ψ̂(~p) = 0 when ~p
lies within the nodal plane (the plane fulfilling ~p · ~R = 0), and, when the
driving laser polarization direction lies within the same plane, according to
eq. (1.5) the ionization probability is also zero. Therefore, ionization with
the polarization vector lying in a nodal plane is only possible if the electron
acquires a non-zero lateral momentum component. This is also responsible for
the suppression in the overall ionization probability when ionizing along nodal
planes often observed in experiments [40–42, 47, 52]. The above remains true
for more complex orbitals featuring nodal planes and can be derived within
the strong-field approximation (see e.g. Supplementary Material in [53]).

Single-active-electron approximation

Initially, strong-field induced processes have been modelled using the single-
active-electron approximation, where only one electron – the one with the lowest
binding energy – is affected by the strong electric field [54]. For atoms, where
the binding energy for more strongly bound electrons is significantly higher,
this yields good results, because, according to eq. (1.3), the ionization rate is
exponentially suppressed with increasing IP. However, it was discovered that
the single-active-electron approximation often is not sufficient to describe strong-
field induced processes in molecules [22, 55–57]. Instead, direct4 ionization to
excited electronic states of the cation – in addition to the ground state – needs
to be taken into account. The reasons for the breakdown of a single-electron
description lies in 1) the generally reduced energy gap between the ground
and excited states in molecular ions compared to atomic ions [57] and 2) the
pre-exponential factor in eqs. (1.3) and (1.5), which depends on the orbital
structure and can lead to a reduction of the ionization yield from the highest
occupied molecular orbital (HOMO), enhancing the relative yield from lower-
lying orbitals [20]. In this case, the relevant one-particle orbitals representing
the wave function of the released electron prior to ionization are the so-called
Dyson orbitals Ψ

D(~r), defined as the overlap of the N -particle electron wave
function of the neutral (usually in the ground state) ΨN (~r1, . . . ,~rN ) with

4Direct ionization to excited cation states needs to be distinguished from an indirect
process, where ionization initially takes place to the electronic ground state of the cation,
which is only subsequently excited by the laser field.



12 chapter 1. strong-field and attosecond physics

the N−1-particle wave function of the final electronic state of the cation
ΨN−1(~r1, . . . ,~rN−1) [54]:

Ψ
D(~r) =

√
N

∫
d~r1 . . .

∫
d~rN−1Ψ

∗
N (~r1, . . . ,~rN−1,~r)ΨN−1(~r1, . . . ,~rN−1). (1.8)

The Dyson orbital can also be regarded as the hole left in the ion [20].
Within the Hartree-Fock framework, the multi-particle wave functions

ΨN−1 and ΨN can be expressed as the antisymmetrized product of N−1 or
N , respectively, single-particle wave functions – the conventional molecular
orbitals which are filled with electrons. Within the Koopmans’ approximation
– which neglects the orbital relaxation which may occur in the ion due to the
different potential felt by all the other electrons when one electron is removed
– the one-particle wave functions ψi making up ΨN−1 and ΨN are additionally
the same [20]:

ΨN (~r) =Aψ1(~r1) . . .ψN (~rN )
ΨN−1(~r) =Aψ1(~r1) . . .ψN−1(~rN−1),

(1.9)

where A is the antisymmetrization operator. In this case, the Dyson orbital
Ψ

D is simply the orbital ψN from which the electron has been removed.
Then, the following simple picture emerges: Interaction with a strong laser

field may involve removing electrons from the HOMO or lower lying orbitals
HOMO−1, HOMO−2, . . . . In the former case, the resulting cation will be
in the electronic ground state, whereas the latter cases lead to an ion in the
first, second, . . . electronically excited state. The shape of the orbital from
which the electron has been removed dictates the angular ionization probability
and the shape of the continuum wave packet (according to eq. (1.5)). The
multiple direct ionization pathways that result in a cation in the ground or
various electronically excited sates are called ionization channels or, when the
emphasis is one the released electron, continuum channels in this thesis.

1.2 propagation in the continuum

The second step in the three-step model is the propagation of the released
electron in the continuum under the influence of the laser field. Contrary to
the first step, which requires a quantum-mechanical description, this motion is
often regarded classically, by solving the Newtonian equations of motion in the
laser field (and possibly the Coulomb electric field generated by the parent ion)
for an ensemble of electrons created at the tunnel exit with a lateral velocity
distribution given by eq. (1.5) [37].

Quantum-mechanically the various classical trajectories launched at dif-
ferent instants in time and the phases acquired along them are described by
a single continuum wave packet. The different accelerations experienced by
different portions of the wave packet due to the varying driving electric field
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imply that the wave packet is chirped. The amplitude of the wave packet is
given by the instantaneous ionization rate, eq. (1.3), while the lateral shape
evolves from the shape of the initial lateral momentum distribution. Generally,
the lateral width of the wave packet will increase during continuum propaga-
tion, due to the initial spatial confinement, where the amount of wave-packet
spreading depends on the details of the initial shape.5

Solving the classical equations of motion

Depending on the instant of birth t0 within a laser cycle, several different out-
comes of continuum propagation are possible. Generalizing eq. (1.1), consider
an oscillating field ~E(t) with a single carrier frequency ω, arbitrary ellipticity6
ε, and (slowly varying) envelope E0 in the z-x-plane, perpendicular to the
propagation y-direction:

~E(t) = E0√
1 + ε2

×

εsinωt
0

cosωt

 . (1.10)

The vector potential to the field in eq. (1.10) is

~A(t) =− E0

ω

√
1 + ε2

×

−εcosωt
0

sinωt

 , (1.11)

such that ~E(t) =−∂ ~A∂t . Neglecting the influence of the Coulomb potential, the
motion of the electron ~r(t) is governed by the equation

me~̈r =−e~E , (1.12)

whose solution is (setting ~r(t0) = 0, i.e. assuming that the tunnelling exit is at
the origin) [58]

~r(t) =− eE0

meω
2
√

1 + ε2

×

ε(−sinωt+ sinωt0 +ω (t− t0)cosωt0)
0

−cosωt+ cosωt0−ω(t− t0)sinωt0


+ (t− t0)

me
~p0, (1.13)

5Within the strong-field approximation, the classical trajectories re-emerge using the
saddle-point method, where each trajectory acquires a certain phase, which is important to
describe interference effects between multiple trajectories [20].

6The ellipticity is defined as the ratio of the minor to the major axis of the ellipse that
describes the motion of the polarization vector. Accordingly, in eq. (1.10), the major axis
points along the z-axis and the minor axis along the x-axis.
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where ~p0 is the initial velocity vector of the continuum electron in the space-
fixed coordinate system, which is rotated around the y-axis with respect to
the electron’s initial momentum vector

~̃p0 =

p̃x,0p̃y,0
p̃z,0


defined with respect to the rotating polarization vector. As before, p̃x,0 and
p̃y,0 are the components perpendicular to the instantaneous direction of the
polarization vector, whose distribution is given by eq. (1.5), whereas p̃z,0 is
the momentum component parallel to the polarization vector. Assuming, as is
commonly done, p̃z,0 to be zero, ~p0 can be calculated as [58]

~p0 =

p̃x,0 · cosβ
p̃y,0

p̃x,0 · sinβ

 with

β = arctan(εtanωt0).

(1.14)

Direct electrons

If the electron is born before the maximum of the laser field in a given half
cycle, its trajectory eq. (1.13) does not come close to the parent ion again
before detection [59]. Such electrons are called direct. The instantaneous
momentum of the electron, born at time t0 via SFI, is denoted by ~p(t). After
a direct electron’s birth into the continuum, the canonical momentum

~π(t) = ~p(t)− e ~A(t) (1.15)

is conserved, since direct electrons do not interact with the core again [25].
The final momentum of the electron ~pf is then given by

~pf = ~p(∞) = ~p0− e ~A(t0) + e ~A(∞).

If the laser field is adiabatically turned off, ~A(∞) = 0 and

~pf = ~p0− e ~A(t0),

i.e. the final momentum of the direct electrons is completely determined by
their initial momentum and the vector potential at the instant of birth into
the continuum. The mapping of different times of birth t0 to different final
momenta ~pf by the laser field is called streaking. For linear polarization, only
the electron momentum along the stationary polarization direction is affected
by the laser field during propagation, whereas for ε > 0 also the momentum
distribution in the plane perpendicular to ~E(t0) is deformed.
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Calculating the final kinetic energy Ef while neglecting ~p0,

Ef = |~pf|
2

2me
= e2E2

0
2ω2me(1 + ε2)

× (sin2ωt0 + ε2 cos2ωt0), (1.16)

it can be seen that the maximum energy achievable will not exceed

Emax
f = 2 ·

Up

1 + ε2 , (1.17)

where
Up = e2E2

0
4meω

2 (1.18)

is the ponderomotive potential, i.e. the cycle-averaged quiver energy of an
electron due to its oscillatory motion in the laser field [23], which is independent
of ε. For ε , 1, eq. (1.16) also establishes a one-to-one mapping of times of
birth t0 to the direct-electron final energy, for each half cycle of the laser pulse.
The lowest energies for the direct electrons are attained for times of birth close
to the field maximum, whereas only electrons with times of birth close to the
minimum of the field can reach the maximum energy. Note that, due to the
exponential dependence of the ionization yield on the instantaneous electric
field (see eq. (1.3)), the yield of direct electrons with energies approaching
2Up/(1+ε2) will also drop exponentially, at least for not too high ellipticities.

ATI structure

In a multi-cycle pulse, part of the bound population is promoted to the
continuum during each half cycle of the pulse, and the (direct) continuum
electrons are accelerated in the same direction each cycle. The electron bursts
created in each cycle interfere and form a series of peaks separated by the
photon energy [60, 61]

En = n~ω−Up− IP, (1.19)

where En denotes the energy for the n-th peak. The series of peaks is called an
above-threshold ionization (ATI) progression [62]. Within the photon picture, it
is also often interpreted as an electron absorbing more photons than necessary
for ionization, since the spacing with the laser photon energy and the shift
according to the IP suggest this interpretation.7

For an infinitely long pulse, the peaks are infinitely narrow, whereas they
become broader for increasing bandwidth of the driving pulse. Towards the
limit of a single-cycle pulse, the interference diminishes, because only a single
cycle produces a significant electron burst, and the peaks become so broad

7Note, however, that the ATI peaks as a multi-cycle interference phenomenon of very
intense fields do not require the quantization of the electric field and can be understood
without reverting to notion of photons.
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that they start to form a continuum without the ATI modulation (also see
the analogous situation for the spectrum of isolated attosecond pulses in
section 3.1). As can be seen from eq. (1.19), the ATI peaks also shift with
the ponderomotive energy Up. Thus, in the focus of a real laser pulse, where
averaging over varying intensities and thus ponderomotive potentials (see
eq. (1.18)) is inevitable, the peaks will be additionally smeared out.

Recolliding trajectories

For an electron born after the field maximum, the trajectory eq. (1.13) for ε= 0
leads back to the parent ion at the origin. This implies that the electron may
undergo recollision, which enables the occurrence of one of the interactions of
step three of the three-step model (see section 1.3). The time span between
the instants of birth t0 and return to the core tret is called excursion time
∆texc = tret− t0. The maximum distance from the electron to the core during
this time span is called the excursion distance ∆rexc. According to eq. (1.13),
it can be estimated as [63]

∆rexc = eE0

meω
2
√

1 + ε2
. (1.20)

The return time tret can be calculated by demanding that

~r(tret) = 0. (1.21)

Using the expression eq. (1.13), the relations

p̃x,0 =− eE0ε

ω cos(β)
√

1 + ε2
×
(sinωtret− sinωt0

ω(tret− t0) − cosωt0
)

(1.22)

(where β is given by eq. (1.14)), p̃y,0 = 0, and

(ε2 + 1)ω(tret− t0)sinωt0 cosωt0− ε
2 sinωt0(sinωtret− sinωt0)
+ cosωt0(cosωtret− cosωt0) = 0 (1.23)

can be derived. Equation (1.23) can be solved numerically to obtain tret. Note
that for ε > 0 the condition eq. (1.21) can only be fulfilled, if the continuum
electron possesses a non-zero initial lateral velocity p̃x,0 given by eq. (1.22)
(also see next subsection). Figure 1.1a) displays tret in dependence of the time
of birth t0 for various ellipticities. As can be seen, the earlier the electron
is born into the continuum after the field maximum the later it returns to
the core: The longest excursion time lasting a full cycle is reached when the
electron is born immediately after the field maximum, whereas electrons born
close to the minimum of the field revisit the core very quickly. For larger
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Figure 1.1: a) Return time tret in dependence of the time of birth t0
for electrons following the long (orange curves) or short (blue curves)
trajectories and for ellipticities ranging from 0.0 to 1.0. b) The energy
Eret of an electron when it revisits its parent ion in dependence of the
excursion time ∆texc for the same range of ellipticities. All times are
given as fractions of a full laser cycle starting at the field maximum.
Electrons born in the quarter cycle before the maximum never return
to their parent ion. In both cases, the grey curve highlights the points
of transition from the long to the short trajectories, for which the
maximum return energy is obtained.



18 chapter 1. strong-field and attosecond physics

ellipticities, electrons born close to the field minimum are no longer able to
return to their parent ion.

Before the interaction with the parent ion, the canonical momentum
eq. (1.15) is conserved. Thus, the electron momentum at the time of rec-
ollision (the return momentum), just prior to the interaction, is

~pret = ~p(tret) = ~p0− e ~A(t0) + e ~A(tret). (1.24)

The return energy Eret = |~pret|
2

2me
is plotted for different ellipticities as a function

of the excursion time ∆texc in fig. 1.1b). The maximum return energy the
electrons can achieve (again neglecting the initial momentum) amounts to

Emax
ret (ε)≈ 3.17

Up

1 + ε2 . (1.25)

Importantly, two classes of recolliding trajectories leading to the same final
energy have to be distinguished – the so-called long and short trajectories
(corresponding to the orange and blue curves in fig. 1.1, respectively), referring
to the respective excursion time for the trajectories. Electrons following a long
trajectory are born closer to the field maximum and take a longer time to
return to the core. The earlier they are born, the longer the long trajectory.
Electrons following a short trajectory, on the other hand, are born later in the
quarter-cycle after the field maximum but return to the core already after a
short excursion time. The later they are born, the shorter the short trajectory.
The phase of birth where the maximum return energy is obtained and where
the long and short trajectories merge is shown as the grey curves in fig. 1.1.

As can be evidenced from fig. 1.1b), there is a (two-to-one) mapping
between the electron excursion time and the return energy. In strong-field
experiments where in the detected signal (either charged particles or high-
harmonic radiation) different return energies can be discriminated, the mapping
between ∆texc and Eret effectively gives access to sub-cycle temporal resolution.
This is the technique used to “vary” the delay in the second kind of attosecond
experiments mentioned in the introduction. The small range of excursion times
accessible with this method can be extended by varying the frequency ω of
the driving laser, due to the scaling of the excursion time with ω [19].

Note that the electrons following the long trajectories are expected to be
much more abundant than those following the short trajectories, due to the
birth of the latter at lower field strengths and the exponential suppression
eq. (1.3). Also note that trajectories revisiting the parent ion more than once
exist. These higher order returns during later laser cycles become, however,
increasingly unlikely [19].

In the present thesis, the probability for an electron that has already been
released into the continuum to return to the core is denoted by R. It is one
of the central goals of the thesis to answer the question if, for molecules, R
depends on the direction (θ,φ) of the driving-laser polarization vector in the
molecular frame, i.e. if R=R(θ,φ) (see chapter 10).
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Recollision with elliptical polarization

One important point to consider is that, when the ellipticity of the driving
field is greater than zero, electrons born with zero lateral velocity never return
to the core, because the lateral component of the electric field induces a lateral
displacement of the electron during continuum propagation. Then, it is not
possible for the electron to interact with the ion core, leading to a suppression
of the interaction step. Only electrons with an initial lateral velocity p̃x,0
given by eq. (1.22) return to and may interact with their parent ion following
propagation in an elliptically polarized field.

For atomic targets, the initial lateral velocity distribution is given by
eq. (1.4). Using the expression eq. (1.22) for the lateral momentum required for
recollision in this equation, the probability of interaction MR(ε) in dependence
of the ellipticity can be modelled [58]:

MR(ε)∝ exp
(
−
p̃x,0(ε)2 ·

√
2IP

|~E(t0)| · ~em1/2
e

)
. (1.26)

Note that the only target dependence within this model lies in the IP. The
strong suppression of the interaction probability with ellipticity evidenced by
eq. (1.26) is frequently used to identify recollision-induced processes [64–69].
For small enough ellipticities and electrons born close to the field maximum
(in particular for electrons following a long trajectory), the expression for p̃x,0
in eq. (1.22) can be approximated by [58]

p̃x,0 =−eE0
ω
· f(Eret) · ε, (1.27)

where the return-energy dependence is exclusively contained within the func-
tion8

f(Eret) = sinωtret− sinωt0
ω(tret− t0) − cosωt0. (1.28)

f is a universal function of Eret in units of Up. Equation (1.27) establishes
a linear relationship between the initial momentum p̃x,0 and the ellipticity ε.
Using the same approximations, the width9 ∆ε of the curves describing the
probability of interaction MR(ε) in dependence of the ellipticity according to
eq. (1.26) is

∆ε=
√

2log2 ·

√√√√E0~m
1/2
e

2e
√

2IP
· ω
E0
· 1
|f(Eret)|

. (1.29)

8Note again that, for a given (long or short) trajectory, each return energy Eret is uniquely
associated with a time of birth t0 and a time of return tret.

9The ∆ε given by eq. (1.29) is the ellipticity value where the yield MR(ε) drops to 50%
of the yield at zero ellipticity MR(0).
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1.3 interaction

The final step of the three-step model is the interaction of the returning electron
with its parent ion. Two different kinds of interaction are possible:

1) The electron may be recaptured by the ion, returning from the continuum
to a bound state. This recombination can be regarded as the inverse process
of single-photon ionization [20], and thus a photon is created with an energy of

EHHG = Eret +IP. (1.30)

EHHG is typically in the XUV energy regime and thus much larger than
the driving-wavelength photon energy. The emitted radiation is called high-
harmonic radiation and the process high-harmonic generation (HHG). It will
be treated in more detail in chapter 3.

2) The electron may instead scatter from the potential created by the
parent ion, a process which is called rescattering. The scattering event may
either be inelastic (i.e. energy is transferred) or elastic (only momentum is
exchanged). Inelastic scattering occurs when the scattering electron excites or
ionizes another bound electron. Rescattering ionization of a second electron
is called non-sequential double ionization, non-sequential because the two
ionization events happen within a single laser cycle of the driving field and the
released electrons are correlated [68]. Compared to sequential double ionization,
where the two electrons are ionized independently at different instants during
the laser pulse, at moderate laser intensities the yield from the non-sequential
process is much higher [70].

In the case of elastic rescattering, the state of the parent ion remains
unchanged during the scattering interaction, and only the direction of the
outgoing electron is affected. Importantly, however, from the momentum
distribution of the elastically rescattered electrons, information on the target
structure can be extracted, because the returning wave packet diffracts from the
target, leading to interference due to scattering from different atomic centres
of the target. This process is called laser-induced electron diffraction (LIED).
LIED promises the time-resolved imaging of chemical reactions [18]. Imaging
of the equilibrium structure of diatomic [19] and polyatomic [71–74] molecules,
as well as snapshots of a dissociation reaction [18], a linear-to-bent transition
[75], and the deformation of C60-molecules [76] have already been achieved.
Elastic rescattering will be the topic of the next chapter.

Factorization of the three-step model

The probability for an electron that has returned to the core to undergo
a specific interaction is generally denoted by Q in this thesis. In HHG, Q
corresponds to the recombination dipole matrix elements and in non-sequential
double ionization and LIED to the cross section for inelastic and elastic
scattering, respectively. For molecules, Q depends on the direction (θ,φ) of
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the driving-laser polarization vector (governing the return direction of the
interacting continuum electron) in the molecular frame, Q=Q(θ,φ).

Together with the ionization probability S and the return probability R,
the interaction probability Q determines the overall probability for a specific
outcome according to

P = S×R×Q. (1.31)

Such a factorization into three elements, each of which is associated with one
step of the three-step model, can be derived more rigorously from a saddle-
point treatment of the strong-field–approximation expressions [20, 77]. The
strong-field approximation correctly predicts the exponential dependence of
S [27] (see eq. (1.3)), but the interaction cross section Q is only obtained in
the first Born approximation (which assumes the scattering states to be plane
waves [59]), which is not accurate enough for a quantitative comparison with
experimental data [78]. An ad-hoc improvement can be achieved by replacing
the strong-field–approximation expression for Q with accurate calculations
of the field-free cross section using the correct scattering states [79, 80] (also
see page 28). This approach has been criticized, because it was argued that
laser-driven recollision is rather different from a stationary scattering problem
[81]. Nonetheless, it has been shown to yield quantitative agreement with
experiment and time-dependent Schrödinger equation (TDSE) calculations [59,
82, 83]. Within the strong-field approximation, the factor R is governed by
the propagation of the electron in the laser field neglecting the influence of
the ion core. It includes a wave-packet spreading term proportional to ∆t−

3/2
exc

[20]. A saddle-point treatment of the strong-field approximation, however,
enforces a target independence of R [79, 84]. There have been efforts to derive
the factorization eq. (1.31) analytically without relying on the strong-field
approximation [85].





chapter 2

Laser-Induced
Rescattering

2.1 scattering in the presence of the laser field

Final momentum after rescattering

As explained in the previous chapter, in the case of elastic scattering an
electron returning with momentum ~pret to the core will have momentum ~p ′ret
with |~pret|= |~p

′
ret| immediately after rescattering. While before and after this

interaction the canonical momentum eq. (1.15) is conserved, it may change
during the scattering event (since momentum can be transferred to the parent
ion), and, therefore, rescattering off the parent ion is a way for the electron to
gain additional energy from the field.

The final energy depends on the instant of birth t0 and the angle into which
the electron is scattered. The electrons return to the core with momentum
~pret(t0) (eq. (1.24)) in the z-x-plane (for linear polarization: along the z-
axis). At the same time, the electric field with the associated vector potential
~Aret = ~A(tret) given by eq. (1.11) is present. After rescattering, the electron’s
momentum may point in an arbitrary direction:

~p ′ret = |~pret| ×

sin(ϑ)cos(ϕ)
sin(ϑ)sin(ϕ)

cos(ϑ)

 , (2.1)

where ϑ ∈ [0,π] and ϕ ∈ [0,2π]. ϑ is the scattering angle, i.e. the angle between
~pret and ~p ′ret. The probability for the electron to be scattered into a given
direction is determined by the elastic scattering cross section (see section 2.2).

23
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From the conservation of canonical momentum after the scattering event,
the final momentum detected for the rescattered electrons can be deduced:

~pf = ~p ′ret− e ~Aret = |~pret| ×

sin(ϑ)cos(ϕ)
sin(ϑ)sin(ϕ)

cos(ϑ)

− e ~Aret. (2.2)

Equation (2.2) describes a spherical shell with radius |~pret| and offset e ~Aret
from the origin, on which all elastically rescattered electrons with a given
return momentum ~pret lie. This is depicted in fig. 2.1a) for the case of linear
polarization and long trajectories. Importantly, for the long trajectories the
shells for different ~pret do not overlap, such that (neglecting contributions from
the short trajectories, which, according to eq. (1.3), are expected to be much
smaller) each return energy can be uniquely associated with a specific region
in the distribution of rescattered electrons.

The maximum energy for each t0 is reached when the momentum after
rescattering ~p ′ret is parallel to ~Aret in eq. (2.2), thus

Emax
f (t0) = 1

2me
·
(
|~p ′ret(t0)|+ |e ~Aret(t0)|

)2
= 1

2me
·
(
|~pret(t0)|+ |e ~Aret(t0)|

)2
,

where ~pret and ~Aret are given by eqs. (1.11), (1.23) and (1.24). For a linearly
polarized driving field, this is the case in a back-scattering geometry, i.e. for
ϑ= 180°. The maximum final energy is plotted in dependence of the time of
birth t0 in fig. 2.2. Energies of up to

Emax
f ≈ 10 ·

Up

1 + ε2 (2.3)

can be obtained. Note that the time of birth where the maximum final energy
is reached differs slightly from the time where the maximum return energy is
reached, i.e. not the electrons returning with the maximum energy achieve the
highest final energy upon rescattering.

General structure of electron momentum distributions including rescattering

Figure 2.1a) also schematically depicts a projection of a typical SFI electron
momentum distribution for linear polarization: The direct electrons form a
shape elongated along the polarization direction and centred around zero
momentum. The two lobes are formed by the superposition of all spherical
shells of rescattered electrons from the various return trajectories during a full
cycle of the laser field.1 The distribution has a cylindrical symmetry around the

1Note that the above considerations only included the rescattering dynamics occurring
during a half cycle of the field, creating only one of the lobes seen in fig. 2.1a). The other
lobe is created in the subsequent half cycle, where the same dynamics occur with the field
vector pointing in the opposite direction.
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Figure 2.1: a) Schematic depiction of the projection of the electron
momentum distribution onto the px-pz-plane for a linear driving-laser
polarization. The dark grey circle around the centre delimits the maxi-
mum momentum the direct electrons can reach. The orange and light
grey circles show the final momenta of rescattered electrons following
the long trajectory for different return momenta, corresponding to
return energies of 1.6Up, 2Up, and 3Up. For a return energy of 1.6Up
(orange circle), the vector geometry of the relevant vector potential ~Aret,
the return momentum ~pret, and the momentum after rescattering ~p ′ret
is also exemplified. ϑ denotes the scattering angle and ~q = ~p ′ret− ~pret
the momentum transfer in the rescattering event. b) Corresponding
schematic kinetic-energy distribution. Also shown are the cut-offs for
the direct and rescattered electrons.
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Figure 2.2: Maximum (with respect to the scattering angles ϑ, ϕ) final
energy Emax

f in units of the ponderomotive potential Up as a function
of the time of birth t0 in fractions of a cycle, for ellipticities ranging
from 0.0 to 1.0. The grey curve highlights the overall maximum energy
for each ellipticity.

polarization axis. Note that the direct electrons, which are centred around zero
momentum and reach momenta of up to

√
2me · 2Up (see eq. (1.17)), partly

overlap with the rescattered electrons, preventing a discrimination in the small-
momentum region. However, the higher momentum cut-off for the rescattered
electrons ensures that there is a significant portion of the distribution which is
exclusively populated by the rescattered electrons.

A schematic kinetic-energy distribution is shown in fig. 2.1b). It consists
of two clearly discernible regions: The direct electrons, up to 2Up, whose yield
drops off exponentially with increasing energy, and the rescattered electrons,
which form a region of almost constant yield, called the rescattering plateau
or rescattering tail. Beyond 10Up, the electron yield drops to zero. Note that
interference effects such as ATI are not considered in the schematic depictions
in fig. 2.1.

2.2 laser-induced electron diffraction

The differential cross section for elastic scattering

Consider a monochromatic plane wave of electrons with asymptotic momentum
~p impinging on a scattering target with a short-range potential.2 The outgoing

2A Coulomb contribution to the potential adds a slight complication to the problem,
which can, however, be resolved [59].
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scattered wave ψ′(~r) is asymptotically a spherical wave:

ψ′(~r)∝ f(ϑ,ϕ,E) ·
exp

(
i
~

√
2meE · r

)
r

,

where E = |~p|2/2me, r = |~r|, and f(ϑ,ϕ,E) is the scattering amplitude. The
latter is a complex quantity which is related to the differential elastic scattering
cross section (DCS) ∂σ

∂Ω according to

∂σ

∂Ω
(ϑ,ϕ,E) = |f(ϑ,ϕ,E)|2,

where Ω is the solid angle [86]. The DCS determines the probability for an
incoming electron with energy E to be scattered into a certain solid angle Ω,
and it can be measured experimentally [87]. It also encodes the information
on the target structure. Integration over the solid angle yields the total cross
section

σ(E) =
∫
∂σ

∂Ω
dΩ =

∫ 2π

0

∫ π

0
|f(ϑ,ϕ,E)|2 sinϑdϑdϕ, (2.4)

which determines the overall probability for an elastic scattering interaction
for an incoming electron with energy E.

The independent-atom model

To determine molecular structure from electron-scattering experiments ac-
curately – in particular from LIED experiments – one usually compares the
measured cross sections (in dependence of ϑ or E or both) with theoretically
calculated cross sections for various target geometries, i.e. for various bond-
length and -angle configurations. This is efficiently done using the so-called
independent-atom model, which regards the molecule as being made up of inde-
pendent, non-interacting atomic scatterers and which is a good approximation
for high enough electron energies [82].

The atomic scattering amplitudes can be obtained relatively easily from
time-independent potential scattering theory (see ref. [59]) and need to be
calculated only once for each atomic species in the molecule. They can then
be used to calculate the molecular DCS. For a given molecular structure, each
of the N atomic centres of the molecule with scattering amplitude fi(ϑ)3 is
placed at a certain position ~Ri. The molecular DCS is then given by [71]

∂σ

∂Ω
(ϑ,ϕ,E; ~R1, ..., ~RN ) =

∑
i,j

fif
∗
j exp

(
i

~

~q · (~Ri− ~Rj)
)

=
∑
i

|fi|
2 +

∑
i,j

fif
∗
j exp

(
i

~

~q · (~Ri− ~Rj)
)
, (2.5)

3Due to the spherical symmetric scattering potential of atoms, the scattering amplitude
only depends on ϑ but not on ϕ.
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where ~q = ~p ′ret− ~pret (~pret is given by eq. (1.24) and ~p ′ret by eq. (2.1)) is the
momentum transfer, i.e. the difference between the electron’s momentum after
and before scattering. The molecular DCS in eq. (2.5) consists of the incoherent
sum of the atomic DCSs, which is the same for all molecular configurations,
and an interference term, which depends on the positions of the atomic centres
~Ri. Note that via the product ~q · (~Ri− ~Rj) the molecular DCS depends on the
relative orientation between the molecule and the incoming electron.

Modelling of rescattered-electron distributions using the field-free differential
scattering cross section

According to the three-step model, the situation in strong-field–driven rescat-
tering is qualitatively similar to conventional diffraction using prepared beams
of electrons. The returning strong-field–driven electron wave packet can be
regarded as a polychromatic beam of electrons diffracting from the target,
i.e. the parent ion. This view is now commonly known under the name of
quantitative rescattering theory (QRS) [59, 78, 80], and it has been shown in
numerous studies that this description is accurate enough for a quantitative
comparison with experimental data and TDSE calculations [59, 82, 88, 89].
Using the QRS, the field-free DCS can be extracted from a measurement done
in the presence of the laser field [90, 91]. Thus, information on the structure
of the molecular ion at the instant of recollision can be obtained from the
distribution of rescattered electrons.

According to the QRS, the yield Dresc(~pf) of rescattered electrons (following
a long trajectory) with final momentum ~pf on the detector is given by

Dresc(~pf) =W (|~pret|) ·
∂σ

∂Ω
(|~pret|,ϑ,ϕ), (2.6)

where ~pf can be calculated from ~pret, ϑ, and ϕ using eq. (2.2). Equation (2.6)
factorizes the distribution of rescattered electrons into an incoming electron
density W and the DCS ∂σ

∂Ω (which is independent of the laser field). Note
that the core assumption of the QRS model is that W depends only on |pret|
and not on the angles ϑ and ϕ (otherwise the factorization eq. (2.6) would
be trivial). In addition, eq. (2.6) assumes a returning electron asymptotically
exhibiting a planar wavefront, since otherwise additional return directions
different from ~pret/|~pret| would need to be taken into account (also see page 132).

Laser-induced electron diffraction in molecules

For molecules, the DCS and the returning wave packet are additionally de-
pendent on the relative orientation of the laser polarization direction and the
molecule, parametrized by the angles θ and φ (see section 5.1), i.e. eq. (2.6)
becomes

Dresc(~pf) =W (|~pret|,θ,φ) · ∂σ
∂Ω

(|~pret|,ϑ,ϕ,θ,φ). (2.7)



2.2. laser-induced electron diffraction 29

A further assumption made in LIED experiments is that the dependence of
the returning wave-packet amplitude on the molecular orientation is exclu-
sively given by the orientation-dependent ionization probability S(θ,φ) in the
molecular frame, whereas the remaining part W ′, which is given by the return
probability R (see eq. (1.31)), does not depend on (θ,φ) [18, 19, 71] :

W (|~pret|,θ,φ) = S(θ,φ) ·W ′(|~pret|). (2.8)

In anticipation of relations presented in section 5.1, averaging over the whole
molecular ensemble using an alignment distribution denoted by A(θ′,χ′,φ′)
then results in the total rescattered-electron yield (according to eq. (5.1))

Dresc
avg (~pf)

W ′(|~pret|)
∝ 1

8π2 ·
∫ 2π

0

∫ π

0

∫ 2π

0
S(θ(θ′,χ′,φ′),φ(θ′,χ′,φ′))

· ∂σ
∂Ω

(|~pret|,ϑ,ϕ,θ(θ
′,χ′,φ′),φ(θ′,χ′,φ′)) ·A(θ′,χ′,φ′)dχ′ sinθ′dθ′dφ′. (2.9)

For a given return momentum, Dresc
avg is the electron momentum distribution

as detected in an experiment, disregarding the direct electrons and electrons
moving along the short trajectories, which partially overlap with Dresc

avg . Im-
portantly, the factorizations eqs. (2.7) and (2.8) allow moving the returning
wave-packet amplitude W ′(|~pret|) before the integral.

Thus, using the transformation eq. (2.2), the orientationally averaged
DCS can be measured experimentally in dependence of the scattering angle
ϑ up to a constant normalization factor W ′(|~pret|) for each return energy.
Specifically, this is achieved by choosing a return energy |~pret|, calculating the
corresponding ~Aret, and extracting the electron yield within a small volume
around the spherical shell given by eq. (2.2) for different angles ϑ. Modulations
in the DCS ∂σ

∂Ω remain observable after averaging even in a completely random
ensemble of molecules [82]. At the same time – assuming both the alignment
distribution A and the orientation-dependent ionization probability S are
known – the quantity eq. (2.9) can also be calculated theoretically, e.g. using
the independent-atom model. By comparing the distributions calculated for
various geometries ~Ri to the experimental one, the molecular structure of the
ion can be deduced [71].

The importance of long driving wavelengths

According to eq. (2.5), the frequency of the modulations in the DCS in LIED
depends on the momentum transfer ~q from the target to the electron. Thus, in
order to resolve molecular structure by measuring the distribution of scattered
electrons, it is crucial to have sufficiently high momentum transfers. Clearly,
high values of |~q| are attainable for large scattering angles ϑ and magnitudes
of the return momentum |~pret|. As shown in section 1.2, the maximum return
energy is proportional to the ponderomotive potential Up (see eq. (1.25)).
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According to eq. (1.18), Up scales linearly with the intensity and quadratically
with the wavelength of the driving laser. The driving-laser intensity cannot
be increased indefinitely, since too high intensities could already completely
ionize the target before the maximum of the electric field, thus supressing
the recolliding trajectories. Therefore, most LIED experiments have been
performed at longer driving wavelengths ranging from 1600 nm to 3600 nm, i.e.
in the mid-IR regime.

An additional benefit of longer driving-laser wavelengths is that the rescat-
tered electrons exclusively occupy a larger region in momentum space: While
the cut-offs for both the direct and the rescattered electrons scale proportion-
ally to Up, this is only relevant for the direction parallel to the polarization
vector, whereas the lateral width of the direct-electron momentum distribution
is approximately independent of the driving wavelength. Therefore, for longer
wavelengths the rescattered electrons can be distinguished from the direct
electrons in a larger portion of the momentum distribution, and the DCS can
be measured for a larger range of scattering angles [83]. Furthermore, more
energetic collisions also better justify the use of the independent-atom model
in the modelling of LIED experiments.

The disadvantage of using long-wavelength driving pulses is that the yield
of rescattered electrons drops dramatically with wavelength (namely ∝ λ−4),
due to a decreasing scattering cross section and the longer excursion time
with resulting increased wave-packet diffusion [92]. This means that for longer
driving wavelengths, generally longer data acquisition times are required to
obtain enough statistics to be able to identify the diffraction pattern in the
rescattered electrons.



chapter 3

High-Harmonic
Generation

3.1 single-emitter response

As explained in section 1.3, not only electrons are released from atomic or
molecular systems as a response to a strong laser field, but also high-harmonic
electromagnetic radiation is emitted when an electron released via SFI is driven
back to its core and recombines with it. An alternative description of the
process is that the returning continuum portion of the electron interferes with
the remaining bound portion and thus creates a rapidly oscillating dipole,
which leads to the emission of electromagnetic radiation [20, 25, 93]. This also
implies that there will be no high-harmonic emission if the target has been
fully singly ionized, i.e. if there is no remaining bound portion.

According to eq. (1.30), the energy of the emitted radiation is given by the
sum of the return energy of the electron Eret and the IP. From the maximum
return energy eq. (1.25), the high-energy cut-off for high-harmonic radiation
can be derived:

Emax
HHG = 3.17Up +IP. (3.1)

Using a driving laser with a wavelength of 800 nm and rare gas targets with
IPs ranging from 10 eV to 25 eV, the emitted electromagnetic radiation has
energies in the 10 eV to 200 eV range, i.e. in the extreme ultraviolet (XUV)
regime. Again, since Up scales with λ2, the cut-off can be extended to higher
energies by using a longer driving-laser wavelength λ. By using mid-IR driving
lasers, high harmonics with energies exceeding 1500 eV have been generated
[94].

31
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Figure 3.1: a) Schematic temporal structure of an attosecond pulse
train generated by a multi-cycle femtosecond driving pulse with a
central wavelength of 800 nm. Only contributions from the short
trajectory are included. b) High-harmonic spectrum corresponding to
the pulse train in a).

Temporal and spectral structure of high-harmonic radiation

The emission of electromagnetic radiation occurring every half cycle of the
driving laser pulse is confined to bursts with a duration of a fraction of the
driving-laser period. Two bursts with different properties are emitted per half
cycle, created by electrons following the long/short trajectory, respectively.
Via phase matching (see section 3.2), it can be achieved that only one group of
bursts (usually the ones from the short trajectory) contributes macroscopically.
The duration of the bursts is determined by the available bandwidth of the
spectrum, ranging from IP to IP+3.17Up. Since the trajectories corresponding
to different return energies spend a different time in the continuum, the emitted
bursts of electromagnetic radiation will be chirped (as the continuum electron
wave packet itself). Therefore, if this chirp is not corrected, the bursts will not
be transform-limited.1

In a multi-cycle driving pulse, the three-step process is repeated in each

1A transform-limited (also called bandwidth-limited) pulse has the minimum possible
duration at a given spectral bandwidth [95].
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Figure 3.2: Schematic plot of the high-harmonic intensity as a function
of energy for φCEP = 0 (orange) and φCEP = −π2 (blue). The two
corresponding driving pulses are shown on the right hand-side.

half cycle, i.e. – under suitable phase-matching conditions – a train of sub-
femtosecond pulses (called an attosecond pulse train) as shown in fig. 3.1a) is
generated. In the spectral domain, similar to ATI, the interference among the
bursts generated in the various half cycles leads to discrete peaks occurring
at odd multiples of the driving-laser frequency, which explains the name
high-harmonic radiation. A schematic high-harmonic spectrum is shown in
fig. 3.1b). The width of the peaks is determined by the driving-pulse duration:
The more cycles interfere, the narrower the peaks are. For shorter and shorter
driving pulses, the high-harmonic peaks become broader and broader and
eventually start to merge into a continuum, beginning at the highest energies.
This is because, for short driving pulses, Up is different for different cycles
of the driving pulse, reaching its highest value only for a short time. Thus,
the highest energies are obtained for a single half cycle, and there are no
multi-cycle interferences in the spectrum for these energies.

Generation of isolated attosecond pulses

For the same reason, for few-cycle driving laser pulses the HHG spectrum also
starts to depend on the CEP, which determines how many half cycles interfere
at the highest magnitude of the envelope. This is illustrated in fig. 3.2. While
at lower energies the spectrum displays discrete peaks for all values of the
CEP, at the highest energies, close to the cut-off, the spectrum changes from
discrete to continuous for certain CEP values. This is the case when there is
only a single oscillation peak at the maximum of the envelope (orange pulse in
fig. 3.2) instead of two oscillation peaks of similar magnitude (blue pulse). Thus,
controlling the CEP and selecting only the continuum high-energy portion
of the spectrum using a suitable filter (thin metal filters and/or multilayer
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mirrors [11]) is one way to isolate a single attosecond pulse from the generated
train of attosecond bursts, for very short driving pulses. This technique is
called amplitude gating [11, 96].

There are several more of such gating techniques facilitating the generation
of isolated attosecond pulses [97]. Well-suited for slightly longer few-cycle pulses
is the polarization-gating technique [12, 98]. It relies on the fact that (at least
for atomic targets) the HHG yield is suppressed for a sufficiently elliptically
polarized driving field (see section 1.2). A combination of a quartz plate and a
quarter-wave plate is used to create two counter-rotating, circularly polarized
pulses delayed by a time ∆t determined by the thickness of the quartz plate.
The superposition of these two pulses results in a pulse whose polarization is
linear only during a time window approximately given by 0.3τ2/∆t, where τ is
the pulse duration [99]. In order to suppress HHG in all but one half cycle,
this gate width must be smaller than the optical cycle, i.e. the pulse needs to
be short and/or the delay large. However, using too large delays leads to a
shift of the linear portion of the pulse to low field strengths compared to the
peak field strength, resulting in a low high-harmonic yield. Thus, the driving
pulse still needs to be short (∼ 3 cycles) in order to use polarization gating
[25]. Further gating schemes include double optical gating [100, 101], ionization
gating [102, 103], and the attosecond lighthouse effect [104, 105].

The advantage of using attosecond pulse trains is that their discrete spec-
trum allows somewhat more control over which states are excited in the target
system [106]. On the other hand, in attosecond pulse trains, the process under
study is launched several times, leading to interferences, which complicate the
interpretation of the experimental observations [5]. Thus, while technically
more difficult to implement, isolated attosecond pulses are preferable in some
cases.

High-harmonic spectroscopy

As mentioned in the introduction, the XUV radiation from HHG can not only
be used to excite or ionize another target, as in time-resolved electron or ion
pump-probe spectroscopy or transient absorption spectroscopy, but also the
emitted radiation itself can be characterized to gain information on the high-
harmonic emitter, a technique named high-harmonic spectroscopy. According
to eq. (1.31), in addition to the interference effects in a multi-cycle pulse leading
to the characteristic peaks in the spectrum, the high-harmonic spectrum will
also depend on the interaction cross section Q. In HHG, Q corresponds to the
recombination dipole matrix element, which contains information on the state
of the ion [20]. In high-harmonic spectroscopy, this information is extracted
from the recorded high-harmonic spectra.

Early applications include the measurement of nuclear dynamics in molecules
[107–111]. However, the sub-cycle temporal resolution [112] of high-harmonic
spectroscopy also allows the measurement of electron dynamics following SFI
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on an attosecond timescale [17, 57, 113–115]. Furthermore, high-harmonic
spectroscopy has been used to measure, among others, the femtosecond dissoci-
ation dynamics in electronically excited molecules [116–118], the modification
of electronic structure due to the strong laser field [119], and to reconstruct
tomographic images of bound-state wave functions (a technique called high-
harmonic tomography) [113, 120–122]. Multidimensional approaches using
two-colour driving fields have also been implemented [123, 124].

3.2 phase matching

Microscopic vs. macroscopic response

So far, only the response of a single target atom or molecule to the driving strong
field was considered. However, only when the radiation from many emitters in
the focus coherently adds up, an appreciable high-harmonic intensity can be
achieved. It is, therefore, necessary that emitters in a significant interaction
volume have a proper phase relationship with respect to each other. The
adjustment of the parameters of the focus and the medium to achieve this is
called phase matching.

HHG is driven in a medium with density ρ(~x) by a laser field with local
intensity I(~x), such that at each point in space ~x the emitted high-harmonic
radiation is equal to ρ(~x) times the response from a single emitter (eq. (1.31))
driven by a field with intensity I(~x). For each ~x, the harmonic emission
constitutes a source of non-linear polarization in Maxwell’s equations, which
can then be solved to obtain the macroscopic electric field of the high-harmonic
radiation [25]. This macroscopic response can be quite different from the
microscopic response of a single emitter.

In particular, as mentioned before, phase matching can be used to filter out
a single group of trajectories (long or short). While the microscopic intensity of
the emitted radiation is higher for the long trajectory (see eq. (1.3) and fig. 1.1),
after phase matching HHG can still be dominated by the short trajectory. Since
the divergence of the generated beam is lower for short-trajectory than for
long-trajectory harmonics [125, 126], they are better spatially confined, which
is why the short-trajectory harmonics are often preferred in the applications of
high-harmonic radiation. Phase matching of the short trajectory is optimized,
suppressing the long trajectory, when the target is placed slightly behind the
focus [127].

Conditions for efficient HHG

The phase of the emitted high-harmonic radiation with respect to the driving
laser is influenced by several factors (for details, see e.g. [128, 129]). In
particular, the dispersion of the fundamental and high-harmonic beams while
propagating through the target medium plays an important role, because
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it can be easily adjusted via the density of the target, i.e. by changing the
pressure of the target gas. There are two contributions – with opposite sign –
to dispersion depending on the pressure: dispersion due to the neutral gas and
dispersion due to plasma generated via SFI in the target. The former is also
able to cancel out the geometric contribution2 to the phase mismatch between
the fundamental and the high-harmonic radiation, but only if the fraction of
ionized target emitters is low (below the so-called critical ionization fraction
[130]) and the density of the target is high enough.

On the other hand, a high density of the medium also limits the efficiency
of the HHG process, due to re-absorption of the high-harmonic radiation in
the medium. The optimum interaction length of the medium Lmed thus has
to be chosen with different length scales in mind: the coherence length Lcoh
over which phase matching leads to constructive interference of the driven
emitters and the absorption length Labs = 1

σρ – given by the target density
ρ and the (wavelength-dependent) absorption cross section σ – above which
absorption becomes significant. Optimum HHG is achieved for Lcoh > 5Labs
and Lmed > 3Labs [131], which is called absorption-limited HHG.

The conversion efficiency of a well phase-matched, absorption-limited high-
harmonic source for attosecond experiments is on the order of 10−6 [132] and,
thus, much lower than what is typical for perturbative non-linear processes,
e.g. second-harmonic generation in a crystal [25]. This also implies that the
intensity of the driving laser field remains essentially unchanged by the HHG
process. It has been shown that for low energy-per-pulse driving laser sources
the conversion efficiency can be just as high as for high energy-per-pulse
sources, if tighter focusing conditions are implemented and the target density
is increased [128, 129].

3.3 characterization of attosecond pulses

Spectrometer

The simplest way to characterize the generated radiation with photon energies
in the XUV regime is through the determination of the magnitude of its spectral
components. This can be achieved with a spectrometer, which includes an
XUV grating. In analogy to an optical prism, the grating separates the various
spectral components, because only for specific angles constructive interference
is possible. These angles are different for different wavelengths λ, according to

βm = arcsin
(

sinβi−
mλ

d

)
, (3.2)

2This contribution arises because of the different focus sizes and wavelengths of the
fundamental and high-harmonic beams and the accordingly different phase shifts when going
through the focus.
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where βm is the angle of order m for which constructive interference occurs, βi
is the angle of incidence on the grating, and d is the spacing of grooves in the
grating [25].

While the spectrum of the high-harmonic radiation does provide information
on the temporal structure of the generated attosecond pulses (continuous vs.
discrete spectrum, see fig. 3.2), the phase structure of the radiation is unknown
and, therefore, the pulses cannot be completely characterized using only a
spectrometer.

RABITT

RABITT3 is a technique that can be used to completely characterize attosecond
pulse trains generated by multi-cycle driving pulses. It assumes that the width
of the harmonics in the spectrum is zero, i.e. each harmonic corresponds to a
monochromatic wave with amplitude Aq, frequency ωq = q ·ω, and emission
phase φq (where q is the harmonic order), such that the resulting temporal
intensity profile of the attosecond pulse train is given by

IXUV(t)∝
∣∣∣∣∣∑
q

Aq exp
(
i
(
ωqt+φq

))∣∣∣∣∣
2
. (3.3)

The Aq can be determined from the intensity of the individual harmonics
in the spectrum. To determine the φq, the RABITT technique detects the
photoelectron energy distribution resulting from the ionization of a rare-gas
target by the high-harmonic radiation in the presence of a moderately intense
(1011 W/cm2 to 1013 W/cm2) fundamental laser field, as a function of the (sub-
cycle–stable) time delay τ between the two pulses [10].

When the high-harmonic radiation alone is made to interact with some
target atom, electrons may be released via single-photon absorption from the
spectral components of the pulse with energies greater than the atom’s IP.4
The probability for this to happen is given by the single-photon ionization
cross section σ(E) (see eq. (1.2)). The kinetic energy of the released electron
can be calculated according to

W = EHHG− IP. (3.4)

If the ionization cross section does not change too much over the spectral range
of the pulse, the kinetic-energy spectrum of the electron will be very similar
to the spectrum of the pulse (shifted by IP), i.e. it will also feature a series
of peaks spaced by 2ω [25]. Again, the photoelectron energy spectrum from
one-photon ionization alone does not afford access to the phase structure of
the pulse.

3reconstruction of attosecond beating by interference of two-photon transitions
4Note that typically the intensity of the high-harmonic radiation is too weak for two-

photon or higher order processes to occur.
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However, in the presence of the fundamental driving field, sidebands appear
in the photoelectron spectrum between the peaks corresponding to specific
harmonics. These are due to one-photon transitions in the continuum induced
by the fundamental field. Each sideband has two contributions: The electron
may be ionized by harmonic q (q+ 1) and subsequently gain (lose) an energy
~ω via absorption (stimulated emission). These two contributions interfere and
lead to a modulation of the sideband intensity Iq with the delay τ , according
to [20]

Iq(τ)∝
(
1 + cos

(
2ωτ +φq+1−φq−1−∆φat

))
. (3.5)

∆φat is an additional contribution to the phase difference characteristic of the
target, which, for noble gas atoms, can be accurately calculated and is typically
small [20]. Therefore, by scanning the delay and measuring the phase shifts of
the oscillating sideband intensities in the electron momentum distribution, the
relative phases of the individual harmonics φq can be measured, and thus the
reconstruction of the attosecond pulse train eq. (3.3) is possible. If the phase
structure of the attosecond pulse train is known instead, RABBIT can also be
used to extract information on the target atom or molecule, i.e. to determine
the term ∆φat in eq. (3.5) [133–137].

FROG-CRAB

In addition to the RABITT technique, developed for the characterization
of long attosecond pulse trains, a method called attosecond streak camera
[11, 138, 139] allows the reconstruction of close-to-isolated attosecond pulses,
by streaking the electrons released by the XUV burst, i.e. mapping their
time of birth to the final energy in the electron distribution, again using the
fundamental field. Both approaches are put on common ground and generalized
by the FROG-CRAB5 technique [140].

FROG-CRAB makes it possible to completely reconstruct the temporal
structure of the XUV pulses (with the exception of the CEP [141]), again
by recording the energy-resolved photoelectron yield in a specific direction
resulting from the ionization of a rare-gas target by the XUV pulse in the
presence of the fundamental field, for different delays between the XUV and
IR pulses. The technique relies on the fact that the concomitant fundamental
field (whose vector potential is denoted by ~A(t)) effectively acts as a phase
gate exp(iΦ(t)) on the electron wave packet χ(~p,t) released by the XUV pulse
in the interaction with the target, such that the detected electron-momentum
distribution in dependence of the delay τ (called a spectrogram) is given by [24]

S(~p,τ) =
∣∣∣∣∣
∫ ∞
−∞

χ(~p,t)exp(iΦ (t− τ))exp
(
i

~

|~p|2

2me
t

)
dt
∣∣∣∣∣
2

.

5frequency-resolved optical gating for complete reconstruction of attosecond bursts
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Φ(t) is the phase the electron acquires in the interaction with the fundamental
laser field [25]. Several algorithms exist to simultaneously reconstruct both
exp(iΦ(t)) and χ(~p,t) from the spectrogram measured for a given direction of
~p [142–145]. From these, the complete evolution of the streaking fundamental
field and the complex envelope of the high-harmonic field can be determined,
respectively.6

6For the expressions relating Φ(t) to ~A(t) and χ(~p,t) to XUV field’s envelope, see ref. [24].





chapter 4

Reaction Microscopes

Kinematically complete coincidence experiments

As described in section 1.1, both the interaction of a target with a strong laser
field (SFI) and with a beam of energetic photons (single-photon ionization)
may lead to the ejection of charged particles (electrons and ions), whose initial
momentum vector upon ionization may point in any direction in space. For
single ionization of atomic targets, momentum conservation dictates that the
momenta of the created electron and ion have the same magnitude but point
in opposite directions.1 Therefore, one can be deduced from the other. In
molecular systems, on the other hand, fragmentation of the ion may occur
following ionization, where momentum is shared among charged and/or neutral
fragments. Simultaneous detection of the momentum vector of all charged par-
ticles created in a single interaction event then provides additional information
compared to e.g. velocity-map-imaging detection systems (see section 13.2),
where only a projection of the overall electron or ion momentum distribution
is recorded. This helps to disentangle the complex dynamics occurring in these
systems upon excitation with electromagnetic radiation (also see chapter 11).

The coincident detection of the three-dimensional momenta of all charged
particles is facilitated by a reaction microscope [21, 146]. Coincidence detection
refers to the notion that all detected particles can be correlated to a single
interaction event of the electromagnetic radiation with a target atom or
molecule. This implies that in a single laser pulse at most one target particle
should be ionized in most cases. Otherwise, false coincidences may occur,
when some of the resulting charged particles are missed due to non-perfect

1The electromagnetic radiation contributes only negligibly to the total momentum.
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detection efficiencies. In such cases, charged particles may be falsely assumed
to be correlated, when they are created in the same laser pulse but actually do
not originate from ionization of the same target particle. To keep the rate of
false coincidences at an acceptable level, the rate of ionization events per laser
pulse must be well below one event per pulse.2

In this chapter, the working principle of a reaction microscope and the
path from the acquisition of raw data to the calculation of physical momenta
will be shortly summarized. More details on reaction microscopes in general
can be found in ref. [21] and, specifically on the reaction microscope employed
for the experiments presented in part II, in the PhD thesis of Sascha Birkner
[147].

4.1 description of the reaction microscope

Overview

Figure 4.1 schematically depicts a reaction microscope as used in experiments
involving femtosecond lasers or attosecond pulses. The figure also defines the
laboratory-frame coordinate system used throughout this thesis. In the centre
of the reaction microscope, a beam of electromagnetic radiation incoming along
the y-axis is crossed perpendicularly with a supersonic gas beam (molecular
beam) propagating along the x-axis. The beam of radiation can either be
focused into the molecular beam from outside the reaction microscope (as in
the attosecond beamline presented in part III) or, when a short focal length is
required, with a mirror within the reaction microscope (as in the experiments
in part II). The region in space where the two beams overlap and interact is
called the interaction region in this thesis. Its centre defines the origin of the
employed coordinate system.

Perpendicular to both the molecular beam and the beam of radiation,
i.e. parallel and anti-parallel to the z-direction, respectively, homogenous
electric and magnetic fields are applied, which guide the charged particles
created in the radiation-gas interaction to one of the detectors at either end
of the time-of-flight path along the z-axis. The electric field is generated by
a stack of electrodes within the reaction-microscope vacuum chamber, with
an appropriate voltage applied to each electrode such that a homogeneous
field results. The magnetic field is generated by an electric current through
three copper coils from outside the reaction microscope. Wherever possible,
materials within and close to the coils have a low magnetic permeability in
order to disturb the homogeneity of the magnetic field as little as possible.
Four additional large-diameter coils create another, weaker magnetic field to
compensate for external disturbances such as Earth’s magnetic field.

2For a rate of 0.1 to 0.2 ionization events per laser pulse, according to Poissonian statistics,
the probability to ionize two or more target particles ranges from 0.5% to 1.7%.
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Figure 4.1: Schematic overview of the reaction microscope. Electrons
and ions are guided by homogeneous electric and magnetic fields to
their respective detector. The coordinate system at the bottom defines
the laboratory frame used throughout this thesis. Image modified from
ref. [147].

Position-sensitive charged-particle detectors

Due to the polarity of the electric field, negatively charged particles (i.e.
electrons) are accelerated in the negative z-direction, where the detector biased
for electron detection is placed at a distance of 400mm from the interaction
region. The detector (Roentdek HEX75) with an active area of 75mm consists
of a multi-channel plate (MCP) and a position-sensitive delay-line anode [148].
An MCP features an array of small channels, in which, when a charged particle
or energetic electromagnetic radiation hits the front surface of the MCP, a
cascade reaction creates a localized cloud of electrons at the same position
at the back surface, when a suitably chosen acceleration voltage is applied
between front and back [149]. This cloud of electrons subsequently induces
pulsed currents in the three lines of the delay-line anode, which are arranged
to form a hexagonal grid [147]. On each of the delay lines, depending on where
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the electron cloud is located, the induced current signal requires a certain
time to reach its two ends. These times are recorded on a computer using
two synchronized time-to-digital converter cards (Roentdek TDC8HP), and
from the difference between the arrival times on each delay line, the position
of the electron cloud and thus of the impact of the initial charged particle
can be inferred. While a square grid of delay lines is sufficient to determine
the impact position on the detector, the hexagonal arrangement improves the
image quality and the multi-hit capabilities, i.e. it performs better when more
than one particle hit the detector in quick succession such that the signals on
the delay lines from the two hits are not clearly separated in time. In addition
to the signals induced on the delay-line anodes, the amplified signal directly
from the MCP is also recorded, timed with respect to a trigger signal from the
laser, from which the instant of interaction can be deduced. In this way, the
detector is capable of recording both the time of flight from the interaction
point to the detector and the impact position on the detector.

Cations are accelerated along the positive z-direction towards the second
detector 160mm away from the interaction region and opposite to the electron
detector. The ion detector is a Roentdek DLD75 (active area: 75mm), which
also consists of an MCP and a delay-line arrangement, in this case, however,
with just two delay lines forming a square grid. In front of the ion detector, a
gold mesh is installed, which shields the high negative voltage bias at the front
of the MCP from the lower potential in the time-of-flight region, thus reducing
lensing effects on the ion trajectories at the cost of lowering the transmission
of ions to the detector slightly (transmission: 90%).

All timing signals from the detectors are amplified and discriminated
using constant-fraction discriminators (Roentdek FAMP8 and CFD8c (electron
detector) and ATR19 (ion detector)). A discriminator turns the signals from
the detector, which display irregularities such as varying pulse heights, into
a standard signal that can be fed to the time-to-digital converter. Constant-
fraction discriminators reduce the timing jitter due to variations in the input
pulse height compared to discriminators relying on a simple threshold [147].
The recorded times from the time-to-digital converter can be monitored in real
time using the software CoboldPC from Roentdek.

4.2 post-experimental data processing

After the end of the data acquisition, a more detailed analysis of the data takes
place that cannot be performed in real time. First, a proprietary algorithm
from Roentdek performs an improved position reconstruction from the timing
information on the delay-line anodes. This algorithm is, in particular, able to
infer the position even if one or several of the delay-line signals are missing in
an event. Note that, for all data presented in this thesis, only events where
the signals from all delay lines were present and consistent were used for the
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further analysis steps.

Reconstruction of particle momenta

From the recorded impact position on and time of flight to the detector, one
can then reconstruct the full momentum vector for each particle, if the electric
and magnetic field strengths (denoted by E and B, respectively) are known.
These can be inferred from the supplied voltage and current, respectively. For
the underlying calibration, see ref. [147]. The momentum reconstruction is
performed by relying on the Newtonian equations of motion to determine the
trajectories of the particles from the interaction region to the detector. The
homogeneous magnetic and electric fields inside the reaction microscope force
the particles with charge q and mass m created in the interaction region onto
trajectories determined by the equations

m~̈x= q
(
E~ez + B~̇x×~ez

)
. (4.1)

Using the initial conditions

~x(0) = ~x0 =

x0
y0
z0

 and ~̇x(0) = ~p

m
= 1
m

pxpy
pz

 ,
the solution to this equation is

~x(t) =

x(t)
y(t)
z(t)

=


1

mωc
(px sinωct− py cosωct+ py) +x0

1
mωc

(px cosωct+ py sinωct− px) + y0
qE
2m t

2 + pz
m t+ z0

 , (4.2)

where
ωc = qB

m
. (4.3)

~p is the initial momentum vector that we seek to reconstruct. Equation (4.2)
describes a helical trajectory starting from ~x0, with a period given by the
cyclotron frequency ωc. This can be seen explicitly by rewriting the transverse
part of eq. (4.2) using trigonometric identities:(

x(t)−x0
y(t)− y0

)
= 1
mωc

|~ptr| ·
(

sin(ωct−β)
cos(ωct−β)

)
+ 1
mωc

(
py
−px

)
(4.4)

= 2
mωc

|~ptr|sin
ωct

2 ·

cos
(
β− ωct

2

)
sin
(
β− ωct

2

) , (4.5)

where tanβ = py

px
and |~ptr|=

√
p2
x + p2

y. Equation (4.4) shows that the projec-
tion of the particle trajectory onto the x-y-plane is a circle with radius |~ptr|/mωc

centred around 1/mωc

(
py,−px

)
.
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Considering the motion along the z-axis, the trajectory ends where the
charged particle hits the detector a distance of d away from ~x0 at a time tf:

d
!= z(tf)− z0.

This can be solved for tf,

tf =− pz
qE

+ tf,0

√
1 + p2

z

2mqE d,

where

tf,0 =
√

2md
qE

,

to obtain the time of flight to the detector and for pz to obtain the initial
momentum in the z-direction (the longitudinal momentum) from the time of
flight,

pz(tf) = qE

2
t2f,0− t

2
f

tf
= qE (tf,0− tf) + O

((
tf,0− tf

)2
)
. (4.6)

Here, tf,0 denotes the time of flight of a particle with pz = 0. It relates the
mass-to-charge ratio m/q of different ion species to the time of flight. The
approximation to first order in (tf,0− tf) in eq. (4.6) is valid for heavy enough
particles, or more precisely for p2

z/2m� dqE [147]. In the present thesis, the
approximate expression is used for the determination of pz for ions, whereas
for electrons the exact expression is applied.

To reconstruct the momentum components (px,py) (transverse momen-
tum)3 from the time of flight tf and impact position on the detector(

xf
yf

)
=
(
x(tf)
y(tf)

)
,

the transverse part in eq. (4.2) needs to be solved for (px,py):(
px
py

)
(xf,yf, tf) = mωc

2sin ωctf
2
·
(

cos ωctf
2 −sin ωctf

2
−sin ωctf

2 −cos ωctf
2

)
·
(
xf−x0
yf− y0

)
(4.7)

For small ωc, i.e. for heavy particles, a Taylor expansion to first order in
ωct in eq. (4.2) yields the simpler relation(

px
py

)
(xf,yf, tf) = m

tf

(
xf−x0
yf− y0

)
(4.8)

3To distinguish the momentum perpendicular to the driving-laser polarization direction
from the momentum perpendicular to the time-of-flight direction in the reaction microscope,
the former is called lateral whereas the term transverse is reserved for the latter in this thesis.
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between the impact position and the initial momenta. Again, this approxima-
tion is only used for ions in the present thesis.

From eq. (4.5), it can be seen that for times of flight tf,n fulfilling ωctf,n =
n · 2π, where n is an integer, the impact position is the same regardless of the
initial transverse momentum. Accordingly, eq. (4.7) diverges and the transverse
momentum components cannot be retrieved for these tf,n, which correspond,
according to eq. (4.6), to specific values of the longitudinal momentum pz(tf,n).
In the reconstructed momentum distribution, the planes given by pz = pz(tf,n)
are called nodes [21]. Already close to the nodes, the quality of the recon-
struction of the transverse momentum degrades, due to the small extent of
the particle distribution on the detector and the limited spatial resolution
of the detector (also see eq. (4.11)). The relative position of the nodes with
respect to the momentum distribution changes when varying the extraction
fields, and, in principle, for an appropriate choice of the magnitudes of the
electric and magnetic fields, the electron distribution can be made free from
nodes, which is the case when the occurring pz momenta all correspond to
times of flight between two adjacent nodes. The times of flight tf,n also allow
the determination of the strength of the applied magnetic field B. In addition,
by comparing the tf,n for several values of B, the instant of interaction with
respect to the laser trigger can be accurately deduced. For ions, the cyclotron
motion is negligible and the nodes play no role.

In order to use eqs. (4.6) to (4.8) to reconstruct the full momentum vector
of a particle, the parameters x0, y0, and tf,0 need to be determined. In practice,
this is achieved iteratively by centring the resulting distributions of projections
along px, py, and pz for each particle species around zero.

Maximum detectable momentum

Equation (4.4) determines the radius of the helical electron motion, which
depends on the transverse momentum |~ptr|. The radius of the detector rMCP
must be twice as large as the radius corresponding to the maximum transverse
momentum |~ptr|

maxin order for all electrons to reach the detector:

|~ptr|
max = rMCP

2 qB. (4.9)

For ions, the maximum detectable transverse momentum can be deduced from
eq. (4.8), where one also has to take into account the shift of the ions away from
the detector centre due to the velocity of the molecular beam (see section 4.3).

The maximum longitudinal momentum component, on the other hand, is
limited by the excursion distance towards the respective opposite detector
for those particles with pz > 0 (electrons)/pz < 0 (ions), since the charged
particle will be reflected by the potential step present at the opposite detector
and thus the corresponding trajectory will be disrupted. For particles with
initial momentum towards their own detector, the only limit for the maximum
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detectable longitudinal momentum is posed by the temporal resolution of the
time-to-digital converter.

Momentum resolution

The temporal resolution also determines the achievable longitudinal momentum
resolution of the detector, whereas the momentum resolution in the transverse
plane is additionally determined by the spatial resolution of the detector, in
both cases disregarding uncertainties due to target preparation in the molecular
beam (see next section) and the focus size of the laser. The following expressions
can be derived [150]:

∆pz =
∣∣∣∣ qE2d2 + md

t2

∣∣∣∣ · δt (4.10)

∆ptr = mωc

2
∣∣∣sin ωct

2

∣∣∣
√√√√√δr2 +


√
x2
f + y2

f ωc

2tan ωct
2

2

δt2, (4.11)

where δt and δr are the uncertainties in the determination of the time of flight
and the impact position on the detector, respectively. Note that the transverse
momentum resolution depends on both the impact position and the time of
flight. Close to the nodes, the transverse momentum resolution diverges, as
expected. Also note that, while the maximum detectable momenta may be
increased by using larger extraction fields, this will deteriorate the momentum
resolution. In the experiments in part II, rather large extraction fields are
used to detect high-momentum particles. However, momentum resolution is
not critical, since only quantities integrated over relatively large regions in
momentum space are considered.

4.3 molecular beams

Supersonic cooling

The molecular beam is a jet of gas created by the adiabatic expansion of the
gas through a small nozzle (in the present case with a diameter of 10µm) into
vacuum. When using a high enough stagnation pressure, the velocity v of
the jet becomes larger than the local speed of sound, leading to a supersonic
expansion. In such an expansion, thermal energy stored in the random motion
of the atoms or molecules and compression energy are transformed into the
kinetic energy of a directional motion of the jet. From energy conservation,
the relations

T‖(v)
T0

=
(
ρ(v)
ρ0

) 2
f

= 1−
(
v

v∞

)2
(4.12)
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can be derived for an ideal gas [151], where

v∞ =
√
kBT0
mgas

(f + 2), (4.13)

T0 and ρ0 are the initial gas temperature and density before the expansion,
respectively, and T‖(v) and ρ(v) are the temperature and density along the
jet, which vary with the jet velocity v. kB is the Boltzmann constant, f is the
number of degrees of freedom of the gas and mgas is the mass of the particles
making up the beam. The distribution of v along the jet, also determining
the spatial profile of T‖ and ρ, depends on the geometry of the nozzle and
cannot be easily calculated. From eq. (4.12), it is clear that both T‖ and ρ
decrease as v increases. The expansion thus leads to a cooling of the jet, from
the temperature T0 down to a few Kelvin. v∞ is the maximum velocity the
jet could reach if cooling to a temperature of 0K were possible, the so-called
isentropic limit. For helium and T0 = 300K, v∞ = 1766m/s.

In reality, cooling always stops before reaching 0K, because, as the density
of the jet decreases, at some point no collisions take place any more among
the constituents of the beam, and therefore the exchange of energy stops [152].
To obtain a high particle density and thus better cooling, a high stagnation
pressure is desirable. On the other hand, the stagnation pressure is limited
by the formation of clusters [152], in particular in molecules due to van-der-
Waal forces. The released binding energy of the clusters increases the jet
temperature, thus limiting the achievable cooling. The clustering of molecules
can be decreased significantly by supersonically expanding only a small fraction
of the molecules in a rare-gas carrier such as helium (so-called seeded beams).
Cluster formation in helium occurs only at very low temperatures [152], thus
cold targets can be prepared. Using helium in molecular SFI experiments,
instead of other rare-gas carriers, has the additional benefit of ionization
in helium being negligible at the laser intensities necessary for the SFI of
molecules, due to its high IP.

The temperature T‖ only characterizes the distribution of velocities along
the jet propagation direction, whose FWHM width ∆v is given by [153]

∆v = 2
√

log2
√

2kBT‖/mgas.

For ions, this velocity distribution affects the achievable momentum resolution
in the jet direction (the x-direction according to the coordinate system in
fig. 4.1).4 Similarly, a temperature T⊥ can be defined, characterizing the
velocity spread in the direction perpendicular to the molecular beam. T⊥ is
determined by the geometry of the apertures confining the jet in the directions
perpendicular to the propagation direction and is typically much smaller than
T‖ [147, 150].

4For electrons, the velocity from the molecular beam does not contribute significantly to
the momentum due to the small electron mass.
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The molecular-beam setup in the reaction microscope

If no further measures are taken, then the directional motion of the beam only
reaches a distance xM = d ·0.67

√
p0
p1

(where d is the nozzle diameter and p0 and
p1 the pressure before and behind the nozzle, respectively) behind the nozzle
(the so-called zone of silence), before the molecular beam would collapse [151].
This is prevented by placing a skimmer (in the present case with a diameter
of 300µm) into the zone of silence, which results in a drop of pressure in the
region behind the skimmer due to differential pumping5, thus allowing the
molecular beam to continue propagation.

In the employed setup, the distance from nozzle to skimmer is 5mm. After
the skimmer, the beam propagates for another 55 cm, before it enters the
reaction-microscope main chamber through another orifice with a diameter of
1mm. This orifice is 81mm away from the interaction region. After traversing
the interaction region, the molecular beam is caught by a pumped catcher to
limit the rise of background pressure in the main chamber due to the introduced
gas. Typical pressures in different parts of the reaction microscope as employed
in the experiments in part II are summarized in table 4.1.

background pressure with molecular beam
reaction-microscope main chamber 1.5× 10−10mbar 2× 10−9mbar
molecular-beam source chamber 6× 10−9mbar 4× 10−4mbar

differential-pumping stage 7× 10−10mbar 4× 10−7mbar
beam dump <1× 10−9mbar 8× 10−8mbar

Table 4.1: Typical pressures in different parts of the reaction-
microscope setup. The molecular beam is operated with 20 bar of
0.03% of butadiene seeded in helium. The differential-pumping stage
is located between the skimmer and the entrance orifice to the reaction
microscope.

5This is due to the low vacuum conductance of a small orifice, limiting the gas flow
and thus allowing a large steady-state pressure differential to exist between the two parts
connected by the orifice [154].
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Molecular Alignment

5.1 theory of non-adiabatic alignment

Laboratory-frame vs. molecular-frame measurements

When a molecular target is prepared in a molecular beam, the resulting
ensemble is usually randomly aligned, i.e. any orientation of the molecules
with respect to the laser polarization axis is equally likely. The response of a
molecule to an electromagnetic field will, however, generally depend on the
relative orientation of the molecule and the field’s polarization vector.

In general, an ensemble of molecules is characterized by an alignment
distribution A(χ′,θ′,φ′), where χ′, θ′, and φ′ are the Euler angles describing
the transition from a space-fixed frame to the molecular frame.1 The molecular
frame, whose axes are denoted by x̂, ŷ, and ẑ in the present thesis, is the
frame that is attached to and thus rotates with the molecule. A(θ′,χ′,φ′) gives
the probability of finding a molecule rotated by the angles χ′, θ′ and φ′ with
respect to the space-fixed frame.

Within the molecular frame, the direction of the electromagnetic field’s
polarization vector can be described in spherical coordinates by the angles
θ and φ. Generally, in an ensemble with alignment distribution A, when
measuring a quantity N(θ,φ), which is produced by the interaction with an
electromagnetic field (called the driving or SFI field within this thesis) and

1The transition from one frame to another can always be achieved by means of three
rotations: by an angle φ′ around the z-axis, then by an angle θ′ around the new y-axis, and
finally by an angle χ′ around the new z-axis. This is equivalent to a series of rotations around
the axes of the original space-fixed coordinate system: first by an angle χ′ around the z-axis,
then by an angle θ′ around the y-axis, and finally by an angle φ′ around the z-axis.
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which depends on the direction of the (linear) polarization vector of this field
in the molecular frame, only the incoherent sum of all contributing orientations

Navg = 1
8π2 ·

∫ 2π

0

∫ π

0

∫ 2π

0
N(θ(θ′,χ′,φ′),φ(θ′,χ′,φ′))·A(θ′,χ′,φ′)dχ′ sinθ′dθ′dφ′

(5.1)
can be determined, i.e. the measurable response to the electromagnetic field is
given by the convolution of A with the molecular-frame quantity N [42, 155].
The functions θ(θ′,χ′,φ′) and φ(θ′,χ′,φ′) govern the transformation from the
space-fixed to the molecular frame.

Thus, when using a randomly oriented ensemble of molecules, the depen-
dence of N on the direction of the polarization vector is lost. When one is
interested in the response of the molecule for a certain relative orientation of
molecule and laser polarization, one has to prepare the molecular ensemble
with an alignment distribution that is peaked along a specific direction, such
that the molecular response for this direction has more weight in the average
eq. (5.1).

Interaction of a laser field with a rigid rotor

One way to achieve this is to align the molecules using a moderately strong
(1011 W2

/cm to 1012 W2
/cm) non-resonant laser pulse prior to the interaction

producing the quantity N . The alignment laser field interacts with the dipole
moment of the molecule. The effect of a permanent dipole moment, which only
couples to a DC electric field, averages to zero in an oscillating electric field [156].
The induced dipole moment dynamically created by the displacement of the
electrons in the molecule driven by the oscillating, linearly polarized alignment
laser field, couples to the laser field, whose envelope has the components E0i,
as described by the interaction [157]

V̂ (t) =−1
4
∑
i,j

E0,i(t)αijE
∗
0,j(t). (5.2)

αij is the polarizability tensor, which quantifies the strength of the induced
dipole moment along different directions in the molecule [158]. The rotational
part of the field-free Hamiltonian is given, within the rigid-rotor model, by
[156]

Ĥff
rot = Ĵ2

x̂

2Ix̂x̂
+

Ĵ2
ŷ

2Iŷŷ
+ Ĵ2

ẑ

2Iẑẑ
, (5.3)

such that the total rotational Hamiltonian is

Ĥrot(t) = Ĥff
rot + V̂ (t). (5.4)

Ĵx̂, Ĵŷ, and Ĵẑ are the components of the angular-momentum operator in
the molecular frame. Ix̂x̂, Iŷŷ, and Iẑẑ are the principal moments of inertia,
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which also define the molecular frame [156]. Different molecules are classified
according to the relative magnitude of the principal moments of inertia [159]:
Molecules with no special relation among the principal moments are called
asymmetric-top molecules. In symmetric-top molecules, two of the principal
moments are identical, where the third one can be either larger (oblate sym-
metric top) or smaller (prolate symmetric top) than the other two. In the
case of a prolate symmetric-top molecule, the axis with the smaller principal
moment of inertia will be called the long axis in this thesis. A special case of a
prolate symmetric top is a linear molecule, where the third principal moment
of inertia is much smaller than the other two. In general, the major axes of the
polarizability and inertia tensors need not be identical, but for symmetric-top
molecules the two coordinate systems are the same and two of the principal
values of the polarizability tensor are also identical [156, 160].

Specializing on the case of prolate symmetric-top molecules from now on,
the interaction potential eq. (5.2) can be written as

V̂ (t) =−E0(t)2

4
((
α‖−α⊥

)
cos2 θ′+α⊥

)
, (5.5)

where E0 is the magnitude of the instantaneous alignment-field envelope, θ′
is the angle between the long axis of the molecule and the alignment-field
polarization direction (called the alignment axis), α⊥ is the common principal
value of the polarizability tensor for two of its major axes, and α‖ is the larger
principal value for the third major axis [156]. From eq. (5.5), it can be seen
that the energy is minimized when the angle θ′ is 0 or π, i.e. when the long
axis of the molecule is aligned (anti-)parallel to the alignment axis.

The field-free Hamiltonian eq. (5.3) in the case of a prolate symmetric-top
molecule reads

Ĥff
rot = Ĵ2

2I⊥
+ Ĵ2
‖

(
1

2I‖
− 1

2I⊥

)
,

where Ĵ2 = Ĵ2
x̂ + Ĵ2

ŷ + Ĵ2
ẑ is the squared total angular-momentum operator,

Ĵ2
‖ = Ĵ2

ẑ is the square of the component of the angular-momentum operator
along the long axis of the molecule, and I⊥ and I‖ are the moments of inertia
defined in analogy to α⊥ and α‖, i.e. I‖ is the moment of inertia for rotations
around the longer molecular axis and I⊥ the one for rotations around axes
perpendicular to it. The eigenvalues Ej,k of Ĥff

rot can be shown to be [158, 161]

Ej,k

~
2 = j(j+ 1)

2I⊥
+ k2

(
1

2I‖
− 1

2I⊥

)
, (5.6)

where j and k are integer numbers with j ≥ 0 and |k| ≤ j.

Prompt alignment

In non-adiabatic alignment (also called impulsive alignment), the laser pulse
aligning the molecules is short with respect to the time scale set by the
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rotational constants B⊥ = ~/4πI⊥ and B‖ = ~/4πI‖ [157, 162, 163]. In the
transition from the field-free to the field-dressed and back to the field-free case,
the system cannot adapt fast enough to be in the momentary eigenstate of
the full time-dependent Hamiltonian, but instead a coherent superposition of
field-free eigenstates |jkm〉2 has been populated by the end of the pulse [156].
More precisely, while the laser field of the pulse is present, the molecule will
undergo a series of Raman transitions3, which populate states with different j
but with the same k and m. After the alignment pulse is over, the field-free
temporal evolution of the wave packet is described by

|Ψ 〉(τ) =
∑
j

cj |jkm〉exp
(
i

~

Ej,kτ

)
, (5.7)

where cj denotes the population of the eigenstate |jkm〉 immediately after
the alignment pulse and τ is the delay with respect to this instant. The
coherent population of the j-states leads to an aligned ensemble shortly after
the pulse (prompt alignment). This can be explained both classically and
quantum-mechanically by regarding the alignment pulse as a very short kick
(a δ-kick) acting on the molecules, which results in an angular velocity that is
approximately proportional to the angular deviation from the alignment axis.
All molecules in an ensemble thus align approximately along the alignment axis
a short delay after the kick [165]. In addition, when analytically continuing
the time evolution to negative delays, shortly before the prompt alignment
there would be an instant of high anti-alignment [166], which means that the
molecules are delocalized in a plane perpendicular to the alignment axis. The
more j-states are involved, the sharper peaked the (anti-)alignment distribution
is.

Revival structure

From eqs. (5.6) and (5.7), it can also be seen that the temporal evolution of
the rotational wave packet is ∆τrev-periodic, where

∆τrev = 1
2B⊥

. (5.8)

In particular, this implies that – while the different phases exp
(
i
~
Ej,kτ

)
for

the components making up the rotational wave packet in eq. (5.7) quickly lead
to a reduction of the degree of alignment following the prompt alignment – a
time ∆τrev after the prompt alignment the phase difference between adjacent

2The quantum number m is the eigenvalue with respect to the z′-component of the
angular-momentum operator in the space-fixed coordinate system [164]. States with the
same j and k but different m are degenerate.

3A Raman transition occurs within a molecule when a photon scatters inelastically from
it, to compensate for the energy transferred to the photon [158].
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Figure 5.1: Simulated 〈cos2 θ′〉 for 1,3-butadiene in the symmetric-top
approximation as a function of the delay τ after the alignment pulse
with a duration of 150 fs and a peak intensity of 3.2× 1012 W/cm2. The
rotational temperature of the ensemble was 3K. For the relevant
constants in butadiene, see table 9.1.

j-states is a multiple of 2π, so all components are in phase again, and a high
degree of alignment is restored. This is called a full revival of the wave packet.
The anti-alignment that can be deduced from the δ-kick model for negative
time delays can actually be observed at the full revival shortly before the
instant of alignment.

The degree of alignment can be quantified by means of the 〈cos2 θ′〉 value,
which can be expressed as [156]

〈cos2 θ′〉(τ) =
∑
j,j

′

c∗jcj′ exp
(
− i
~

(
Ej′

,k−Ej,k
)
τ

)
〈jkm|cos2 θ′|j′km〉

=
∑
j

|cj |
2 · 〈jkm|cosθ′|jkm〉

+
∑
j

2|cj ||cj−1| · 〈j− 1km|cos2 θ′|jkm〉 · cos
(
Ej,k−Ej−1,k

~

τ − const
)

+
∑
j

2|cj ||cj−2| · 〈j− 2km|cos2 θ′|jkm〉 · cos
(
Ej,k−Ej−2,k

~

τ − const
)
.

(5.9)

Figure 5.1 shows the temporal evolution of 〈cos2 θ′〉 for 1,3-butadiene (see
chapter 6 and section 9.1) in the symmetric-top approximation. The values of
〈cos2 θ′〉 range from 0 to 1. A 〈cos2 θ′〉-value of 1/3 signifies a random ensemble
of molecules, whereas higher values imply alignment of the long molecular
axis along the alignment axis and lower values anti-alignment in the plane
perpendicular to it [167].
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Equation (5.9) displays three contributions: The first term does not depend
on τ and, thus, it results in a permanent-alignment component for the alignment
distribution. This can be seen in fig. 5.1, where the base value of 〈cos2 θ′〉 is
larger than 1/3 even away from the revivals. The second and third terms, on
the other hand, are due to the beating of states with ∆j =±1 and ∆j =±2,
respectively.4 The ∆τrev-periodicity is also evident in eq. (5.9). Accordingly,
in fig. 5.1 the high degree of alignment from the prompt alignment is restored
in intervals of ∆τrev = 119 ps (see eq. (5.8) and table 9.1). In addition, for the
last part of the last term in eq. (5.9) the relation

cos
(
Ej,k−Ej−2,k

~

(
τ + ∆τrev

2

)
− const

)
=−cos

(
Ej,k−Ej−2,k

~

τ − const
)

(5.10)
holds. For linear molecules (and for symmetric-top molecules initially in a
state |jkm〉 with k = 0 or m = 0), the selection rule ∆j = ±2 for Raman
transitions [168] implies that the second term in eq. (5.9) does not contribute
to 〈cos2 θ′〉(τ). In this case, it can be concluded from eq. (5.10) that at a delay
of approximately ∆τrev/2 a so-called half revival occurs, where alignment and
anti-alignment are also restored, however – due to the minus sign in eq. (5.10)
– in inverse order compared to the full revivals. For symmetric-top molecules,
in general also ∆j =±1 Raman transitions are possible [168], but the overall
behaviour is expected to be similar to linear molecules, since the last term
dominates the second term in eq. (5.9) [156]. This is evidenced by the clear
half revival in fig. 5.1.

Eventually, the degree of alignment at the revivals decreases in real systems,
because the rigid-rotor model, underlying the evenly spaced energy levels,
ignores the effect of centrifugal elongation of a rotating molecule, which changes
the moment of inertia for higher j-states [169].

For asymmetric-top molecules, the energy level structure becomes much
more complex, leading to so-called C-type revivals in addition to the J-type
revivals of symmetric tops, which become the more pronounced the further the
deviations from a symmetric-top description are (for more details see refs. [156,
167, 170]). Furthermore, it should be mentioned that, using elliptically polar-
ized alignment pulses, asymmetric-top molecules can be fixed in space in all
three dimensions [156].

Returning to the case of symmetric-top molecules, the following field-free
alignment scheme can be devised: By initiating the process which one would
like to study – producing the molecular-frame quantity N – at a delay τ
corresponding to alignment at one of the (half) revivals, an aligned ensemble
can be achieved without the (potentially disturbing) alignment laser field
being present during the process itself. Since alignment takes place along
the polarization direction of the alignment pulse, different directions of the

4Higher-order beatings cannot be observed in the 〈cos2
θ
′〉 time evolution [156].
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long molecular axis can be probed by varying the polarization direction of the
alignment laser pulse with respect to the driving-laser polarization.

Finite temperature of the molecular ensemble

So far, it was assumed that all relevant |jkm〉-states are populated coherently
by the alignment laser. For this, it is necessary that before the interaction with
the alignment laser pulse only a single rotational state is populated. In general,
however, in a thermal ensemble of molecules, several states are incoherently
populated even before the interaction. The population of each state with
energy Ej,k (given by eq. (5.6)) is governed by the Boltzmann factor

exp
(
−

Ej,k
kBTrot

)
, (5.11)

where Trot is the rotational temperature [156]. This decreases the coherence
of the rotational wave packet launched by the alignment pulse and, thus, the
achievable degree of alignment. In order to limit this, the rotational tempera-
ture of the prepared molecular ensemble should be low [171]. The rotational
temperature depends on the translational temperature of the molecular beam,
considered in section 4.3, and on the efficiency of the energy exchange between
the translational and rotational degrees of freedom due to collisions among the
constituents of the molecular beam. Since – as the density of the molecular
beam decreases and collisions become rare – there is an intermediate regime
where translational cooling still takes place but where the internal degrees
of freedom (rotations and vibrations) are no longer in thermal equilibrium
with the translational degrees of freedom [152], the translational temperature
generally imposes a lower limit for Trot.

5.2 experimental determination of the alignment
distribution

After pre-aligning (symmetric-top) molecules using non-adiabatic alignment, as
described in the previous section, the molecules have an axis distribution A(θ′)5,
which is peaked along the alignment-laser polarization direction. Knowing the
alignment distribution that is present when probing the quantity N with the
SFI pulse is useful to compare experimental data with theoretical calculations,
which can then include averaging over A. In addition, it is also possible – by
experimentally determining the quantity Navg eq. (5.1) for several angles α′

between the polarizations of the alignment and the probe laser fields6 – to

5In the case of a linearly polarized alignment pulse and symmetric-top molecules, the
alignment distribution A(χ′,θ′,φ′) does not depend on φ′ and χ′ [172].

6The polarization direction of the alignment laser defines the z′-axis of the ’space-fixed’
coordinate system (x′,y′,z′), whereas the y′-axis is defined by the common propagation
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deconvolve the alignment distribution from the measured Navg(α
′) and thus

obtain the original molecular-frame dependence N(θ) (see next section).
While it is possible to measure the alignment distribution directly by rapidly

dissociating the molecules with a short intense laser pulse [173], such mea-
surements rely on the axial-recoil approximation, which assumes the produced
fragments to have their momentum along the molecular axis. This is well
fulfilled for diatomic molecules but may fail for larger molecules [174]. There-
fore, one often turns to numerical simulations of the alignment distribution,
for which, however, the alignment pulse parameters (intensity, duration, focal
averaging) and the rotational temperature of the molecular ensemble in the
molecular beam need to be known. In particular the alignment intensity and
the rotational temperature are very difficult to measure accurately. Mikosch
et al. [49, 160] introduced a method to determine the most likely alignment
distribution prepared via non-adiabatic alignment without precisely knowing
some of these input parameters. The method relies on two experimental scans
of the quantity Navg, as a function of the delay τ for a fixed angle α′ and
as a function of the angle α′ for a suitable fixed value of τ . These scans
are then compared to a series of symmetric-top alignment simulations for a
range of input alignment intensities and rotational temperatures, choosing the
alignment distribution which describes this experimental data best. Since the
procedure plays an important role in part II of the thesis, it will be briefly
described here. For more details see ref. [160].

Parametrizing molecular-frame quantities

The molecular-frame quantity N(θ,φ) can be expanded in terms of spherical
harmonics Ylm as

N(θ,φ) =
∞∑
l=0

l∑
m=−l

almYlm(θ,φ)

For symmetric-top molecules N does not depend on φ, and the expansion can
be simplified to

N(θ) =
∞∑
l=0

alPl(cosθ), (5.12)

where Pl are the Legendre polynomials. Furthermore, if the molecule has
inversion symmetry, only even l contribute to the sum in eq. (5.12). In
practice, often only the first few terms are relevant to adequately describe the
θ-dependence of an actual quantity. Therefore, the expansion can be truncated

direction of the alignment and driving laser pulses. Since the polarization vector of the
driving laser is always pointing along the z-direction of the laboratory frame (see fig. 4.1), the
’space-fixed’ coordinate system is rotated around the y-axis with respect to the laboratory
frame by the angle α′.
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and only terms up to lmax are considered:

N(θ)≈
lmax∑
l=0

a2lP2l(cosθ). (5.13)

Equation (5.13) facilitates the parametrization of the θ-dependent quantity
N using only a few parameters. The quantity parametrized in this way then
needs to be convolved with simulated alignment distributions of the molecular
ensemble to compare with experimental data.

Symmetric-top alignment simulations

In the simulations, which were performed using a code from Bisgaard [156],
the angular-momentum states of the molecular ensemble are initially inco-
herently populated, weighted by the Boltzmann factor eq. (5.11) using the
input rotational temperature. The interaction with the alignment pulse, whose
intensity and duration are given as input parameters, is simulated by solving
the time-dependent Schrödinger equation, using the Hamiltonian eq. (5.4), to
obtain the complex cj in eq. (5.7), which then govern the field-free evolution
after the alignment laser pulse. Intensity averaging over the focal volume of
the alignment laser beam is taken into account, using the focal spot sizes of
the pump and probe beams and averaging over different slices making up the
interaction volume.

The result of a simulation is a time-dependent simulated alignment distri-
bution Ai(θ′, τ), where the index i labels the set of variable input parameters
{Trot, I}i.

Determination of the most likely alignment distribution

Rewriting eq. (5.1) for the case of symmetric-top molecules and for a probe-
laser polarization direction at an angle α′ with respect to the alignment axis
and including a time dependence τ for the alignment distribution, one obtains
[42]

Navg(α
′, τ) = 1

8π2 ·
∫ 2π

0

∫ π

0
N(θ(θ′,φ′,α′)) ·A(θ′, τ)sinθ′dθ′dφ′, (5.14)

where in this case the function θ(θ′,φ′,α′) is given by

cosθ = cosα′ cosθ′− sinα′ sinθ′ sinφ′.

Inserting the expansion eq. (5.13) for N and the simulated Ai into eq. (5.14),
one obtains expressions that can be fitted to the experimental data.

For each of the alignment simulations i, the expression

1
8π2 ·

∫ 2π

0

∫ π

0

lmax∑
l=0

a2lP2l(cosθ(θ′,φ′,α′)) ·Ai(θ′, τ = τa)sinθ′dθ′dφ′, (5.15)
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is fitted to a corresponding experimental angular scan performed at a pump-
probe delay τ = τa where the ensemble is aligned. The a2l are the free fitting
parameters, and their respective best-fit values when using the alignment
simulation with index i are denoted by ai2l. Accordingly, the N and Navg
obtained for each i from eq. (5.13) and eq. (5.14), respectively, are denoted by
N i and N i

avg. lmax is chosen globally in such a way that good fits result for
all alignment simulations. In practice, this is always possible using not very
high lmax, implying that any simulated alignment distribution can be made
consistent with the experimental angular scan by assuming an appropriate
angular dependence of N i in the molecular frame.

In order to find out which simulated alignment distribution Ai is the
closest to the actual experimental alignment distribution, the predictions from
eq. (5.14) for the temporal evolution of N i

avg(α′ = α′0, τ) are compared with an
experimental delay scan recorded for a fixed α′ = α′0. To this end, each N i

avg
is fitted to the experimental scan using the expression

Ci1 ·N
i
avg(α

′ = α′0, τ −C
i
2) (5.16)

with fitting parameters Ci1 and Ci2, allowing for an overall scaling of the
distribution and a slight miscalibration of the experimental time zero, respec-
tively. The quality of the fit is then quantified for each i by calculating the
reduced χ2-value (χ2

red)i. The most likely alignment distribution, which is
labelled with the index imin, is the one that leads to the smallest reduced χ2,
χ2
red,min =

(
χ2
red
)imin . Furthermore, all simulations with

(
χ2
red
)j
< χ2

red,min + 1
form a 1σ-confidence interval for Aimin , by calculating the maximum and
minimum envelope functions

Amax(θ′, τ = τa) = max
j

{
Aj(θ′, τ = τa)

∣∣∣(χ2
red
)j
< χ2

red,min + 1
}

and

Amin(θ′, τ = τa) = min
j

{
Aj(θ′, τ = τa)

∣∣∣(χ2
red
)j
< χ2

red,min + 1
}
.

Confidence intervals for N imin and C
imin
1 ·N imin

avg (α′ = α′0, τ − C
imin
2 ) can be

obtained analogously.

5.3 deconvolution of molecular-frame quantities

Having obtained the alignment distribution in this way, it can be used to
remove its influence on other experimental observables Mavg(α

′) that have
been measured in dependence of the angle α′ between the alignment- and
driving-laser polarizations in an experiment with aligned molecules. This will
result in a corresponding quantity M(θ) depending on the angle θ between the
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molecular axis and the driving-laser polarization. The transformation from
M to Mavg is given analogously to eq. (5.14), and the aim of this section is to
revert this transformation. This deconvolution will be used in chapter 10 to
obtain the molecular-frame angular ionization and rescattering probabilities.

Deconvolution procedure

The sought-after quantity M(θ) may again be written as a series of Legendre
polynomials in analogy to eq. (5.13), with expansion coefficients b2k. The
coefficients b0, b2, . . . , bkmax

are determined by fitting the expression

1
8π2 ·

∫ 2π

0

∫ π

0

kmax∑
k=0

b2kP2k(cosθ(θ′,φ′,α′)) ·Aimin(θ′, τ = τa)sinθ′dθ′dφ′ (5.17)

to the experimentally measured Mavg(α
′). Aimin is the most likely alignment

distribution determined in the previous section. This fit thus determines the
most likely dependence for the molecular-frame quantity M(θ) from which the
Mavg(α

′) originates.

Determination of the error of the deconvolved quantity

Let ∆Mavg(α
′) denote the experimental error associated with the quantity

Mavg(α
′) and j the indices of the simulated alignment distributions forming

the 1σ-confidence interval, as determined in the previous section. To calculate
the error ∆M(θ) of M(θ), two contributions have to be considered:

n The uncertainty in the alignment distribution described by the Aj(θ)
also translates into an uncertainty in the deconvolvedM(θ). Performing
the fit eq. (5.17) using each of the Aj(θ) instead of Aimin(θ) yields a set
of distributions M j(θ), whose minimum and maximum envelopes form
the first contribution to ∆M(θ), called the alignment uncertainty.

n To also consider the error ∆Mavg(α′) of Mavg(α′) itself, a Monte-Carlo
approach is applied: From Mavg(α

′) and ∆Mavg(α
′), nMC

7 alternative
M i

′

avg(α′) distributions consistent with the original data are created by
sampling from Gaussian distributions with meanMavg(α′) and standard
deviation ∆Mavg(α′) for each α′. The similarity of each M i

′

avg(α′) to the
measured data (Mavg(α

′),∆Mavg(α
′)) is evaluated by calculating the

weighted Euclidian distance (which is called the Mahalanobis distance
in statistics [175])

di
′
=
∑
α

′

M i
′

avg(α
′)−Mavg(α

′)
∆Mavg(α

′)
. (5.18)

7In chapter 10, nMC = 10000.
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The 68% of the M i
′

avg(α
′) with the smallest di

′
are consistent with

(Mavg(α
′),∆Mavg(α

′)) to the 1σ-confidence level, and each of these
M i

′

avg(α
′) is subsequently fitted using eq. (5.17) and the most likely

alignment distribution Aimin(θ). This results in 0.68nMC deconvolved
M i

′
(θ), whose maximum and minimum envelopes form the second

contribution to ∆M(θ), called the statistical uncertainty.



II
Channel-Resolved

Rescattering in
1,3-Butadiene

63





chapter 6

Motivation

Common assumptions related to the three-step model

Due to its clarity and simplicity, the three-step model forms the basis of
strong-field and attosecond physics, allowing the rationalization of countless
experiments in an intuitive way [24]. However, over time, it became clear that
many of the initial assumptions made in the formulation of the three-step
model had to be modified to explain experimental observations even on a
qualitative level, especially when applying the model to increasingly more
complex targets, such as polyatomic molecules. Among those assumptions are
[176] the neglect of the ionic potential during continuum propagation [177],
the use of field-free scattering states, additionally exhibiting an asymptotically
planar wavefront [20, 81, 84] (also see section 10.4), the adiabaticity of the
electron dynamics [178–180], and the single-active electron approximation (see
page 11). The breakdown of the latter has been established in a series of
experiments [22, 55–57] and manifests itself, in its most basic form, in the
participation of more than one molecular orbital in the strong-field response.

Experimental evidence for the breakdown of the single-active electron approxi-
mation

First indications for this phenomenon were found in HHG in molecular systems.
McFarland et al. [56] presented the first clear evidence for the participation
of several continuum channels in HHG in an experiment using aligned N2
molecules, which displayed enhancements of the high-harmonic yield in the
cut-off region (where contributions from the lower-lying orbitals are expected
to be strongest due to the higher IP (see eq. (1.30))) for alignment angles

65
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where, according to the structure of the Dyson orbitals, ionization from the
HOMO – but not from the HOMO-1 – is suppressed. Further milestones were
the simultaneous tomographic reconstruction of the HOMO and HOMO-1
via high-harmonic tomography in N2 [113], as well as the reconstruction of
dynamics induced by the superposition of the multiple electronic states in the
ion populated by the strong field [57].

First evidence for the generation of multiple continua arising from pho-
toelectrons was presented by Akagi et al. [55], who compared photoelectron
distributions from direct ionization to detailed theoretical calculations. Relying
much less on computations, these results were confirmed in ref. [22] directly
from experimental observations, using a technique called channel-resolved
ATI (CRATI): The authors exploited that the ATI peak structure formed by
photoelectrons created via SFI shifts with the IP of the state from which they
originate (see eq. (1.19)). This means that the ATI combs formed by direct
ionization from the HOMO and the HOMO-1 are displaced with respect to
each other by their difference in IP. Participation of multiple orbitals in SFI
should thus result in multiple overlapping ATI combs in the total photoelectron
energy spectrum, whose relative amplitude is given by the ionization yield
of the respective channel. Since the yield from the lower-lying orbitals may
be small and the overlapping combs therefore difficult to discern, the authors
made use of a property of the employed molecule, 1,3-butadiene, namely that
the electronic state of the ion upon ionization can be determined in some cases
from specific ionic fragments detected in correlation with the photoelectron. It
is this property that makes 1,3-butadiene especially well-suited for performing
ionization channel–resolved measurements, which is also the reason why it has
been chosen as the target for the experiments presented in this part.

Electronic structure of 1,3-Butadiene

To explain the relation between ion species and electronic state of the cation
in 1,3-butadiene, fig. 6.1a) schematically depicts the relevant states in neutral
and singly charged butadiene and the resulting fragments. 1,3-butadiene,
C4H6, is a flat molecule consisting of four C-atoms connected by conjugated
double bonds, i.e. alternating double and single bonds. It belongs to the
C2h symmetry group, which means that, in its equilibrium configuration, the
molecule is invariant with respect to a reflection about the molecular plane as
well as to a rotation by an angle of 180° around an axis perpendicular to this
plane through the centre of mass. This also implies invariance with respect
to spatial inversion. The eigenfunctions of the electronic Hamiltonian then
also must remain unchanged modulo a phase factor of π with respect to these
symmetry operations. Accordingly, electronic states in 1,3-butadiene (and its
cation) can be labelled by whether the electron wave function remains identical
or changes sign when applying the rotation (labels a and b (for single-electron
states) or A and B (for the total electron wave function), respectively) or
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Figure 6.1: a) Schematic illustration of states in 1,3-butadiene relevant
for CRATI and the discussions in this thesis. The Dyson orbitals (see
section 1.1) for ionization from the S0 neutral ground state to the D0
cation ground state and to the D1 cation first excited state, respec-
tively, are also displayed, along with their nodal planes n1 and n2. The
labels in light grey below the state labels indicate the symmetry of the
highest occupied molecular orbitals. Ionization to the D1 state can be
distinguished from ionization to the D0 state by the subsequent forma-
tion of different ion species. b) Employed molecular-frame coordinate
system. The polar angle θ denotes the angle between the principal
axis of the inertia tensor with the lowest magnitude (ẑ-axis) and the
polarization vector ~E of the laser driving SFI (solid orange arrow). The
azimuthal angle φ is the angle between the projection of ~E onto the
x̂-ŷ-plane (shown as dashed orange arrow) and the x̂-axis. For φ= 0°,
the polarization vector lies within the molecular plane.
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inversion (subscript labels g and u, gerade or ungerade parity, respectively)
symmetry operations. The electronic ground state of the neutral is a singlet
state S0 (all electrons are paired and the total electron spin is 0), whereas the
two lowest states of the singly charged ion are doublet states (i.e. one of the
orbitals contains an unpaired electron, leading to a total spin of 1/2), where,
in this thesis, the shorthand notation D0 and D1 will be used for these states
[181].

The two highest occupied molecular orbitals in the S0 ground state of the
neutral, i.e. the 1bg HOMO and the 1au HOMO-1 states, which are also shown
in fig. 6.1a), are of particular relevance for the channel-resolved experiments.
Ionization of an electron in the HOMO (requiring an energy of 9.2 eV to
overcome the IP) results, within the Hartree-Fock-Koopmans’ picture, in an
ion in the ground D0 state. Ionization of an electron from the HOMO-1
requires an energy of 11.5 eV and yields an ion in the first excited D1 state.
The two relevant direct ionization pathways are called the D0 and D1 channels
in this thesis, respectively, according to the final state of the ion.

Correlating ionization channels with photofragments in 1,3-butadiene

In butadiene, as in many polyatomic molecules, only the electronic ground
state of the singly charged ion is stable, whereas all electronically excited
states undergo unimolecular fragmentation. This can be deduced from the
appearance energies of singly charged fragments in single-photon studies using
a tunable wavelength [182]. There, the C3H

+
3 and C4H

+
5 fragments start to

appear only at energies beyond 11.5 eV. This is indicative of the involvement
of the D1 state in the dissociation reactions leading to these fragments [183].
Other fragments all have appearance energies larger than the D2 state [181,
183].

The dissociation of C4H
+
6 into C3H

+
3 and CH3 requires an isomerization to

occur, since the structure of the 1,3-butadiene cation does not include a CH3
group. The decay mechanism for this fragmentation pathway is the following
[181, 184]: The butadiene cation in the D1 state first relaxes to the D0 ground
state, where, however, the excess energy is converted to excite vibrations in
the molecule. This vibrational energy enables the molecular ion to overcome
a barrier of 2.0 eV necessary for the isomerization to a 3-methylcyclopropene
cation (which possesses a CH3 group) as well as the barrier to separate the
CH3 group. The reaction C4H

+
6 → C4H

+
5 +H is less well studied, but it is

known that the H-atom is more likely to be removed from one of the inner
C-atoms [185].

In ref. [22], it was additionally observed that in each of the photoelectron
energy distributions correlated with the C4H

+
6 , C3H

+
3 , and C4H

+
5 ions a single

ATI progression was present. The combs correlated with the C3H
+
3 and C4H

+
5

fragments were not shifted with respect to each other, but they were displaced
with respect to the parent ion by the difference in IP between the D0 and
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D1 states (when correcting for the field-induced Stark shifts). Therefore, in
addition to the experimental demonstration of multiple ionization continua
participating in SFI, these results also show that the C3H

+
3 and C4H

+
5 fragments

are created, in significant quantities, only from the relaxation of the D1 state,
since otherwise multiple combs would overlap in the photoelectron energy
distributions correlated with these species. Thus, a very clear scenario emerges,
in which ionization to the electronic ground state of the ion D0 results in the
detection of a stable C4H

+
6 parent ion along with the photoelectron, whereas

the detection of a C3H
+
3 or a C4H

+
5 fragment indicates direct ionization to

the first excited D1 state of the ion. In particular, field-induced transitions
between D1 and D0 in the remaining pulse after ionization (post-ionization
excitation) play a negligible role, at least for the conditions of the experiment
in ref. [22].

Channel-resolved experiments with aligned butadiene

Following the original CRATI experiment, channel-resolved measurements
have been extended to a determination of the molecular-frame angular ion-
ization rates in butadiene [49, 160], by laser-aligning butadiene molecules
prior to ionization and measuring the C4H

+
6 parent-ion and the C3H

+
3 and

C4H
+
5 fragment-ion yields in dependence of the angle between the polarization

direction of the SFI laser and the long molecular axis. To describe the relative
orientation of butadiene molecules and the polarization direction of the laser
field driving SFI, the angles θ and φ defined with respect to the molecular-
frame coordinate system are used in this thesis, as shown in fig. 6.1b). The
angle between the polarization vector and the long axis of the molecule is
characterized by θ (polar angle). The angle φ denotes the azimuthal angle of
the polarization vector in the molecular-frame coordinate system, where φ= 0°
means that the polarization vector lies within the molecular plane.

In ref. [49], it was found that the D0 and D1 channels show significant
differences in the orientation dependence of the ionization probability. The
reason for this lies in the different Dyson orbitals (displayed in fig. 6.1a)),
characterizing the initial bound electron states for the two channels. The D0
and D1 Dyson orbitals feature distinct nodal structures, which makes them
well-suited for the investigation of the influence of nodal planes under otherwise
identical conditions: The D0 channel has two nodal planes, one in the ẑ-x̂-plane
(denoted as n1) and the other in the x̂-ŷ-plane (denoted as n2). In the D1
channel, on the other hand, only the nodal plane n1 is present .

When the polarization vector of the SFI laser field lies within a nodal plane,
the SFI rate is usually expected to be suppressed (see section 1.1). However,
in ref. [49], the correspondence between ionization in the direction of a nodal
plane and suppression of the ionization amplitude was found to be not as clear
in the polyatomic molecule butadiene as for simpler molecules: Ionization for
θ = 90° was suppressed in the D1 channel, despite the absence of the nodal
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plane n2 in the corresponding Dyson orbital. In contrast, no pronounced
influence of the nodal plane n1 could be observed in the ionization amplitude
for both channels. Again, this shows that assumptions well-established for
smaller molecules may have to modified when studying more complex targets.

Goal: Channel-resolved measurement of rescattered electrons

The experiments described in the previous subsections have established that
multiple ionization continua have to be considered in SFI and HHG when
using molecular targets. However, as described in section 1.3, apart from
direct ionization and high-harmonic emission, there is a third possible outcome
for strong-field–driven systems, namely elastic or inelastic rescattering. For
rescattering, the role multiple continua play has not been assessed so far. Due
to the similarity with HHG, it seems clear that the multiple continua populated
via SFI will also take part in rescattering. In ref. [68], the participation of
multiple continuum channels has been suggested as a potential explanation
for observed deviations in the alignment-angle and ellipticity dependence of
non-sequential double ionization in CO2 from the expectations for the HOMO.
LIED experiments (see section 2.2) have so far ignored a possible influence of
multiple channels onto the rescattered-electron distribution. However, as LIED
is applied to more complex molecules, the role of multiple continua should be
expected to increase.

To demonstrate that multiple channels are also relevant in rescattering,
in the framework of the present thesis, a series of further channel-resolved
measurements was performed in the 1,3-butadiene molecule. In contrast to the
experiments presented in refs. [22, 49, 160], which were exclusively concerned
with direct electrons or the total ion yield, here, the focus is on the rescattered
electrons, measured in coincidence with various ion species.

Outline

The outline of part II of the thesis is as follows: After describing the employed
experimental setup and the procedure for the analysis of the experimental
data, the results from first preparatory measurements are presented, verifying
the proper functioning of the experimental setup (chapter 7). In chapter 8, a
detailed discussion of a channel-resolved experiment studying the rescattering
behaviour of the photoelectrons for varying driving-pulse ellipticity is presented.
The results of this experiment constitute clear evidence for the participation
of multiple ionization continua in rescattering, since the two channels display
a distinct behaviour in their dependence on the ellipticity. The differences
are traced back to the structure of the D0 and D1 Dyson orbitals and the
evolution of the created wave packet in the continuum.

This explanation relying on different shapes of the returning wave packets
for different channels then leads the discussion to another assumption often
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made in high-harmonic spectroscopy and LIED, namely that the returning
wave packet retains no information on the structure of the state from which
the electron was born. This implies, among other things, that the composition
of the returning wave packet is independent of the relative orientation between
the molecule and the laser polarization axis [54]. In the notation introduced
in eq. (1.31), this means that, while the angular dependence of the ionization
probability S(θ) is often taken into account in the theoretical modelling of
experimental results, the return probability R(θ) is most often assumed to
be independent of θ. This is, for example, the case in LIED experiments [18,
19, 71–75] (which rely heavily on theoretical modelling of the orientationally
averaged DCS, see section 2.2) and many high-harmonic–spectroscopy studies
[17, 113, 120, 122, 186–188].

A combined experimental and theoretical study performed to test this
assumption of a θ-independent return probability is presented in chapter 10.
There, it is exploited that the channel-resolved measurement of both direct and
rescattered electrons in 1,3-butadiene allows the separation of all three steps
of the three-step model. Using laser-aligned butadiene molecules along with
a linearly polarized SFI laser field, the channel-resolved yields of direct and
rescattered electrons were measured in dependence of the angle θ. Supported
by numerical calculations, it is observed that the structure of the electron’s
initial Dyson orbital is not completely lost during continuum propagation but
leads to differences in the return probability depending on the channel and the
orientation of the molecule, thus influencing the rescattering (or recombination)
process. The experiment requires the non-adiabatic alignment of butadiene
molecules as well as the knowledge of the alignment distribution in order to
transform the measured laboratory-frame to molecular-frame distributions (see
section 5.3). Evaluation of the degree of alignment is presented in chapter 9.

Note that the experiments presented here rely crucially on the coincidence
capabilities of the reaction microscope. Counting the yields of different ion
species as was done in ref. [49] is not sufficient, since the kinetic-energy release
for the fragments makes a distinction between the direct and rescattered regime
impossible. Furthermore, using a reaction microscope makes it easier to discern
the small signals of rescattered electrons from background, since additional
filtering operations can be implemented, and acquiring three-dimensional mo-
mentum distributions allows for more sophisticated data evaluation protocols,
such as an analysis of the return-energy dependence.





chapter 7

Experimental Setup and
First Results

7.1 experimental setup

The laser system

All experiments presented in this part of the thesis were performed using
a laser system operating at 10 kHz (Aurora, Amplitude Technologies). The
∼7 fs-pulses created in a titanium:sapphire oscillator (Rainbow, Femtolasers) at
a repetition rate of 76.6MHz were – after being stretched to a duration of a few
hundreds of picoseconds – amplified in a chain consisting of a regenerative and
two multipass amplifiers. These amplifiers were pumped by a Nd:YAG laser
(Etna, Thales). Before amplification, an acousto-optic pulse shaper (Dazzler,
Fastlite) was used to adjust the spectral phase of the pulses to yield short
output pulses. The same device also reduced the repetition rate to 10 kHz.
After compression in a grating-based compressor, the system output pulses at
a central wavelength of 800 nm with a pulse duration of ∼30 fs and ∼1.2mJ of
energy per pulse.

In order to perform the experiments presented in this part of the thesis, in
particular those in chapters 9 and 10, a Mach-Zehnder interferometer was set up
to implement the pump-probe scheme necessary for non-adiabatic alignment.

Beam path to the reaction microscope: 1290 nm-beam

As schematically depicted in fig. 7.1, the output from the laser system was
split up using a 90 : 10 beam splitter, where the larger fraction was sent to
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Figure 7.1: Experimental setup as used for the experiments in this part
of the thesis (in particular in chapters 9 and 10). Abbreviations: RM
- recombination mirror, GT - Glan-Taylor polarizer, λ/2 - half-wave
plate, λ/4 - quarter-wave plate. The recombined beams could be sent
to a replica of the focusing mirror in the reaction microscope on the
outside by inserting a mirror at position P. When using the 800 nm-
beam not for alignment but to drive SFI (in particular in chapter 8),
the beam was sent directly to the reaction microscope by inserting
a mirror at position A. In that case, the SF11 glass to stretch the
800 nm-pulses was removed.

a commercial optical parametric amplifier1 (HE-TOPAS, Light Conversion).
There, the fundamental input beam was converted in two stages utilizing
β-Barium borate crystals into a signal beam with a wavelength of 1290 nm
and an idler beam with a wavelength of 2190 nm. The signal beam was used
to drive SFI in most of the experiments presented here. A conversion efficiency
of ∼20% was typically obtained, i.e. ∼2.5W of energy were transformed into
the signal and idler, with the majority of the energy going to the signal. The
output power of the optical parametric amplifier was optimized by adjusting
the second and third order dispersion of the fundamental using the pulse shaper.
This is also expected to lead to close to transform-limited signal pulses. From
the spectral width of the pulse, the pulse duration of the signal is estimated to
be ∼40 fs.

1Also see page 144.
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A dichroic mirror was used to separate the signal from the idler beam, and
the signal beam was subsequently sent to an attenuator, which could be used
to adjust the signal beam’s energy per pulse. The attenuator consisted of the
combination of a half-wave plate and Germanium plates serving as a reflective
polarizer at the signal beam’s wavelength.

The attenuated beam was then sent through a 3 : 1-telescope to decrease
the beam diameter. A smaller beam diameter before focusing leads to a larger
focused beam in the interaction region with a longer Rayleigh range. This
reduces intensity averaging, since the intensity varies less over the extent of the
interaction volume with the molecular beam for a longer Rayleigh range. At the
same time, the focusing also needed to be tight enough to reach the necessary
peak intensities and to ensure that the focal volume of the 1290 nm-beam was
contained in the fundamental beam used for alignment (see below).

Behind the telescope, the beam passed through a Glan-Taylor polarizer
(GT in fig. 7.1) in order to clean up the polarization of the beam, making it
very well polarized perpendicular to the table surface (s-polarization). The
Glan-Taylor polarizer had an attenuation ratio of 1 : 106, i.e. after passage
through the polarizer the ellipticity ε was less than 10−3.2 Note that the
polarizer, which consisted of 13.5mm of calcite, did not significantly stretch
the signal pulses, due to the low dispersion of the material at a wavelength of
1290 nm.

The beam then passed through a combination of a motorized half-wave plate
and a fixed-in-space quarter-wave plate. This allowed the precise adjustment
of the ellipticity of the beam while keeping the major axis of the polarization
ellipse perpendicular to the table surface. Using just a quarter-wave plate
would instead have additionally rotated the major axis of the ellipse away
from the time-of-flight (z-)axis of the reaction microscope when varying the
ellipticity.

Afterwards, the beam was recombined with the fundamental beam (see
below) by passing through the backside of the fused-silica substrate of a mirror
with a dielectric coating which reflected the fundamental (recombination mirror,
RM in fig. 7.1). Note again that the 6mm of fused-silica glass did not have
any significant effect on the signal beam, due to the almost zero dispersion
of fused silica at this wavelength. Also note that after the ellipticity of the
beam had been cleaned and adjusted, no reflections at non-normal incidence
occurred, which might have distorted the polarization of the beam. For the
same reason, great care had been taken to place the quarter- and half-wave
plates precisely perpendicular to the beam.

2This is because the attenuation ratio is defined in terms of the intensity, whereas the
ellipticity is defined in terms of the electric field.
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Beam path to the reaction microscope: 800 nm-beam

Following the beam path of the fundamental beam (when it was used as the
alignment beam (chapters 9 and 10)) behind the beam splitter, the beam first
passed through 35mm of SF11 glass, before being sent to the delay stage. The
glass stretched the fundamental pulses to a duration of 550 fs, which is suitable
for alignment (also see page 108).

The delay stage was used to adjust the delay between the fundamental and
the signal beam from the optical parametric amplifier. A retroreflector on top
of the stage made sure that the incoming and outgoing beams were parallel,
such that the beam pointing and thus the position of the focus did not change
when moving the stage, which moved along a direction parallel to the beams.

Afterwards, the fundamental could be attenuated using a combination of
a half-wave plate and a polarizer, and several additional mirror reflections
were introduced to match the length of the beam paths in both arms of the
interferometer. Using a 1 : 4-telescope, the beam diameter was subsequently
decreased to make the focal spot size and the Rayleigh range larger than those
of the 1290 nm-beam. This was done in order for the 1290 nm-beam to be
completely contained in the 800 nm-beam over the extent of the interaction
region, causing all interaction events to originate from aligned molecules.

The fundamental beam then passed through a motorized half-wave plate to
rotate the polarization direction (and therefore the orientation of the alignment
axis). Subsequently, the beam was reflected off the recombination mirror at a
small angle of incidence, and the two beams (fundamental and 1290 nm) prop-
agated colinearly towards the focusing mirror within the reaction microscope.
Alternatively, a pick-off mirror (P in fig. 7.1) could be inserted behind the
recombination mirror to replicate the focusing conditions present within the
reaction microscope on the outside. This could be used to measure the beam
profiles of the two beams in the focus using a beam-profiling camera and to
find the temporal and spatial overlap of the beams (see section 9.1).

Some of the measurements in this chapter and in chapter 8 did not utilize
the fundamental beam for alignment but as the SFI laser in a non–pump-probe
configuration. In that case, the glass stretching the pulses was removed and
the beam was picked off at position A in fig. 7.1 and sent directly to the
reaction microscope, passing on its way through a combination of a half- and
a quarter-wave plate to adjust the ellipticity.

7.2 preparatory measurements

Choosing suitable extraction fields

The experiments presented in this part of the thesis required the detection
of rescattered electrons generated using a driving wavelength of 1290 nm.
This demands that the reaction microscope needed to be able to collect all
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electrons with energies up to ∼90 eV, irrespective of the direction of their
initial momentum vector. To this end, relatively high (electric and magnetic)
extraction fields were needed. A high magnetic field strength facilitates the
detection of electrons with large initial transverse momentum |~ptr|=

√
p2
x + p2

y

(see section 4.2). To collect electrons with ∼90 eV that initially have only
transverse and no longitudinal momentum pz, according to eq. (4.9) and
using the electron detector diameter of 75mm, a magnetic field of 17Gauss is
required.3 The electric field strength, on the other hand, needed to be high
since the high magnetic field implies that the difference between the times of
flight of the slowest (highest positive longitudinal momentum) and the fastest
(highest negative longitudinal momentum) electrons is larger than the cyclotron
period eq. (4.3) for a weak electric extraction field. This means that at several
values of longitudinal momentum, nodes (see section 4.2) in the momentum
distribution would make it impossible to determine the transverse momentum.
Since the experiments performed here required accurate counting of electrons,
integrating over large momentum regions, it was desirable not to have nodes in
the distribution. This can be achieved by increasing the electric field strength,
thereby ’shrinking’ the distribution along the longitudinal direction in order
for it to fit between two nodes – at the cost of reducing the longitudinal
momentum resolution (see eq. (4.10)). Since the maximum applicable field
was limited to ∼3.5 kV/m by the design of the electrical vacuum feedthroughs
of the reaction microscope, a compromise was found by removing all nodes in
one hemisphere of the electron distribution (the electrons with pz < 0, i.e. the
faster ones), while having a node cut through the distribution of electrons with
pz > 0 (at pz≈1 a.u.). This made the second hemisphere unusable for the data
analysis. However, for long enough pulses (where CEP effects are negligible),
by symmetry all information is already contained in one of the hemispheres
[189].

Detection of high-energy electrons

The purpose of the measurements reported in the following is to demonstrate
the capabilities of the employed reaction microscope to detect the rescattered
electrons. Figure 7.2 shows the electron kinetic-energy distribution of argon
ionized by linearly and elliptically polarized driving pulses with a wavelength
of 800 nm. The major axis of the polarization ellipse was parallel to the time-
of-flight axis of the reaction microscope. The electric and magnetic extraction
fields were 3.0 kV/m and 17Gauss, respectively, and, as described above, only
the momentum hemisphere with pz < 0 was used for the energy distributions
shown in fig. 7.2. Displayed are electrons in coincidence with the singly charged

3Note that the maximum energies attainable by rescattered electrons are, however, reached
for close-to-backscattering geometries (see section 2.1), i.e. the highest-energy electrons will
have a significant longitudinal component, since the driving-laser polarization vector points
in the longitudinal direction.
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Figure 7.2: Photoelectron kinetic-energy spectra in argon ionized by
800 nm driving pulses with linear (orange) and elliptical (blue, ellipticity
ε= 0.3) polarization. The introduction of a lateral component leads
to a clear suppression of the signal of electrons with energies in the
rescattering regime.

parent ion Ar+, with the additional coincidence condition that the sum of the
Ar+ and electron momenta in the z-direction is smaller than 0.05 a.u..

For linear polarization, two distinct regions in the spectrum can be observed:
At low energies, up to ∼11 eV, the direct electrons dominate the kinetic-energy
distributions. The yield drops off rapidly with energy until, at ∼20 eV, the
rate of decrease becomes more moderate, due to the onset of the plateau of
rescattered electrons. At around 40 eV, the yield starts to drop off more quickly
again. From the positions of the cut-offs for direct and rescattered electrons
located at 2Up and 10Up, respectively, Up can be estimated to be ∼5.5 eV,
leading, according to eq. (1.18), to an intensity of 9× 1013 W/cm2. Also note
indications of ATI modulations visible at low energies, which are, however,
not very pronounced due to intensity averaging in the focus and due to the
degradation of the reaction microscope’s momentum resolution owing to the
high extraction fields.

For atomic targets, using elliptically polarized driving fields – and thus
introducing a field component perpendicular to the initial direction of SFI
during continuum propagation – is known to suppress rescattering due to the
electron missing the core (see section 1.2). This is exactly what is observed for
ε= 0.3 in fig. 7.2: The plateau seen for ε= 0 is gone for ε= 0.3, confirming
that the plateau is indeed formed by the rescattered electrons – not by some
background in the reaction microscope – and that the employed reaction
microscope is able to reliably detect these higher-energy electrons.
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Figure 7.3: Ratio of single to (non-sequential) double ionization in
xenon using a driving wavelength of 1290 nm. The data is described
well by the shown Gaussian fit. Error bars arising from counting
statistics are smaller than the utilized symbols.

Ellipticity calibration in xenon

The experiments presented in chapter 8 require fine adjustment of the driving
laser’s ellipticity. As a test of whether the experimental setup is able to control
the ellipticity accurately, a measurement of the double to single ionization ratio
of xenon was performed in dependence of the ellipticity, using a wavelength
of 1290 nm. For the employed intensity (<1014 W/cm2), double ionization is
expected to be predominantly non-sequential [190], i.e. highly sensitive to the
ellipticity. The result is shown in fig. 7.3.

As can be seen, the detected ratio closely follows a Gaussian distribution,
demonstrating that the combination of the Glan-Taylor polarizer, the half-,
and the quarter-wave plate is capable of controlling the ellipticity very precisely,
thus paving the way for the ellipticity-dependent measurements in chapter 8.

7.3 general results for the strong-field ioniza-
tion of randomly-aligned 1,3-butadiene

Ion time-of-flight spectrum

We now proceed to analyse the time-of-flight spectrum for 1,3-butadiene, shown
in fig. 7.4, which was recorded using a driving wavelength of 1290 nm, linear
polarization, an intensity of 5× 1013 W/cm2, and a stagnation pressure of 20 bar
of 0.03% of butadiene seeded in helium.

In general, the time-of-flight spectra recorded with a reaction microscope
provide information on the mass-to-charge ratio of the detected ions and ad-
ditionally on the longitudinal momentum distribution. Sharp features point
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Figure 7.4: Ion time-of-flight spectrum for the SFI of butadiene using a
driving wavelength of 1290 nm and an intensity of 5× 1013 W/cm2. All
major features are labelled in the figure. The assignment of the labels
can be found in table 7.1. Of particular importance for the present
work are the C4H

+
6 (1), C3H

+
3 (3), and C4H

+
5 (2) peaks, in coincidence

with which photoelectron momentum distributions were studied.

1 C4H
+
6 9 H2O

2 C4H
+
5 10 H+

2
3 C3H

+
3 11 H+

4 C4H
+
3 12 13CC3H

+
6

5 C2H
+
x 13 13C2C2H

+
6

6 CH+
x 14 13C3CH

+
6

7 C4H
++
6 15 C4H

+
6 He

8 13CC3H
++
6 16 cluster fragments

Table 7.1: Assignment of ion species to the labels given in fig. 7.4.

towards ions originating from the cool supersonic molecular beam which have
not undergone dissociation. The width of these sharp peaks predominantly
stems from SFI and subsequent acceleration in the laser electric field. Broad
peaks indicate that the corresponding ion species was produced from back-
ground gas, which has a thermal velocity distribution corresponding to room
temperature (see section 4.3), or that the detected ion species is a fragment
from a dissociation process with kinetic-energy release.

The most important features for the experiments presented in this work are
the C4H

+
6 , C4H

+
5 , and C3H

+
3 peaks at times of flight of 7622 ns, 7563 ns and

6487 ns (labels 1-3 in fig. 7.4), respectively. As expected, the C4H
+
6 parent-ion

peak (label 1) is very sharp, since it cannot be broadened by kinetic-energy
release from dissociation and indicating that most of the detected parent ions
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originate from the molecular beam. Below the sharp C4H
+
6 peak, there is a

broader base, formed by the background butadiene gas in the chamber, which
is two orders of magnitude less intense than the signal from the molecular
beam.

Next to the main parent-ion peak towards longer times of flight (labels
12-15), there is a series of smaller peaks, which stem from the ionization of
butadiene molecules with one, two, three, or all four C-12 atoms replaced
by the heavier C-13 isotope, respectively.4 Clearly, the peak with label 15 is
too intense to be solely explained by the very rare 13C4H

+
6 ion species. This

is likely due to a second species populating the same time-of-flight interval,
supposedly singly charged clusters consisting of one butadiene molecule and one
helium atom, formed in the expansion when using high stagnation pressures.
The complex peak structure observed between 8000 ns and 12 000 ns (label
16) likely stems from ionization and fragmentation of butadiene clusters, e.g.
dimers.

Adjacent to the sequence of parent-ion peaks towards smaller times of
flight, the C4H

+
5 fragment peak is situated (label 2). It features a broader

distribution due to the kinetic-energy release in the dissociation and is much
less abundant than the parent ion. It is dominated by the dissociation of C4H

+
6

ions in the first excited electronic state (see page 68). The time of flight of
the broad peak with the label 4 corresponds to the C4H

+
3 fragment and is the

only other clearly identifiable fragment with four C-atoms.
The C3H

+
3 peak has two contributions: a broad peak superimposed by

an even broader plateau. As has been shown in ref. [147], the features origi-
nate from very different processes: The central peak is due to unimolecular
dissociation of singly charged butadiene in the first excited state (again see
page 68), as for the C4H

+
5 fragment. These are the C3H

+
3 fragments relevant

in the experiments presented in the following chapters, and, thus, they have
to be separated from the plateau contribution, originating from the Coulomb
explosion5 of doubly charged butadiene C4H

++
6 , which is achieved by relying

on the kinetic-energy distribution of the fragments (see below).
The peak progression between 5000 ns and 6500 ns (label 5) is due to C2H

+
x

fragments with 0 < x < 4. Superimposed on this structured continuum are
two sharp peaks (labels 7 and 8), corresponding to double ionization (without
dissociation) of C4H6 and the most abundant isotope 13CC3H6, respectively.
This can be deduced from the small width of the features, because the peak
corresponding to the C2H

+
3 fragment, which has the same mass-to-charge ratio

as C4H
++
6 and thus the same time of flight, would be broader. The sharp peak

4There are two stable carbon isotopes, 12C and 13C, whose abundance in nature is 98.9%
and 1.1%, respectively [191].

5Coulomb explosion of a molecule occurs when electrons are removed from several centres
in the molecule at once. These charged centres repel each other due to the Coulomb force,
leading to a rapid dissociation of the molecule [192].
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Figure 7.5: Ion yield as a function of the time of flight and the impact
position on the detector along the direction of the molecular beam
(x). Four regions are indicated: The region labelled with I stems from
unimolecular dissociation of singly charged 1,3-butadiene molecules
in the D1 electronically excited state, whereas the ring denoted by
II results from the Coulomb explosion of doubly charged parent ions.
Contribution III results from parent ions from the molecular beam
and contribution IV from parent ions from the background gas. The
horizontal line between III and IV delimits the region used to spatially
filter out background in the data analysis.

with label 9 and the broader feature below stem from water present in the
molecular beam and as background in the reaction microscope, respectively.

The broad feature between 3600 ns and 4400 ns (label 6) can be attributed
to the CHx fragments with 0 < x < 4. Peak 10 corresponds to H+

2 , which –
according to the sharpness of the peak – appears to have been present in the
molecular beam. The feature labelled with 11 is a double peak corresponding
to H+, which could stem from both the dissociation of molecular H2 and
fragmentation channels of butadiene. Note that no sharp peak corresponding
to helium is observed – despite its high abundance in the molecular beam –
due to its high IP of ∼25 eV.

Ion time-of-flight vs. impact position

In addition to pure time-of-flight spectra, the data from a reaction microscope
allows one to separate the various contributions from different ion species and
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their origin even better by additionally utilizing the impact position of the ions
on the detector in the direction along the molecular beam (x-direction). Such
a plot, displaying the yield in dependence of the ion time of flight and impact
position, is shown – for the region relevant for the presented experiments –
in fig. 7.5. As can be seen, in particular the contributions originating from
background gas in the reaction-microscope chamber (region IV for the parent
ion) and those stemming from the molecular beam (region III) can be well
separated, compared to a time-of-flight-only spectrum, where they overlap.
This is due to the fact that ions from the molecular beam initially have a
velocity of ∼1750m/s (see eq. (4.13)6) along the x-direction, which offsets the
impact position on the detector. The offset depends linearly on the time of
flight, according to eq. (4.8). Particles ionized from background gas, on the
other hand, have no high initial directed velocity, and, thus, they hit the
detector close to the centre.

For C3H
+
3 , it can be seen that the overlapping plateau and peak in fig. 7.4

(feature 3) form well-separated regions in fig. 7.5: The broad peak in fig. 7.4
corresponds to the accumulation close to the expected impact position for
C3H

+
3 ions due to the molecular-beam velocity (region I). In contrast, the

plateau in fig. 7.4 translates into a ring around the same centre (region II)
in fig. 7.5, whose large radius is due to the high kinetic-energy release in the
Coulomb explosion. The line going from region I to the C4H

+
6 peak is likely

due to a small amount of vibrationally hot parent ions that dissociate into
C3H

+
3 fragments only during the travel time to the detector [181], whereas

those that form the region I have already dissociated faster, such that they are
influenced as C3H

+
3 ions by the electric extraction field during the whole time

of flight. The second large circle, on the right hand side of fig. 7.5, must also
originate from a Coulomb explosion (due to the large kinetic-energy release),
supposedly from parent-ion dimers.

Data selection

In the experiments presented in the following chapters, in addition to limiting
the detected ionization rate to . 0.2 events per laser pulse, a range of filters
has been applied to the data to reduce the contribution from background and
false coincidences:

1. Only ions with a time of flight corresponding to C4H
+
6 , C4H

+
5 , or C3H

+
3

have been considered for further data evaluation.
2. Of all remaining events, only those containing exactly one electron and

one ion are selected (weak coincidence condition).
3. For events containing an ion with a time of flight corresponding to

C4H
+
6 and C4H

+
5 , only those with an ion impact position smaller than

6Note that the mass of helium atoms can be used as mgas in eq. (4.13), due to the small
fraction of butadiene molecules in the molecular beam.
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Figure 7.6: Projection of the electron momentum distribution onto the
px-pz-plane in coincidence with a) the C4H

+
6 parent ion and b) the

C3H
+
3 fragment. Note the differing colour scales between a) and b).

Apart from the overall yield, the distributions look qualitatively very
similar.

−8mm (i.e. only events originating from the molecular beam and not
from the background) were processed further.

4. For events containing an ion with a time of flight corresponding to
C3H

+
3 , the kinetic energy of the ion was calculated using all three

momentum components. Only events with a resulting kinetic energy
below 0.5 eV, i.e. only those originating from unimolecular dissociation
of singly charged butadiene, were chosen.

5. Only events with pz < 0, where pz is the electron momentum component
in the time-of-flight direction, were selected (see section 7.2).

Channel-resolved photoelectron momentum distributions

Figure 7.6 displays projections of photoelectron momentum distributions onto
the px-pz-plane, in coincidence with the C4H

+
6 parent ion (a)) and the C3H

+
3

fragment (b)) using linearly polarized driving pulses with a wavelength of
1290 nm and an intensity of 7× 1013 W/cm2. The polarization direction is along
the z-axis. To display a full distribution, even though only data with pz < 0
has been selected, a mirror image of the data with pz < 0 is shown for pz > 0.
As described in the previous chapter, it has been established that electrons
detected in coincidence with these ion species left the ion in the electronic
ground state (D0) and the first excited state (D1), respectively. According to
eq. (1.5), the electronic structure of the initial bound state should affect the
shape of the continuum electron momentum distributions. However, in this
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Figure 7.7: Photoelectron kinetic-energy distributions in coincidence
with the C4H

+
6 (orange), C3H

+
3 (dark blue), and C4H

+
5 (light blue) ion

species, resulting from the ionization of 1,3-butadiene with a linearly
polarized 1290 nm driving pulse, a) as measured and b) with each
distribution normalized to the same total yield. The dashed lines
delimit the regions of direct and rescattered electrons, ranging from 0 to
2Up and from 2.5Up to 10Up, respectively. The normalized distributions
in coincidence with the C3H

+
3 and C4H

+
5 fragments agree very well

with each other but are significantly different from the distribution in
coincidence with the C4H

+
6 parent ion.

side-by-side comparison, apart from the overall yield, which is much higher in
a) than in b), no differences can be discerned. Both distributions are elongated
along the laser polarization axis. The projections onto the py-pz-plane (not
shown) look identical to the distributions shown in fig. 7.6, which is expected
due to the cylindrical symmetry around the laser polarization axis.

Channel-resolved photoelectron kinetic-energy distributions

From the three-dimensional momentum distribution, the kinetic-energy distri-
bution can be calculated. This is shown for the C4H

+
6 , C3H

+
3 , and C4H

+
5 ion

species in fig. 7.7, using a wavelength of 1290 nm, linearly polarized driving
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pulses, and an intensity of 5× 1013 W/cm2. Figure 7.7a) displays the data as
measured, where the abundance of the various ion species is reflected in the
relative yield of the respective coincident electron distribution.

Qualitatively, the three kinetic-energy distributions display a very similar
behaviour: The recollision plateau is less distinct than for the atomic target
(fig. 7.2), rather forming a tail which drops off slowly with increasing energy.
This is likely a consequence of the structured orbitals of butadiene, leading
to a wider and more complex lateral momentum distribution of the electron,
whereas the classical cut-off laws were derived for electrons with zero lateral
momentum. This leads to smoother transitions between the different regimes
of the electron distributions. This behaviour is typical for molecular targets
[71, 193, 194]. Consequences of the orbital structure for the momentum and
kinetic-energy distributions will be discussed in great detail in the following
chapters. The lack of ATI structure in the distributions in fig. 7.7 can be
attributed to tighter employed focusing conditions compared to fig. 7.2, leading
to more intensity averaging within the focal volume and thus to smearing of
the ATI peaks.

For better comparison of the electron energy distributions measured in
coincidence with different ion species, in fig. 7.7b) they are normalized to the
same number of total counts, thus removing the influence of the differences
in the overall probability for the occurrence of a certain ion species. It
can be seen that the normalized distributions in coincidence with the C3H

+
3

and C4H
+
5 fragments are identical, which confirms the observations from

previous CRATI experiments that they both tag the same channel (D1) for the
present experimental conditions. Furthermore, they differ significantly from
the distribution coincident with the parent ion (which tags the D0 channel).
Therefore, the differences in the electron’s initial state for the two channels
result in observable differences in the final kinetic-energy distribution of the
electron: The normalization renders the D0 and D1 distributions very similar
in the low-energy regime of the direct electrons, but in the regime of rescattered
electrons the yield is then significantly higher for the distributions corresponding
to the D1 channel than for the one corresponding to the D0 channel. This
means that a larger fraction of the released electrons is rescattered into the
high-energy portion of the spectrum in the D1 than in the D0 channel. This
observation will be further expanded on in chapters 8 and 10.

Due to the fact that the electron distributions in coincidence with the
C3H

+
3 and C4H

+
5 fragments show identical behaviour, when the integrated

yield of direct/rescattered electrons for the D1 channel is presented in the
following chapters, it is the sum of electrons counted in coincidence with C3H

+
3

and C4H
+
5 .
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Figure 7.8: Comparison of photoelectron kinetic-energy spectra for
driving wavelengths of 800 nm (blue) and 1290 nm (orange). The
energy axis is given in units of Up in order to better compare the two
wavelengths. The yield has been scaled such that the direct electrons
overlap as well as possible. The electron signal in the rescattering
regime is then clearly reduced for a wavelength of 1290 nm compared
to 800 nm, as expected.

Comparison of rescattering at 800 nm and 1290 nm

In fig. 7.8, a comparison of electron energy distributions (recorded in coincidence
with the parent ion and with linear polarization) for wavelengths of 800 nm
and 1290 nm is shown. The energy is given in units of the respective Up. The
corresponding intensities were 1.2× 1014 W/cm2 (800 nm) and 7× 1013 W/cm2

(1290 nm). While the general shape is very similar for the two spectra, the
electron yield in the rescattering regime is significantly reduced for a wavelength
of 1290 nm compared to 800 nm. This is expected due to the increased electron
continuum excursion time and thus increased wave-packet spreading for the
longer wavelength (see page 30).

Despite the decreased yield, the majority of the experiments presented
in the following chapters were performed at a wavelength 1290 nm, for the
following reasons: 1) For 800 nm and the intensity given above, the excursion
distance of the electron given by eq. (1.20) is ∼9Å, which is on the order of
the size of the molecule (∼6Å), i.e. the electron never really propagates far
away from the molecules before rescattering. This could potentially complicate
the interpretation of observations, since the three-step model may be invalid
in this regime. In comparison, for a wavelength of 1290 nm and the intensity
given above, the excursion distance is 18Å. 2) A longer driving wavelength
decreases the Keldysh parameter (γ = 0.8 for 800 nm compared to γ = 0.6 for
1290 nm (using the above intensities)), meaning that experiments performed at
1290 nm are deeper in the tunnelling regime. 3) The longer excursion time for
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the longer wavelength is expected to enhance the sought-after effects due to
an increased time span for wave-packet spreading. 4) The longer wavelength is
closer to what is typically used in LIED experiments [18, 19, 71, 72], increasing
the similarity of the experiments presented here to – and thus their relevance
for – LIED studies.



chapter 8

Channel-Resolved
Rescattering

8.1 introduction

After the verification that the presented setup can be used to detect both
direct and rescattered electrons while at the same time distinguishing two
continuum channels in 1,3-butadiene, we now proceed with measurements of
the dependence of the channel-resolved yield of rescattered electrons on the
driving laser’s ellipticity. The goal of this study is to demonstrate that multiple
continua can be distinguished in rescattering by their different dependence on
the ellipticity. The explanation for the observed differences will rely on the
different shapes of the initial molecular orbitals for the two channels, a topic
which will then be further studied in the experiment presented in chapter 10
using aligned molecules.

Ellipticity dependence of recollision-induced processes in molecules

The ellipticity dependence of strong-field processes has been subject of many
studies in the past decades: Early, it has been recognized that, in atomic
systems, increasing the driving laser field’s ellipticity leads to a suppression of
HHG and rescattering [8, 60, 66, 195]. The origin of the suppression lies in the
lateral component of the driving field for ε , 0, which shifts the electron away
from its parent ion and thus prevents the interaction step in the three-step
model (see section 1.2).

For molecules, however, the situation is less clear. First differences in the
ellipticity dependence of the high-harmonic yield between atoms and molecules

89
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were observed in refs. [196, 197]. Around the same time, Bhardwaj et al.
studied the ellipticity dependence of the non-sequential double ionization yield
in unaligned benzene molecules [67]. Using a driving-laser wavelength of 1.4µm,
it was observed that the non-sequential double ionization yield did not peak at
zero ellipticity but at a value of ε≈ 0.1, leading to a local minimum at ε= 0, in
contrast to atomic targets where the maximum yield is obtained for ε= 0. The
fact that the HOMO of benzene possesses nodal planes was used to explain
this observation. As described in section 1.1, when the polarization vector of
the driving field lies within a nodal plane of the molecular orbital from which
the electron is released, ionization from the lobes on either side of the plane
leads to destructive interference of the continuum wave packet within the nodal
plane. This means that, when ionizing along a nodal plane, there will be a
minimum in the continuum wave packet, which is assumed to persist during
continuum propagation, leading to a low returning wave-packet density for a
linearly polarized field. Only by pushing the minimum away from the centre
with a lateral component of the laser field, i.e. using an elliptically polarized
driving field, a significant portion of the electron wave packet can return to the
core to rescatter inelastically [51]. This effect was assumed to survive averaging
over the random molecular orientations in ref. [67]. This study constitutes
the first example where persistence of structural information from the initial
orbital of the released electron was proposed to explain experimental findings.

A similar local minimum in the ellipticity dependence was observed by
Kanai et al. for HHG in aligned N2 molecules [198]. They also found that the
high-harmonic yield decreased more rapidly with increasing ellipticity for CO2
and O2 molecules aligned parallel with respect to the laser polarization than
for perpendicular alignment. Both observations were, however, attributed to
destructive interference [199] and the size of the valence orbital, respectively,
in the recombination step rather than to the first two steps of the three-step
model.

A very extensive study of the ellipticity dependence of the high-harmonic
yield for different molecular alignment angles in N2 and CO2 was performed by
Mairesse et al. [45]. Their findings are similar to those of Kanai et al., however,
they rationalize their results in terms of different widths of the continuum
wave packet in momentum space for different alignment configurations due to
the structure of the HOMO. In addition, they also uncover subtle shifts of
the centre of the Gaussian-shaped ellipticity-dependence distributions due to
the different return direction of the electron for elliptically polarized driving
fields compared to the linear case, which effectively slightly changes the angle
between the returning electron and the molecule for different ellipticities.

Recently, Alharbi et al. presented a study of the ellipticity dependence of
HHG in a series of larger ring-type molecules [200]. Despite all of the employed
molecules possessing nodal planes, deviations from the behaviour expected for
atomic targets only occurred in those molecules where the angular ionization
probability, according to numerical calculations, is not strongly suppressed
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when ionizing along a nodal plane. The differences were, again, explained with
the structure of the continuum wave packet. Their results indicate that, at
least for randomly aligned samples of molecules, the influence of nodal planes in
the electron’s initial orbital on the ellipticity dependence of recollision-induced
processes may depend on the molecular species in a non-straightforward way.
Further studies where the ellipticity dependence of a recollision-induced process
in molecular targets played a role include refs. [64, 68, 115, 201, 202].

Chapter outline

In this chapter, the channel-resolved ellipticity dependence of the rescattering
yield in randomly-aligned butadiene is studied. The yield of elastically rescat-
tered electrons is determined directly by counting the number of electrons in
the rescattering tail, in contrast to other related studies, which focus either on
the high-harmonic or the non-sequential double ionization yields. A comparison
of the ellipticity dependence of two different continuum channels in butadiene
reveals clear differences in their rescattering behaviour. This directly estab-
lishes, for the first time, the participation of multiple strong-field continua in
elastic rescattering. From the ellipticity dependence of the rescattered-electron
yield for different return energies, which can be derived from the full three-
dimensional momentum distribution acquired with the reaction microscope,
further evidence for this proposition arises. These observations also lead to a
rationalization – similar to some of the experiments mentioned above [45, 67,
200] – in terms of the nodal structure of the HOMO and HOMO-1 persisting
into the continuum and influencing the returning wave packet.

8.2 results

Experimental parameters

The setup used for the experiments presented in this chapter is described in
detail in section 7.1. However, only either the signal beam from the optical
parametric amplifier, centred at a wavelength of 1290 nm, or the fundamental
beam (wavelength 800 nm) was used for a given measurement, i.e. all presented
measurements were single-beam experiments. Note that, in the fundamental
beam path, the mirror at point A in fig. 7.1 was inserted and the glass was
removed, resulting in a pulse duration of ∼30 fs. The pulses in the 1290 nm-
beam had a duration of ∼40 fs. Each of the beam paths featured a combination
of a motorized half-wave plate and a fixed quarter-wave plate in order to adjust
the ellipticity without altering the major axis of the polarization ellipse, which
was always aligned along the time-of-flight direction of the reaction microscope.

Butadiene was supplied with a stagnation pressure of 20 bar (800 nm) or
6 bar (1290 nm), seeded with a fraction of 0.03% in the helium carrier gas.
Using low fractions of butadiene prevents clustering of the molecules during the
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expansion and keeps the ionization rate low (which is necessary for coincidence
detection, see chapter 4) by limiting the number of molecules within the laser
focus in spite of the high pressures. The detected ionization rate was . 0.2
events per laser pulse. The electric and magnetic extraction fields in the
reaction microscope were 3.0 kV/m and 17Gauss, respectively.

From the position of the transition from the direct electrons to the rescat-
tering tail in the electron energy distribution (not shown but very similar to
fig. 7.7), Up is estimated to be 7 eV (800 nm) and 11.5 eV (1290 nm). Accord-
ing to eq. (1.18), this corresponds to peak intensities of 1.2× 1014 W/cm2 and
7× 1013 W/cm2, respectively, for ε = 0. Note that adjusting the ellipticity in
the way described above keeps Up constant for different ε, whereas the peak
intensity I decreases as I(ε)∝ (1 + ε2)−1.

For the data presented in this chapter, the coincident photoelectron mo-
mentum and photoion momentum and time-of-flight information was acquired
as described in section 7.3, for different values of the ellipticity. In total, for the
800 nm data, 62 h of acquisition took place, yielding 3.2× 108 laser pulses for
each of the seven ellipticity values. The data for 1290 nm consists of 4.0× 108
laser pulses for each of the ten data points, obtained during a total of 110
measurement hours. To minimize systematic effects due to variations of the
laser parameters over time, the ellipticity was changed to a different value
drawn in random order from the pool of chosen ellipticity values every two
minutes, and data was acquired for each of the ellipticity values over many
such short measurement intervals.

Ellipticity dependence of the rescattering yield

The distributions obtained for each wavelength, channel, and ellipticity value
were first normalized to the same number of total counts, as exemplified in
fig. 7.7b). Subsequently, for each of the normalized distributions the yields
of the direct electrons MD in the interval [0,2] · Up and of the rescattered
electrons MR in the interval [2.5,10] · Up were counted, in each case using
the Up corresponding to the employed wavelength and intensity. Integrating
over the yield of rescattered electrons in the normalized spectra amounts to
obtaining a probability for an electron to be rescattered into the [2.5,10] ·Up
energy range given that it has already been released into the continuum, i.e. it
factors out the ellipticity-dependent ionization probability (which is expected
to vary with ellipticity due to the different peak intensities present for different
ellipticities). In this chapter, this normalized rescattering yield will be denoted
as rescattering probability, even though it does not include rescattered electrons
overlapping with the direct electrons, i.e. mostly those scattered in forward
direction. The rescattering probability obtained in this way constitutes, in fact,
a lower bond for the actual rescattering probability including all rescattered
electrons.
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Figure 8.1: Channel-resolved normalized rescattering yield as a function
of the driving field’s ellipticity ε for a) 800 nm and b) 1290 nm, as
obtained by integration over the rescattering tail from 2.5 to 10Up in
normalized spectra (see fig. 7.7b)) for the various ellipticities. The
orange rectangles and blue circles indicate the experimental data points
for the D0 and D1 channels, respectively. Error bars, given by the
counting statistics, are smaller than the used symbols. Also shown are
Gaussian fits to the data in the D1 channel (blue curve) and Gaussian
and Hermite-Gaussian (see eq. (8.2)) fits to the data in the D0 channel
(orange and grey curve, respectively). Note the different scales on the
ε-axis between a) and b).

The ellipticity dependence for this rescattering probability is shown in
fig. 8.1 for the two channels and both wavelengths. In all cases, the dependence
seems to follow a Gaussian function reasonably well. However, for the D0
channel and a wavelength of 800 nm, the region around zero ellipticity appears
to be slightly too flat to be precisely described by a Gaussian distribution,
reminiscent of a local minimum as observed in refs. [45, 67]. This will be
quantified using fits below.

Generally, for linear polarization, the rescattering probability is clearly
higher in the D1 compared to the D0 channel. However, in the D1 channel,
the rescattering probability also drops off significantly faster with ellipticity
than in the D0 channel. This is true for both employed laser wavelengths.
Comparing the two wavelengths, the decrease in the rescattering probability
with ellipticity is much faster for 1290 nm than for 800 nm. The difference
between the two wavelengths is larger than the difference between the two
channels.
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Gaussian fits

To quantify the widths of the shown distributions further and since they all
seem to display a close-to-Gaussian behaviour, fig. 8.1 also shows a fit to the
data using a Gaussian function

f1(ε) =A · exp
(
− log2 ·

(
ε− ε0
∆ε

)2
)
, (8.1)

where ∆ε is given by the ellipticity value at which the rescattering probability
is reduced to 50% of the value at ε= ε0. A is a scaling factor, and ε0 allows for
a slight miscalibration of the zero ellipticity.1 A, ε0, and ∆ε are free parameters
for the fit to the respective D1 channel, and A and ∆ε are free parameters
for the fit to the respective D0 channel with ε0 taken from the fit to the D1
channel for the same wavelength. The reason for this is that the data in the D1
channel displays a dependence closer to Gaussian than the D0 channel, which
is slightly flattened out around ε = 0. Thus a Gaussian fit to the D1 data
should result in a more accurate determination of the zero ellipticity, which is
the same for both channels.

A comparison of the obtained best-fit values is shown in table 8.1. The
difference in ∆ε between D0 and D1 is significant for both wavelengths, yielding
higher values for the width ∆ε in the D0 channel.

800 nm 1290 nm
D0 D1 D0 D1

ε0[×10−3] - −2.4± 0.4 - 6± 2
∆ε 0.36± 0.02 0.258± 0.005 0.179± 0.003 0.138± 0.002

A[×10−2] 1.49± 0.04 2.80± 0.04 1.27± 0.01 2.76± 0.02
Table 8.1: Resulting fitting parameters for the Gaussian fits shown in
fig. 8.1, according to eq. (8.1). For the fits to the D0 channel, ε0 was
not a free parameter (see text), hence no value is given. The width
∆ε is significantly larger in the D0 than in the D1 channel for both
wavelengths.

Hermite-Gaussian fits

In addition to the Gaussian fit eq. (8.1), another fit to the data using the
function

f2(ε) =
(
A+B ·

(
− log2 ·

(
ε− ε0
∆ε′

)2
))
· exp

(
− log2 ·

(
ε− ε0
∆ε′

)2
)

(8.2)

1Note that the distribution is expected to be symmetrical about zero ellipticity, since
unaligned molecules are used.
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is shown in fig. 8.1 to account for deviations from Gaussian behaviour. Func-
tionally, increasing the value of |B| with B < 0 while keeping both A and ∆ε′

constant, increases the width of the curve and leads to a flattening around
and eventually to a local minimum at ε0. ∆ε

′ thus generally no longer corre-
sponds to the ellipticity value where the rescattering probability drops to 50%
compared to zero ellipticity but rather to the width the curve would have for
B = 0. The actual 50%-width ∆ε can be calculated numerically from A, B,
and ∆ε′.

To perform the Hermite-Gaussian fits, the fitting parameters A and ∆ε′

were first initialized using the values for A and ∆ε from table 8.1 with B = 0, i.e.
those obtained from the purely Gaussian fit. This provides reasonable starting
values and thus a better convergence for the case where B is an additional
free fit parameter. ε0 was kept fixed at the previously determined values for
all fits. The fits according to eq. (8.2) to the data in the D0 channel then
resulted in the best-fit values shown in table 8.2. For both wavelengths, for
the D1 channel B ∼ 0 is obtained, i.e. the functional dependency of the data
is described well by a Gaussian.2 The calculated 50%-width is also shown in
table 8.2.

For the D0 channel, the resulting values for B are appreciable compared to
A, especially in the case of 800 nm, with |B/A| ≈ 1 and 0.6 for a wavelength of
800 nm and 1290 nm, respectively. This confirms that the D0 channel deviates
from a Gaussian dependency and is better described by the modified function.
In the case of 1290 nm, this function is still very similar to Gaussian and
only slightly flattened around zero ellipticity, whereas for 800 nm the Hermite-
Gaussian fit function displays a shallow local minimum at ε= ε0. In both cases,
the 50%-width ∆ε obtained from the Hermite-Gaussian fit for the D0 channel
is still significantly larger than the ∆ε-values obtained for the D1 channel (see
table 8.1).

800 nm 1290 nm
∆ε′ 0.225± 0.009 0.133± 0.002

A[×10−2] 1.43± 0.02 1.255± 0.004
B[×10−2] −1.4± 0.1 −0.76± 0.03

∆ε 0.35± 0.01 0.179± 0.003
Table 8.2: Resulting fitting parameters ∆ε′, A, and B for the Hermite-
Gaussian fits to the D0 channel shown in fig. 8.1, according to eq. (8.2),
and the calculated 50%-width ∆ε.

2However, it should be noted that in the case of the underlying data being approximately
Gaussian, the errors for both B and ∆ε

′ become substantial, since for not too large B the
broadening of the function eq. (8.2) is much more marked than the flattening around zero,
which is why B and ∆ε

′ can compensate each other over a range of values.
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Return-energy dependence of the width of the ellipticity curves

Using the full three-dimensional photoelectron momentum information avail-
able from the reaction microscope – instead of the energy distribution as in
the previous subsections – makes it possible to extract the channel-resolved
rescattering probability additionally in dependence of the electron’s return
energy (see section 2.1).

In detail, the following protocol was used for the extraction of the return
energy–dependent data: For a chosen return momentum |~pret|, all electrons
within a ±5% interval [|~pmin

ret |, |~p
max
ret |] (|~p

min
ret |= 0.95·|~pret|, |~p

max
ret |= 1.05·|~pret|)

were counted for this return momentum. Then, the vector potentials ~Amin
ret (ε)

and ~Amax
ret (ε) at the instant of rescattering were calculated for |~pmin

ret | and
|~pmax

ret |, respectively, according to eqs. (1.11), (1.23) and (1.24), for each of the
employed ε. Note that the direction of the vector potential is along the z-axis
only for ε = 0, whereas for ε , 0 it also has a component in the x-direction.
For each electron acquired with the ellipticity set to ε, it is then decided
if its (final) momentum value lies within the volume in momentum space
whose boundaries are formed by the spherical shells centred around ~Amin

ret (ε)/
~Amax
ret (ε) and with radius |~pmin

ret |/|~p
max
ret |, respectively. If this is the case and

the measured final momentum vector additionally lies outside a sphere centred
around zero momentum and with radius

√
2me · 2Up (where the signal from

the direct electrons overlaps the rescattered electrons), the electron is counted
as rescattering yield for the corresponding return energy Eret = |~pret|

2
/2me.

In fig. 8.2, the yield of rescattered electrons in dependence of the ellipticity
is plotted for two different return energies (Eret = 1.0Up and 2.2Up) and for the
two wavelengths. Also shown are the Gaussian (eq. (8.1)) and, in the case of
D0, Hermite-Gaussian (eq. (8.2)) fits to the data. The fits were performed as
for the integrated data (fig. 8.1) using the fixed values given in table 8.1 for ε0.
As for the integrated data, for the D1 channel, employing a Hermite-Gaussian
fit function resulted in B ∼ 0 in all cases, i.e. the D1 data is best described by
a Gaussian distribution. This is also true for the D0 channel in the case of a
wavelength of 1290 nm and a return energy of 1.0Up. From fig. 8.2c), it can
be seen that the ellipticity-dependent rescattering yields at a return energy of
1.0Up and for a wavelength of 1290 nm qualitatively display a similar behaviour
as the corresponding integrated data for both channels (fig. 8.1b)). For a
return energy of 2.2Up (fig. 8.2d)), the deviations from Gaussian behaviour
are more pronounced. This is also true for the case of a wavelength of 800 nm
(fig. 8.2b)), where, however, the non-Gaussian shape is already evident from
the data at a return energy of 1.0Up (fig. 8.2a)). There, and even more so
at the higher return energy, a clear local minimum can be seen around zero
ellipticity, which is well described by the Hermite-Gaussian fit function. Note
that this is the first time such a dip, which is analogous to the one found in
ref. [67] in non-sequential double ionization, has been observed directly in the
yield of elastically rescattered electrons.
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Figure 8.2: Channel-resolved, arbitrarily scaled rescattering yield as
a function of the driving field’s ellipticity ε for a),b) 800 nm and
c),d) 1290 nm, for return energies of Eret = 1.0Up (a) and c)) and
Eret = 2.2Up (b) and d)), respectively. The orange rectangles and
blue circles indicate the experimental data points for the D0 and D1
channels, respectively. Error bars are given by counting statistics. Also
shown are Gaussian fits to the data in the D0 and the D1 channels
(orange and blue curves, respectively) and, for a), b), and d), Hermite-
Gaussian (see eq. (8.2)) fits to the data in the D0 channel (grey curves).
Note the different scales in the ε-axis between a),b) and c),d).
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Figure 8.3: Dependence of the width of the ellipticity curves (as shown
exemplarily in fig. 8.2) on the return energy Eret for a wavelength of a)
800 nm and b) 1290 nm. The 50%-width ∆ε (orange squares (D0) and
blue circles (D1)) was determined using a pure Gaussian for the D1
channel and using a Hermite-Gaussian fit for the D0 channel (except
for the lowest three Eret-values in the case of 1290 nm, where B ∼ 0 was
obtained from the Hermite-Gaussian fit and thus purely Gaussian fits
were used). Additionally, the width ∆ε′ from the Hermite-Gaussian fit
is shown where applicable (grey diamonds). The shown error is given by
the uncertainty resulting from the fits. Also shown are the expectations
for atoms with IPs corresponding to the D0 (orange curves) and D1
(blue curves) channels as obtained from the simple model eq. (1.29).
Note that the scale on the vertical axis is different between a) and b).
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In fig. 8.3, the width as obtained from a Gaussian fit eq. (8.1) or from a
Hermite-Gaussian fit eq. (8.2) is shown in dependence of the return energy
Eret. The fits were performed as before.3 The shown confidence intervals
are determined by the errors from the fit. Also included in the figure is the
expected dependence for atomic targets as obtained from eq. (1.29).

As can be seen, the model predicts an almost constant and only very
slightly decreasing dependence of the width on the return energy, with the
width for the D0 channel being slightly larger than for the D1 channel due to
the lower IP. Also for the experimentally determined widths the ∆ε-values
obtained for D0 are generally significantly larger than those for the D1 channel.
However, the difference in width is much larger than what would be expected
from theory for atoms based solely on the difference in IP. This is due to the
experimental ∆ε-values for the D0 channel being significantly larger than the
theory predictions, whereas for the D1 channel the atomic-model predictions
agree better with the experimental observations, in particular for a wavelength
of 1290 nm. The ratio of the widths obtained experimentally for D0 and D1 is
larger for a wavelength of 800 nm than for 1290 nm, such that the D0 channel
at a wavelength of 800 nm deviates the most from the atomic theory. Thus,
for the D0 channel, the increase in width with decreasing wavelength is larger
in the experiment than what would be expected for atomic targets.

Regarding the dependence on the return energy, both channels display
the same trend, which is however different for the two different wavelengths:
For 1290 nm, the return-energy dependence is almost constant, conforming to
the predictions from the atomic theory, with possibly a slight increase at the
highest return energies. For 800 nm, on the other hand, there appears to be a
decrease of the width with increasing return energy. The qualitatively different
behaviour of the return-energy dependence between the two wavelengths is in
conflict with the simple atomic model, which predicts the dependence on the
return energy to be the same for all wavelengths and IPs, differing only in an
overall scaling factor (see eq. (1.28)).

Interestingly, the width ∆ε′ (i.e. the width one would obtain if the distri-
butions were not flattened around zero but purely Gaussian instead (B = 0))
from the Hermite-Gaussian fit to the data in the D0 channel agrees, within the
error bars, with the width ∆ε obtained for the D1 channel and is also closer
to the model predictions for atoms. This indicates that the deviations from
Gaussian behaviour and the increased width are related phenomena.

3Note that fewer points are shown in the 800 nm case than for a wavelength of 1290 nm,
since the measurement at the shorter wavelength included higher ellipticity values for which
the highest return energies cannot be attained (see fig. 1.1b) and eq. (1.25)).
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8.3 discussion

Effect of the molecular-orbital structure on rescattering

To explain the observed differences between the channels, the interpretation
pioneered in ref. [67] is applied, namely that rescattering is influenced by
the shape of the continuum wave packet launched by SFI. Directly following
ionization, the continuum wave packet is determined by the shape of the
Fourier transform of the Dyson orbital of the respective channel (see eq. (1.5)).
In particular, the initial width of the continuum wave packet in momentum
space derives from the width of the projection of the Fourier transform of the
Dyson orbital perpendicular to the driving-laser polarization at the instant
of ionization. The larger the initial width is in momentum space, the more
rapidly the wave packet will laterally diffuse during the subsequent continuum
propagation. The presence of a nodal plane in the Dyson orbital close to
the laser polarization direction additionally increases the lateral spread of
the continuum wave packet, since a nodal plane forces an electron to have
lateral momentum, as zero lateral momentum is forbidden by symmetry (see
page 10). In addition, the node itself also persists into the continuum, leading
to a minimum of the initial electron wave-packet density at the nodal plane.

The initial lateral momentum structure of the wave packet is then expected
to influence the rescattering process, because it dictates the density of the
returning wave packet interacting with the ion core. The more the wave packet
spreads during continuum propagation, the more diffuse it will be upon return
to its parent ion, and thus the lower the probability for an interaction will
be. At the same time, a greater amount of diffusion will also lead to a larger
overall size of the returning wave packet and, therefore, to a higher ellipticity
required to drive the wave packet completely away from the target in order to
suppress rescattering. Additionally, a minimum in the electron density due
to a nodal plane may also survive continuum propagation, since all electrons
have momentum pointing away from the nodal plane, leading to deviations
from a Gaussian-like returning wave packet.

This reasoning shows how different shapes of the Dyson orbitals – in partic-
ular the presence of nodal planes – may lead to differences in the dependence
of the rescattering probability on the ellipticity. The results from this chapter
will be rationalized in terms of these considerations in the following.

Differences between D0 and D1

As just explained, nodal planes lead to an increased width of the returning
wave packet and possibly to deviations from a Gaussian shape, due to the
acquired initial lateral momentum. The Dyson orbital in the D0 channel
possesses one more nodal plane compared to the D1 channel (see fig. 6.1b)).
Apparently, when averaging over the random ensemble of molecules, this leads
to a slower decrease of the rescattering yield with increasing ellipticity and to
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larger deviations from Gaussian behaviour for the D0 than for the D1 channel.
In particular, this also manifests itself in the local minimum at ε= 0 observed
for the D0 channel in the return energy–dependent data (fig. 8.2), especially
for high return energies. For the D1 channel, on the other hand, the shape
can be described well by a Gaussian in all instances. For a perpendicular
configuration of nodal planes, as in the D0 channel in butadiene, there are
many more relative orientations of the molecule with respect to the laboratory
system where a nodal plane affects the relevant p̃x-momentum component,
compared to an orbital with a single nodal plane. This explains why the
influence of the nodal planes is stronger in the D0 than in the D1 channel.

To confirm the effect of orientational averaging on the resulting initial
lateral momentum distributions, which, as explained above, are expected
to govern the returning wave packets, a simple model calculation has been
performed, which is very similar to the approach presented in ref. [45]: For a
given molecular orientation of butadiene with respect to the laser polarization
direction, the initial lateral momentum distributions have been calculated
using eq. (1.5). The orbitals used in this equation were the Fourier transforms
of the HOMO (D0) and HOMO-1 (D1) of butadiene, calculated for simplicity
using the Hückel method [203]. The employed field strength was the same as
in the experiment at a wavelength of 1290 nm.4 Orientational averaging has
been performed using a Lebedev grid of 9th order [204] to average over the
Euler angles θ′ and φ′ (see page 51), whereas averaging over χ′ has been done
by uniform sampling in steps of π/6.

The resulting orientationally averaged distributions for the two channels
are shown in fig. 8.4a). The lack of complete rotational symmetry can be
attributed to an insufficient number of averaged orientations. Nonetheless, a
qualitative comparison to the experimental data is possible. Figure 8.4b) shows
cuts through the distributions as indicated in a). According to eq. (1.27), the
ellipticity dependencies are related to these distributions by linear rescaling. As
in the experiment, the effect of the nodal planes is much more pronounced for
the D0 than for the D1 channel: A clear minimum can be observed at px = 0
for the D0 channel, whereas the D1 channel is close to Gaussian and only
slightly flattened around px = 0. The simple model calculation thus confirms
the experimental observation that, when taking into account averaging over
all molecular orientations, the ellipticity dependence of the D1 channel is close
to Gaussian despite the presence of the nodal plane n1. The fact that in the
simulations the effect of the nodal planes is slightly more visible than in the
experiment for both channels can be attributed to the simplicity of the model,
which neglects, for example, intensity averaging within the focal volume.

4Using the field strength of the experiment at 800 nm yields qualitatively the same results.
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Deviations from atomic predictions and return-energy dependence

Both the D0 and the D1 channel feature nodal planes, which are expected
to lead to an increase of the width of the returning continuum wave packet
compared to atomic targets with the same IP when the polarization vector lies
within or close to one of the nodal planes n1/n2. Evidently, for the D0 channel,
this leads to an overall higher width when averaging over the randomly aligned
ensemble compared to the predictions for atomic targets. This is the same
observation that has been made previously for the ellipticity dependence of
HHG in molecules whose HOMO features nodal planes [45, 198, 200]. The
D1 orbital of butadiene has only one nodal plane and also features directions
where the electron is delocalized over an extended region in space, leading to a
small lateral spread of the continuum wave packet. This explains why, when
averaging over all orientations, the D1 channel agrees better with the atomic
model and does not display a pronounced increase in width, as the D0 channel
does. These observations demonstrate that, in a randomly aligned ensemble,
molecular orbitals featuring a nodal plane may still conform closely to atomic
behaviour. However, for molecules with several nodal planes, deviations from
atomic predictions, as well as from Gaussian behaviour, are expected to become
important.

Concerning the data shown in fig. 8.3, for a wavelength of 800 nm the
width of the curves describing the ellipticity-dependent rescattering probability
decreases with the return energy, contrary to the expectations for atoms, where,
for the long trajectory, an almost constant dependence is expected.5 In general,
the return-energy dependence arises from the different excursion time for
different return energies (see fig. 1.1), which alters the time span available for
the electron wave packet to evolve laterally on the one hand and for the lateral
component of the electric field to deflect the electron on the other [205]. While
the overall differences in the width of the ellipticity curves can be explained by
nodal planes, it is unclear how nodal planes would influence the dependence
on the return energy, which is expected to be universally given by eq. (1.28).
Consistently, the two channels display the same dependence on the return
energy for each of the two wavelengths. However, when comparing the two
wavelengths, the behaviour is qualitatively different. Since the dependence on
the return energy is closer to the expected behaviour at 1290 nm, a possible
explanation for the differing behaviour at 800 nm may be an invalidation of the
three-step model itself due to the insufficient excursion length (see page 87).
However, note that also in ref. [200], using a wavelength of 1800 nm, qualitative
differences were observed for the return-energy dependence of the width of
the ellipticity-dependent high-harmonic yield from atomic expectations. The
origin of such deviations may be an interesting subject of future investigations.

5Note that for the short trajectory, dominating HHG but of minor importance for
rescattering, a decrease with return energy is predicted [205].
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Another observation is that the deviations from Gaussian behaviour in the
D0 channel become more pronounced for the shorter wavelength and, for both
wavelengths, with increasing return energies. Both, decreasing the wavelength
and increasing the return energy, lead to shorter excursion times. This shows
that longer propagation times in the continuum lead to a closer-to-Gaussian
behaviour, which is in agreement with the common expectation that non-planar
wavefronts are washed out during continuum propagation.

Conclusion

The main observation taken from the data presented in this chapter is that the
two separated channels differ significantly in their rescattering behaviour. More
specifically, the rate of decrease in the rescattering probability with ellipticity
is lower for the D0 than for the D1 channel for both wavelengths and in both
the integrated and the return energy–resolved data. In addition, the functional
dependency on the ellipticity is described well by a Gaussian function for the
D1 channel, whereas the data in the D0 channel can be better described by a
flattened Gaussian in most cases. In particular, this is the case for the return
energy–dependent data. These differences observed for the rescattered electrons
between the D0 and the D1 channel constitute a direct demonstration that the
multiple ionization continua released via SFI are relevant for rescattering. The
observed channel dependence in rescattering may have implications for future
LIED experiments, when applying the technique to more complex polyatomic
molecules than presently is the case, since contributions from other orbitals
than the HOMO are non-negligible for many larger molecules and the different
rescattering behaviour of different channels may complicate the interpretation
of such experiments.

The arguments used for the explanations of the observations in this chapter
– similarly to refs. [45, 67, 200] – suggest that, contrary to what is often
assumed, information from the electron’s initial bound state is retained during
the second step of continuum propagation. The influence of the structure of
the electron’s initial orbital may invalidate further assumptions made in the
analysis of LIED experiments (see section 2.2), in particular the assumption of
a uniform angular return probability (i.e. the density of the returning electron
wave packet being proportional to the ionization probability for all molecular
orientations) and the assumption of the returning electron’s wavefront being
asymptotically planar over the extent of the parent-ion target. Indication of
a non-planar returning wavefront have already been observed in the present
chapter in the form of deviations from Gaussian behaviour for the ellipticity-
dependent rescattering probability, in particular the local minimum around
zero ellipticity. However, the fact that the deviations from Gaussian behaviour
in the D0 channel are larger for a wavelength of 800 nm than for a wavelength
of 1290 nm also seems to indicate that the effects may not be as severe for the
long driving wavelengths typically used in LIED experiments. In chapter 10,
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a channel-resolved experiment – using aligned molecules and thus reducing
the influence of angular averaging – will be presented, which demonstrates
the orbital imprint in laser-induced rescattering in a different way and which
explicitly falsifies the assumption of a uniform angular return probability.





chapter 9

Strong-Field Ionization
of Aligned Butadiene

9.1 non-adiabatic alignment of butadiene

Polarizability and inertia tensors

The elongated shape of 1,3-butadiene suggests that the molecule possesses a
significant anisotropy in the polarizability. Therefore, it is eligible for laser-
induced molecular alignment. Indeed, a degree of alignment characterized by
〈cos2 θ′〉= 0.69 has been achieved for butadiene in ref. [160] using non-adiabatic
alignment.

The principal axis of the inertia tensor with the lowest eigenvalue (i.e. the
long axis) lies within the molecular plane and is rotated with respect to the
axis through the first and fourth C-atom by about 4°. The remaining two
principal components are similar in magnitude, and, thus, butadiene can be
approximated as a prolate symmetric-top molecule (see section 5.1). This
approximation works well for low alignment laser intensities and becomes more
inaccurate as the alignment laser intensity increases [49]. Within the symmetric-
top approximation, the coordinate systems spanned by the principal axes of the
polarizability and inertia tensors are identical [156, 160]. Therefore, the long
axis of the butadiene molecules aligns along the alignment-laser polarization
direction. Treating butadiene in the symmetric-top approximation renders
the simulations used for the determination of the experimental alignment
distribution (see section 5.2) more manageable (although codes for asymmetric-
top molecules do exist [206]). The relevant principal values for the inertia and
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polarizability tensors within the symmetric-top approximation are given in
table 9.1.

perpendicular parallel
rotational constant in GHz 4.2 41.1

polarizability in Å3 6.2 12.2
Table 9.1: Rotational constants and polarizabilities parallel and per-
pendicular to the long axis for butadiene in the symmetric-top approx-
imation. Values taken from ref. [160].

Experimental conditions

For the experiments presented in this and the following chapter, the goal was to
non-adiabatically align butadiene molecules prior to the initiation of the strong-
field processes driven by 1290 nm-pulses from an optical parametric amplifier
(see section 7.1). To this end, as explained in chapter 5, two requirements
need to be fulfilled: 1) The pulse driving SFI has to be preceded by another
pulse launching a rotational wave packet in the butadiene molecules and 2) the
rotational temperature of the molecules must be small.

The intensity of the alignment pulse has to be low enough not to lead to
ionization and to stay within the symmetric-top approximation [49], thus in
the 1011 W/cm2 to 1013 W/cm2 range (compared to >1013 W/cm2 to drive SFI
and rescattering). The pulse duration must be short enough to remain in the
non-adiabatic regime (much smaller than the rotational periods corresponding
to the values given in table 9.1) but long enough to transfer a significant amount
of angular momentum in the kick from the alignment pulse [156]. Since the
excitation of the rotational wave packet occurs non-resonantly, the wavelength
of the alignment pulse is not important. Therefore, here the fundamental
pulses with a wavelength of 800 nm stretched to a duration of 550 fs are used
(see section 7.1).

To reach low rotational temperatures, a high stagnation pressure was
applied before the supersonic expansion through the nozzle into vacuum. To
be able to apply such high pressures – despite the vapour pressure of butadiene
being only 2.4 bar at room temperature – butadiene was seeded using a low
fraction of 0.03% in helium, as before.

Optimization of the temporal and spatial overlap

The spatial overlap between the alignment and the SFI laser beams was first
achieved roughly by making sure that the beams overlapped at the recom-
bination mirror and in the replicated focus outside the reaction microscope
(part B in fig. 7.1). The interval for the temporal overlap was first narrowed
down using a fast photodiode and an oscilloscope and then more precisely via
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sum-frequency generation in a β-Barium borate crystal: When scanning the
delay, within a small interval (given by the pulse duration of the fundamental) a
turquoise sum-frequency signal was visible by eye behind the crystal in addition
to the blue/orange second-harmonic signals from the fundamental beam and
the beam from the optical parametric amplifier. The time zero τ0 was then
taken to be the centre of this interval. This method was accurate enough to
see an enhancement of the ionization rate (for the polarizations of the pump
and probe beams being parallel) compared to the SFI laser beam alone, when
delaying the SFI laser by τa = 58ps with respect to τ0 (i.e. moving to the point
of maximum alignment in the first half revival). This enhancement is due
to the higher ionization probability in the parallel configuration compared to
randomly aligned molecules (see fig. 10.2). The enhancement of the signal has
been monitored in real time by using a shutter wheel in the alignment beam
path and comparing the number of ion counts with and without the alignment
beam, evening out fluctuations of the count rate due to fluctuations in the
power or duration of the 1290 nm-pulse. The spatial and temporal overlap was
then optimized by maximizing the measured enhancement of the ionization
rate.

9.2 characterization of the alignment distribu-
tion

Experimental scans

As detailed in section 5.2, the alignment distribution of the molecular ensemble
prepared in the interaction region can be estimated by comparing an experi-
mental angular and an experimental delay scan to numerical simulations of the
non-adiabatic alignment process for different input parameters. In the present
case, the quantity Navg is the yield of singly charged parent ions, denoted by
Savg. The scans used for the procedure are shown in fig. 9.1. They were per-
formed under the same conditions as and directly after the long measurement
in which the channel-resolved data presented in this and the following chapter
was acquired. They can, therefore, serve to quantify the alignment present
during the long measurement.

Figure 9.1a) shows an experimental delay scan around the half revival,
where the parent-ion yield was measured as a function of the delay between the
alignment and SFI laser beams with α′ = α′0 = 0°, where α′ denotes the angle
between the polarizations of the alignment and SFI laser beams. The displayed
yield is the sum of five consecutive scans ranging from 44.9 ps to 71.3 ps in
steps of 330 fs. In total, each delay step contains 2.5× 105 laser pulses. The
shown error bars of the data points are given by counting statistics.

As can be seen fig. 9.1a), the parent-ion yield starts to increase at a delay of
around 55 ps, before it reaches a maximum at ∼ 58 ps. This corresponds to the
point of maximum alignment τa, where the enhancement in the ionization rate
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Figure 9.1: Experimental scans for the determination of the alignment
distribution. The orange circles indicate the experimental data points.
Error bars are given by counting statistics and are smaller than the
symbols in b). a) shows a scan of the parent-ion yield in dependence
of the delay between the alignment and the SFI pulses around the
time of the first half revival for parallel polarization of the two beams
(α′ = 0°). The instant of maximum alignment τa is indicated in the
figure. Also shown is the best fit according to eq. (5.16) to the scan
and its confidence interval. b) displays a scan of the parent-ion yield
in dependence of the angle α′ between the alignment- and SFI-laser
polarizations at a delay corresponding to maximum alignment τa. A
fit according to eq. (5.15) is also shown. Both scans were performed
immediately following the acquisition of the experimental data in this
chapter and in chapter 10, without altering the experimental conditions.

for molecules aligned along the SFI-laser polarization direction (see fig. 10.2)
becomes the most pronounced. The value is close to the expected position
for the half revival at 58.5 ps obtained from the smaller rotational constant in
table 9.1 using eq. (5.8). For longer delays, the ion yield decreases and drops
below the average, reaching a minimum at ∼62 ps, which corresponds to the
instant of maximum anti-alignment. Afterwards, the yield increases again to
the average value.

The simulated alignment trace describing the measured data best (see next
subsection) also shown in the figure, agrees well with the experimental data
around the positions of maximum alignment and anti-alignment. However,
at delays τ < 55 ps and τ > 66 ps the experimental data oscillates around the
simulated alignment trace. This was also observed in refs. [49, 160] and was
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explained by the influence of asymmetric-top effects.
Figure 9.1b) shows a scan of α′ performed at a fixed delay of τ = τa = 58ps,

i.e. at the instant of maximum alignment at the half revival. For the scan, α′
was varied in steps of 20° from 0° to 160° in 66 consecutive scans, resulting in
3.3× 106 laser pulses for each angle. Error bars are again given by counting
statistics. The α′-dependent yield observed in fig. 9.1b) is explained by the
angular dependence of the ionization rate, displayed in fig. 10.2.

Determination of the most likely simulated alignment distribution

To fit the experimental data, a series of 184 simulations was performed for
a range of input rotational temperatures Trot and alignment laser intensities
I. The measured alignment pulse duration (550 fs), the measured spot sizes
of the alignment (63µm) and SFI (28µm) laser beams in the focus, and the
rotational constants and polarizabilities given in table 9.1 were used as fixed
input parameters for all simulations. Each simulation resulted in an alignment
distribution Ai(θ′, τ) depending on the polar angle θ′ and on the delay τ . i
labels the various simulations {Trot, I}i. These simulations were then ranked
by how well they describe the experimental data in fig. 9.1 as detailed in
section 5.2. The employed lmax in eq. (5.15) was 3.

The resulting
(
χ2
red
)i

for the various employed Trot and I are shown in
fig. 9.2a). The alignment distribution which is most consistent with the
experimental scans and is thus most likely the one present in the experiment
is obtained for Trot = 1.6K and I = 1.5× 1012 W/cm2, achieving a χ2

red,min of
8.9. Its θ′-dependence for the delay τa used in the experiment Aimin(θ′, τ = τa)
is shown in fig. 9.2b). This distribution is characterized by a 〈cos2 θ′〉 (see
eq. (5.9)) of 0.70+0.04

−0.07, similar to the value obtained in ref. [160].
The curves shown with solid lines in fig. 9.1 are the quantities Cimin

1 ·
Simin
avg (α′ = α′0, τ −C

imin
2 ) (a)) and Simin

avg (α′, τ = τa) (b)), i.e. the best fits to
the respective experimental data. Eight further simulations are used for the
construction of the confidence intervals, as explained in section 5.2.

9.3 aligned momentum distributions

Experimental details

The SFI of aligned 1,3-butadiene was studied using 1290 nm-pulses to drive
SFI and stretched 800 nm-pulses for non-adiabatic alignment (quantified by
the alignment distribution shown in fig. 9.2b)). The employed experimental
setup is described in section 7.1. The three-dimensional electron and ion
momentum distributions were measured in coincidence using the reaction
microscope (extraction fields: 3.0 kV/m and 17Gauss, as before) for different
angles α′ between the polarizations of the alignment and SFI pulses in a single
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Figure 9.2: a) The value of the reduced χ2 as obtained from the
fit to the delay scan (see fig. 9.1a)) using eq. (5.16) for the simula-
tions with varying input rotational temperatures Trot and intensities
I of the alignment pulse. The orange line delimits the region of pa-
rameters which yield a reduced χ2 no more than 1 higher than the
minimum value χ2

red,min = 8.9, i.e. those simulations that fall within
the 1σ-confidence interval. b) Polar plot of the most likely alignment
distribution Aimin(θ′, τ = 58ps) (solid line), resulting in the minimum
value χ2

red,min, and its 1σ-confidence interval (dashed lines).

63 h long data acquisition run. As in previous chapters, determining the ion
species measured in coincidence with each detected electron makes it possible
to deduce the ionization channel (D0 or D1) of the electron. The parameters
for the alignment pulse can be found in section 9.2. The intensity of the SFI
laser field in the focus was (5± 3)× 1013 W/cm2, determined as before from the
point of transition from direct to rescattered electrons in the photoelectron
spectrum. Butadiene was supplied seeded in helium with a fraction of 0.03%,
using a stagnation pressure of 20 bar. The ionization rate in the reaction
microscope was again limited to . 0.2 events per laser pulse.

The direction of the linear alignment-laser polarization was varied using the
motorized half-wave plate in the fundamental beam path in fig. 7.1, while the
linear polarization of the SFI laser beam was always pointing along the z-axis.
The angle of the polarization vector of the alignment beam was set to a different
value (from the pool of chosen values) every two minutes in random order
to reduce the influence of potential systematic changes in the experimental
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conditions. To acquire enough statistics in the very small signal of rescattered
electrons in the fragments (analysed in detail in the next chapter), only 5
different angles α′ for the alignment-laser polarization direction were used,
each containing in total 3.8× 108 laser pulses, corresponding to 10.5 h of data
acquisition. In addition to the aligned data recorded at a delay of τ = 58ps,
also 10.5 h of data using unaligned molecules was acquired by changing the
delay to a value of τ = −30ps (i.e. the alignment pulse arrived long after the
SFI pulse) for short time intervals in between the acquisition of the aligned
data.

Channel-resolved direct-electron momentum distributions for aligned butadiene

Before proceeding with the analysis of the rescattered electrons in the next
chapter, here the momentum distributions of the direct electrons will be exam-
ined. Since it is difficult to discern any differences between the distributions
for different α′ and channels, normalized-difference distributions Dα

′

nd(~p) are
calculated, using the momentum distributions obtained for unaligned molecules
(acquired in the same measurement run) as a reference:

Dα
′

nd(~p) = Dα
′
(~p)−Drnd(~p)

Dα
′
(~p) +Drnd(~p)

. (9.1)

Dα
′
(~p) andDrnd(~p) denote the momentum distributions measured for molecules

aligned with an angle α′ and unaligned molecules, respectively. Each of the
Dα

′
and Drnd have been normalized to the same number of counts prior to the

application of eq. (9.1) to remove the influence of variations in the overall yield.
Using eq. (9.1), small differences between the distributions can be identified.

The resulting distributions Dα
′

nd(~p) (as projections onto the px-py-, px-pz-,
and py-pz-planes) are shown in fig. 9.3 for the D0 channel and in fig. 9.4 for the
D1 channel, for α′ = 0° and α′ = 90°. Focusing on the direct electrons delimited
by circles in the figure, distinct structures can be seen. In particular for the D0
channel, the distributions for the two angles look very different. For α′ = 0°,
the px-py-projection of the distribution (i.e. the distribution perpendicular to
the SFI-laser polarization direction (lateral momentum distribution)) forms a
ring-like structure, whereas for α′ = 90° there is a node visible along the py-axis
where the electron density is lower compared to the distribution for randomly-
oriented molecules. The density is higher in the direction perpendicular to
this node. The node vanishes for higher momenta. The px-pz- and py-pz-
distributions are identical for α′ = 0°, whereas they differ for α′ = 90°.

Comparing the D1 to the D0 distributions for α′ = 0°, it can be observed
that they look very similar: Despite the high noise level due to a lower number
of counts in the fragments, the features seen for the D0 channel are also visible
for the D1 channel. For α′ = 90°, the high level of noise makes a comparison
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Figure 9.3: Projections of the normalized difference of three-
dimensional aligned electron momentum distributions in theD0 channel
onto the px-py-, px-pz-, and py-pz-planes for a) α

′ = 0° and b) α′ = 90°.
The normalized difference is calculated according to eq. (9.1) with
respect to the momentum distribution of randomly-aligned molecules.
The orange circles indicate the 2Up-cut-off for the direct electrons.
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Figure 9.4: The same as fig. 9.3, but for the D1 channel.
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very difficult, but the structures observed for the D0 channel do not seem to
be present for the D1 channel.

Interpretation

For a qualitative interpretation of the data, it is useful to recall that, accord-
ing to eq. (1.5), the lateral momentum-space electron density immediately
after tunnelling is proportional to the projection of the square of the Fourier
transform of the electron’s Dyson orbital onto a plane perpendicular to the
laser polarization direction, filtered by a Gaussian tunnelling exponential. By
assuming that the long axis of the molecules is aligned perfectly along the
alignment-laser polarization direction (i.e. θ′ = 0° and therefore α′ = θ)1 and
that they are completely free to rotate around that axis (i.e. the angle χ′ can
take any value), the experimental projections onto the px-py-plane can be com-
pared to the averaged lateral momentum distributions predicted by eq. (1.5).
For the functional dependency along the pz-axis, the temporal evolution of the
wave packet in the field for different instants of birth is relevant and, therefore,
the px-pz- and py-pz-projections are more difficult to explain qualitatively. For
parallel orientation of the molecule with respect to the laser polarization direc-
tion, α′ = 0°, the molecule and the electric field vector are both perpendicular
to the px-py-plane. For one particular angle χ′ of rotation of the molecule
around its own axis (e.g. χ′ = 0° as shown on the left hand side of fig. 9.5a)),
the relevant projections of the Dyson orbitals (see fig. 6.1b)), which are similar
for both channels, consist of two lobes symmetric about the nodal plane n1
(which corresponds to a line in the px-py-plane). When averaging over all
angles χ′, the nodal line and the lobes vary in direction, leading to a concentric
ring of higher electron density around zero lateral momentum (see right hand
side of fig. 9.5a)), which is what is observed experimentally in both the D0
and the D1 channel (see fig. 9.3a) and fig. 9.4a)). Since the molecules are free
to rotate around the z-axis for α′ = 0°, the px-pz- and py-pz-distributions are
expected to be the same, which is indeed the case for both D0 and D1.

For α′ = 90°, the long axis of the molecule points along the x-axis. In
the D0 channel, for all angles χ′, the polarization vector lies within the nodal
plane n2 in the centre of the molecule along the y-axis. The nodal plane
n1, on the other hand, is only relevant for values of χ′ close to 0°/180°.
Accordingly, in the averaged lateral momentum distribution, the electron
density is only reduced for the nodal plane n2 (see upper part of the right hand
side of fig. 9.5b)), which is also what is observed experimentally (fig. 9.3b)).
The experimental distribution consistently also qualitatively agrees with the
corresponding normalized-difference distribution for O2 in ref. [35] for the same
configuration of molecule and laser polarization, since the HOMO of O2 looks

1See chapter 5 for the definition of these angles.
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Figure 9.5: Depiction of the initial lateral momentum distributions
expected according to eq. (1.5) for χ′ = 0° (left hand side) and averaged
over the angle χ′ (right hand side) and for θ = 0° (a)) and θ = 90°
(b)). For molecules which are perfectly aligned, θ = α′. The orange
line depicts the butadiene molecule. The blue arrow indicates how the
molecule rotates in the laboratory frame as the angle χ′ is varied. The
nodal planes are shown as grey lines.
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similar to the D0 Dyson orbital in 1,3-butadiene.2
For the D1 channel and α′ = 90°, from the averaged Dyson orbitals one

would not expect to see any clear nodes in the lateral momentum distribution,
since the nodal plane n2 that caused the suppression for px = 0 in the D0
channel is not present in the D1 channel (see fig. 9.5b)). This is consistent
with the experimental data, where no clear structures are visible (fig. 9.4)b).
Note that, while the experimental data is very noisy, the structures observed
for the D1 channel for α′ = 0° lead to the expectation that features as seen for
the D0 channel and α′ = 90° could also be observed for the same α′ in the D1
channel, if they were present.

Conclusion

The observation of the lateral momentum distributions allows one to draw
conclusions on the structure of the electron’s initial orbital, as demonstrated
in refs. [35, 37, 207] and here, if aligned molecules are used and normalized
differences are studied. In particular, differences induced by the different
shapes of the D0 and D1 Dyson orbitals can be observed (even though the
suboptimal signal-to-noise ratio – in spite of the long data acquisition times –
make definite statements about the D1 channel difficult). Observation of such
differences in the electron distributions in coincidence with different fragments
is an alternative way to directly show the participation of multiple continua in
SFI, similar to the original CRATI experiment (see chapter 6), and also helps
to establish the correspondence between continuum channels and the observed
ion species for the present case. Electron momentum distributions for aligned
acetylene molecules in coincidence with different fragments – similar to the
data shown in this chapter – were also presented in ref. [208].

Having studied the channel-resolved direct-electron momentum distribu-
tions for aligned molecules and various alignment angles α′, in the next chapter
it will be investigated how the structure of the Dyson orbitals affects the
angular dependence of electron rescattering.

2Note, however, that in ref. [35] the distribution for anti-aligned molecules was employed
in eq. (9.1), instead of the distribution of unaligned molecules.



chapter 10

Channel-Resolved
Rescattering in the
Molecular Frame

10.1 introduction

In the previous chapter, it was shown that, using non-adiabatic alignment,
butadiene molecules could be aligned to a substantial degree and that the
alignment distribution could be extracted. A channel-resolved measurement
performed with aligned butadiene molecules for different angles α′ was also
presented, focusing on the momentum distributions of the direct electrons.
The goal of the present chapter is to analyse the acquired α′-dependent data
with regard to the rescattered electrons, thus improving the understanding of
the structure of the returning wave packet and studying the implications for
techniques relying on recollision, such as LIED and high-harmonic spectroscopy.
Using the known alignment distribution, the deconvolution procedure presented
in section 5.3 grants access to information in the molecular frame, i.e. in
dependence of the angle θ between the molecular axis and the SFI-laser
polarization direction (see fig. 6.1b)), thus at least partially removing the
smearing due to averaging over the alignment distribution.

By measuring the α′-dependent rescattering yield, the central portion
(whose size is given by the size of the ion-core target) of the electron density
of the returning wave packets can be probed for different angles between the
molecule and the polarization direction, whereas varying the ellipticity ε probes
the lateral distribution of the returning wave packet for a fixed or random

119
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alignment but without the possibility to remove the influence of the alignment
distribution. Naturally, varying both α′ and ε, thus probing the lateral shape
of the returning wave packet for different molecular orientations, would result
in the highest amount of information on the structure of the returning wave
packet. This is, however, out of reach using the 10 kHz laser system that was
available for the experiments, due to the prohibitive acquisition times for a
sufficient signal-to-noise ratio in the rescattering tail.1

Some previous studies have featured α′-dependent measurements of recolli-
sion-induced processes [45, 68, 209]. However, directly counting the yield of
electrons in the rescattering tail in dependence of α′ is a novel approach that
has not been exploited before, even more so in combination with a channel-
resolved measurement and while using the known alignment distribution for a
transformation from laboratory-frame to molecular-frame observables.

Varying the angle α′ between the alignment- and SFI-laser polarization
directions while measuring the channel-resolved yields of direct and rescat-
tered electrons makes it possible to extract both the molecular-frame angular
ionization S(θ) and rescattering (R × Q)(θ) probabilities (see eq. (1.31)),
independently for both continuum channels. The simultaneous measure-
ment of (R×Q)(θ) for the two channels then allows the comparison of the
channel-resolved return probabilities R(θ), which are found to be different
and thus cannot be independent of θ for at least one channel. Furthermore,
the (R×Q)(θ)-distributions for both channels also directly reflect the shape
of the corresponding Dyson orbitals, whose nodal planes are evident in the
distributions.

The interpretation of the experiment relies heavily on the ability to separate
two continuum channels in butadiene and on the fact that Q(θ) is identical for
the two channels (which is explicitly confirmed by a calculation), thus making
it possible to study the molecular-frame dependence of all three steps of the
three-step model in isolation. The experimental findings agree well with state-
of-the-art TDSE calculations. Finally, implications for current experiments
relying on recollision – and thus on the shape of the returning wave packet
– are discussed. The results and discussion presented here, in parts closely
follows the reasoning in ref. [53], where the results from this chapter have been
published.

10.2 experimental data

Experimental details

For the measurements presented in this chapter, the pump-probe setup as
shown in fig. 7.1 was employed. The experimental conditions are described

1Varying the ellipticity when using aligned molecules may also involve additional compli-
cations in the interpretation, since a non-zero ellipticity also changes the angle of incidence
between the impinging electron and the target [45].
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in section 9.3 of the previous chapter. The analysis of the acquired channel-
and α′-dependent momentum distributions is performed analogously to the
ellipticity-dependent data in chapter 8: From the coincident detection of the
electron momentum distribution and the ion time of flight, for each angle α′
between the alignment- and SFI-laser polarization vectors, one can obtain
the kinetic-energy distributions for electrons belonging to the D0 or the D1
channel. The filter operations explained in section 7.3 were applied. The yields
of the direct (MD(α′); 0 eV to 16 eV) and rescattered (MR(α′); 25 eV to 55 eV)
electrons were determined for each angle α′ and channel D0/D1 separately.
Contrary to chapter 8, however, the unnormalized yields were used, because
normalization is applied after the deconvolution by division by S(θ).

α′ dependence

The α′-dependent, channel-resolved yields of the direct and rescattered electrons
are shown in fig. 10.1, where the error bars are given by Poissonian statistics.
As can be seen, there is an order-of-magnitude difference between the different
kinds of electron yields. The yields of direct electrons decrease monotonically
from α′ = 0° to α′ = 90°, whereas the yields of the rescattered electrons display
a different behaviour: For the D0 channel, the rescattered-electron yield first
slightly increases at small α′, before decreasing to a minimum value at α′ = 90°.
For the, D1 channel, on the other hand, an increase from small to large α′ is
observed.

Before proceeding with the interpretation, each of the data plots is trans-
formed from the laboratory frame to the molecular frame using the known
alignment distribution (see fig. 9.2b)) as described in section 5.3. The employed
kmax was 2 in order to prevent overparametrization of the fits to the limited
number of experimental data points. The fits from this procedure are also
shown in fig. 10.1. The deconvolution ofMD(α′) results in the molecular-frame
quantity S(θ), the θ-dependent ionization probability, whereas the deconvolu-
tion ofMR(α′) yields the product (S×R×Q)(θ) of the θ-dependent ionization,
return, and high-angle scattering probabilities.2

Channel-resolved angular ionization amplitude

The channel-resolved S(θ) are plotted in fig. 10.2a) and agree qualitatively
with the ones reported in ref. [49]. Quantitative differences can be explained
by the fact that a SFI wavelength of 800 nm was used in ref. [49], compared to
the 1290 nm used here. The confidence intervals in fig. 10.2a) are obtained as
explained in section 5.3 and are dominated by the uncertainty in the alignment

2Note again that the rescattering yield MR considered here only includes electrons with
final energies in the regime exclusively populated by rescattered electrons, which implies that
electrons with small scattering angles are excluded.
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Figure 10.1: Channel-resolved yields (orange and blue circles) of direct
(MD

D0
,MD

D1
) and rescattered (MR

D0
,MR

D1
) electrons as a function of the

angle α′ between the polarizations of the alignment and SFI laser
fields. The solid lines denote best fits from the deconvolution of the
molecular-frame ionization and rescattering probabilities using the
known alignment distribution (see eq. (5.17)). Error bars, given by
counting statistics, are smaller than the utilized symbols for MD

D0
,

MD
D1

, and MR
D0

. Note the breaks on the yield axis and the orders-of-
magnitude differences among the various relevant signals.
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Figure 10.2: a) Channel-resolved ionization amplitude S(θ), obtained
from the deconvolution of MD

D0
and MD

D1
in fig. 10.1, as a function

of the polar angle θ in the molecular frame (see coordinate system
fig. 6.1b)). The shaded areas denote the confidence intervals due to the
uncertainty in the alignment distribution. The absolute scale for the
ionization amplitude is arbitrary, but the relative scale between the
D0 and D1 channels reflects their respective contribution to ionization.
b) The same observables as in a) but obtained from TDRIS simulations.

distribution. Figure 10.2b) shows the results of a theory calculation and will
be discussed in section 10.3.

In fig. 10.2a), both channels display a minimum for θ = 90°, i.e. for a
perpendicular orientation of the laser polarization to the molecular axis, but
the minimum is more pronounced for the D0 than for the D1 channel. The
clearer minimum for D0 can be explained by the nodal plane n2 that is present
for the D0 channel, since ionization along nodal planes is commonly expected
to lead to a suppression of the ionization amplitude. Still, despite the absence
of the nodal plane n2 in the D1 channel, a minimum is observed. Also note
that the ionization amplitude reaches its maximum value at θ = 0°/180° for
both the D0 and the D1 channels, despite the polarization vector of the SFI
electric field lying within the nodal plane n1 in this direction for both channels,
leading to the expectation of a suppressed ionization amplitude. This shows
that, despite the nodal planes being visible in the direct-electron momentum
distributions in section 9.3, this does not necessarily lead to a reduction in the
integrated yield. The breakdown of the simple relation between nodal planes
and suppression of the ionization amplitude for polyatomic molecules has been
noted earlier in refs. [43, 49, 200].
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Figure 10.3: a) Channel-resolved rescattering probability (R×Q)(θ)
obtained from the deconvolution of MR

D0
and MR

D1
in fig. 10.1, as a

function of the polar angle θ in the molecular frame. The vertically
shaded areas denote the confidence intervals due to the uncertainty
in the alignment distribution, whereas the horizontally shaded areas
reflect the uncertainty in the quantities MR

D0
and MR

D1
(error bars in

fig. 10.1). Also shown are the corresponding Dyson orbitals, whose
nodal structure is very well reflected in the (R×Q)(θ)-distributions.
b) The same observables as in a) but obtained from TDRIS simulations.

Channel-resolved rescattering probability

Dividing (S×R×Q)(θ) by S(θ) results in the channel-resolved rescattering
probability (R×Q)(θ), which is plotted in fig. 10.3a) along with the confidence
intervals. Again, the theory results shown in fig. 10.3b) will be discussed in
section 10.3. In contrast to the angular ionization probability S(θ), the channel-
resolved product (R×Q)(θ) of the return probability R and the high-angle
scattering probability Q reflects the nodal planes of the Dyson orbitals (also
shown in the figure) much better. In particular, pronounced differences – both
in shape and in amplitude – can be observed in the (R×Q)(θ)-distributions
between the D0 and the D1 channels. It should be noted that the distributions
shown in fig. 10.3a) have not been rescaled and give the actual probability
for an electron, given that it has been released into the continuum (from the
HOMO or HOMO-1), to return to the core and to be scattered into the energy
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interval over which integration is performed.
As was already observed in chapters 7 and 8, the overall rescattering

probability is larger for the D1 (1.85% to 3.05%) than for the D0 (0.75% to
1.3%) channel. Concerning the shape, both channels have a global minimum
at θ = 0°/180°, i.e. when the laser polarization direction lies within the nodal
plane n1 irrespective of the rotation of the molecule around its own long axis.
At θ = 90°, on the other hand, only the D0 channel has a (local) minimum,
whereas the D1 channel maximizes the (R ×Q)(θ)-distribution along this
direction. Again, this relates to the Dyson orbitals, since for the D0 channel
the polarization vector lies within the nodal plane n2 for arbitrary rotations
around the long axis, whereas there is no nodal plane along this direction for
the D1 channel (except for φ= 0°/180°, where the polarization vector lies again
in n1). For the D0 channel, (R×Q)(θ) is maximized at around θ = 60°/120°,
where the D0 Dyson orbital has no nodal planes.

The correspondence between nodal structure of the Dyson orbitals and the
(R×Q)(θ)-distributions must arise from R(θ), since Q(θ) is expected to be
the same for the two channels (see discussion in section 10.3). Thus, while
channel-resolved R(θ)-distributions cannot be obtained from the data, the
different (R×Q)(θ)-distributions for the two channels are direct experimental
proof for the propositions that 1) R(θ) is not the same for the two channels,
and, thus, 2) at least one of the of the two channels has a return probability
R(θ) that does depend on θ.

The fact that the channel-resolved (R×Q)(θ)-distributions reflect the nodal
planes of the corresponding Dyson orbitals so well furthermore strongly suggests
that the dependence of R on θ results from the ionization direction–dependent
differences in the continuum wave-packet structure immediately upon ionization,
which is determined by the Dyson orbitals. It is thus experimental evidence
for the assertion that information on the initial orbital is preserved during
continuum propagation, supporting the correctness of the interpretation for
the observed dependence of the rescattering yield on ellipticity in chapter 8
and for similar experiments.

Changing the angle between the molecule and the laser polarization direc-
tion changes the projection of the relevant Dyson orbital that determines the
continuum wave packet according to eq. (1.5). Thus, the initial continuum
wave packet looks different for the two channels and for different angles θ.
Different widths and nodal planes in the Dyson-orbital projections affect the
momentum composition of the wave packet upon ionization. This was also
observed experimentally for the direct-electron momentum distributions in
section 9.3. This different momentum composition leads to a varying amount
of spread of the wave packet during continuum propagation, which, by the time
the wave packet returns to the core, leads to a different size of the returning
wave packet and thus to a different electron density interacting with the core.
In particular, nodal planes lead to a large spread of the wave continuum wave
packet: The smaller the separation of the lobes around the nodal plane is in
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Figure 10.4: Kinetic-energy distributions for the direct electrons in the
D0 channel for various angles α′. All distributions are almost identical,
showing that the angular ionization probability S(θ) is independent of
the instant of birth in the laser cycle.

the position-space Dyson orbitals, the larger the spreading during continuum
propagation will be. In addition, as was also observed in chapter 8, the mini-
mum itself may survive the continuum propagation and further minimize the
returning wave-packet density for linear polarization. These remarks explain
why the return probability R may depend on the angle θ and on the initial
bound state from which the electron originated: For the D0 channel, the
spacing of the lobes is larger for θ = 90° than for θ = 0°/180°, leading to less
wave-packet spreading and, thus, to a higher returning density, consistent with
the observations. In contrast, for the D1 channel the polarization vector does
not generally lie within a nodal plane for θ = 90° and, thus, a maximum is
observed, since the wide Dyson orbital leads to a small momentum spread.

Independence of S(θ) from the instant of birth

A potential objection against the division by the experimentally determined
S(θ) in the previous subsection is that the distribution S(θ) determined for the
direct electrons may not be the same as the S(θ) for the electrons undergoing
rescattering, i.e. that the distribution S(θ) depends on the instant of birth
during the laser cycle. The recorded experimental data makes it possible to
falsify this assertion by comparing the angular dependence of the direct-electron
yield for different kinetic energies. This has been done for N2 in the past [210]
and is shown fig. 10.4 for the present case of butadiene. For better comparison,
the presented direct-electron energy distributions are normalized to the same
number of events (otherwise their different overall intensity would reflect the
angular distribution S(θ) shown in fig. 10.2).

As can be seen, the distributions agree well at all energies, meaning that
there is no strong dependence of S(θ) on the final energy of the direct electrons,
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which can be mapped one-to-one to the time of birth (see eq. (1.16)). The
differences between different energies are smaller than the error interval of
S(θ). The direct electrons are all born before the maximum of the electric
field, whereas the rescattered electrons along the dominant long trajectory are
born directly after the field maximum. Since there is no dependence of S(θ)
on the instant of ionization before the field maximum – as fig. 10.4 evidences –
one should not expect any after it, and thus it is valid to use S(θ) from the
direct electrons also for the rescattered electrons.

10.3 theory calculations

Simulation method

In this section, ab-initio (i.e. without incorporating any experimental data)
TDSE calculations are presented to compare with the experimental results and
to assist in their interpretation. The calculations were performed by Timm
Bredtmann employing the time-dependent resolution-in-ionic-states (TDRIS)
method [46]. Even though the experiments whose results are presented in this
chapter were performed at a wavelength of 1290 nm, the calculations had to
be done at a shorter wavelength of 800 nm. This is due to longer wavelengths
leading to larger excursion distances of the electron away from the parent
ion (see eq. (1.20)), which demands performing the calculations on a larger
numerical grid. Doing computations on a grid large enough for a wavelength
of 1290 nm would not have been feasible for the many required orientations
between laser polarization and the molecular axis. Still, even the calculations
done at a wavelength of 800 nm agree qualitatively with the experimental
results.

Three different kinds of simulations were performed:
1. Channel-resolved kinetic-energy distributions of the direct electrons

were simulated using a half-cycle laser pulse with an intensity of
3× 1013 W/cm2. These simulations were used for the determination
of the angular ionization probabilities S(θ).

2. Channel-resolved kinetic-energy distributions for the rescattered elec-
trons were simulated using a 1.65-cycle pulse with an intensity of
3× 1013 W/cm2. Using a pulse consisting of more than half a cycle al-
lows the electrons to be driven back to and rescatter from their parent
ion at the cost of a higher computational effort. The pulse features
a soft turn-on and -off to suppress artefacts that would result from a
sudden presence of the electric field. The simulations with this pulse
were used in the calculation of the theoretical (R×Q)(θ)-distributions.

3. A simulation using the same pulse as in 2) but with the actual continuum
wave packet replaced by a Gaussian wave packet at the turning point
of the 10Up-trajectory. The initial width at the turning point was
6.3 a.u. for all molecular orientations. This is similar to the approach
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in ref. [176] and ensures that a chirped wave packet with a planar
wavefront returns to the core.

For details on the computations, see ref. [53].

Results for S(θ) and (R×Q)(θ)

The experimental results for the channel-resolved molecular-frame ionization
probability and the channel-resolved molecular-frame rescattering probability
can be compared to the same quantities obtained from the numerical calcu-
lations. The theoretical S(θ) and (R×Q)(θ) are shown in fig. 10.2b) and
in fig. 10.3b), respectively, next to their experimental counterparts. As the
experiment, the simulations include averaging over rotations around the long
axis of the molecule. S(θ) was obtained using simulation method 1), whereas
for (R×Q)(θ) method 2) was used.

Qualitatively, the agreement between theory and experiment is good in
all cases. Quantitative agreement is not to be expected, due to the different
wavelength and pulse duration used in the calculations and due to intensity av-
eraging within the focal volume present in the experiment but not considered in
the simulations. However, all key features from the experimental distributions
are also present in the calculated distributions. In the S(θ)-distributions, the
general shape of the curves is reproduced very well, even though the minima
at θ = 90° are more pronounced in the calculations for both the D0 and the D1
channels. Similarly, in the (R×Q)(θ)-distributions, the features are sharper
in the calculations. In addition, for the D0 channel, the theory curve is offset
to an overall higher rescattering probability compared to the experiment. This
leads to a situation where, at angles close to θ = 0°/180°, the D0 and the
D1 rescattering probabilities have approximately the same magnitude in the
calculation, whereas in the experiment the rescattering probability is higher
everywhere for the D1 channel than for the D0 channel. Thus, the simulation
conforms more closely to the qualitative expectations presented in section 10.2,
since for θ = 0°/180° the projections of the D0 and D1 Dyson orbitals look
very similar and are therefore expected to lead to a similar magnitude for the
rescattering probability. The positions of the global maxima are the same as
in the experiment.

Channel independence of Q(θ)

One crucial feature that is exploited in the interpretation of the channel-
resolved measurements in this chapter is the assumption that the (high-angle)
scattering cross section3 Q(θ) is the same for the two channels. This is based

3In principle, Q is the total elastic scattering cross section given by eq. (2.4), additionally
integrated over all return energies. However, as before, the Q investigated here only includes
electrons whose final energy lies within the rescattering tail, i.e. the integration excludes
small scattering angles.
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on a plausible physical picture: The potential seen by the returning electron
during rescattering is formed by all 29 electrons of the molecular ion (and by
the nuclei), which are all in the same state for the two channels, except for the
least bound electron. Therefore, the scattering potentials for the two channels
are expected to be very similar. To confirm this assertion, a simulation (using
method 3) was performed where the shape of the returning wave packet is
known to be plane and the same for all orientations, i.e. R(θ) is constant by
design.

One example of this Gaussian–wave-packet scattering is shown in fig. 10.5a)
at two instants in time (t= 1.2 fs (i.e. when the initial Gaussian wave packet
is launched) and t= 1.9 fs). The colour scale indicates the phase of the wave
packet, and, therefore, the parallel stripes at t = 1.9 fs show that the wave
packet is planar.

The simulation was repeated for several orientations of the molecules, and
the yield of rescattered electrons in dependence of the polar angle θ, again
including averaging over rotations of the molecule around its long axis, is
plotted in fig. 10.5b) for the two channels. For both channels, modulations in
the rescattering probability can be observed.4 More importantly, however, the
distributions obtained for the two channels are almost identical. This shows
that the assumption of a channel-independent scattering cross section Q(θ) is
well justified already at a wavelength of 800 nm. For the longer wavelength
employed in the experiment, the returning electrons have more kinetic energy,
and, therefore, the state of the valence electrons is expected to play an even
less important role, since more energetic collisions imply that the electron
penetrates the target more deeply. It is thus concluded that, under the
conditions of the experiment, the scattering target for the two channels can be
regarded as identical.

10.4 discussion

Summary of the results and implications for strong-field spectroscopy studies

The key result of the present chapter is fig. 10.3, which constitutes a direct
demonstration that the fraction R of the continuum electron wave packet
revisiting the core depends on the angle θ between the molecular axis and the
polarization direction of the SFI laser field. From fig. 10.3, it is clear that
in particular the nodal planes of the initial orbitals are still evident in the
rescattering probabilities. Thus, an imprint of the initial orbital structure
survives continuum propagation and influences the recollision event. Contrary
to previous studies relying on the molecular orbital imprint on recollision for

4This is in contrast to what was observed in ref. [176], where it was argued that the struc-
ture of N2 could not be resolved with the 800 nm SFI laser, and, thus, no modulations were
observed. However, the butadiene molecule being larger than N2 explains why modulations
are observed in the present case despite employing the same wavelength.
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Figure 10.5: Simulated field-driven scattering of a three-dimensional
Gaussian continuum wave packet (replacing the actual channel-
dependent wave packet launched by SFI) off the parent ion in the
D0 or in the D1 state. a) Snapshots of the electron density isosurfaces
(of value 2.5× 10−5a−3

0 , where a0 is the Bohr radius) at two instants in
time for θ = 90° and φ= 90° (see coordinate system fig. 6.1b)) and the
ion in the D0 ground state. t= 0 corresponds to the maximum of the
oscillating electric field. Shown are the initial Gaussian wave packet at
the classical turning point t= 1.2 fs of the 10Up-trajectory and the scat-
tering wave packet at t= 1.9 fs. A full laser cycle lasts 2.7 fs. The colour
scale describes the phase of the electron wave function. b) Comparison
of the computationally obtained rescattering probability (R×Q)(θ)
(averaged over rotations around the long molecular axis) for a Gaussian
wave packet scattering off the C4H

+
6 ion in the D0 (orange) and the

D1 (blue) state. Each data point in b) corresponds to a simulation
as exemplified in a), for different orientations of the molecule with
respect to the returning wave packet. Because the return probability
R(θ) is channel- and angle-independent by design in this calculation,
the calculation shows that the high-angle scattering probability Q(θ)
does not depend on the electronic state of the cation. The simulations
were performed by Timm Bredtmann.
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their interpretation [45, 67, 200], the present approach makes it possible to
clearly separate the influence of all three steps of the three-step model, uniquely
tracing the observed effect of nodal structure back to the composition of the
returning continuum wave packet.

The dependence of R on θ is expected to be a universal feature for many
molecular targets. The reason why butadiene was chosen in this work, in
preference to other molecules, is because it allows the separation of different
continuum channels necessary to draw conclusions on R(θ) from the measured
(R×Q)(θ). However, for any target where ionization takes place from orbitals
with non-spherical symmetry and in particular in the presence of nodal planes,
R should be expected to exhibit a dependence on θ. Also note that the
modulations in the R(θ)-distribution are not expected to be diminished when
employing longer SFI-laser wavelengths.

While it has been acknowledged experimentally and theoretically [35, 45,
67, 200, 207] that the continuum wave packet is influenced by the shape of the
electron’s initial orbital and the direction along which ionization takes place, the
resulting differences in the subsequent continuum propagation and the return
probability have been mostly not considered. In particular, when extracting
structural information on molecules from LIED experiments (see section 2.2),
it is necessary to weight the DCS calculated for different orientations according
to the density of the returning wave packet when averaging over the alignment
distribution (see eq. (2.9)). So far, the weight has been taken to be exclusively
determined by S(θ) (see eq. (2.8)), while R has been assumed to be constant,
∂R/∂θ = 0 [18, 19, 71–75]. Similarly, high-harmonic–spectroscopy experiments
often assume R to be independent of θ [17, 113, 120, 122, 186–188]. The
results presented in this chapter caution that the strong modulations of R
with θ observed for butadiene may be a non-negligible effect in LIED and
high-harmonic–spectroscopy experiments with molecular targets.

Assumption of a planar wavefront

The strong dependence of R on θ observed in this chapter, as well as the
observations of non-Gaussian behaviour in the ellipticity dependency in chap-
ter 8, naturally lead to the discussion of another assumption of LIED and
high-harmonic–spectroscopy experiments, namely that the returning wave
packet exhibits a planar wavefront, at least over the extent of the target. It
is evident from eq. (1.5) that, when ionizing directly along a nodal plane,
the wavefront of the continuum wave packet will be heavily curved. What is
commonly assumed to happen, however, is that, as the wave packet diffuses
during continuum propagation, by the time it returns to the ion core, the
wavefront has flattened out and can be approximated as asymptotically planar
over the extent of the target [54, 79, 84]. The longer excursion times for longer
wavelengths are expected to be conducive to this effect. To some extent, this
was also confirmed by the wavelength dependence in chapter 8.
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From theory, it is expected that, when ionizing precisely along a nodal plane,
symmetry dictates that the destructive interference is preserved all the way in
the continuum [51], resulting in a curved wavefront when recolliding (also see
Supplementary Material in [53]). However, as soon as the SFI-laser polarization
direction deviates only slightly from the nodal plane, the symmetry is broken
and the returning wave packet may be approximately planar again, such that,
from general theory considerations alone, it is not possible to evaluate the
significance of the nodal planes for the curvature of the returning wave packet
in experiments, where a certain degree of orientational averaging is inevitable
and thus deviations from perfect symmetry considerations are to be expected.

The assumption of a planar wavefront implies that the returning wave
packet is composed of states whose momentum only varies in magnitude,
whereas the direction of return is along the laser polarization for all states. In
contrast, when the wavefront of the returning wave packet is curved, several
return-momentum directions must be included and only their mean direction
must be (anti-)parallel to the laser polarization [20]. In other words, if the
incoming wave packet Ψ (~r) does not asymptotically exhibit a planar wavefront,
the general expression

Ψ (~r) =
∫

Ψ̂ (~p)exp
(
− i
~

~p ·~r
)
d3~p (10.1)

must be used to asymptotically describe the returning wave packet, where the
integration is performed over all return-momentum directions ~p. Therefore,
for example in LIED, the DCS calculated for states with an asymptotically
flat wavefront might still be useful even in the case of a returning wave packet
with a curved wavefront, if the composition Ψ̂ (~p) of the returning wave packet
is known, by treating electron scattering for each return direction individually
and, in the end, integrating the scattered-electron distribution over all relevant
return directions weighted by Ψ̂ (~p). If this is not done despite the returning
wave packet having a curved wavefront, a fit of the free parameters of a one-
component DCS to the experimental data (see section 2.2) may lead to the
retrieval of incorrect molecular structure [84].

Note that the discussion here is only loosely related to the so-called plane-
wave approximation, which assumes the scattering states used for the calcu-
lation of the recombination dipole matrix elements in HHG or the DCS in
elastic rescattering to be given by plane waves. This approximation has been
discussed in the past mostly in the context of high-harmonic tomography [54,
79, 186, 211–213], where, in the case of plane-wave scattering states, the orbital
to be reconstructed is given by the Fourier transform of the recombination
dipole matrix elements [20, 120]. However, the asymptotic planarity of the
wavefront has not been challenged in that context.
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Testing the planarity of the wavefront experimentally

Unfortunately, while the experimental data presented in this chapter and in
chapter 8 makes it evident that some information on the initial orbital is
preserved until the instant of recollision, the presented data does not make it
possible to draw direct conclusions regarding the planarity of the wavefront.
Figure 10.3 suggestively shows that the Dyson-orbital structure is reflected
in the return probability R(θ). However, it has to be kept in mind that the
distributions shown in the figure do not represent the angular component of
an actual continuum wave packet. Figure 10.3 only represents the central
portion of the returning electron density for different angles between molecular
axis and SFI-laser polarization: For each angle θ, a different wave packet is
launched into the continuum, from which elastic rescattering probes the central
portion interacting with the core. The deviations from Gaussian behaviour in
the ellipticity dependence presented in chapter 8, in particular the occurrence
of a local minimum at zero ellipticity, do indicate that the returning wave
packet has a globally non-planar wavefront. Yet, it is unclear if the curvature
over the extent of the target is large enough to affect the interpretation of
LIED and high-harmonic–spectroscopy experiments.

Therefore, the shape of the continuum wave packet and the local curvature
of the wavefront are not directly accessible with the currently available data.
However, an extension of the technique presented in this chapter could be used
to investigate the planarity of the wavefront and assess its potential influence for
LIED and high-harmonic spectroscopy, namely performing an actual channel-
resolved LIED experiment in 1,3-butadiene. A first step towards this goal,
using unaligned butadiene molecules and a SFI laser wavelength of 1290 nm is
shown in fig. 10.6. Clearly, the extracted experimental orientationally averaged
DCS (which was obtained using the procedure outlined in section 2.2) for
the D0 channel is different from the one for the D1 channel. This is to
be expected, since the shown experimental quantity features averaging over
different orientations, weighted by both S(θ) and R(θ), which are (see figs. 10.2
and 10.3) not the same for the two channels.

In order to test the assumption of a planar wavefront, a theoretical modelling
of the DCS is required. This may imply performing the experiment at a longer
wavelength to get into the range of validity of the independent-atom model
(i.e. to achieve return energies >100 eV), or, otherwise, more sophisticated
theoretical modelling of the DCS is needed [73, 214]. Then the averaged DCS
for the equilibrium configuration of butadiene can be calculated, weighting the
orientations with the respective channel-dependent S(θ) and R(θ), which can
be determined experimentally as shown in this chapter. For the determination
of R(θ) from (R×Q)(θ), Q(θ) needs to be known, which however can be
calculated from the modelled DCS as described by eq. (2.4). Appropriate
alignment of the molecules prior to the LIED interaction should enhance the
effect of nodal planes.
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Figure 10.6: Experimentally extracted orientationally averaged DCS as
obtained from a channel-resolved measurement (consisting of 2.1× 109
laser pulses or 59 h of data acquisition) using randomly-aligned 1,3-
butadiene molecules. Other than that, the experimental parameters
were the same as for the previous measurement in this chapter. The
return energy used for the determination of the DCS eq. (2.9) according
to eq. (2.2) was Eret = 1.9Up (Up = 8 eV). The width of the shell used
for integration was ±14% of that value. Note that the yield in the D1
channel (blue) has been scaled by a factor of 12 compared to the D0
channel (orange). Error bars are given by counting statistics.

If the calculated averaged DCSs for the two channels agree with the ones
determined from experiment, the potential non-planarity of the returning wave
packet does not play a significant role and can be ignored. If, however, one
or both of the theory predictions deviate significantly from the measurement
(deviations are expected to be larger for D0, since it possesses more nodal
planes), then this would be a strong indication of the breakdown of the
approximation of a planar wavefront. An additional benefit of the experiment
is that it not only assesses the potential non-planarity of the returning wave
packet but also directly probes the significance of the R(θ)-dependence for
LIED experiments.

Conclusion

In conclusion, in this chapter it was shown that in the SFI of 1,3-butadiene the
probability for an electron to return to its core depends both on the ionization
channel and the orientation of the molecule with respect to the polarization
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direction of the ionizing laser pulse. This result was achieved by combining
a channel-resolved measurement, afforded by the coincident detection of ions
and electrons, with laser alignment. The latter makes it possible to transform
into the molecular frame using the known alignment distribution, whereas the
former allows one to factor out the influence of the elastic scattering cross
section Q(θ), which is identical for both channels, and thus to compare directly
the angular dependence of the return probability R(θ) of the two channels.
Both the channel dependence and the dependence of the return probability on
θ may complicate the interpretation of LIED and high-harmonic–spectroscopy
experiments, when these are applied to polyatomic molecular targets.
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chapter 11

Motivation

Attosecond pump-probe experiments

As explained in the general introduction, while attosecond temporal resolution
can be obtained using single femtosecond laser pulses, another approach to the
investigation of ultrafast electron dynamics is based on two-pulse pump-probe
measurements using sub-femtosecond pulses. Such pulses are available from
tabletop sources relying on HHG (see chapter 3), which provide either isolated
or trains of bursts with a duration of a few tens to a few hundreds of attoseconds.
The spectrum of the pulses is in the XUV, and their short duration makes it
possible to precisely initiate and probe electron dynamics. While attosecond
XUV-XUV pump-probe experiments have already been performed [215–217],
a currently more widely adopted approach is to exploit the sub-cycle timing of
the IR pulses driving HHG with respect to the generated attosecond bursts, i.e.
to do two-colour XUV-IR pump-probe measurements. Using this technique,
numerous experiments have been performed with atomic [134, 218–221] and
molecular [222–227] targets.

However, especially in the case of molecules, the broadband nature of
the attosecond XUV pulses makes the interpretation of experimental data
very challenging, since generally a range of (electronic, vibrational) states
is populated, already in diatomics, initiating overlapping and often coupled
nuclear and electronic dynamics in the complex energy landscapes of molecular
systems [5]. Thus, experiments with molecular targets have mostly relied
heavily on numerical calculations for their interpretation, which are also a
challenge to perform [5]. To be less dependent on theoretical modelling
and to apply attosecond pump-probe spectroscopy to polyatomic molecules,
where complexity is even increased compared to diatomics, it is therefore

139
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desirable to collect as much information about the products of the interaction –
photoelectrons with either a parent ion or charged and neutral fragments from
a dissociation process – as possible.

Using reaction microscopes in attosecond pump-probe experiments

The detection of charged particles in attosecond pump-probe beamlines is
typically facilitated by time-of-flight or velocity-map-imaging spectrometers
[228, 229]. Compared to these, a reaction microscope allows the coincident
detection of the three-dimensional momentum vectors for all charged particles
created in a single event (see chapter 4). This promises a range of conceivable
advantages that can help in the interpretation of attosecond spectroscopy
experiments:

n When the axial-recoil approximation holds in a fast dissociation (see
page 58), detection of the ejection direction of a recoil ion allows the
transformation of a coincidently detected electron into the molecular
frame, which may be advantageous compared to measurements averaged
over all orientations. Knowing the molecular orientation with respect to
the XUV polarization direction in addition allows one to select specific
transitions which are more likely for a particular orientation [136].

n Ionization to different final electronic states of the ion involves differ-
ent potential-energy surfaces with different dissociation dynamics and
possibly different resulting ion fragments. Electrons from such different
channels may be distinguished by the coincident detection of the ion
species (as in the strong-field experiments presented in part II) or, in
the case of multiple ionization, by selecting events lying in specific
regions of ion-ion correlation maps [18].

n For the single-photon ionization of a single electron in atomic targets,
the relation Eγ = Ee +IP holds between the photon energy Eγ and the
kinetic energy of the released electron Ee, where IP is the ionization
potential for the final electronic state of the cation. In general, multiple
final electronic states are accessible for a given photon energy, each
associated with a cross section. Using a broadband XUV source, this
may lead to overlapping combs in the electron energy spectrum originat-
ing from different final cationic states already for atomic targets [133].
For molecules, the relation between Eγ and Ee is more complicated,
in particular when the final cationic state dissociates. In this case,
Eγ = Ee +KER+ IDL, where KER is the kinetic-energy release from
the dissociation and IDL is the dissociation limit of the dissociating
state, i.e. the value of the potential-energy surface corresponding to
the dissociating cation state at infinite nuclear separation [230]. The
kinetic-energy release further smears out the features in the electron
energy spectrum. Using a reaction microscope, one can measure the
kinetic-energy release coincidently with the photoelectron energy and
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thus reverse this smearing.
n Electron-electron correlation maps provide insight into entangled multi-

electron dynamics present in molecular systems [134].
These advantages have become evident in a range of recent experiments

combining attosecond pulses and a reaction microscope: Already in single-beam
experiments using attosecond pulse trains, the great wealth of information
afforded by reaction-microscope detectors has proven to be useful, e.g. for the
observation of a molecular-frame asymmetry in the ejection direction of the
photoelectron with respect to the proton in the dissociative ionization of H2
[230] or the determination of the lifetime of doubly excited, autoionizing states
in the same molecule [231]. Pump-probe experiments relying on attosecond
pulses and reaction microscopes have been primarily performed in the con-
text of RABITT (see section 3.3). In particular, in ref. [134], RABITT has
made it possible to determine the attosecond delay in the double ionization of
xenon, revealing signatures of electron-electron correlations. Similar RABITT
measurements have recently been performed in linear molecules: In ref. [136],
the ionization delay in the dissociative ionization of H2 was determined as a
function of the photoelectron energy and the kinetic-energy release, demon-
strating that coupled nuclear-electron dynamics influence the ionization delay.
In ref. [137], a different ionization delay was measured in the dissociative
photoionization of CO depending on whether the electron was emitted towards
the C or towards the O side of the molecule. All of the above measurements
rely crucially on the virtues afforded by reaction microscopes.

The inherent disadvantage of coincidence-detection schemes is the high
repetition rate often required for reasonable acquisition times of data with good
enough signal-to-noise ratio, since the fraction of ionization events per laser
pulse must be significantly less than one in order to avoid false coincidences
(see chapter 4). High laser repetition rates, on the other hand, imply that the
energy per pulse is lower and/or the average power is higher compared to laser
systems operating at lower repetition rates. Both consequences require special
consideration in the design of an attosecond XUV-IR beamline which is to be
combined with a reaction microscope.

Design goals for the beamline presented in this thesis

Such an attosecond XUV-IR beamline has been planned and installed in
the context of this thesis. The goal of the project was to provide isolated
attosecond XUV pulses and few-cycle IR pulses to a reaction microscope in a
pump-probe scheme, where the delay between the pulses can be varied with
attosecond precision. The flux of the XUV radiation must be high enough
to interact with a target particle approximately every tenth laser pulse when
focused into the molecular beam of the reaction microscope, in accordance
with the requirements for coincidence detection and in order not to waste
any laser pulses. The operating repetition rate is 100 kHz, which constitutes
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an improvement by a factor of 10 compared to existing setups combining
attosecond pump-probe spectroscopy with coincidence detection [229, 232].
Attosecond pump-probe beamlines operating at ≥ 100 kHz are also currently
under development elsewhere [233–235].

At the time of writing, the beamline has been fully installed and tested
with a velocity-map-imaging spectrometer instead of the reaction microscope.
The results of these first tests will be presented in this part of the thesis
(chapter 13), along with a detailed explanation of the design of the setup
(chapter 12).



chapter 12

Description of the
Beamline

12.1 the laser system

Requirements for the laser system

A crucial prerequisite for (isolated- or close-to-isolated-) attosecond pulse
generation via HHG is the availability of CEP-stable, few-cycle driving laser
pulses, most commonly in the near-IR spectral regime. The focused intensity
at the generation point must be high enough to efficiently initiate the HHG
process via SFI. Typical laser peak intensities for phase-matched HHG in
argon are in the range of 1 to 2× 1014 W/cm2. Usually, few-cycle laser systems
operating at a few kHz deliver pulses with energies of at least a few hundred µJ,
and such peak intensities can be easily reached with relatively loose focusing
(FWHM beam sizes > 100µm in the focus).

Increasing the repetition rate implies that either the energy per pulse
decreases or the average power of the laser system needs to be increased.
A lower energy per pulse requires tighter focusing conditions to reach the
intensities necessary for HHG. While the conversion efficiency can, in principle,
be maintained for small focal spot sizes if the phase-matching pressure is
adjusted accordingly [128, 129], the goal for the laser system used in the
presented setup was to provide pulse energies not too much lower than what is
used in other attosecond beamlines operating at lower repetition rates, since the
available high-harmonic photon number still scales quadratically with the focus
size [128] and due to practical problems with extremely tight focusing conditions
because of the high divergence of the high-harmonic radiation. This requires
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an increase in the average power of the laser system, which can be achieved
by relying on the optical parametric chirped-pulse amplification (OPCPA)
principle. Optical parametric amplification is a non-linear interaction of a
signal beam and a pump beam in a crystal, whereby the signal beam is amplified
and a third beam, the idler, with a frequency equal to the difference of the
pump and signal beams, is created [95]. In the present case, a non-colinear
geometry is applied, which means that the beams interact in the crystal at an
angle. This allows the amplification of the signal over a broad bandwidth [236].
Compared to laser amplifiers based on titanium:sapphire crystals, which are
most commonly employed in attosecond beamlines, the limitations imposed
by thermal effects in the crystal are less severe for OPCPA laser systems,
due to the instantaneous nature of optical parametric amplification [237]. An
alternative approach to high-average-power laser systems delivering few-cycle
pulses that is currently in development is the coherent combination of multiple,
individually amplified beams [238] with subsequent non-linear post-compression
[239].

Description of the OPCPA system

The attosecond setup presented in this thesis relies on an OPCPA laser system,
which was designed and installed by Federico Furch and is capable of delivering
CEP-stable 7 fs-pulses (central wavelength: 790 nm) with an energy per pulse
of ∼200µJ at a repetition rate of 100 kHz, resulting in ∼20W of average
power [240]. CEP stability has been confirmed on a pulse-to-pulse basis and is
better than 300mrad [241]. Furthermore, post-compression using a neon-filled
hollow-core fibre has been implemented, resulting in sub-4 fs pulses with an
energy of 70µJ. The details of the system can be found in refs. [240, 242].
Here, a brief overview is presented.

The CEP-stable signal pulses are supplied by a titanium:sapphire oscillator
(Venteon Pulse:One). A small fraction of the radiation from the oscillator is
seeded into the pump laser in order to synchronize both lasers. The thin-disk
Yb:YAG pump laser from Trumpf Scientific is able to deliver 900 fs-pulses at a
central wavelength of 515 nm, a repetition rate of 100 kHz, and with an average
power of 120W. After going through a pulse shaper, which can be used to
temporally manipulate the pulses, and a stretcher, which increases the pulse
duration to 300 fs, the signal pulses are amplified from 250 pJ to 240µJ in two
non-colinear optical parametric amplification stages, where 10% of the pump
power goes to the first stage and 90% to the second. The overall conversion
efficiency is 0.22. Output power fluctuations are on the order of 1%. Since the
amplified spectrum depends on the delay between the pump and signal beams,
this delay is kept constant by an active delay-stabilization system. In addition,
several systems for beam-pointing stabilization ensure stable spatial overlap
of the beams in the crystals and stable pointing of the amplified beam going
to the HHG setup. Note that the stability of the laser output is also crucial
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Figure 12.1: Schematic overview of attosecond pump-probe beamlines.

for the overall stability of the attosecond pump-probe setup. To recompress
the stretched amplified pulses (i.e. adjust the spectral phase of the broadband
pulses to get close to the Fourier limit), a set of chirped mirrors [243] is utilized.
Higher-order dispersion is adjusted using the pulse shaper.

As already mentioned, after compression the duration of the 7 fs-pulses can
be further decreased by broadening the spectrum using a gas-filled hollow-core
fibre. Broadening in such a fibre is achieved by relying on the non-linear effect
of self-phase modulation [95]. The fibre has a length of 1m and a diameter of
340µm and is usually filled with ∼2.5 bar of neon. It is additionally pumped
from the entrance side to create a pressure gradient from entrance to exit.
This improves spectral broadening and the transmission of the fibre [244].
After broadening, the pulses are compressed again using another set of chirped
mirrors. This way, pulses with a duration of less than 4 fs, a spectrum ranging
from less than 500 nm to more than 1050 nm, and an energy per pulse of 70µJ
are available for experiments. The hollow-core fibre was used for some but not
all of the results presented in chapter 13.

12.2 design considerations

General structure of attosecond pump-probe beamlines

Before proceeding to the presentation of the beamline designed in the framework
of this thesis, common features of existing attosecond pump-probe setups
[12, 229, 245–250] will be presented. Generally, the setups consist of an
interferometer, with the generation of the short XUV pulses via HHG in one
arm and propagation of unconverted IR pulses in the other. The IR pulses
typically have a duration of less than 10 fs. HHG needs to take place in
vacuum, because the generated radiation with photon energies in the XUV
regime would otherwise be immediately reabsorbed by the air. Furthermore,
from the high-harmonic generation point to the point of interaction with the
target (hereinafter referred to as the interaction point), the vacuum conditions
are usually improved by one or several stages of differential pumping (see
footnote on page 50). This is necessary because the HHG gas target puts
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significant gas loads on its environment, whereas the detectors in the interaction
region require a lower pressure to be operated.

The target at the generation point usually consists of a gas-filled cell, with
a hole for the laser to propagate through. The laser is focused into the cell with
a typical focal length of 0.5m to 1m. After generation, since only a negligible
fraction of the driving laser power is transformed into XUV radiation, one
needs to filter out the co-propagating driving laser beam. This is achieved
using a thin (∼200 nm) metal filter, which absorbs the IR and transmits a
significant fraction of the XUV.

There are two different basic designs of the interferometer: The split-
mirror design employed in the setups in refs. [245–247] is very compact and
inherently stable, but it is difficult to manipulate the IR and XUV arms
independently and to implement gating schemes to isolate a single attosecond
pulse. The second type of design used in the setups in refs. [12, 229, 248–
250] and schematically shown in fig. 12.1 relies on a spatially more separated
Mach-Zehnder interferometer, where the two beams are steered by independent
optical elements: The IR beam is initially split up using either an optical beam
splitter or a mirror with a hole. The larger portion of the power is sent to
the HHG chamber. Before HHG, a gating scheme may be implemented. After
HHG and filtering of the driving IR radiation, the generation point is imaged
to the interaction point using a grazing-incidence toroidal mirror. The smaller
portion of the IR power travels from the beam splitter via a delay stage to the
recombination mirror, which is a conventional IR-reflecting mirror with a hole
in the centre for the XUV to propagate through, due to the lack of suitable
dichroic mirrors for XUV and IR. Recombination can either occur before or
after the toroidal mirror, where, in the latter case, an additional curved mirror
focuses the IR beam into the interaction region. Note that, due to the relatively
long interferometer arm length, an active stabilization system is needed, which
consists of a stable, narrow-bandwidth cw-laser, following the beam paths in
the two arms of the interferometer, such that, after recombination, from the
fringe pattern from the interference of the beams in the two arms, unwanted
drifts in the interferometer can be detected and compensated. Putting the
complete interferometer in vacuum is also beneficial for the stability [248].

While the attosecond XUV-IR pump-probe beamline developed in the
framework of this thesis is similar to the existing setups, the high repetition
rate and the use of a reaction microscope as the detector pose a number of
additional challenges, which need to be considered in the design:

High average power due to the high repetition rate

As explained above, the high repetition rate implies a higher-than-usual average
power propagating through the beamline. This adds a complication when
filtering the driving IR radiation after HHG: The standard approach of using
a metal filter is no longer viable for average powers exceeding a few watts,
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because the heat from the absorbed IR radiation would destroy the filter [97,
251, 252]. A range of alternative approaches exists for the separation of the IR
from the XUV radiation [252, 253]. Using a simple silicon plate at Brewster’s
angle offers relatively high (∼ 0.5) reflectivity in the XUV and high suppression
in the IR (∼ 10−4) [254]. However, the disadvantage is that the IR radiation
is absorbed, which is expected to lead to significant heating of the silicon
substrate. This could induce deformations, which would be detrimental for
stability. In addition, the IR suppression only works well for p-polarization,
whereas both components are significant when using polarization gating (see
page 34). This is why a different solution was chosen, namely the application of
an anti-reflective coating for the IR on a fused-silica substrate. The final layer
of the anti-reflective coating consists of SiO2, which, at the employed high angle
of incidence and in the relevant spectral region, provides decent reflectivity
(∼ 0.4) for the XUV radiation, which does not penetrate beyond the top layer.
The anti-reflective coating leads to an IR transmission of 0.8 (p-polarization)
and 0.85 (s-polarization) over a significant portion of the spectrum of the IR
pulse.1 The design and fabrication of the coating was done in the group of
Carmen Menoni at Colorado State University. After reflection from this filter
mirror, the remaining IR power is low enough to be removed using a metal
filter.

A further consequence of the high average power could be that thermal
issues arise close to the HHG target. As mentioned, the target is typically a
gas-filled cell with small entrance and exit orifices for the laser beams. With a
well-focused beam with stable pointing, this solution is expected to also work
with higher average power. However, under non-ideal conditions, it may occur
that stray light due to imperfect focusing is absorbed by the cell, which could
either increase the size of the orifices over time (increasing the gas load into
the HHG chamber and changing the steady-state pressure conditions within
the cell) or even lead to the complete destruction of the target. A solution to
this possible issue is to allow for the use of a free-standing jet target in the
design.

Lower-than-usual energy per pulse and sufficient high-harmonic flux for experi-
ments

The beamline was designed to work with pulse energies as low as 60µJ available
for HHG and as long as 8 fs, since the actually available laser parameters were
not yet known in the design phase of the setup. As mentioned in section 12.1, to
achieve the required intensity needed for HHG in argon with these parameters,
the driving laser beam must be focused to a significantly smaller spot size
than what is commonly used in attosecond pump-probe setups, and this, in

1Note that the design for the anti-reflective coating was optimized for the 7 fs-pulses prior
to broadening with the hollow-core fibre. A new design having a high transmissivity for the
whole broadened spectrum should be feasible.
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turn, requires high target densities for phase-matched HHG. Increasing the
pressure, however, puts increasing demands on the vacuum pumps, which need
to keep the pressure in the generation chamber low enough to prevent the
reabsorption of the high-harmonic radiation while propagating through the
chamber. In the tight-focusing regime, high target pressures can be reached
more efficiently (i.e. requiring less pumping speed) with a jet instead of a
cell target, because there is a regime, where increasing the nozzle size (which
determines the interaction length) actually decreases the required pumping
speed. This is because the gas density at the same distance to the nozzle is
larger for a larger nozzle, and thus a lower backing pressure can be used [129].
Therefore, using a nozzle diameter larger than the optimum interaction length
Lmed (see section 3.2) helps to reduce the gas load in the tight-focusing regime.
In the loose-focusing regime, on the other hand, the long optimum interaction
length implies prohibitively large nozzle diameters, making a cell, where the
gas flow is independent of Lmed, the preferred solution. Since the expected
pulse energies were in a transition regime between tight and loose focusing
conditions, the beamline was designed to allow easy switching between cell
and jet targets.

Vacuum requirements

In additions to the requirement of having good enough vacuum for the high-
harmonic radiation not to be reabsorbed on its way to the reaction microscope
(10−3mbar from the HHG generation chamber onwards [25]) and to be able to
operate the multi-channel plate detectors (<10−5mbar), the reaction micro-
scope poses even more severe constraints on the required vacuum conditions.
This is because the distance from the molecular-beam source to the interaction
region in the centre of the reaction microscope is relatively large compared to
a velocity-map-imaging spectrometer, where the source nozzle can be brought
very close to the point of interaction [255]. This means that, in the reaction mi-
croscope, the density of the molecular beam will be much lower, and, therefore,
the density of the background gas needs to be lower, too. Otherwise, contri-
butions from the background gas, for which the interaction volume is much
higher, would dominate the signal from the molecular beam. The pressure in
the reaction microscope should thus be better than ∼10−8mbar [232].

In order to achieve this, several measures have been taken: A catcher
system can be used in combination with a jet target – where the gas loads are
expected to be especially high for not very tight focusing conditions –, and
the HHG chamber has been designed to accommodate turbomolecular pumps
with high pumping speeds (which have large flanges), such that the pressure is
kept as low as possible right from the point of generation. In addition, two
differential-pumping stages and the relatively large spatial extent of the setup
from the HHG chamber to the reaction microscope2 help to establish a large

2This is the result of the fact that, due to spatial constraints, the reaction microscope
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pressure differential.

Attosecond stability

Whether pump-probe experiments are performed using isolated attosecond
pulses or attosecond pulse trains, to achieve attosecond temporal resolution it
is crucial that the timing between the XUV and IR fields is very stable, such
that fluctuations are less than a few tens of attoseconds, which can already
be caused by mechanical movement with an amplitude on the order of 10 nm.
Since the interferometer in the presented setup is relatively large, high stability
is even more difficult to achieve. The following measures were taken to increase
stability:

n All optical elements were placed in stable mounts with as short posts
as possible.

n Within the chambers, the optical elements are placed on breadboards,
which are mounted directly on the laser table but decoupled from the
chamber walls via flexible bellows. This reduces vibrations from the
pumps mounted on the chambers (and minimizes distortions when the
chamber is evacuated or vented). The design of the breadboard feet in
order to achieve this is shown in fig. 12.3b). The chambers, in turn, are
decoupled from the table by placing them on special vibration-isolation
feet.

n The turbomolecular pumps are magnetically levitated, which means
that they induce less vibrations than pumps with conventional bearings.

n An active-stabilization system is installed.
n The whole interferometer may be evacuated and operated under vacuum.

This removes disturbing influences from air flow.
n The spatial separation of the detection system from the interferometer

and laser system helps to reduce disturbances due to operating person-
nel.

12.3 detailed description of the beamline

Overview

An overview of the setup is shown in fig. 12.2. The beam coming from the
laser system with a polarization perpendicular to the table surface enters the
L-shaped interferometer chamber through a 500µm-thick fused-silica window.
A beam splitter (BS, typical transmission-to-reflection ratio: 90/10 or 80/20) is
used to split the beam into the two parts of the interferometer. The larger
fraction is sent to a focusing mirror (FM1) with a focal length of 50 cm, which
focuses the beam through a 500µm-thick fused-silica window into the HHG

needed to be placed in a separate room from the laser system, since a toroidal mirror with
1 : 1-imaging is employed to minimize aberrations [256].
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chamber, where it interacts either with a jet or cell target. The target is
usually placed slightly behind the focus to enforce phase matching for the
short trajectory. Close to the focusing mirror, a polarization-gating setup
(PG) can be accommodated. Between the polarization-gating setup and the
high-harmonic generation point, only reflections close to normal incidence take
place in order not to disturb the polarization of the beam containing both s-
and p-contributions.

After HHG, the XUV and driving IR beams co-propagate through the first
differential-pumping stage into the recombination chamber, where the XUV is
reflected off the dichroic filter mirror (DM), placed at an angle of incidence of
75°. The transmitted IR light is sent out of the chamber, where it is deposited,
to avoid heating of parts within the chamber, which could lead to unwanted
thermal effects. The remaining IR radiation is filtered out using a metal filter
(MF1, usually aluminium with a thickness of 200 nm) mounted on a motorized
stage (Zaber T-NA08A25-SV2), allowing the filter to be moved into and out
of the beam path.

A significant portion of the XUV beam is transmitted by the filters and
continues to propagate to the gold-coated toroidal mirror (TM). A toroidal
mirror has two different radii of curvature, RT and RS, in the horizontal
(tangential) plane and in the vertical (sagittal) plane, respectively. The radii
of curvature required for 1 : 1-imaging of the high-harmonic generation point
to the interaction point in the reaction microscope are determined according
to [257]

RT = s · 1
cosθ

RS = s · cosθ,

where θ = 75° is the angle of incidence on the toroidal and s= 1250mm is the
distance from the high-harmonic generation point to the toroidal and from
the toroidal to the interaction point in the reaction microscope, leading to
RT = 4830mm and RS = 324mm. A toroidal mirror is needed because the
large angle of incidence would cause inacceptable aberrations when using a
spherical mirror. The large angle of incidence increases reflectivity for the
XUV radiation. The two 75°-reflections from the filter mirror and the toroidal
mirror lead to a geometry where the beams coming from the HHG chamber
and going to the reaction microscope are parallel but displaced with respect to
each is other. The toroidal mirror is mounted on a motorized five-axis stage
(Newport 8081-UHV), which allows the precise alignment of the toroidal mirror
in order to minimize aberrations.

Closely behind the toroidal mirror, the XUV beam is recombined with
the IR beam from the other arm of the interferometer, the XUV beam going
through a 5mm-hole in the recombination mirror (RM), whereas the outer
portion of the IR beam is reflected off the mirror.
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The beam in the other arm of the interferometer first encounters a pair of
mirrors mounted on a linear stage (DS, Smaract SLC-1750-S-HV), which is
used to adjust the delay between the two arms. The stage combines nanometre
resolution with a long travel range of 30mm and thus circumvents the use
of two separate delay units for precise scanning with a small step size and
longer-range adjustments, respectively. The IR beam is subsequently sent to
the recombination chamber through a 500µm-thick fused-silica window, to
completely vacuum-separate the two chambers. A concave mirror (FM2) with
a focal length of 1.5m then starts focusing the beam, which is recombined with
the XUV beam as explained. Both the focusing and the recombination mirrors
are motorized and can be used to make the XUV and IR beams precisely
parallel: Even a small angle between the IR and the XUV beams leads to a
position-dependent delay over the extent of the focus in the interaction region
of the reaction microscope, which degrades the temporal resolution.

The dispersion of the beams in the two arms can be independently adjusted
using a pair of glass wedges in each arm. One of the wedges from each pair
can be moved using motorized linear translation stages (Zaber T-NA08A25-
SV2), thus changing the amount of glass through which the beam propagates.
In addition, the two beams can be independently blocked using motorized
Thorlabs ELL6 stages, where a mirror sends the beams to a beam dump in
the blocked state.

After recombination, the IR beam, having an annular shape, co-propagates
with the XUV beam towards the reaction microscope. In the outcoupling
chamber, a mirror on a linear-motion vacuum feedthrough can be used to send
the beams through a window out of the vacuum towards a beam profiler placed
in the focus of the beams. This assists in finding both the spatial and the
temporal overlaps of the beams. Note that in order to do this the metal filter
is removed from the XUV beam path, such that the driving IR beam can be
used as a substitute for the actual XUV beam in this procedure. The temporal
overlap can be detected from the appearance of fringes where the two beams
spatially overlap. At time zero, the maximum modulation depth is attained. In
addition, for precisely parallel beams, the fringes form concentric rings, whose
overall intensity is modulated by the delay.

The focus of the IR beam is larger than the one of the XUV beam, because
of the larger focal length of the focusing mirror FM2 compared to FM1 and the
generally smaller divergence of the XUV radiation. This minimizes variations
of the IR intensity and phase over the interaction volume of the XUV with
the molecular beam.

After the interaction with the target in the reaction microscope, the beams
continue to propagate towards the XUV spectrometer, which monitors the
spectral composition of the XUV radiation. Before entering the spectrometer,
the IR beam is removed using an aluminium filter (MF2, thickness: 200 nm),
which is mounted on a gate valve. This also serves as a vacuum separator
between the reaction microscope and the spectrometer. In addition, either a
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slit or a calibrated XUV photodiode (Optodiode AXUV100G) can be moved
into the beam path using a linear-motion vacuum feedthrough. The slit, whose
size is adjustable, only transmits a thin slice of the XUV beam, which is then
imaged by the grating in the spectrometer to the MCP (see below), to improve
the spectral resolution of the spectrometer at the cost of losing intensity. The
calibrated photodiode can be used to obtain an absolute measurement of the
XUV photon flux impinging on it. The small current induced in the diode is
measured directly using a picoammeter and can be converted to a photon flux
using the known spectral responsivity of the photodiode.

The grating in the spectrometer is mounted on a motorized stage, such
that it can be moved out of the beam path, which allows the beams to leave
the spectrometer at the back through a window. This is useful for purposes of
alignment.

The various chambers in the setup can be separated by several gate valves
with integrated windows, such that parts of the beamline can be under atmo-
spheric pressure while doing the alignment without affecting the vacuum in
other parts.

Active delay stabilization

As mentioned previously, active delay stabilization is used in the interferometer
to ensure its long-term stability. The approach used here is similar to those
introduced in refs. [229, 249]. A Cobolt Blues cw-laser operating at a wavelength
of 473 nm with a FWHM bandwidth <1MHz and an output power of 50mW
is used as the reference laser. The short wavelength improves the accuracy of
the stabilization system.

The output from the stabilization laser enters – upon increasing its beam
size with a telescope – the interferometer chamber through a window. In the
chamber, it is coupled into the interferometer using the beam splitter BS.
There, it is split up and subsequently co-propagates with the IR/XUV beams
all the way to the recombination mirror. Note that the coating of the filter
mirror in the HHG arm also reflects a significant portion of the stabilization
beam. In order for the stabilization beam to also be able to propagate past
the metal filter MF1, the filter’s size was chosen to match the beam diameter
of the XUV beam (5mm) and the filter is mounted on a fused-silica substrate,
such that the stabilization beam, which has a larger diameter, is transmitted
in a ring around the centre.3

The recombination mirror has been drilled twice, at angles ±45° with
respect to the surface normal, to have a clear path for both the propagation
of the XUV beam and the central portion of the stabilization beam in the
other arm of the interferometer. In addition, the mirror has a transparent

3Note that this is also true for the outer part of the driving IR beam, which is, however,
subsequently blocked by the recombination mirror, such that no driving IR radiation reaches
the interaction region in the reaction microscope.
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substrate, such that the stabilization beam in the XUV arm can reach the back
surface of the silver coating, where it is reflected. The parts of the stabilization
laser beam going through the hole in the mirror and reflected off its back
surface are subsequently picked off by two mirrors and spatially overlapped on
a beam profiler outside of the recombination chamber. The stabilization beams
from the two arms form a spatial interference pattern where they overlap,
which is recorded with the beam profiler and from which changes in the length
difference between the two arms (for example due to mechanical movement or
thermal drifts) can be inferred and compensated by moving the delay stage
DS. In addition, the interference pattern is also used to purposefully change
the delay between the two arms by a well-defined amount. These functions are
facilitated using a software developed by Tobias Witting. The stabilization
operates at a rate of 500Hz, thus being able to correct slower drifts of the
system, but not very fast disturbances such as noise from the pumps.

Interferometer chamber

The L-shaped interferometer chamber is completely vacuum-separated from
the other chambers, allowing the full operation of the beamline with the
interferometer chamber either under vacuum or atmospheric conditions. The
design is thus a hybrid between beamlines placing the whole interferometer
or only the XUV part, respectively, in vacuum. Optical elements in the
interferometer chamber can be quickly adjusted manually in the preparation
phase of an experiment, and the interferometer chamber can be evacuated
when performing a measurement to increase stability. Under vacuum, further
adjustments can be made by several motorized components in the chamber.
In order to allow the visual inspection of all optical elements even when the
chamber is evacuated, transparent top lids made from acrylic glass are used.

The shape of the chamber makes it possible to place the HHG chamber
close to the focusing optics in the interferometer chamber (and thus to use
relatively short focal lengths) and, at the same time, to have enough space
in the chamber for all parts needed for the Mach-Zehnder interferometer and
manipulation of its two arms. The two chambers are connected via a flexible
bellow.

The interferometer chamber is pumped by a small 80 l/s turbomolecular
pump, since the vacuum inside only needs to be good enough to prevent
disturbances of the interferometer due to air flow, as it is well separated from
the neighbouring chambers, where stricter vacuum requirements are demanded.
The vacuum separation is facilitated by sealing surfaces on both sides of the
wall around the output flanges towards the HHG and recombination chambers,
such that vacuum-separating windows can be mounted on the inside of the
chamber. The mild vacuum requirements also imply that (well-cleaned) normal
optomechanical components can be used in the interferometer chamber instead
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Figure 12.3: a) Design details of the gas-catching system in the HHG
chamber used in combination with a jet target. b) Design of the feet
decoupling the optical breadboards from the chambers.

of components rated for high vacuum. Nonetheless, in practice, pressures in
the 10−4mbar-range are reached in the chamber.

The flanges on the sidewalls of the chamber accommodate electrical feed-
throughs for the various motorized elements in the chamber and windows for
the IR and stabilization beams to enter. Additional output flanges allow some
flexibility in how the chamber is connected to the neighbouring chambers. All
optical elements are placed on a single L-shaped breadboard, decoupled from
the chamber as shown in fig. 12.3b), while the chamber itself is placed on
compact elastomeric vibration-isolating feet (Newport M-ND01-A).

HHG chamber

The HHG chamber provides a separated space for the HHG target, which is
mounted on a motorized compact stage with three translational degrees of
freedom (custom product by Smaract). The chamber is placed on the optical
table using the pneumatic isolation feet Newport CM-225, because none of the
available (more compact) elastomeric isolators were suited for the weight of
the chamber. The size of the chamber is determined by the requirement that
a pump with a pumping speed of up to 3000 l/s could be installed, for which a
flange diameter of 250mm is needed. Such high pumping speeds might have
been necessary when using a jet target and relatively loose focusing conditions.
In addition, the relatively large size of the chamber would also make it possible
to move the focusing optics from the interferometer into the HHG chamber, in
case very tight focusing conditions (focal length ∼20 cm) were necessary.

To reduce the pressure load from the jet further, it is additionally possible
to mount a gas-catching system in the chamber, whose design is presented in
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fig. 12.3a) and is adapted from a similar design developed in the group of Ralph
Ernstorfer at the Fritz Haber Institute in Berlin [258]. The position of the
catcher with respect to the jet can be controlled from outside the chamber using
a manual vacuum manipulator with three translational degrees of freedom.
The catcher itself consists of a hollow aluminium block, on the bottom surface
of which a cone is attached. The gas from the jet enters the catcher through a
3mm-hole in the tip of the cone. Due to the conical shape, the catcher can
be brought close to the laser (and thus to the nozzle, which is expected to
improve the catching efficiency), while at the same time pumping it efficiently,
using a 40m3/h scroll pump (which is well suited for the 10−2mbar regime
present in the catcher under a typical load). On the top surface of the block, a
viewport (in combination with the transparent top lid of the chamber) makes
it possible to look at and align the nozzle below the catcher. In practice, the
catcher improves the pressure in the HHG chamber by one order of magnitude,
when loaded by a jet target.

The nozzle for the jet target was made from a glass capillary glued into
a drilled Swagelok blanking plug. The design for the cell target consists of a
block accommodating three cells in a row, which can be independently filled
with gas from outside. This makes it possible to easily switch from one cell to
another without breaking the vacuum, by moving the stage horizontally in the
direction perpendicular to the laser beam. A tape is wrapped around the holes
in the cells, in which subsequently a smaller hole is drilled directly with the
laser, which helps to reduce the gas flow from the cell to the vacuum chamber.
However, slight changes in the pointing of the laser, for example due to small
adjustments, increase the hole size, which is why there is the possibility to
quickly switch to a different cell. Only after consuming three cells in this way,
the chamber needs to be opened to replace the tape around the cells. The gas
to the targets is supplied via flexible plastic tubes.

Shortly behind the high-harmonic generation point, the beams enter a tube
with a diameter of 10mm protruding into the chamber, as shown in fig. 12.3a).
The tube can be positioned from the outside, because the flange it attaches
to is connected to the neighbouring elements via flexible bellows. The tube
end can additionally be sealed with aluminium tape through which a hole is
drilled with the driving laser, making the orifice just big enough for beam
propagation. Since the tube end is very close to the generation point, where
the beam diameter is small, the tube with the drilled tape has a low vacuum
conductance, resulting in effective differential pumping. In addition, the
generated high harmonics quickly leave the region of high pressure, minimizing
reabsorption of the radiation.4

4Note that, while the overall pressure in the HHG chamber is low enough for reabsorption
of the high-harmonic radiation to be negligible, the local pressure around the target is
expected to be higher.
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Recombination chamber

The recombination chamber is the place where the IR-only and XUV beams
are recombined and focused and where the co-propagating generating IR light
is removed from the XUV beam. It is sealed on the top with two lids, where
aluminium is used instead of acrylic glass due to the higher demands on the
vacuum in this chamber because of its proximity to the reaction microscope.
To nonetheless allow the visual inspection of the beamline under operation
(using cameras), several larger viewports are installed on the sidewalls of the
chamber. The remaining flanges are used for the connection to the neighbouring
chambers, electrical feedthroughs for the motorized components, and windows
for the stabilization laser and IR radiation transmitted by the filter mirror.
The chamber is pumped by a 300 l/s turbomolecular pump. Decoupling from
the table is again facilitated by Newport M-ND01-A vibration-isolation feet.

Spectrometer

The spectrometer5 contains a flat-field imaging grating (Hitachi 001-0640),
which angularly separates the spectral components of the incoming XUV beam
according to eq. (3.2) and maps them to a flat plane, in which the screen is
placed. The mount of the grating makes it possible to adjust all six rotational
and translational degrees of freedom in order to facilitate precise positioning
and alignment of the grating. The screen consists of a stack of an MCP and
a phosphor screen and is mounted on a linear-motion vacuum feedthrough,
which allows translation within the focal plane. The MCP amplifies electrons
created by the impact of XUV photons, and the phosphor screen emits visible
light at the position of the electron cloud at the back of the MCP. The
higher the photon flux impinging on the MCP front surface is, the brighter
the emitted visible light from the phosphor screen is. The image seen on the
phosphor screen thus corresponds to the intensity of the spectral components
of the incoming XUV beam dispersed in the horizontal direction, whereas the
intensity distribution in the vertical direction is representative of the vertical
spatial intensity profile of the beam. The image on the phosphor screen is
recorded using a camera with a zoom objective from outside the chamber
through a viewport. The spectrometer is pumped by a 300 l/s turbomolecular
pump.

5A significant portion of the design of the spectrometer has been done by Peter Šušnjar,
based on a design by Sascha Birkner.





chapter 13

First Characterization
of the Beamline

In this chapter, first results obtained with the beamline described in the
previous chapter are presented. Since the beamline had not yet been fully
installed at the time of writing of this thesis, the scope of the results is limited
to high-harmonic spectra recorded under various conditions (section 13.1) and
a first pump-probe FROG-CRAB measurement for pulse characterization using
a velocity-map-imaging spectrometer as the detector (section 13.2).

13.1 high-harmonic generation

High-harmonic spectrum

An example of a high-harmonic spectrum, recorded using a cell target (inner
diameter: 1mm) filled with 110mbar of argon, is shown in fig. 13.1a). To
obtain a discrete spectrum, the few-cycle pulses from the hollow-core fibre
were slightly stretched using a pair of wedges. Figure 13.1b) displays an image
similar to what is recorded on the phosphor screen in the spectrometer: The
spectral composition is shown along the (energy-calibrated) horizontal and the
spatial profile of the XUV beam along the vertical axis. Because the difference
in energy between any two adjacent harmonics needs to be twice as large as
the fundamental laser photon energy, the initially non-linear spacing of the
harmonics on the screen according to eq. (3.2) allows an absolute calibration
of the energy axis, using the distance of the screen from the grating, and
the fundamental laser wavelength. The harmonics extend up to an energy
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Figure 13.1: a) Calibrated high-harmonic spectrum generated with
stretched few-cycle pulses using a cell target filled with 110mbar of
argon. Adjacent harmonics are spaced by the photon energy, in accor-
dance with the calibration. The target was placed slightly behind the
focus to select the short trajectory. b) additionally displays the spatial
XUV beam profile along the vertical axis.

of ∼55 eV, from which a peak intensity of I≈2× 1014 W/cm2 can be deduced
according to eqs. (1.18) and (3.1), using the known IP of argon of 15.8 eV.

The slight tilt of the harmonics in fig. 13.1b) indicates a spatial chirp in the
XUV beam, i.e. different parts of the spatial beam profile feature a different
spectral composition. This spatial chirp of the XUV beam likely derives from
a spatial chirp in the driving laser. The different directions of the tilt for
different energies could be the result of spatiotemporal couplings [259] in the
driving laser, leading to a locally different transient ionization fraction and
thus plasma dispersion.

Influence of the target position along the propagation direction

The phase-matching conditions are influenced by the position of the HHG target
along the driving-laser focus (see section 3.2). In fig. 13.2, the dependence
of the generated harmonics on this position is investigated. According to
fig. 13.2e), there is a single position of maximum high-harmonic intensity,
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Figure 13.2: a), b), c): Spatially resolved high-harmonic spectra, gener-
ated under similar conditions as the one shown in fig. 13.1, for different
target positions along the beam propagation direction (indicated in e)).
Note that the colour scale is different for the three spectra. d) The
corresponding projections onto the energy axis (orange: close to maxi-
mum, grey: before maximum, blue: behind maximum). e) Scan of the
intensity of various high-harmonic orders (indicated in the figure) as a
function of the position.

which is almost independent of the harmonic order. Figures a), b), and c)
display spatially resolved spectra where the target was placed before, close to,
and behind this maximum position, respectively. The spectrum in fig. 13.2a)
looks distorted, which is likely due to (partly overlapping) contributions from
both the short and the long trajectories. Note that long-trajectory harmonics
are generated with a larger divergence [125, 126] and thus are expected to
arrive at the detector further away from the centre of the beam. In fig. 13.2c),
on the other hand, the spectrum looks much cleaner, and the high harmonics
show up as approximately parallel stripes on the screen of the spectrometer.
In fig. 13.2b), a small contribution from the long trajectory is still evident.
Therefore, to completely suppress these contributions – and thus obtain a
temporally clean attosecond pulse – the target should be placed a little behind
the position of maximum high-harmonic intensity.

Pressure dependence, comparison of different targets, and absolute photon flux

As explained in section 3.2, for efficient HHG it is important that phase
matching is achieved over the interaction length of the laser with the target.
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Figure 13.3: The photon flux from high-harmonic radiation, generated
by sub-4 fs-pulses, on a calibrated photodiode as a function of the
pressure for a) a cell target (inner diameter: 1mm) and b) a jet target
(nozzle diameter: 400µm). The indicated pressure is the pressure in
the cell in a) and the stagnation pressure before the expansion through
the nozzle in b). Note that the actual pressure of the target after
the expansion is lower than this value. The indicated error bars are
estimated from the fluctuations of the diode current.

The simplest parameter to adjust the phase-matching conditions is the density
of the target. The required density is determined by how tightly the driving
laser beam is focused into the target. Under tight-focusing conditions, the
necessary densities may be more easily achieved using a jet instead of a cell
target (see page 148).

Thus, in fig. 13.3, a comparison of pressure scans for a jet target (nozzle
diameter: 400µm)1 and a cell target (inner diameter: 1mm), using compressed
sub-4 fs-pulses from the hollow-core fibre for HHG, is shown. Note that the
target density is proportional to the applied pressure in both cases. The
absolute photon flux, integrated over the portion of the spectrum transmitted
by the aluminium filter (i.e. photon energies & 20 eV), was measured using the
calibrated XUV photodiode. With the cell target, an overall larger current
from the photodiode is obtained compared to the jet target for the respective
optimum pressure. Note that for a cell target higher reabsorption of the
generated high-harmonic radiation is to be expected, due to a potentially
locally higher gas density along the propagation path of the XUV radiation.
Since, however, the attainable flux is higher for the cell than for the jet target
and since the cell is able to withstand the high average power of the laser beam,
a cell target appears to be the preferred solution for the focusing conditions
present in the beamline. Cells with a larger inner diameter may further increase
the high-harmonic flux.

1Note that a smaller nozzle diameter of 150µm was also tested and resulted in significantly
lower photon fluxes even when using several bars of stagnation pressure.
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From the measured current on the calibrated XUV photodiode, using the
average quantum efficiency of the photodiode of 0.26A/W over the spectral
region occupied by the XUV pulses and taking the transmission from the
source to the photodiode into account, an absolute photon flux at the source
of 5× 106 photons/laser pulse is obtained. This corresponds to a conversion
efficiency of 10−6 averaged over the XUV spectrum of the pulse, which is
similar to other attosecond setups [132].

Dependence on the CEP

High-harmonic spectra generated by short pulses are expected to display a
pronounced CEP dependence. Figure 13.4 shows spectra, where the CEP
φCEP was scanned over a range from 0 to 4π, using the fully compressed pulses
from the hollow-core fibre, whose duration was below 4 fs, as characterized
with a SEA-F-SPIDER device [260]. The high-energy domain of the spectra
changes from discrete (φCEP = 2.6π) to continuous (φCEP = 3.1π), whereas
the lower-energy domain remains discrete for any CEP value. As explained
on page 33, this change in the spectrum as a function of the CEP is due to
the fact that, depending on φCEP, either one or two maxima in the electric
field strength of the driving pulse are present close to the maximum of the
pulse envelope (also see fig. 3.2). For two maxima with approximately equal
magnitude, there are two consecutive attosecond bursts, whose interference
modulates the spectrum of the XUV pulse. On the contrary, if there is only a
single dominating maximum in the pulse, there is also only a single attosecond
burst with spectral components reaching the highest energies. Therefore, when
the continuous, high-energy portion is filtered using a suitable metal filter,
keeping the CEP fixed at an appropriate value is expected to result in the
generation of isolated attosecond pulses. To prove that this is actually the
case, it is necessary to fully characterize the XUV pulses generated under these
conditions, using e.g. the FROG-CRAB technique.

Another observation is the shift of the high-harmonic peak position with
the CEP for high energies (forming the tilted stripes in fig. 13.4a) ranging
from ∼30 eV to ∼45 eV). This is due to the consecutive half cycles in the pulse
having different maximum intensities, whose relative magnitudes depend on the
CEP. For a given return energy (determining the energy of the high-harmonic
radiation according to eq. (1.30)), recombination (and thus high-harmonic
emission) takes place at different instants in the two half cycles, altering the
time interval between the consecutive XUV bursts as a function of the CEP
[261]. In the frequency domain, this altered temporal spacing leads to a shift
of the peaks in the spectrum away from odd multiples of the fundamental
frequency (also see refs. [261–263]).
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Figure 13.4: a) High-harmonic yield as a function of the photon energy
and the CEP φCEP. Sub-4 fs-pulses and a cell target filled with 70mbar
of argon were used for HHG. b) Sections for two different CEP-values as
indicated in a). The fact that the high-energy portion of the spectrum
becomes continuous for specific CEP-values indicates the possibility to
isolate a single burst when employing suitable spectral filtering.

13.2 outlook: complete reconstruction of the at-
tosecond pulses.

In this section, first measurements where the radiation from the attosecond
beamline was used to ionize another target and the charged particles were
detected are presented. For simplicity, the output from the OPCPA system was
used directly as input for the beamline, i.e. without further compression in the
hollow-core fibre (resulting in IR pulses with a duration of ∼7 fs), and a velocity-
map-imaging spectrometer was used as the detector instead of the reaction
microscope. The measurements presented in this section were performed and
analysed by Mikhail Osolodkov, and they serve as a demonstration of the
proper functioning of the designed beamline.
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Velocity-map-imaging spectrometers

A velocity-map-imaging spectrometer allows the detection of two-dimensional
projections of either electron or ion momentum distributions. A non-homoge-
neous electric field created by two electrodes, the repeller and the extractor,
guides the charged particles to an MCP detector combined with a phosphor
screen, whose image is recorded with a camera [228]. For suitably chosen
extraction fields, the image on the detector corresponds to the projection of the
velocity distribution of the charged particles along the acceleration direction.
If the actual three-dimensional distribution has cylindrical symmetry around
that axis, a so-called Abel transform [264] can be used to reconstruct it from
the detector image.

In the velocity-map-imaging spectrometer used here, the nozzle providing
the gas for the interaction is integrated into the repeller electrode [255], which
allows the laser to come as close as possible to the nozzle and thus provides
much higher target densities compared to what is possible in the reaction
microscope.2 This should make it easier to find the ionization signal in a
velocity-map-imaging spectrometer. Once the proper and reliable functioning
of the beamline has been established, replacing the velocity-map-imaging
spectrometer with the reaction microscope is expected to be easier than testing
the beamline directly with the reaction microscope.

Photoelectron momentum distributions

Figure 13.5a) shows an electron distribution as recorded in the velocity-map-
imaging spectrometer using only the XUV pulses for ionization. The target in
the velocity-map-imaging spectrometer was a beam of argon atoms using a
stagnation pressure of ∼1 bar. As mentioned, the driving laser had a duration
of ∼7 fs, thus discrete harmonics were obtained. Correspondingly, in fig. 13.5,
a pattern of discrete concentric rings can be observed. This pattern is created
by the single-photon ionization of argon atoms from the various harmonic
orders, where the resulting electron kinetic energy is given by the difference
between the photon energy of the respective harmonic order and the IP of
argon (see eq. (3.4)). The spacing between the rings is expected to correspond
to twice the fundamental photon energy, as in the high-harmonic spectrum
itself. The intensity of the distribution along the polar axis is peaked along
the XUV polarization direction.

As shown in fig. 13.5b), when the XUV pulse ionizes the target in the
presence of the IR pulse, additional rings appear between the rings observed in

2Note that, on the other hand, also much lower count rates are required in a reac-
tion microscope, because coincidence detection demands that the count rate is limited to
∼0.1 events/laser pulse, whereas in a velocity-map-imaging spectrometer typically hundreds
of events occur per laser pulse.
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a) b)

Figure 13.5: Two-dimensional projections of the photoelectron momen-
tum distributions (recorded using a velocity-map-imaging spectrome-
ter), generated a) by the XUV beam alone and b) by the temporally
overlapping XUV and IR beams. The driving IR pulses had a duration
of ∼7 fs. The target in the velocity-map-imaging spectrometer was
argon, using a stagnation pressure of ∼1 bar. The target for HHG was
also argon in a cell filled with 90mbar of gas.

the XUV-only spectrum. These are the sidebands, whose origin is explained
on page 37.

Time-dependent photoelectron spectra

Figure 13.6 shows a delay scan of the kinetic-energy distribution of the pho-
toelectrons, using the active delay-stabilization system.3 For each delay, this
distribution was obtained by applying the Abel transformation to the cor-
responding velocity-map-imaging spectrometer image [265], resulting in the
three-dimensional momentum distribution, from which the kinetic-energy distri-
bution can be calculated. The delay step size was 200 as. Figure 13.6c) displays
the time-dependent signal integrated over various sidebands. As expected from
eq. (3.5), the sideband intensity oscillates with the delay between the XUV
and IR pulses, with a frequency twice as large as the fundamental laser fre-
quency. Due to the relatively short driving-pulse duration, the assumption
of infinitely narrow harmonics is not fulfilled in the presented measurement,

3Note that the data shown in fig. 13.6 has been acquired with a slightly modified beamline
compared to the design shown in fig. 12.2. In particular, recombination of the IR and XUV
beams took place before the toroidal mirror, which helped to increase the IR intensity, since
this results in a larger IR beam on the recombination mirror, where accordingly less intensity
is lost to the hole.
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Figure 13.6: a) Photoelectron yield as a function of the delay between
the XUV and IR pulses and the photoelectron energy. c) Line-outs
thereof at the indicated sideband energy positions. From a), the
attosecond pulse train and the driving-laser IR field, shown in b) and
d) respectively, can be reconstructed.

thus eqs. (3.3) and (3.5) cannot be used to retrieve the attosecond pulse train.
Instead, FROG-CRAB (see page 38), simultaneously making use of all the
data in fig. 13.6a) [266, 267], is employed to reconstruct the short attosecond
pulse train and the driving IR pulse. The result is shown in fig. 13.6b) and d),
respectively. The successful complete reconstruction of the attosecond pulse
train from the presented time-dependent photoelectron spectra demonstrates
the attosecond stability of the designed beamline over the timespan in which
the time-dependent spectra were acquired.

Note, however, that the reconstructed attosecond pulse train in fig. 13.6b)
is unrealistically short considering that a 7 fs multi-cycle driving pulse was
employed. A possible reason for this lies in the fact that the CEP of the
driving pulse has not been actively stabilized during the acquisition of the
data in fig. 13.6a): Simulations have shown that the pulse train reconstructed
from calculated sideband spectra averaged over all CEP values shows a strong
main pulse accompanied by satellite pulses with drastically underestimated
intensities compared to the pulse trains reconstructed for each individual CEP
value. An improved reconstruction procedure taking the averaging over CEP
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values into account is currently being developed by my colleagues.

Next steps and current status

The next step in the test of the setup is to record time-dependent photo-
electron spectra (still with a velocity-map-imaging spectrometer), including
post-compression of the driving laser pulses in the hollow-core fibre, with the
aim of demonstrating the generation of isolated attosecond pulses. This goal
has meanwhile been reached by my colleagues. Furthermore, the reaction
microscope has been integrated into the setup by now and is currently being
tested. First static photoelectron spectra have already been acquired using the
reaction microscope. This shows that the final goal of XUV-IR pump-probe
experiments operating at a repetition rate of 100 kHz and combining isolated
attosecond pulses and coincidence detection is well within reach.



Summary and Outlook

The overarching theme of the present thesis has been the implementation of
kinematically complete coincidence experiments using a reaction microscope
to study the interaction of beams of coherent electromagnetic radiation with
molecules. Whereas in part II actual measurements on a polyatomic molecular
target have been performed relying on SFI with an intense IR beam, in part III
a beamline carrying over coincidence detection to attosecond pump-probe
experiments has been presented.

In the experiments in part II, the coincidence capabilities of the reaction mi-
croscope were used to study not only properties of the 1,3-butadiene target but
also of the three-step model underlying SFI – which is of fundamental impor-
tance for attosecond science – itself, by testing some of its common assumptions.
The experiments relied on the multiple ionization channels participating in
the strong-field response of butadiene (as in many other polyatomic molecules)
and the possibility to correlate different ionization continua with the detected
ion species. Focusing on the detected channel-resolved kinetic-energy distri-
butions of the rescattered electrons affords novel insights into the continuum
propagation and rescattering steps: From the different dependencies of the
yield of rescattered electrons on the SFI laser’s ellipticity for two different
ionization channels, the participation of multiple channels in rescattering could
be experimentally demonstrated. By aligning the molecules prior to SFI, the
molecular-frame angular dependence of the rescattering probability could be
measured for electrons originating from different molecular orbitals. The ob-
served channel dependence is clear experimental evidence for the proposition
that information on the initial orbital is preserved during the propagation in
the continuum. In particular, the probability for a released electron to return
to the core depends on the orientation of the molecule with respect to the laser
polarization axis. This most likely derives from the shape of the continuum
wave packet, which is determined by the shape of the orbital from which the
electron was born. The angular dependence of the return probability has so
far been ignored in most LIED and high-harmonic–spectroscopy studies. The
rather strong dependence observed for 1,3-butadiene here could imply that the
neglect of this factor in the interpretation of such experiments might introduce,
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in some cases, errors in the analysis, especially when investigating polyatomic
molecular targets. While the presented experiment can only make a definite
statement about the electron density of the central portion of the returning
wave packet and not about the curvature of its wavefront, an extension of
the measurements was suggested, to answer the question if the curvature of
the returning wave packet can be regarded as planar over the extent of the
target and if this could be a relevant factor in the interpretation of LIED and
high-harmonic–spectroscopy experiments.

Part III of the thesis dealt with the application of the reaction microscope
to experiments beyond SFI and towards attosecond pump-probe coincidence
studies. To this end, a novel beamline has been designed and built from
scratch, with the aim of generating isolated attosecond pulses that are intense
enough to perform experiments on molecular targets in a reaction microscope.
In comparison with existing setups combining coincidence detection with
attosecond pump-probe spectroscopy, the presented beamline features a ten
times larger repetition rate, facilitating unprecedented acquisition rates for
such experiments and, thus, making it possible to perform measurements which
would lead to prohibitively long acquisition times in setups running at lower
repetition rates. However, this also imposes unique design challenges due to
the high average power and lower energy per pulse. Although the beamline
has not yet been fully put into operation with the reaction microscope, the
presented results provide a promising perspective that the beamline will fulfil
its set goals. HHG at 100 kHz was demonstrated using driving pulses with a
duration <4 fs. The CEP dependence of the high-harmonic spectrum, changing
from discrete to continuous in a broad spectral region, indicates that isolated
attosecond pulses can be obtained by simple spectral filtering. Furthermore,
first successful pump-probe measurements requiring attosecond stability were
presented, using a short pulse train and a velocity-map-imaging spectrometer
as the detector.

Two important points remain to be demonstrated: the long-term attosecond
stability of the setup (on the order of several tens of hours) and a high enough
photon flux to achieve on average 0.1 events/laser pulse in the less dense
molecular beam of the reaction microscope. Then, the presented beamline has
the potential to enable novel experiments with attosecond temporal resolution
on complex molecular targets, exploiting the wealth of information afforded
by a reaction microscope in order to be in a better position regarding the
interpretation of the processes occurring in such targets. An experiment with
the simplest neutral molecule, H2, could serve as a first benchmark project
for the beamline, building on existing work where a less powerful velocity-
map-imaging detector was employed in a pump-probe configuration [222]
or static data was acquired in a reaction microscope [230]. Of particular
interest in this target is the fact that a laser-induced transition of an electron
ionized by the XUV influences the localization of the remaining bound electron,
i.e. the continuum electron and the ion are entangled [2]. A time-resolved
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experiment where the electron and H+-fragment are detected in coincidence
could help to further study this entanglement. It will be useful to gain
experience in the operation of the beamline from the measurements performed
on this well-studied target, before moving on to experiments in larger diatomic
and polyatomic molecules, harnessing the potential promised by attosecond
coincidence spectroscopy.
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